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Abstract

Neural networks have demonstrated impressive practical success, but theoretical tools
for analyzing them are often limited to simple cases that do not capture the complexity of
real-world applications. This thesis seeks to narrow this gap by making some theoretical
tools more applicable to practical scenarios.

The first focus of this work is on generalization: can a given network perform well
on previously unseen data? This thesis improves generalization guarantees based on the
path-norm and extends their applicability to ReLU networks incorporating pooling or skip
connections. By reducing the gap between theoretically analyzable networks and those
used in practice, this work provides the first empirical evaluation of these guarantees on
practical ReLU networks, such as ResNets.

The second focus is on resource optimization (time, energy, memory). This thesis in-
troduces a novel pruning method based on the path-norm, which not only retains the
accuracy of traditional magnitude pruning but also exhibits robustness to parameter
symmetries. Additionally, this work presents a new GPU matrix multiplication algo-
rithm that enhances the state-of-the-art for sparse matrices with Kronecker-structured
support, achieving gains in both time and energy. Finally, this thesis makes approxima-
tion guarantees for neural networks more concrete by establishing sufficient bit-precision
conditions to ensure that quantized networks maintain the same approximation speed as
their unconstrained real-weight counterparts.



Résumé

Les réseaux de neurones connaissent un grand succès pratique, mais les outils théoriques
pour les analyser sont encore souvent limités à des situations simples qui ne reflètent pas
toute la complexité des cas pratiques d’intérêts. Cette thèse vise à réduire cet écart en
rendant certains outils théoriques plus concrets.

Le premier axe de recherche concerne la généralisation : un réseau donné pourra-t-
il bien se comporter sur des données jamais vues auparavant? Ce travail améliore les
garanties de généralisation basées sur la norme de chemins, les rendant applicables à des
réseaux ReLU incluant du pooling ou des connexions résiduelles. En réduisant l’écart entre
les réseaux analytiquement étudiables et ceux utilisés en pratique, cette thèse permet la
première évaluation empirique de ces garanties sur des réseaux ReLU pratiques tels que
les ResNets.

Le second axe porte sur l’optimisation des ressources (temps, énergie, mémoire). Une
nouvelle méthode d’élagage des paramètres, fondée sur la norme de chemins, est proposée.
Cette approche conserve non seulement la précision de l’élagage par amplitude, tout
en étant robuste aux symétries des paramètres. Cette thèse fournit aussi un nouvel
algorithme de multiplication de matrices sur GPU qui améliore l’état de l’art pour les
matrices creuses à support de Kronecker, offrant des gains en temps et en énergie. Enfin,
ce travail rend les garanties d’approximation pour les réseaux de neurones plus concrètes en
établissant des conditions suffisantes de précision en bits pour que les réseaux quantifiés
conservent la même vitesse d’approximation que les réseaux avec des poids réels non
contraints.



Résumé des chapitres en français

Les réseaux de neurones sont abondamment utilisés aujourd’hui. Un réseau de neu-
rones est simplement une manière de décrire un certain type de fonctions en utilisant
des paramètres, tout comme un polynôme est une manière de décrire une fonction en
utilisant des coefficients. Dans le Chapitre 1, je rappelle deux grands enjeux des réseaux
de neurones auxquels je vais m’intéresser dans cette thèse.

Le premier défi est celui d’obtenir des garanties statistiques de générali-
sation. En pratique, les paramètres d’un réseau de neurones sont ajustés pour que le
réseau fasse de bonnes prédictions sur une tâche donnée. Par exemple, il peut s’agir de
prédire si une image contient un chien ou non. Dans cette thèse, je considère le cadre
de l’apprentissage supervisé, où les paramètres sont ajustés en présentant au réseau des
exemples de données et en lui indiquant la réponse attendue pour chaque exemple. Dans
le cas de la reconnaissance de chiens, on pourrait lui présenter des images avec des chiens
et des images sans chiens, et lui indiquer les réponses attendues. Une fois que le réseau
s’est suffisamment amélioré sur les exemples d’entraînement, on veut que le réseau fasse de
bonnes prédictions sur des images qu’il n’a jamais vues. C’est ce qu’on appelle la général-
isation. En pratique, il est possible de trouver de bonnes valeurs pour les paramètres qui
permettent au réseau de bien généraliser, alors que le nombre de paramètres est grand
(supérieur à 500 milliards pour Narayanan et al. [2021], par exemple) et excède souvent
le nombre de données d’entraînement disponibles, si bien qu’un réseau pourrait simple-
ment faire de bonnes prédictions sur les données d’entraînement en apprenant par cœur
les réponses attendues pour ces données [Zhang et al., 2021]. Il y a donc un véritable
enjeu à comprendre pourquoi les paramètres appris en pratique arrivent à généraliser,
alors qu’il avait aussi des possibilités d’avoir une performance similaire sur les données
d’entraînement sans pour autant généraliser [Shalev-Shwartz and Ben-David, 2014, Good-
fellow et al., 2016, Bach, 2024].

Concernant ce défi, je commence par introduire en Chapitre 2 le modèle de réseaux
que je vais analyser. Ce modèle couvre n’importe quel réseau de neurones ReLU organisé
en graphe acyclique dirigé, et contenant des ingrédients désormais classiques, tels que le
max-pooling ou les connexions résiduelles. Cela couvre en particulier beaucoup de réseaux
de neurones très utilisés en pratique, tels que les architectures ResNets, VGGs, Alexnet,
U-nets, ReLU MobileNets, et même les architectures utilisées dans les fameux AlphaGo
et AlphaZero développées par DeepMind pour jouer au Go.

Dans le Chapitre 2, j’étends à ce modèle général de réseaux de neurones une gamme
d’outils, centrée sur le relèvement dans l’espace des chemins, qui a émergé dans la lit-
térature récente pour l’analyse théorique des réseaux, mais seulement pour des modèles
simples qui ne reflètent pas la complexité des réseaux utilisés en pratique. Le défi lors de
l’extension de ces outils est de réussir à préserver leurs propriétés intéressantes, tout en
les rendant opérationnels pour des réseaux plus généraux. Je réalise une telle extension en
préservant les deux propriétés phares de ces outils : la capture des symétries des réseaux
ReLU ainsi que leur structure affine par morceaux. Ces deux propriétés ont été utilisées
de manière cruciale dans la littérature récente pour établir des garanties théoriques en
généralisation [Neyshabur et al., 2015, Barron and Klusowski, 2019], en identifiabilité
des réseaux [Bona-Pellissier et al., 2022, Stock and Gribonval, 2023], ou encore sur leur



dynamique d’entraînement [Marcotte et al., 2023], mais seulement pour des modèles sim-
ples. Grâce au travail du Chapitre 2, je vais pouvoir exploiter dans les autres chapitres
ces outils prometteurs pour des modèles bien plus généraux.

Dans le Chapitre 3, j’établis de nouvelles garanties sur le caractère Lipschitz de ces
réseaux très généraux. Le caractère Lipschitz est une propriété primordiale des réseaux,
car il renseigne sur la variation des sorties du réseau lorsque les entrées sont perturbées,
ou lorsque les paramètres du réseau sont perturbés. Les nouvelles garanties que j’établis
sont fondées sur le relèvement dans l’espace des chemins, introduit en Chapitre 2, et ont
plusieurs propriétés particulièrement intéressantes : elles sont facilement calculables, elles
sont invariantes par les symétries de remise à l’échelle et de permutation des réseaux, et
elles sont plus fines que certaines garanties classiques exprimées directement en fonction
des paramètres (avec des produits de normes de couches).

Dans le Chapitre 4, j’utilise crucialement ces nouvelles propriétés Lipschitz pour
obtenir les premières garanties de généralisation fondées sur la norme de chemins, pour des
réseaux de neurones aussi généraux que ceux mentionnés ci-dessus. La norme de chemins
est une mesure de complexité des paramètres qui a éveillé un grand intérêt dans la littéra-
ture pour tenter d’expliquer la généralisation des réseaux, car elle a plusieurs propriétés
désirables : elle est invariante par les symétries de remise à l’échelle et de permutation
des réseaux, elle est plus fine que certaines mesures de complexité classiques basées sur
des produits de normes de couches, elle est facilement calculable, et enfin elle est l’une des
meilleures mesures de complexité connue basée sur la taille des paramètres, en matière
de corrélation avec la généralisation mesurée empiriquement [Jiang et al., 2020, Dziugaite
et al., 2020]. L’extension des garanties de généralisation basées sur la norme de chemins
aux réseaux de neurones plus généraux que ceux considérés dans la littérature précédente
est donc une étape importante, qui va me permettre d’évaluer pour la première fois ce
type de garanties sur des réseaux vraiment utilisés en pratique. Cela me permettra en
Chapitre 7 d’identifier les défis restants pour obtenir, à partir de la prometteuse norme
de chemins, des garanties de généralisation plus précises. Un enjeu majeur est notam-
ment la conception de mesure de complexité qui correspondrait au comportement moyen
du réseau, plutôt qu’à son comportement pire cas, sans quoi le cadre théorique actuel
n’est pas assez fin pour expliquer la généralisation dans les cas où il y a plus de données
d’entraînement que de paramètres, et où il y a la possibilité d’apprendre par cœur les
données d’entraînement.

Le deuxième défi que je vais aborder dans cette thèse est celui de l’efficacité
des réseaux de neurones. Les réseaux de neurones sont très coûteux en ressources,
que ce soit en terme de temps de calcul, de mémoire ou d’énergie dépensée, et la tendance
actuelle est de continuer à augmenter le nombre de paramètres et le nombre de données
d’entraînements afin d’obtenir les meilleures performances possibles. Il a par exemple
été estimé que le coût de déploiement des nouveaux réseaux de neurones états de l’art
double tous les 3 à 6 mois [OpenAI, May 2018, Kaplan et al., 2020, Sastry et al., 2024].
La réduction de ces coûts est donc un enjeu majeur. Cette thèse va aborder ce problème
sous différents angles.

D’abord, j’utilise les nouvelles garanties de robustesse des réseaux à la perturbation
des paramètres établies en Chapitre 3 pour motiver la conception d’un nouvel algorithme
d’élagage des réseaux dans ce même chapitre. L’élagage consiste à mettre à zéro des
paramètres du réseau pour diminuer le nombre de paramètres qui rentrent en jeu dans les



calculs, et donc les ressources nécessaires à l’utilisation du réseau. Cet algorithme est basé
sur la norme de chemins, et je montre expérimentalement qu’il atteint les mêmes perfor-
mances que l’élagage par amplitude, une méthode couramment utilisée pour ses bonnes
performances [Frankle and Carbin, 2019]. En outre, ce nouvel algorithme a l’avantage
d’être robuste aux symétries de remise à l’échelle des paramètres, alors que je montre que
ce n’est pas le cas de la technique classique d’élagage par amplitude, dont les performances
chutent drastiquement dès lors qu’on commence à remettre à l’échelle les paramètres, et
ce, sans même chercher délibérément à réduire ses performances, seulement en remettant
à l’échelle de manière aléatoire.

Le deuxième volet de la thèse qui concerne l’efficacité des réseaux de neurones est
abordé en Chapitre 5, où je m’intéresse à l’utilisation de matrices creuses à support Kro-
necker, que j’appelle plus simplement par la suite matrices Kronecker-creuses, dans les
réseaux de neurones. Les matrices Kronecker-creuses sont des matrices contenant beau-
coup de zéros, et dont l’emplacement de ces zéros obéit à une structure particulière, définie
par un produit de Kronecker. Ces matrices ont récemment reçues de l’attention dans la
littérature car la multiplication de ces matrices a un faible coût théorique, et en pratique,
ces matrices permettent dans certaines configurations d’obtenir les mêmes performances
que les matrices denses utilisées traditionnellement, mais avec moins de paramètres. Dans
le Chapitre 5, je commence par étudier l’efficacité des implémentations existantes pour la
multiplication avec une matrice Kronecker-creuse sur GPU. Ces expériences montrent que
les implémentations actuelles passent beaucoup de temps à transférer des données entre
les différents niveaux de mémoire du GPU. Je propose alors un nouvel algorithme qui
vise à réduire les coûts liés à ces transferts de données, et je montre expérimentalement
en précision flottante que cet algorithme est non seulement plus rapide que les implémen-
tations existantes, mais qu’il permet aussi de réduire l’énergie dépensée. Je discuterai
en Chapitre 7 des perspectives pour étendre ces résultats à la précision réduite, qui est
souvent utilisée en pratique pour réduire les coûts de calculs.

Enfin, je m’intéresse à la quantification des réseaux de neurones en Chapitre 6. La
quantification consiste à remplacer les paramètres d’un réseau par des versions approchées,
en utilisant un nombre restreint de bits mémoire pour les stocker. Cette technique est
largement utilisée en pratique puisqu’elle permet de réduire les coûts de calculs et de stock-
age. Le développement de garanties sur les méthodes de quantification est un enjeu ma-
jeur puisque pour l’instant, la recherche de bonnes méthodes de quantification se fait par
essais-erreurs. Dans le Chapitre 6, j’aborde la question fondamentale de l’approximation
de fonction avec des réseaux quantifiés. Peut-on toujours approcher les mêmes fonctions
quand on décide de diminuer le nombre de bits utilisé pour représenter les paramètres
d’un réseau ? J’apporte des premiers éléments de réponse lorsque les poids sont quantifiés
au plus proche voisin sur une grille uniformément espacée, en établissant un nombre de
bits suffisant par poids pour que les réseaux puissent approcher les mêmes fonctions que
leur version avec des poids sans contraintes, et en gardant les mêmes taux polynomiaux
d’approximation dans un espace Lp. Je discute dans le Chapitre 7 de perspectives pour
la prise en compte des symétries dans la conception des méthodes de quantification, qui
pourrait permettre d’améliorer leur précision à un nombre de bits donné.

Enfin, j’aborde également dans le Chapitre 6 la question de l’existence de limites fon-
damentales à l’approximation avec des réseaux de neurones, quantifiés ou non. J’identifie
une propriété générale des familles d’approximation (réseaux de neurones, ondelettes,



polynômes, etc.) qui permet d’unifier et de généraliser une limite fondamentale bien
connue pour certaines familles : il est impossible d’approcher les fonctions d’un ensem-
ble C plus vite qu’une certaine complexité de l’ensemble C du ressort de la théorie de
l’information. Ce lien entre la théorie de l’approximation et la théorie de l’information
est rendu possible par une propriété qui était jusqu’à présent utilisée de manière im-
plicite et établie au cas par cas dans la littérature, et que j’identifie explicitement : la
vitesse polynomiale en ε à laquelle on peut recouvrir la famille considérée par des boules
de rayon ε. Ce nouveau cadre unificateur montre que l’existence de ce type de limite
fondamentale sur la vitesse d’approximation d’un ensemble C par une certaine famille
d’approximants provient d’une propriété intrinsèque à la famille d’approximants, et non
pas de son adaptation à la classe C.
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Chapter 1
Introduction

What do the tasks of recognizing cancerous cells in medical images, translating languages,
driving autonomous vehicles, composing music, and recommending personalized content
on social media have in common? They all involve extracting features from raw data. Re-
markably, artificial neural networks, or simply "neural networks", are empirically success-
ful to extract relevant features in all these different cases [LeCun et al., 2015, Goodfellow
et al., 2016].

As depicted in Figure 1.1, this success heavily relies on the availability of large datasets,
and the ever increasing availability of large-scale computing power, which makes it possible
to process such large datasets using large models.

Computing Power Large Datasets Large Models

Figure 1.1: Elements contributing to the success of neural networks.

Today, the main paradigm for improving performance is to scale everything up: more
computing power, more data, and more parameters in the models [OpenAI, May 2018,
Kaplan et al., 2020, Karpathy, 2022, Sevilla et al., 2022, Hoffmann et al., 2022, Sastry
et al., 2024, Aschenbrenner, 2024]. This approach, however, raises several issues, including
interpretability challenges and increased energy consumption. The cost of maintaining and
developing such large-scale systems is indeed doubling approximately every six months,
as shown in Figure 1.2. Moreover, a fine-grained understanding of neural networks is still
lacking, as they are predominantly viewed as big black boxes, and the bigger the box, the
better it seems to perform.

This thesis aims to better understand neural networks by developing tools that can
capture some of their key properties. This is part of a long line of research whose long-

1



Chapter 1. Introduction

Figure 1.2: Cost of machine learning doubles every 6 months [Sastry et al., 2024]

term goal is to build an understanding that is both theoretically and practically useful,
leading to more interpretable, efficient, and sustainable neural network models.

Input Image x

Neural Network
Rθ

"stop sign"

Figure 1.3: Example of a Neural Network

A neural network has parameters θ and these parameters realize a function Rθ that
maps an input (an image of a stop sign in Figure 1.3) to an output (the label "stop sign"
in Figure 1.3). In this thesis, I will be mainly interested in statistical aspects of neural
networks and in their resource efficiency.

Generalization is the main statistical property of neural networks that I will focus
on. In practice, the parameters θ of a network are adjusted during a phase called training.
The goal of the training phase is to make Rθ perform well on a set of training samples.
I will be interested in the so-called supervised learning framework, where pairs of inputs
along with their desired outputs are available for training. In the example from Figure 1.3,
we could give the network some images of road signs as inputs, and the corresponding
labels as target outputs, such as "stop sign", "speed limit", etc. The training phase aims
at adjusting the parameters θ so that the network outputs the correct label for each input
image. Once the performance on the training data is satisfactory, we may want to use this
network in a car to recognize signs on the road. Will it recognize correctly new images of
road signs that haven’t been used for training? This is the key question of generalization:
the ability of a model to extend its learned abilities from seen to unseen data.

2



Ressource efficiency aims at reducing the time, energy, and/or memory required
to use neural networks. One way to achieve this is to prune (set to zero) coordinates of
θ while preserving the prediction accuracy of the function Rθ. More generally, one can
explicitly constrain θ to be sparse (having only a few nonzero entries). Depending on the
type of sparsity, different gains in time, memory or energy can be achieved. For example,
structured sparsity is generally better suited than unstructured sparsity for achieving time
gains, since the known structure (the location of zeros) can be injected a priori into the
algorithms to optimize computations. Another way is to quantize the parameters θ, which
consists in reducing, as much as possible, the number of bits used to store each coordinate
of θ.

Informal overview of the contributions. This thesis aims at making more concrete
tools that have been identified as promising for the analysis of neural networks and for
the improvement of their efficiency. The main contributions are as follows.

• This thesis improves the generalization guarantees based on the so-called path-
norm, a proxy of the "slope" (Lipschitz constant) of ReLU neural network functions
(introduced below), and make these guarantees more widely applicable to cope with
ReLU networks that also incorporate now-standard ingredients such as so-called
pooling or skip connections. This closes the gap between the range of networks that
can be theoretically analyzed with this kind of tools and the range of networks that
are used in practice. This results in the first assessment of this kind of guarantees
for widely used networks such as so-called ResNets [He et al., 2016].

• The usefulness of the path-norm is further demonstrated by designing a new prun-
ing method that sets a given number of parameters to zero in order to compress
them. This new pruning method not only empirically retains the performance of
standard pruning methods, but it is also robust to key intrinsic symmetries of the
parameters.

• The thesis leverages structured sparsity to decrease the time, energy and mem-
ory needed to run neural networks. I investigate sparse matrices with supports
defined by Kronecker products as they have a small theoretical matrix multipli-
cation complexity and have been shown to match the accuracy of dense matrices
when used in neural networks [Dao et al., 2020, Lin et al., 2021, Chen et al., 2022,
Dao et al., 2022a]. However, their practical interest in terms of time, energy, and
memory had not been comprehensively studied so far. I address this by extensively
benchmarking existing GPU implementations for Kronecker-sparse matrix multipli-
cation and by proposing a new GPU multiplication algorithm that outperforms the
state-of-the-art.

• The thesis also aims at making the approximation guarantees of ReLU neural net-
works more concrete. While the universal approximation theorem states that neu-
ral networks with arbitrary real weights can theoretically approximate any suffi-
ciently smooth function [Leshno et al., 1993], practical networks operate with specific
floating-point constrained weights. This thesis refines and extends concrete suffi-
cient bit-precision conditions under which uniformly quantized ReLU networks

3
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maintain the same approximation polynomial rates as those with unconstrained real
weights.

The rest of the introduction explains why this thesis focuses on ReLU neural networks,
and how their piecewise affine structure and symmetries are crucial to understand their
behavior.

1.1 Why ReLU neural networks?
The simplest type of neural networks corresponds to the alternate composition of affine
maps with a so-called activation function. In this thesis, I will focus on the ReLU activa-
tion function, a popular choice for many reasons that I now discuss.

Definition 1.1.1 (ReLU activation function). The ReLU activation function is defined
as

ρ(x) = max(x, 0), for x ∈ R

and is extended to vectors by applying it element-wise.

Here are some theoretical reasons to consider the ReLU activation function.

• Since the ReLU is non-polynomial, this guarantees that ReLU neural networks can
approximate any sufficiently smooth function, a result known as the universal ap-
proximation theorem, see, e.g., Leshno et al. [1993].

• The ReLU is positively homogeneous, meaning that ρ(λx) = λρ(x) for λ > 0. This
property implies the existence of symmetries. This yields interesting practical be-
haviors that can be theoretically analyzed. As an example, Emmy Noether’s famous
theorem states that every symmetry of a physical system leads to a conservation
law. Using this in the context of neural networks allows for precise predictions of
the behaviors of certain norms of the parameters θ during training [Kunin et al.,
2021, Marcotte et al., 2023].

• The functions associated with ReLU neural networks are piecewise affine functions.
Therefore, the theoretical analysis of their behavior can be done locally on each
affine part of the network. This is a key property used throughout this thesis.

Here are some practical reasons to consider the ReLU activation function.

• The ReLU is fast to compute as it only requires a comparison of the input x with
zero, while other activation functions such as the sigmoid x 7→ 1/(1 + e−x) or the
tanh x 7→ tanh(x) require more complex computations.

• The ReLU is differentiable everywhere except for x = 0, with derivative 0 or 1,
which is great in practice to avoid numerical instability when computing gradients.
This is in contrast to other activations such as the sigmoid or the tanh: they have
arbitrarily small but non-zero derivatives for large inputs x, which can lead to
vanishing gradients and slow gradient-based learning [Krizhevsky et al., 2012, Table
1].
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1.1. Why ReLU neural networks?

• Over recent years, many state-of-the-art networks have been built around the ReLU
activation function. Below is a chronological list of models that have made sub-
stantial contributions to the field of computer vision: AlexNet [Krizhevsky et al.,
2012], VGGs [Simonyan and Zisserman, 2015], Inception Net [Szegedy et al., 2015],
ResNet [He et al., 2016], ReLU MobileNets [Howard et al., 2017] and Transformers
[Dosovitskiy et al., 2021]. The results of this thesis are applicable to all these models
as all the operations they involve are covered in this thesis, with the exception of
Transformers since it uses an operation called attention that is not covered here.
In addition to computer vision, ReLU networks have also gained attention in natu-
ral language processing (NLP). Although many recent NLP models do not predom-
inantly use the ReLU activation function, recent research suggests strong motiva-
tions to reintroduce the ReLU in current models to accelerate computations without
compromising their accuracy [Mirzadeh et al., 2024].
ReLU neural networks are also employed in reinforcement learning, such as in the
famous AlphaGo [Silver et al., 2016, 2017] and AlphaZero [Silver et al., 2018] models.

1.1.1 ReLU Neural networks and their piecewise affine struc-
ture

One of the main characteristics of ReLU neural networks activation function is their
piecewise affine structure.

The neural network function realized by a vector of parameters θ is denoted by
Rθ : Rdin → Rdout . This function maps an input x ∈ Rdin to a representation Rθ(x) ∈
Rdout . A typical situation is to train (adjust) the parameters θ on some training data
(xi, yi)n

i=1 ∈ (Rdin × Rdout)n in order to make the representation Rθ(xi) relevant for pre-
dicting yi. Depending on the values of the parameters θ, the function will learn different
representations of the data that will be more or less useful for the considered task. There-
fore, it is crucial to understand how the properties of the learned parameters θ affect the
patterns of the training data (xi, yi)i that are captured by the function Rθ.

Piecewise affine structure. For a given value of the parameters θ, the function Rθ :
Rdin 7→ Rdout is piecewise affine. This means that it partitions the input space Rdin into
(polytope) regions, and on each of these regions, the function Rθ is simply affine [Arora
et al., 2017]. This is illustrated1 in Figure 1.4.

The regions and the coefficients of the affine maps within each region, as determined
by the parameters θ, influence the data patterns captured by the function Rθ. We can
already imagine that an increase in the number of regions allows the function Rθ to
capture more diverse and complex data patterns.

Consider a simple example where the task is to discriminate between two types of
objects, such as images of stop and speed limit signs. If it is possible to divide the input
space with a hyperplane such that stop signs are on one side and speed signs are on the
other one, we can imagine a neural network that successfully identifies this partitioning of
the space. For instance, the network could output zero on one side of the hyperplane and

1Source of the illustration: https://commons.wikimedia.org/wiki/File:Piecewise_linear_
function2D.svg, made by Oleg Alexandrov.
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Figure 1.4: Neural network corresponds to piecewise affine functions.

a strictly positive value on the other. The output value of the network would therefore
indicate which category the input belongs to.

Relevance of the piecewise affine structure. In a given region, the slope (magni-
tude of the affine coefficients) indicates how rapidly the network changes its output (and
consequently the decision made based on its output, for example, discriminating between
stop signs and speed limit ones). The lower the slope, the more robust the network is to
input perturbations. When the regions and slopes have been learned from training data
on which the network now performs well, a key statistical problem is to guarantee the
same performance on new similar data. If the network’s output varies little for nearby
data points because of low slopes, then the output will remain similar. Thus, the magni-
tude of the slopes can provide insight into how well the network will generalize what it
has learned from the training data to new, similar data.

In this thesis, I will define objects that encode the different regions as well as the affine
coefficients, and use them to establish robustness and generalization guarantees for neural
networks. These objects are respectively named the path-activations A and the path-lifting
Φ.

1.1.2 ReLU Neural networks and their symmetries
Besides the piecewise affine structure discussed in the previous section, neural networks
have symmetries that are also crucial to understand their behavior, as explained in this
section.

Description of the symmetries. There are transformations of the weights θ that leave
the function Rθ unchanged. These symmetries appear at the smallest level of computation
in a neural network: the neuron.
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1.1. Why ReLU neural networks?

Consider the case of a neuron with incoming weights u1, . . . , ud and one outgoing
weight v, as shown in Figure 1.5. Given scalar inputs x1, . . . , xd, the output of the neuron
is

vρ

(
d∑

i=1
uixi

)
where ρ is a so-called activation function. A standard choice for ρ is a positively-
homogeneous function such as the ReLU function, max-pooling (ρ(x1, . . . , xn) = max(x1, . . . , xn)),
or average-pooling (ρ(x1, . . . , xn) = (∑n

i=1 xi)/n). Positive-homogeneity implies the ex-
istence of rescaling symmetries, or simply symmetries: scaling up the incoming weights
by λ > 0 and scaling down the outgoing weight by λ does not change the input-output
mapping, even though the parameters have changed. This is a transformation of the
parameters that leaves the function unchanged.

x1

xd

...

λu1

λud

1
λ
v

vρ
(∑d

i=1 uixi

)
= 1

λ
vρ(∑d

i=1 λuixi)

Figure 1.5: Symmetries arise at the neuron-level: scaling up incoming weights by λ > 0
and scaling down the outgoing weight by λ does not change the input-output mapping if
ρ is positive-homogeneous.

I denote by (θ, λ) 7→ λ⋄θ the mapping that rescales the parameters of a neural network
and say that two sets of parameters θ and λ ⋄ θ are rescaling-equivalent. Note that λ ⋄ θ is
not θ multiplied by λ: some coordinates are multiplied by λ, some others by 1/λ, as shown
in Figure 1.5. Rescaling equivalent parameters θ and λ ⋄ θ are functionally equivalent:
Rλ⋄θ = Rθ, but they can behave very differently in other aspects, such as norms, pruning,
and SGD dynamics. Due to these different behaviors, a guarantee established on ReLU
neural networks can significantly vary depending on the scaling of the parameters if this
guarantee is not invariant. Let me show two consequences of the lack of invariance
to symmetries: bounds that can be non-informative, and state-of-the-art compression
methods that can lead to very poor performance.

Consequence 1: Non-invariant bounds can be vacuous. Imagine you have a
bound that looks like

Interesting Quantity(Rθ) ⩽ C∥θ∥
where C is a constant that can depend on many things but not on θ, and where ∥ · ∥ is
some kind of norm. Since the interesting quantity only depends on the function Rθ, it is
invariant to rescaling λ 7→ λ ⋄ θ:

Interesting Quantity(Rθ) = Interesting Quantity(Rλ⋄θ)

In general, the bound is not invariant to rescaling:

∥θ∥ ≠ ∥λ ⋄ θ∥
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and, even worse than that, this norm can be arbitrarily large when λ gets to infinity:

∥λ ⋄ θ∥ → ∞ as λ→∞,

thus the size of the bound depends on how lucky we are with the scale of the parameters
θ at hand. In particular, the bound can be vacuous if θ is not properly scaled.

A generic way to make the bound invariant would be to consider:

Interesting Quantity(Rθ) ⩽ C inf
λ
∥λ ⋄ θ∥.

However, this may not be practical as it is not obvious whether computing this infimum
is easy. One of the objectives of this thesis will be to derive bounds:

• invariant to symmetries to avoid vacuous bounds when not properly scaled,

• easy to compute,

• valid on practical networks, and

• as faithful2 as possible to the network’s behavior.

Consequence 2: the magnitude of the weights fails to characterize their im-
portance. Rescaling symmetries change the scale of the weights, without changing the
function realized by the network. This is a problem for methods that directly base their
decisions on the magnitude (absolute value) of the weights. An important example is
magnitude pruning: it consists of setting to zero the smallest weights of θ to reduce the
number of parameters. While this technique is the gold standard in many situations, I
will show that because of its lack of invariance under symmetries, it can lead to poor
performance when the parameters are not properly scaled.

Conclusion. Taking into account the symmetries is therefore crucial. The central tools
that I will use to analyze neural networks are the path-lifting Φ and the path-activations A.
Besides capturing the affine regions and the coefficients of the affine functions as mentioned
in Section 1.1.1, these objects are also invariant under the rescaling symmetries, which
will prove to be very useful in this thesis.

1.2 Outline
In this section, I provide an outline of the thesis, summarizing the main topics tackled in
each chapter and the connections between them.

Chapters 2 to 4 form a cohesive unit centered around the path-lifting and path-activations,
based on Gonon et al. [2024a,b]. The presentation and insights provided in these chapters
have evolved significantly since the original submissions. This refined perspective emerged
from taking a step back, engaging in discussions with colleagues, and further reflecting on
the results. Therefore, while the core ideas are rooted in these papers, the structure and
narrative presented here hopefully offer a clearer perspective on the contributions.

2It is desirable to manipulate quantities of θ that enjoy similar behavior as the functions Rθ: same
symmetries, correlation with important quantities of Rθ and so on.
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Chapter 2 introduces the concepts of path-lifting and path-activations. These ob-
jects, previously considered in the literature for simple ReLU neural networks, capture
the networks’ piecewise affine structure and symmetries. The chapter begins by reviewing
the simple model of layered fully-connected networks for which these tools were already
known. Then, this chapter extends the path-lifting and path-activations to a more general
model of ReLU networks, incorporating operations like max-pooling and skip connections.
These extended tools will be shown to preserve their essential properties: : capturing the
piecewise affine structure and the symmetries of the networks. This sets the stage for
their use in neural network analysis.

Chapter 3 demonstrates that the path-lifting and path-activations allow to establish
Lipschitz bounds for ReLU networks both with respect to the input x and the parameters
θ. These bounds rely on mixed ℓq-norms of the path-lifting, called mixed path-norms, and
Chapter 3 show that these norms can be easily computed in one forward-pass of the model.
The Lipschitz property in x extends to general ReLU networks possibly with max-pooling
and skip connections (e.g., ResNets) previous results that were only known for layered
fully-connected networks. The Lipschitz bound in θ is novel and Chapter 3 already shows
a first concrete application of this bound: it is used to design a new compression method
for neural networks via pruning. This method not only achieves comparable accuracy to
standard magnitude pruning but also exhibits robustness to intrinsic parameter symme-
tries. The utility of the new Lipschitz bound in θ will further be illustrated in the context
of generalization guarantees.

Chapter 4 establishes upper bounds on the Rademacher complexity of ReLU neural
networks in terms of the path-norm. This bound, which is invariant under the symmetries
of the network and easy to compute, extends prior results established for layered fully-
connected networks to the case where there can also be max-pooling, skip-connections
etc. This bridges the gap between the networks that can be theoretically analyzed with
the path-lifting and the ones used in practice.

Chapters 5 and 6 tackle different aspects of resource efficiency, one of the main subjects
addressed in this thesis. Chapter 5 addresses the efficiency of matrix multiplication in
neural networks [Gonon et al., 2024c], while Chapter 6 focuses on the approximation
properties of quantized neural networks [Gonon et al., 2023a]. They are disconnected
from Chapters 2 to 4, as they do not involve the path-lifting and path-activations.

Chapter 5 shows that so-called Kronecker-sparse matrices can be used to accelerate
the inference of neural networks, while also reducing the memory and energy needed to
run them. Given the centrality of matrix multiplication in neural network operations,
Kronecker-sparse matrices, with their structured support, offer promising potential for
efficient implementations and sub-quadratic complexity in matrix-vector multiplications.
However, their practical benefits in terms of time and energy efficiency was unclear because
of a lack of comprehensive numerical results. To fill this gap, the chapter begins with
a comprehensive benchmark for Kronecker-sparse matrix multiplication, revealing that
significant processing time is spent on memory operations. Then, it introduces a new
CUDA kernel designed to minimize memory transfers, achieving a median speed-up of
×1.4 and energy reduction of×0.85. The chapter concludes by demonstrating the concrete
kernel’s efficacy in improving neural network inference efficiency.

Chapter 6 examines the approximation properties of quantized neural networks.
Quantizing the weights of a neural network is a crucial step in reducing the network’s

9



Chapter 1. Introduction

memory and computational requirements. However, the relationship between the number
of bits used in quantization and the expressivity of neural networks is not well understood.
This chapter establishes upper bounds on the bit-precision required by neareast-neighbour
uniform quantization to preserve the approximation rates of neural networks with uncon-
strained real weights. This chapter is based on work I completed before becoming familiar
with the concept of path-lifting. It primarily utilizes the Lipschitz property in θ to relate
the approximation error in an Lp-space of functions to the error introduced by the quan-
tization process in the parameter space. The Lipschitz property used here is not invariant
to symmetries. As demonstrated in Chapter 3, the new Lipschitz property in θ, defined
in terms of the path-lifting, is always smaller. Although I did not have the opportunity to
revisit the results of Chapter 6 in light of the path-lifting, I believe that the new Lipschitz
property in θ of Chapter 3 could improve and extend the findings of Chapter 6, making
them applicable to more general ReLU networks with max-pooling, skip-connections, and
other modern features. This is evoked in Chapter 7.

Chapter 7 summarizes the contributions and discusses the research directions opened
by this thesis. I will first discuss how my extension to general ReLU networks of the path-
lifting and path-activations could be used to extend to such general networks some existing
results on the identifiability and the training dynamics. I will also numerically challenge
the promises of path-norm-based generalization guarantees in practical situations, build-
ing upon Chapter 4 that established not only the finest generalization bound of this type
but also the most widely applicable one, including in practical situations such as a ResNet
trained on ImageNet. Thanks to that, I will identify the limits of the current theory and
propose new research directions to overcome these limitations. Finally, I will also discuss
perspectives on Chapters 5 and 6, including the design of efficient Kronecker-sparse neural
networks, and the use of symmetries in quantization schemes.

1.3 List of Publications

International Journal
• [Gonon et al., 2023a]: Approximation speed of quantized vs. unquantized ReLU

neural networks and beyond, A. Gonon, N. Brisebarre, E. Riccietti, R. Gribonval,
IEEE Transactions on Information Theory, vol. 69, no. 6, pp. 3960-3977, June
2023, doi: 10.1109/TIT.2023.3240360.

International Conference
• [Gonon et al., 2024a]: A path-norm toolkit for modern networks: consequences,

promises and challenges, A. Gonon, N. Brisebarre, E. Riccietti, R. Gribonval, ICLR
2024.

National Conference
• [Gonon et al., 2023b]: Can sparsity improve the privacy of neural networks?, A.

Gonon, L. Zheng, C. Lalanne, Q.T. Le, G. Lauga, C. Pouliquen, Gretsi (French
National Conference of Signal Processing), August 2023, Grenoble, France.
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Preprint
• [Gonon et al., 2024b]: Path-metrics, pruning and generalization, A. Gonon, N.

Brisebarre, E. Riccietti, R. Gribonval, Preprint.

• [Gonon et al., 2024c]: Fast inference with Kronecker-sparse matrices, A. Gonon, L.
Zheng, P. Carrivain, Q.T. Le, Preprint.

11





Chapter 2
Fundamentals of the path-lifting and the
path-activations

This chapter is based on results in Gonon et al. [2024a,b].
In the theory of neural networks, the primary objects of study are the functions realized

by neural networks and their properties, such as their generalization error and robustness.
The so-called path-lifting and path-activations are promising concepts to theoretically

analyze these functions: they have for example been used to derive generalization guar-
antees [Neyshabur et al., 2015, Kawaguchi et al., 2017, Barron and Klusowski, 2019],
identifiability guarantees [Bona-Pellissier et al., 2022, Stock and Gribonval, 2023] and
characterizations of properties of the dynamics of training algorithms [Marcotte et al.,
2023]. This analysis is made possible thanks to the two main properties of these tools:
capturing the piecewise affine structure of the networks, and capturing their symmetries.

Yet, the definitions of the path-lifting and path-activations known before this thesis
are severely limited: they only cover simple models unable to combine in a single frame-
work standard ingredients of neural networks such as pooling layers, skip-connections,
biases, or even multi-dimensional output [Neyshabur et al., 2015, Kawaguchi et al., 2017,
Bona-Pellissier et al., 2022, Stock and Gribonval, 2023]. Thus, the promises of existing
theoretical guarantees based on these tools are currently out of reach: they cannot even
be tested on standard practical networks.

This chapter adresses the challenge of making these tools fully compatible with practical
networks. First, it formalizes a definition of the path-lifting and path-activations
adapted to very generic ReLU networks, covering any DAG architecture (in partic-
ular with skip connections), including in the presence of max/average-pooling (and even
more generally k-max-pooling, which extracts the k-th largest coordinate, recovering max-
pooling for k = 1) and/or biases. This covers a wide variety of modern networks (notably
ResNets, VGGs, U-nets, ReLU MobileNets, Inception nets, Alexnet), and recovers previ-
ously known definitions of these tools in simpler settings such as layered fully-connected
networks (LFCN). Moreover, this extension is shown to preserve the key proper-
ties of the path-lifting and path-activations, i.e., capturing the piecewise affine
structure of the networks and their symmetries.

The outline is as follows.

• Section 2.1 recalls the definition of the simple LFCNs (Definition 2.1.1) and high-
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Chapter 2. Fundamentals of (Φ, A)

lights the mismatch with the more complex network architectures used today. This
section motivates the need for a more general model to accommodate standard
neural network ingredients such as max-pooling and skip-connections.

• Section 2.2 contains the first contribution of this chapter: the introduction of a
more general model of ReLU networks given by arbitrary directed acyclic graphs
(DAG), formalized in Definition 2.2.2, to account for max-pooling, skip-connections
and more, operations that are now standard in practical models. I proposed this
model in Gonon et al. [2024a]. It unifies and generalizes several models from the
literature, including those from Neyshabur et al. [2015], Kawaguchi et al. [2017],
DeVore et al. [2021], Bona-Pellissier et al. [2022], Stock and Gribonval [2023].

• Section 2.3 extends the path-lifting and path-activations to this more general DAG
model (Definition 2.3.3) [Gonon et al., 2024a]. Then, the challenge is to show that
these tools preserve their key properties in this more general setting.

• Section 2.4 proves that the two key properties of the path-lifting and path-activations
are preserved in this extended model: they still capture the network’s piecewise
affine structure (Theorem 2.4.2) and its symmetries (Theorem 2.4.1) [Gonon et al.,
2024a,b]. This is absolutely crucial for the theoretical and practical utility of these
tools, and will be used many times in the following chapters.

• Section 2.5 concludes this chapter by a personal interpretation of the path-lifting
as defining an intermediate space that takes some of the best of both parameter
and function spaces. This perspective, which has implicitly guided my interest in
these tools from the beginning, only became explicit to me after completing my works
[Gonon et al., 2024a,b] and discussing it with colleagues. While this section is not
formal, I still share it with the hope that it will be useful in appreciating the potential
of these objects.

2.1 Layered fully-connected ReLU neural networks
(LFCN)

The reader already familiar with LFCNs can skip this section.
This section recalls the definition of layered fully-connected ReLU neural networks

(LFCN), one of the simplest types of ReLU networks that corresponds to the alternate
composition of affine maps with the ReLU function as depicted on Figure 2.1a. This
model is simple enough to allow for theoretical analysis, and it has been the focus of
many works in the literature [Neyshabur et al., 2015, Kawaguchi et al., 2017, Barron and
Klusowski, 2019, Stock and Gribonval, 2023, Bona-Pellissier et al., 2022, Marcotte et al.,
2023]. However, this model does not capture now-standard ingredients of networks widely
used in practice such as ResNets [He et al., 2016]. This will be my motivation for the
definition of a more general class of neural networks in the next section.

Definition 2.1.1 (Layered fully-connected ReLU neural network (LFCN)). A layered
fully-connected ReLU neural network has an architecture, parameters, and these parame-
ters realize a function. These concepts are recalled below.
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(a) Illustration of a layered fully-connected ReLU neural network (LFCN).
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(b) Illustration of a network with the same ingredients as a ResNet [He et al., 2016].

Figure 2.1: While LFCN is a simple model well suited for theoretical analysis, it lacks
standard ingredients used in practice such as skip connections, max-pooling, and average-
pooling.

Architecture. The architecture of a LFCN is given by an positive integer L and L+ 1
positive integers d0, . . . , dL.

Parameters. The parameters of a LFCN with architecture (L, d0, d1, d2, . . . , dL) are:

θ = (M1,M2, . . . ,ML, b1, b2, . . . , bL)

where Mℓ ∈ Rdℓ+1×dℓ are weight matrices and bℓ ∈ Rdℓ+1 are bias vectors.

Realization. The realization of a LFCN with parameters θ is the function Rθ : x ∈
Rd0 → RdL defined by:

Rθ(x) = ML ReLU(ML−1 ReLU(· · ·ReLU(M1x+ b1) · · · ) + bL−1) + bL (2.1)

where I recall (Definition 1.1.1) that ReLU(x) = max(0, x) is the ReLU activation func-
tion applied coordinate-wise.

Such a neural network is said to have L affine layers and L+ 1 layers of neurons: the
input layer of dimension d0, the output layer of dimension dL, and L− 1 hidden layers of
dimensions d1, . . . , dL−1 respectively.

I evoked in Chapter 1 that the symmetries and piecewise affine structure of the net-
works are expected to be useful to better understand their behavior. The path-lifting
and path-activations tools have been introduced in the literature to capture these proper-
ties and analyze ReLU networks, but only for LFCNs [Neyshabur et al., 2015, Kawaguchi
et al., 2017, Barron and Klusowski, 2019, Stock and Gribonval, 2023, Bona-Pellissier et al.,
2022, Marcotte et al., 2023]. However, comparing Figure 2.1a and Figure 2.1b, we see
that LFCNs do not capture networks like ResNets, widely used in practice. This calls for
defining a more general model, which is the subject of the next section.
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2.2 Defining a comprehensive neural network model
As illustrated in Figure 2.1b, the compositional structure of LFCNs between successive
layers of neurons no longer holds in practical networks. Indeed, skip-connections (or-
ange blocks labeled "Skip") disrupt this layer-wise compositional flow. Figure 2.1b rather
involves a compositional structure at the neuron level: each individual neuron is con-
nected to subsequent neurons in a directed manner. This can be captured by a directed
acyclic graph (DAG) where the vertices represent neurons and the edges represent con-
nections between neurons. This is the model I propose in this section, that generalizes
and unifies several models from the literature, including those from Neyshabur et al.
[2015], Kawaguchi et al. [2017], DeVore et al. [2021], Bona-Pellissier et al. [2022], Stock
and Gribonval [2023].

Moreover, I aim to cover not only ReLU neurons but also max-pooling and average-
pooling neurons as in Figure 2.1b, since these operations are now standard in practice.
Thus, I define the model a DAG with an activation function for each neuron: ReLU,
max-pooling (and even k-max-pooling, with max-pooling corresponding to k = 1), or
the identity for average-pooling. This is illustrated in Figure 2.2. While I now need to
formalize this, I invite readers to skip the rest of this section and refer back to the details
as needed.

Let me start by defining k-max-pooling, which captures max-pooling for k = 1.

Definition 2.2.1 (k-max-pooling activation function). The k-max-pooling function k-pool(x) :=
x(k) returns the k-th largest coordinate of x ∈ Rd.

I now define the model of DAG ReLU neural network (simply called DAG network
thereafter). The reader can refer to Figure 2.2 and Figure 2.3 for illustrations of the
definition.

ReLU

Id

k-pool

Id

Id

Figure 2.2: Example of a DAG ReLU Neural Network Architecture (Definition 2.2.2).
Input neurons are in green, output neurons in red and hidden neurons in blue. Each
neuron has an activation function, except for the input neurons. By definition, the output
neurons are enforced to be identity neurons, i.e., neurons with the identity as activation
function.

Definition 2.2.2 (DAG ReLU neural network [Gonon et al., 2024a]). Consider a Directed
Acyclic Graph (DAG) G = (N,E) with edges E, and vertices N called neurons. For a
neuron v, the sets ant(v), suc(v) of antecedents and successors of v are ant(v) := {u ∈
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v

u

w

bv
θ u→v

θw
→v and v(θ, x) = ρv(bv + u(θ, x)θu→v + w(θ, x)θw→v)

Figure 2.3: Detailed representation of a single neuron v (Definition 2.2.2) with antecedents
u and w, a bias bv, and an activation function ρv ∈ {ReLU, id}.

N, u → v ∈ E}, suc(v) := {u ∈ N, v → u ∈ E}. Neurons with no antecedents (resp. no
successors) are called input (resp. output) neurons, and their set is denoted Nin (resp.
Nout). Neurons in H := N \ (Nin ∪ Nout) are called hidden neurons. Input and output
dimensions are respectively din := |Nin| and dout := |Nout|.
• A DAG ReLU neural network architecture, or simply DAG network, is a

tuple (G, (ρv)v∈N\Nin) composed of a DAG G = (N,E) with attributes ρv ∈ {id,ReLU} ∪
{k-pool, k ∈ N>0} for v ∈ N \ (Nout ∪ Nin) and ρv = id for v ∈ Nout. We will again
denote the tuple (G, (ρv)v∈N\Nin) by G, and it will be clear from context whether the results
depend only on G = (N,E) or also on its attributes. Define Nρ := {v ∈ N, ρv = ρ} for an
activation ρ, and N∗-pool := ∪k∈N>0Nk-pool. A neuron in N∗-pool is called a ∗-max-pooling
neuron. For v ∈ N∗-pool, its kernel size is defined as being | ant(v)|.
• Parameters associated with this architecture are vectors1 θ ∈ RG := RE∪N\Nin. We

call bias bv := θv the coordinate associated with a neuron v (input neurons have no bias),
and denote θu→v the weight associated with an edge u → v ∈ E. We will often denote
θ→v := (θu→v)u∈ant(v) and θv→ := (θu→v)u∈suc(v).
• The pre-activation of a neuron v ∈ N \Nin is the function vpre defined as

vpre(θ, x) :=
{
bv +∑

u∈ant(v) u(θ, x)θu→v if ρv = ReLU or ρv = id,
(bv + u(θ, x)θu→v)u∈ant(v) if ρv = k-pool. (2.2)

• The realization of a neural network with parameters θ ∈ RG is the function RG
θ :

RNin → RNout (simply denoted Rθ when G is clear from the context) defined for every
input x ∈ RNin as

Rθ(x) := (v(θ, x))v∈Nout ,

where I use the same symbol v to denote a neuron v ∈ N and the associated function
v(θ, x), defined as v(θ, x) := xv for an input neuron v, and defined by induction otherwise

v(θ, x) := ρv(vpre(θ, x)). (2.3)

As promised, let me now show that the model of Definition 2.2.2 covers many ingredi-
ents widely used in practice, with the exception of the attention mechanism. Thanks to
that, many practical networks are covered by Definition 2.2.2: ResNets, VGGs, U-nets,
ReLU MobileNets, Inception nets, Alexnet etc.

• Max-pooling: set ρv = k-pool for k = 1, bv = 0 and θu→v = 1 for every u ∈ ant(v).
1For an index set I, denote RI = {(θi)i∈I , θi ∈ R}.
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Motivation. This operation selects the maximum value from a set of scalar inputs,
effectively down-sampling the input representation and reducing its dimensionality
while retaining important information [LeCun et al., 1998].

• Average-pooling: set ρv = id, bv = 0 and θu→v = 1/| ant(v)| for every u ∈ ant(v).
Motivation. This operation computes the average value of a set of scalar inputs, sim-
ilarly down-sampling the input representation but by averaging, which can provide
smoother results [LeCun et al., 1998].

• Batch normalization: set ρv = id and weights accordingly. Batch normalization
layers only differ from standard affine layers by the way their parameters are updated
during training.
Motivation. A batch is a subset of the training data processed together to update
at once the parameters θ. Regrouping the training data in batches allows for par-
allel computing, hence faster training. Batch normalization is a technique used to
improve the training of deep neural networks by stabilizing the distributions of the
outputs of some operations performed in batch [Ioffe and Szegedy, 2015]. During
training, it normalizes over a batch the output of a previous operation by subtracting
the batch mean and dividing by the batch standard deviation. This normalization
is followed by a scaling and shifting operation controlled by learnable parameters.
During inference, the mean and standard deviation are fixed (learned during train-
ing) and this simply becomes a linear layer with only parameters the scaling α and
the bias β:

BatchNorm(x) = α
x− µ
σ

+ β

where µ and σ are the mean and standard deviation learned during training, and x
is the input.

• Fully-connected layer: via the DAG structure, two sets of neurons can be fully
connected by adding connections between all neurons of the first set to all neurons
of the second set.
Motivation. This ensures that LFCNs are a special case of this model.

• Convolutional layer: consider them as (doubly) circulant/Toeplitz fully con-
nected layers.
Motivation. This corresponds to fully-connected layers but with additional con-
straint on the affine map to ensure invariance to translation of the input. This is
particularly interesting to process spatial data such as images since relevant features
are often invariant to translation. Moreover, this constraint reduces the number of
parameters to learn as many coefficients of the weight matrix are the same.

• GroupSort/Top-k operator: use the DAG structure and ∗-max-pooling neurons
[Anil et al., 2019, Sander et al., 2023].
Motivation. Finding the top-k larger components of a vector, or sorting the com-
ponents can be relevant to select the most significant features from a set.
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• Skip connections: via the DAG structure, the outputs of any past layers can be
added to the pre-activation of any neuron by adding connections from these layers
to the given neuron.
Motivation. These connections allow the output of a layer to be added to a subse-
quent layer, facilitating the training of deeper networks by mitigating the so-called
vanishing gradient problem He et al. [2016].

We now got a model that captures ReLU networks widely used in practice and the
challenge is now to have tools to theoretically analyze it. This is the object of the next
section.

2.3 Path-lifting and path-activations: formal defini-
tions

As discussed in Chapter 1, the symmetries and piecewise affine structure of ReLU networks
are key to understanding their behavior.

• Symmetries and non-invariant bounds. I evoked in Chapter 1 that a non-
invariant bound

Interesting Quantity(Rθ) ⩽ C∥θ∥

can be vacuous depending on the luck we have with the scaling of the parameters
θ. This is because the left-hand side is invariant under rescaling (Rθ = Rλ⋄θ for any
rescaling vector λ, the symmetries are formally defined later in Definition 2.4.1),
while the right-hand side can be arbitrarily large (∥λ ⋄ θ∥ → ∞ as ∥λ∥ → ∞). This
motivates looking for representations of the parameters Φ(θ) that are invariant to
symmetries, and to establish bounds that depend on ∥Φ(θ)∥ rather than ∥θ∥.

• Symmetries and compression. I also evoked in Chapter 1 that a gold-standard
compression method is to prune (set to zero) some weights directly based on their
magnitude. However, I will show that this method is not robust to parameters
rescaling: the accuracy of this compression method can significantly drop depending
on the scaling of the parameters. This again motivates looking for representations of
the parameters Φ(θ) that are invariant to symmetries, and to establish compression
methods that depend on Φ(θ) rather than directly on θ.

• Piecewise affine structure. Finally, Chapter 1 also discusses how the piecewise
affine structure of ReLU networks is expected to influence their expressivity (e.g.,
via the number of affine regions) or their robustness (e.g., via the Lipschitz constant
on each affine region).

This motivates the study of ReLU networks through the lens of their symmetries
and piecewise affine structure. Tools to do so have been developed in the literature, but
only for LFCNs. I now extend these tools to the general DAG network model defined
in Section 2.2. In the next sections, I will show that these extended tools preserve their
fundamental properties:

• Φ(θ) is a vector, whose entries are monomial functions of the coordinates of θ;
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• A(θ, x) is a binary matrix, and is a piecewise constant function of (θ, x),
• both Φ(θ) and A(θ, x) are invariant under neuron-wise rescalings of θ that leave

invariant the function Rθ,
• the network output is a simple function of these two objects:

Rθ(x) =
〈

Φ(θ), A(θ, x)
(
x
1

)〉
(2.4)

in the scalar-valued case, and with a similar simple formula in the vector-valued case
(Equation (2.6) to come).

I will now describe in words the various objects at play before giving the formal defini-
tions. Hopefully, these informal descriptions are enough and I invite the readers to solely
focus on them, skip the formal definitions for now, and refer back to them as needed.

In the terms "path-lifting" and "path-activations", a path refers to a sequence of con-
nected neurons in the DAG that ends at an output neuron and starts at either an input
or a hidden neuron.

For parameters θ, its path-lifting Φ(θ) is a vector indexed by all the paths. Note that
even if its ambient dimension is combinatorial (number of paths), I will show that norms
of the path-lifting can be computed very efficiently. The coordinate Φp(θ) along a given
path p is the product of the weights along that path, including the bias when starting
from a hidden neuron. See Figure 2.4 for an illustration.

The path-activations capture which neurons and edges transmit information taken
into account in the network’s output or not. A ReLU neuron is said active if its output
is non-zero. An edge u → v going to a max-pooling neuron v is said active only if the
maximum comes from the neuron u. Other neurons and edges are declared always active.

Formal definitions. Let me now turn to the formal definitions of the path-lifting and
path-activations. They both rely on the definitions of the paths of a DAG G.

Definition 2.3.1 (Paths and depth in a DAG [Gonon et al., 2024a]). Consider a DAG
G = (N,E) as in Definition 2.2.2. A path of G is any sequence of neurons v0, . . . , vd such
that each vi → vi+1 is an edge in G. Such a path is denoted p = v0 → . . . → vd. This
includes paths reduced to a single neuron v ∈ N , denoted p = v. The length of a path
p = v0 → . . . → vd is length(p) = d (the number of edges). We will denote pℓ := vℓ the
ℓ-th neuron for a general ℓ ∈ {0, . . . , length(p)} and use the shorthand pend = vlength(p)
for the last neuron. The depth of the graph G is the maximum length over all of its paths.
If vd+1 ∈ suc(pend) then p → vd+1 denotes the path v0 → . . . → vd → vd+1. In the sequel,
we will often restrict to the set of paths ending at an output neuron, a set denoted by PG

(or simply P), and will often say simply path to refer to a path p ∈ P when the context
is clear.

Definition 2.3.2 (Sub-graph ending at a given neuron). Given a neuron v of a DAG
G, denote by G→v the graph deduced from G by keeping only the largest subgraph with
the same inputs as G and with v as a single output. This consists of removing all the
neurons u that cannot reach v by following the edges of G, as well as all the incoming and
outcoming edges of such neurons u. We will use the shorthand P→v := PG→v to denote
the set of paths of G→v, which correspond to the paths in G ending at v.
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A(θ, x) =

0 . . . 0
0 . . . 0 ap(θ, x) 0 . . . 0 0
0 . . . 0 0

0 ...
0 0 ap′(θ, x)

0 0 ...





p

p′

v1 b

PI

PH

Nin

Figure 2.4: The coordinate of the path-lifting Φ associated with the path
p = v1 → v2 → v3 is Φp(θ) = θv1→v2θv2→v3 since it starts from an input neuron (Defini-
tion 2.3.3). While the path p′ = w1 → w2 → w3 starts from a hidden neuron (in N \(Nin∪
Nout)), so there is also the bias of w1 to take into account: Φp′(θ) = bw1θ

w1→w2θw2→w3 . As
specified in Definition 2.3.3, the columns of the path-activation matrix A are indexed by
Nin∪{b} and its rows are indexed by P = PI ∪PH , with PI the set of paths in P starting
from an input neuron, and PH the set of paths starting from a hidden neuron.
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It is now time to define the path-lifting and path-activations. The reader can refer to
Figure 2.4 for an illustration.

Definition 2.3.3 (Path-lifting and path-activations). Consider a ReLU neural network
architecture G as in Definition 2.2.2 and parameters θ ∈ RG associated with G. For
p ∈ P, define2

Φp(θ) :=


length(p)∏

ℓ=1
θvℓ−1→vℓ if p0 ∈ Nin,

bp0

length(p)∏
ℓ=1

θvℓ−1→vℓ otherwise,

where an empty product is equal to 1 by convention. The path-lifting ΦG(θ) of θ is

ΦG(θ) := (Φp(θ))p∈PG .

This is often denoted Φ when the graph G is clear from the context. We will use the short-
hand Φ→v := ΦG→v to denote the path-lifting associated with G→v (Definition 2.3.2). We
will denote by ΦI(θ) (resp. ΦH(θ)) the sub-vector of Φ(θ) corresponding to the coordinates
associated with paths starting from an input (resp. hidden) neuron. Therefore, Φ(θ) is
the concatenation of ΦI(θ) and ΦH(θ).

Consider an input x of G. The activation of an edge u→ v on (θ, x) is defined to be
au→v(θ, x) := 1 when v is an identity neuron; au→v(θ, x) := 1v(θ,x)>0 when v is a ReLU
neuron; and when v is a k-max-pooling neuron, define au→v(θ, x) := 1 if the neuron u is the
first in ant(v) in lexicographic order to satisfy u(θ, x) := k-pool

(
(bv + w(θ, x)θw→v)w∈ant(v)

)
and au→v(θ, x) := 0 otherwise. The activation of a neuron v on (θ, x) is defined to be
av(θ, x) := 1 if v is an input neuron, an identity neuron, or a k-max-pooling neuron, and
av(θ, x) := 1v(θ,x)>0 if v is a ReLU neuron. We then define the activation of a path p ∈ P
with respect to input x and parameters θ as: ap(θ, x) := ap0(θ, x)∏length(p)

ℓ=1 avℓ−1→vℓ
(θ, x)

(with an empty product set to one by convention). Consider a new symbol vbias that is not
used for denoting neurons. The path-activations matrix A(θ, x) is defined as the matrix
in RP×(Nin∪{vbias}) such that for any path p ∈ P and neuron u ∈ Nin ∪ {vbias}

(A(θ, x))p,u :=
{
ap(θ, x)1p0=u if u ∈ Nin,
ap(θ, x) otherwise when u = vbias.

Positioning. Previous definitions in the literature were given for simpler models (no
k-max-pooling even for a single given k, no skip connections, no biases, one-dimensional
output and/or layered network) [Kawaguchi et al., 2017, Bona-Pellissier et al., 2022, Stock
and Gribonval, 2023]. Definition 2.3.3 extends these definitions to the general model of
Definition 2.2.2, as it recovers the previous ones in simpler settings. The main novelty
is essentially to properly define the path-activations A(θ, x) in the presence of ∗-max-
pooling neurons: when going through a k-max-pooling neuron, a path stays active only
if the previous neuron of the path is the first in lexicographic order to be the k-th largest
input of this pooling neuron.

2We do not only consider paths starting at input neurons, but also the ones starting at hidden neurons,
which will reveal to be crucial to take into account the biases.
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On the name "path-lifting" and "path-activations". The mapping Φ was initially
called path-embedding in Stock and Gribonval [2023] but since it is not injective [Stock
and Gribonval, 2023, Remark 2], I choose to call it path-lifting just as in Bona-Pellissier
et al. [2022]. Note however that this is not a lifting in the sense of category theory as it
does not factorize the mapping θ 7→ Rθ (for that, we should extend the mapping with the
signs θ → (sgn(θ),Φ(θ)) [Stock and Gribonval, 2023, Theorem 1]). I still choose the name
lifting for the sake of brevity. The path-activations A were called activations in Stock
and Gribonval [2023]. I choose to call them path-activations to avoid confusion with the
usual activations of the neurons.

2.4 Main properties of the path-lifting and path-activations
The challenge is now to show that the path-lifting and the path-activations extended to the
general model of Definition 2.2.2 have the same fundamental properties as in the case of
simple LFCNs: they capture in some sense the neuron-wise rescaling symmetries, as well
as the piecewise affine structure of the model. This is tackled respectively in Section 2.4.1
and Section 2.4.2.

2.4.1 Capturing the rescaling symmetries
The symmetries are transformations of the parameters θ that leave the function Rθ un-
changed. Let me introduce these transformations for a general DAG network.

Definition 2.4.1 (Neuron-wise rescaling symmetry). Consider a DAG network G as in
Definition 2.2.2. Recall that H is the set of hidden neurons (Definition 2.2.2), and RG is
the set of parameters. Consider the group RH

>0 with pointwise multiplication and neutral
element 1 the vector full of ones. The rescaling symmetries can almost be seen as a group
action of RH

>0 on RG but with a twist: the action is not commutative. We will denote3

by λ ⋄ θ the action of λ ∈ RH
>0 on θ ∈ RG and define it as the composition of several

elementary operations λv ⋄v θ for v ∈ H:

(λv ⋄v θ)→v := λvθ
→v, (λv ⋄v θ)v := λvθv, (λv ⋄v θ)v→ := 1

λv

θv→ (2.5)

Since the elementary operations ⋄v do not commute for different v’s, we have to fix a
convention to compose them. We choose the convention that the composition of the ele-
mentary operations is done in the order of the indices of the neurons in H:

λ ⋄ θ := λv|H| ⋄v|H| (. . . λv1 ⋄v1 θ) .

This convention has no impact in this thesis: the results would be the same with any other
convention.

We denote by θ ∼R θ′ the fact that there exists a λ ∈ RH
>0 such that θ′ = λ ⋄ θ. This

is an equivalence relation on RG and we say that θ and θ′ are rescaling-equivalent.
3To denote this action, I choose the symbol ⋄ rather than the more conventional one · to avoid it to

be mistaken with the scalar multiplication.
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I will prove that within a rescaling-equivalence class, all the parameters θ define the
same function Rθ, path-lifting Φ(θ) and path-activations A(θ, x). In the special case where
θ has a so-called input-dead neuron v, the notion of equivalence can be relaxed to include
more parameters that still correspond to the same function Rθ, path-lifting Φ(θ), and
path-activations A(θ, x).

Definition 2.4.2 (Dead neuron). Consider a DAG network G as in Definition 2.2.2 and
parameters θ ∈ RG. A neuron v is said to be input-dead for θ if θ→v = bv = 0. We denote
by In− Dead(θ) the set of input-dead hidden neurons for θ.

Definition 2.4.3 (Weak neuron-wise rescaling symmetry). Consider a DAG network G
as in Definition 2.2.2 and parameters θ ∈ RG. Consider all the parameters θ′ that can be
reached such a θ by finite composition of the following operations in any given order:

• neuron-wise rescaling λ ⋄ θ for some λ ∈ RH
>0,

• and setting the outgoing weights θv→ arbitrarily for some v ∈ In− Dead(θ).

We say that θ and θ′ are weakly rescaling-equivalent and we denote θ ∼W R θ′.

I could also haved introduced the notion of output-dead neurons v, satisfying θv→ = 0,
and relax even more the equivalence class by allowing to set the incoming weights θ→v

arbitrarily for all output-dead neurons v. While this operation would preserve the function
Rθ and the path-lifting Φ(θ), this would not preserve the path-activations A(θ, x). Indeed,
we could have the pre-activation of an output-dead ReLU neuron strictly positive, hence
active, and then by setting to zero the incoming weights, it becomes inactive. Moreover,
we will only encounter input-dead neurons in the sequel. For these reasons, I will not
further discuss the notion of output-dead neurons.

Rescaling transformations are indeed symmetries as shown in the next lemma. The
reason for this is that the ReLU and ∗-max-pooling activation functions ρ are positively
homogeneous (ρ(λx) = λρ(x) for λ > 0).

Lemma 2.4.1. Consider a DAG network as in Definition 2.2.2. If parameters θ, θ′ are
such that θ ∼W R θ′ (Definition 2.4.3) then Rθ = Rθ′.

Proof. This is already known for rescaling-equivalent parameters in the special case of
LFCNs, see, e.g., [Stock and Gribonval, 2023]. For weakly rescaling-equivalent parameters
and general DAG networks (Definition 2.2.2), this is a direct consequence of two theorems
proved below: Theorem 2.4.1 and Theorem 2.4.2.

In the special case of LFCNs, it is also known that rescaling-equivalent parameters
have the same path-lifting and path-activations, see, e.g., [Stock and Gribonval, 2023].
As promised, the next theorem shows that our extended path-lifting and path-activations
preserve this property, even for weakly rescaling-equivalent parameters.

Theorem 2.4.1. Consider parameters θ, θ′ of a DAG network (Definition 2.2.2) such
that θ ∼W R θ′ (Definition 2.4.3). They have the same path-lifting and path-activations:
Φ(θ) = Φ(θ′) and A(θ, x) = A(θ′, x) for every x.

To avoid breaking the reading flow, the proof is postponed to Section 2.4.3.
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2.4.2 Capturing the piecewise affine structure
The second equally fundamental property of the path-lifting and path-activations is the
reparameterization of the model in terms of Φ and A.

Theorem 2.4.2 ([Gonon et al., 2024a]). Consider a DAG ReLU network as in Defini-
tion 2.2.2. For every neuron v, every input x and every parameters θ, it holds:

v(θ, x) =
〈

Φ→v(θ), A→v(θ, x)
(
x
1

)〉
. (2.6)

The proof is an induction on the size of the graph, and is deferred to Section 2.4.3.
In the scalar-valued case with single output neuron v, corresponding to Rθ(x) =

v(θ, x), Theorem 2.4.2 shows that we have the simple formula:

Rθ(x) =
〈

Φ(θ), A(θ, x)
(
x
1

)〉
.

In the vector-valued case, Theorem 2.4.2 says that the same formula holds for every
output neuron v by considering the sub-vector of Φ and the sub-matrix of A associated
with the maximal subgraph G→v of G ending at v. This equation is not only fundamental
to understand the structure of the function Rθ in terms of Φ and A, but also of practical
interest as it will allow us to compute (mixed) ℓq-norms of Φ(θ), called path-norms, in
only one forward-pass of the model. This is a blessing at it makes all the theoretical
bounds of this thesis easily computable in practice, despite the combinatorial dimensions
of Φ and A.

Let me now explain why Equation (2.6), reproduced below for convenience, implies
that Φ and A capture the piecewise affine structure of the function (x, θ) 7→ Rθ(x)
in x and the piecewise polynomial structure in θ.

v(θ, x) =
〈

Φ→v(θ), A→v(θ, x)
(
x
1

)〉
.

If there were no path-activations A in this equation, this would say that the output of
neuron v is an affine function of x, with the affine coefficients stored in Φ→v(θ).

Of course, ReLU neurons are not affine in x, and the matrix A restores the non-
linearity in x. It is binary and piecewise constant, meaning that we can divide the set of
(θ, x) into a finite number of regions where A is constant [Arora et al., 2017].

For a fixed θ, the set of x such that A(θ, x) is constant has boundaries defined by zeros
of affine equations, so that it is a polytope [Arora et al., 2017]. For a fixed x, the set of
θ such that A(θ, x) is constant has boundaries defined by zeros of polynomial sets as a
change of a coefficient in A is either due to a change in the sign of a ReLU neuron output
or a change in the ordering of the inputs of a k-max-pooling neuron and the result follows
from the fact that all the neuron functions are locally polynomial in the coordinates of θ
(Equation (2.6)).

On each of the region in (θ, x) where A(θ, x) is constant, Equation (2.6) says that the
output of every neuron v is affine in x, with the affine coefficients given by A(θ, x)T Φ→v(θ):
the matrix A filters the coordinates of Φ→v(θ) to select the ones relevant on the current
region.
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Key properties

Parameters
θ

• parameters of the neural network (weights of the edges and the
biases of the neurons)
• directly updated when training the function Rθ

Path-lifting
Φ(θ)

• affine coefficients of the function Rθ(x) on the active region
• invariant under neuron-wise rescaling symmetries of Rθ

• polynomial in the coordinates of θ

Path-activations
A(θ, x)

• capture the regions where x 7→ Rθ(x) is affine and where θ 7→
Rθ(x) is polynomial
• invariant under neuron-wise rescaling symmetries of Rθ

• binary
• piecewise constant in (θ, x)

Function
Rθ

• piecewise affine function of x
• piecewise polynomial in the coordinates of θ
• invariant under neuron-wise rescaling symmetries of θ

Table 2.1: Properties of the objects θ,Φ(θ), A(θ, x), Rθ.

This shows that Φ and A encode the piecewise affine structure of the function Rθ:
Φ holds all the affine coefficients, and A acts as a region-aware filter that knows which
coefficients to select in each region. This will be key to analyze ReLU neural network
functions. I summarize the properties of the path-lifting and the path-activations in
Table 2.1.

Related works. [Kawaguchi et al., 2017]: Equation (2.6) is stated in the specific case
of Kawaguchi et al. [2017, Section 5.1] (as an explicit sum rather than an inner product),
without proof since the objects are not explicitly defined in Kawaguchi et al. [2017].

[Stock and Gribonval, 2023, Bona-Pellissier et al., 2022]: Corollary 3 of Stock and
Gribonval [2023] proves that Equation (2.6) holds in this specific case of fully-connected
neural networks. Definition 2.3.3 and Equation (2.6) generalize the latter to an arbitrary
DAG with ∗-max-pooling or identity neurons (allowing in particular for skip connections,
max-pooling and average-pooling).

Rest of the literature: The rest of the works I am aware of only define and consider
the norm of the path-lifting, but not the lifting itself. The most general setting is the one
of Neyshabur et al. [2015] with a general DAG, but without max or identity neurons, nor
biases. Our formal definition of the path-lifting and the path-activations makes notations
arguably lighter since Equation (2.6) is no longer written with an explicit sum over all
paths, with explicit product of weights along each path etc.

2.4.3 Proofs of the main properties
Let me start with the proof that the path-lifting and path-activations are the same for
weakly rescaling-equivalent parameters.

Proof of Theorem 2.4.1. By definition of weakly-rescaling equivalent parameters (Defi-
nition 2.4.3), it is enough to check that the path-lifting and path-activations of given
parameters θ are invariant under the two basic operations:
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• neuron-wise rescaling λ ⋄ θ for some λ ∈ RH
>0,

• and setting θv→ arbitrarily for a given v ∈ In− Dead(θ).
Invariance to neuron-wise rescaling. Define θ′ = λ ⋄ θ for some λ ∈ RH

>0. We
show that Φ(θ) = Φ(θ′) and A(θ, x) = A(θ′, x) for every x. We can restrict to the case
where a single hidden neuron v is rescaled by λv > 0, while all the other hidden neurons
are unchanged, i.e., λu = 1 for u ̸= v. Indeed, rescaling by a general vector λ ∈ RH

>0 is
defined as iteratively rescaling one neuron at a time (Definition 2.4.1).

Consider a path p = v0 → . . . → vd ∈ P and let me prove that the coordinate Φp(θ)
of Φ(θ) is preserved. Since vd must be an output neuron (Definition 2.3.1), v ̸= vd and
we have three cases to consider:

• Case 1: v is not in the path p. In this case, Φp(θ) depends only on the coordinates
of θ that are unaffected by the rescaling, so Φp(θ) = Φp(λ ⋄ θ) trivially.

• Case 2: v = v0. Since v0 = v /∈ Nin, we have

Φp(θ) = bv0

d∏
ℓ=1

θvℓ−1→vℓ .

Rescaling affects bv0 and θv0→v1 as follows:

Φp(λ ⋄ θ) = (λvbv)
( 1
λv

θv→v1

) d∏
ℓ=2

θvℓ−1→vℓ = Φp(θ).

Here, bv is multiplied by λv and θv→v1 is divided by λv, while other weights remain
unchanged.

• Case 3: v = vℓ with 0 < ℓ < d. Among the weights appearing in Φp(θ), only the
weights θvℓ−1→vℓ and θvℓ→vℓ+1 are affected:

θvℓ−1→vℓθvℓ→vℓ+1 = (λvθ
vℓ−1→vℓ)

( 1
λv

θvℓ→vℓ+1

)
.

The product is invariant under the rescaling, hence Φp(θ) = Φp(λ ⋄ θ).

Next, we show that the path-activations are preserved. Since the map (θ, x) 7→ u(θ, x)
is not impacted by the considered rescaling for u ̸= v, it is enough to check that the
activation of v is preserved, as well as the activations of the edges u→ v if v is a k-max-
pooling neuron, and v → u otherwise.

• If v is an identity neuron, av(θ, x) = 1 for every θ and x, so av(θ, x) = av(λ⋄θ, x).
The same applies to edge activations av→u(θ, x).

• If v is a ReLU neuron, av(θ, x) = 1v(θ,x)>0. Using the positive homogeneity of
the ReLU function, rescaling gives:

v(λ ⋄ θ, x) = λvv(θ, x).

Thus the activation of v is preserved:

av(λ ⋄ θ, x) = 1v(λ⋄θ,x)>0 = 1λvv(θ,x)>0 = 1v(θ,x)>0 = av(θ, x).

The same applies to the edge activations av→u(θ, x).
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• If v is a k-max-pooling neuron then the result is clear for the activation of v, as it is
defined to be one irrespectively of θ and x. For the edge activation u→ v, we have
by definition au→v(θ, x) := 1 if the neuron u is the first in ant(v) in lexicographic
order to satisfy u(θ, x) := k-pool

(
(bv + w(θ, x)θw→v)w∈ant(v)

)
and au→v(θ, x) := 0

otherwise. The rescaling multiplies each argument of the k-max-pooling by λv,
preserving the ordering and hence the edge activations au→v(θ, x).

This completes the proof that both path-lifting and path-activations are preserved by the
operation λ ∈ RH

>0 7→ λ ⋄ θ. We now turn to the second operation of setting θv→ to an
arbitrary value, for a given v ∈ In− Dead(θ).

Invariance to setting θv→ arbitrarily, v ∈ In− Dead(θ). Consider v ∈ In− Dead(θ)
and θ′ = θ except that (θ′)v→ is set arbitrarily. We have θv→ = (θ′)v→ = 0 and bv = b′

v = 0
so v(θ, x) = v(θ′, x) = 0 for any x. Therefore, the activations of v and the edges u → v
are unchanged. The same holds for the edges v → w since v contributes the same to w
in both cases. The rest of the network is kept identical, so the other activations remain
unchanged, hence the invariance of the path-activations. For the path-lifting: Φp(θ) = 0 is
unchanged for all paths p going through the input-dead neuron v; Φp(θ) is also unchanged
for other paths since they only involve entries of θ that are kept identical. As a result,
Φ(θ) is also preserved.

This completes the proof that both path-lifting and path-activations are the same for
weakly rescaling-equivalent parameters.

I now prove the formula that relates the output of a neuron to the path-lifting and
path-activations.

Proof of Theorem 2.4.2. For any neuron v, recall that P→v is the set of paths ending at
neuron v (Definition 2.3.2). We want to prove

v(θ, x) =
〈

Φ→v(θ), A→v(θ, x)
(
x
1

)〉
=

∑
p∈P→v

Φp(θ)ap(θ, x)xp0 , (2.7)

where we recall that p0 denotes the first neuron of a path p (Definition 2.3.1). For paths
starting at an input neuron, xp0 is simply the corresponding coordinate of x. For other
paths, we use the convention xu := 1 for any neuron u ∈ N \Nin.

The proof of Equation (2.7) goes by induction on a topological sorting [Cormen et al.,
2009] of the neurons. We start with input neurons since by Definition 2.2.2, these are the
ones without antecedents so they are the first to appear in a topological sorting.

Consider an input neuron v. The only path in P→v is p = v. By Definition 2.3.3,
it holds Φp(θ) = 1 (empty product) and ap(θ, x) = av(θ, x) = 1. Moreover, we have
v(θ, x) = xv (Definition 2.2.2). This proves Equation (2.7) for input neurons.

Now, consider v /∈ Nin and assume that Equation (2.7) holds true for every neuron
u ∈ ant(v). We prove by cases that

v(θ, x) = av(θ, x)bv +
∑

u∈ant(v)
u(θ, x)au→v(θ, x)θu→v. (2.8)
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2.5. Conclusion

There is no particular difficulty to prove Equation (2.8) as it just consists of carefully
unrolling the definition of v(θ, x) (Definition 2.2.2) depending on the activation function
of v. The proof is given in Appendix A for completeness.

Using the induction hypothesis on the antecedents of v, Equation (2.8) implies

v(θ, x) = av(θ, x)bv +
∑

u∈ant(v)

 ∑
p∈P→u

Φp(θ)ap(θ, x)xp0

 au→v(θ, x)θu→v.

We want to prove that this is equal to∑
p∈P→v

Φp(θ)ap(θ, x)xp0 .

A path p̃ ∈ P→v is either the path p̃ = v starting and ending at v, or it can be written
in a unique way as p̃ = p → v where p ∈ P→u is a path ending at an antecedent u of v.
For the simple path p̃ = v, it holds by definition (Definition 2.3.3): ap̃(θ, x) = av(θ, x),
Φp̃(θ) = bv and by the convention used in this proof we have xp̃0 = xv = 1 since v is not
an input neuron. This shows:

av(θ, x)bv = Φp̃(θ)ap̃(θ, x)xp̃0 .

When p̃ = p → v as above, it holds by definition: xp0 = xp̃0 , Φp̃(θ) = Φp(θ)θu→v and
ap̃(θ, x) = ap(θ, x)au→v(θ, x). It then holds:

Φp(θ)ap(θ, x)xp0au→v(θ, x)θu→v = Φp̃(θ)ap̃(θ, x)xp̃0 .

This concludes the induction and proves the result.

2.5 Conclusion
When analyzing neural networks, the primary object of interest is often the function
Rθ realized by the network. Indeed, key challenges are to control the robustness of the
function to input perturbations, to ensure that it generalizes well, etc. This is done
by controlling quantities that only make sense on the function Rθ rather than its raw
parameters θ, such as Lipschitz constants, integrals of the function (for the generalization
error), etc.

However, in practice, we often end up analyzing the parameters θ, as this is the
concrete representation that we fully observe and manipulate in practice. Therefore,
we often end up controlling quantities of interest on the functions by quantities on the
parameters. The advantage is that the parameter space is finite-dimensional, so many
quantities such as norms are easy to compute in this space, while it is not the case in
the function space (e.g., the Lipschitz constant of neural networks is NP-hard to compute
[Virmaux and Scaman, 2018]).

While controlling function properties in terms of parameter properties can be insightful
to some extent, it can also be problematic: I explained for example that the existence of
rescaling symmetries can lead to vacuous bounds in Section 1.1.2.

Therefore, it is desirable to have objects that are easier to manipulate than the func-
tions Rθ, but more faithful to the functions Rθ than the raw parameters θ. The path-lifting
Φ(θ) may offer such a possibility: it lies in an intermediate space between the parameter
space and the function space and it takes some of the best properties of both worlds:
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Chapter 2. Fundamentals of (Φ, A)

1. it is finite-dimensional, so it is probably easier to compute quantities (e.g., norms)
on Φ(θ) than on Rθ;

2. it is also invariant under symmetries, so this space is more faithful than the param-
eter space;

3. and its relation to the function space is much nicer compared to the parameter
space: the function Rθ is locally linear in Φ(θ) against locally polynomial in θ, as
can be seen from Equation (2.6). Therefore, the relation of Rθ with Φ(θ) is expected
to be easier to analyze than the relation with θ.

This is summarized in Figure 2.5.

θ

parameter space
Φ(θ)

path-lifting space

Rθ

function space
what we end up

analyzing
what we should

analyze?
what we want to

analyze
dim<∞

invariance
relation to Rθ locally polynomial locally linear

Figure 2.5: The function Φ lifts the parameter space in an intermediate space that seems
promising for the analysis of ReLU networks.

This promising perspective on the path-lifting will be made concrete in the next chap-
ters, where I will show that the path-lifting can be used to derive Lipschitz and general-
ization bounds that are easy to compute, and at least as fine as the bounds obtained with
the same proof techniques but applied directly to the raw parameters θ.
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Chapter 3
Lipschitz properties and consequence for
pruning

This chapter is based on results in Gonon et al. [2024a,b].
A critical aspect of understanding the behavior of neural networks is to study their

Lipschitz properties, which provide bounds on how much the network’s output Rθ(x)
can change in response to changes in its input x or parameters θ. These properties are
essential for robustness of neural networks, pruning, quantization or generalization.

This chapter establishes Lipschitz properties for general DAG networks in
terms of the path-lifting Φ(θ). While I will crucially use these properties for gen-
eralization in Chapter 4, this chapter shows already a first concrete application
of these properties: designing a new pruning method that matches so-called
magnitude pruning in terms of accuracy, while being robust to rescaling sym-
metries. Pruning is a type of technique used to reduce the size and complexity of
networks, while still preserving their accuracy in many cases of interests. Pruning is cru-
cial for deploying neural networks in resource-constrained environments, such as mobile
devices or embedded systems, where computational resources and memory are limited.

The outline is as follows.

• Section 3.1 defines so-called mixed path-norms (Definition 3.1.1), norms of the path-
lifting, that I will use to establish Lipschitz properties of neural networks [Gonon
et al., 2024a]. Despite the combinatorial ambient dimension of the path-lifting, this
section shows that these norms can be computed very easily (one forward-pass) in
Theorem 3.1.1. The latter is vital for the practical application of the theoretical
bounds derived in this thesis.

• Section 3.2 introduces the notion of normalized parameters (Definition 3.2.1), which
are roughly parameters for which mixed path-norms and standard parameter norms
coincide [Gonon et al., 2024a]. Moreover, it shows that any parameters have a weakly
rescaling-equivalent version of them that are normalized (Lemma 3.2.1). This will
be crucial to show that bounds established in terms of mixed path-norms are at
least as fine as, or finer than, the ones derived with the same techniques but applied
directly to the raw parameters [Gonon et al., 2024a,b].

• Section 3.3 extends to arbitrary DAG networks a Lipschitz bound for the function

31



Chapter 3. Lipschitz properties and consequence for pruning

x 7→ Rθ(x) in terms of mixed path-norms of Φ(θ) that was previously known only
for scalar-valued LFCN without biases [Neyshabur et al., 2015]: for every input x, x′

and parameters θ (Theorem 3.3.1) [Gonon et al., 2024a]

∥Rθ(x)−Rθ(x′)∥r ⩽ ∥Φ(θ)∥1,r∥x− x′∥∞.

These extended bounds are shown to preserve their key properties: invariance to
permutation and rescaling symmetries, ease of computation, and tightness com-
pared to the ones obtained with similar techniques but applied directly to the raw
parameters [Gonon et al., 2024a].

• Section 3.4 establishes a new Lipschitz bound for the function θ 7→ Rθ(x) in terms
of the path-lifting: for every input x and parameters θ, θ′ with θiθ

′
i ⩾ 0 for all i

(Theorem 3.4.1) [Gonon et al., 2024b]

∥Rθ(x)−Rθ′(x)∥1 ⩽ ∥Φ(θ)− Φ(θ′)∥1 max(∥x∥∞, 1).

This assumption (θiθ
′
i ⩾ 0,∀i) is in particular true in practical cases of interests, such

as when θ′ has been obtained from θ by pruning or by quantization with rounding
towards zero. Once again, this bound is shown to be invariant to permutation
and rescaling symmetries, easy to compute, and finer than the one obtained with a
similar technique but applied directly to the raw parameters [Gonon et al., 2024b].
And the proof of Theorem 3.4.1 is my favorite one of this thesis, don’t miss it.

• Section 3.5 uses the new Lipschitz bound in θ to design a compression method based
on pruning [Gonon et al., 2024b]. The new pruning method not only matches the
accuracy of standard magnitude pruning, but is also robust to rescaling symmetries.

3.1 Mixed path-norms and their efficient computa-
tion

This section introduces the norms that will appear in our Lipschitz bounds. Despite the
high ambient dimension of the path-lifting Φ(θ), these norms of Φ(θ) can be computed in
only one forward-pass of the model. This is a blessing as it allows all theoretical bounds
of this thesis to be easily computed.

Motivation. Consider a LFCN (Definition 2.1.1) with L affine layers corresponding to
functions

Rθ(x) = ML ReLU(ML−1 . . .ReLU(M1x+ b1) . . .+ bL−1) + bL,

with matrices Mℓ ∈ Rdℓ+1×dℓ , biases bℓ ∈ Rdℓ+1 for some number of neurons dℓ. The
number of parameters is

L∑
ℓ=1

dℓ+1dℓ +
L∑

ℓ=1
dℓ+1 =

L∑
ℓ=1

dℓ+1(dℓ + 1),
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3.1. Mixed path-norms and their efficient computation

while the number of paths (Definition 2.3.1) is

L∑
ℓ=1

L+1∏
k=ℓ

dk.

In the case where dℓ = d for all ℓ, the number of parameters is of order Ld2 while the
number of paths is of order dL. This shows that the ambient dimension of Φ(θ) grows
exponentially in the number of layers, and in general, in the depth of the network, where
I recall that the depth is the maximum length of a path (Definition 2.3.1), as opposed to
the number of parameters that is linear in the depth. When analyzing the function Rθ

through the lens of the path-lifting Φ(θ), it is therefore important to ensure that at least
some quantities of Φ(θ) can be computed without ever having to explicitly compute Φ(θ)
or enumerate the paths. This is the content of the following theorem: mixed ℓq-norms of
the vector Φ(θ) can be computed in a single forward-pass, up to replacing ∗-max-pooling
activations by the identity.

Definition 3.1.1. (Mixed path-norm) For 0 < q, r ⩽ ∞, define the mixed (q, r)-path-
norm of the path-lifting Φ(θ) as

∥Φ(θ)∥q,r :=
∥∥∥(∥Φ→v(θ)∥q)v∈Nout

∥∥∥
r
. (3.1)

Definition 3.1.1 captures in particular all classical ℓq-norms as for r = q we have
∥Φ(θ)∥q,q = ∥Φ(θ)∥q. Moreover, for scalar-valued networks, all mixed path-norms are
classical ℓq-norms since Nout = {v}, ∥Φ(θ)∥q,r = ∥Φ→v(θ)∥q = ∥Φ(θ)∥q.

Theorem 3.1.1 ([Gonon et al., 2024a]). Consider an architecture G = (N,E, (ρv)v∈N\Nin)
as in Definition 2.2.2. Consider the architecture G̃ := (N,E, (ρ̃v)v∈N\Nin) where ∗-max-
pooling neurons are replaced by ones with the identity as an activation function: ρ̃v := id
if v ∈ N∗-pool and ρ̃v := ρv otherwise. Consider q ∈ (0,∞), r ∈ (0,∞] and arbitrary
parameters θ ∈ RG = RG̃. For a vector α, denote |α|q the vector deduced from α by
applying x 7→ |x|q coordinate-wise. Denote by 1 the input full of ones. It holds:

∥Φ(θ)∥q,r = ∥ |RG̃
|θ|q(1)|1/q ∥r. (3.2)

Moreover, the formula is false in general if the ∗-max-pooling neurons have not been
replaced with ones having the identity as an activation function (that is if the forward-
pass is done on G rather than G̃).

I made available at github.com/agonon/pathnorm_toolkit a code to compute path-
norms in one forward-pass, for a wide variety of models, including ResNets, VGGs etc.
The code is also easy to extend to new architectures: the user only needs to specify the
max-pooling layers (which the code will replace by layers with the identity as activation
function, as specified by Theorem 3.1.1), and the kernel sizeK of average-pooling layers, in
order to explicitly consider average-pooling neurons as ones with the identity as activation
function, and with incoming weights all equal to 1/K (as specified below Definition 2.2.2).
In particular, this code allows anyone to efficiently compute all the bounds of
this thesis.
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Figure 3.1: Example of a network where one must replace the max-pooling neuron to
compute the path-norm with a single forward-pass as in Equation (3.2).

Proof of Theorem 3.1.1. Figure 3.1 shows that Equation (3.2) is false if the ∗-max-pooling
neurons have not been replaced with ones having the identity as activation function, since
the forward-pass with input 1 yields output 1 while the ℓ1-path-norm is 2.

Let me now show that Equation (3.2) is a simple consequence of Theorem 2.4.2. By
continuity in θ of both sides of Equation (3.2), it is sufficient to prove it when every
coordinate of θ in E is nonzero. Note that by Definition 2.3.3, the path-lifting ΦG and
ΦG̃ associated respectively with G and G̃ are the same since G and G̃ have the same
underlying DAG. Denote by Φ = ΦG = ΦG̃ the common path-lifting, and by aG̃ the path-
activations associated with G̃. Denote by P→v the set of paths ending at a given neuron
v of G̃. According to Theorem 2.4.2, it holds for every output neuron v of G̃ with x = 1,
using the convention xu := 1 if u /∈ Nin

(RG̃
|θ|q(1))v =

∑
p∈P→v

Φp(|θ|q)aG̃
p (|θ|q, x)xp0 =

∑
p∈P→v

Φp(|θ|q)aG̃
p (|θ|q,1).

Since we restricted to θE with nonzero coordinates, |θE|q has positive coordinates. As
G̃ has only neurons with the ReLU or the identity as activations, it follows by a simple
induction on the neurons that u(|θ|q,1) > 0 for every neuron u of G̃. Thus, every path
p ∈ PG̃ is active, that is, aG̃

p (|θ|q,1) = 1. Since by Definition 2.3.3, Φp(|θ|q) = |Φp(θ)|q,
we obtain:

(RG̃
|θ|q(1))v =

∑
p∈P→v

|Φp(θ)|q = ∥Φ→v(θ)∥q
q.

The claim follows by the definition of the mixed path-norm (Definition 3.1.1).

Positioning. The formula given in Theorem 3.1.1 is the first of its kind to fully encom-
pass ReLU networks with biases, average/∗-max-pooling, and skip connections, such as
ResNets. An equivalent formula is stated in the specific case of layered fully-connected
ReLU networks without biases (and no pooling/skip connections) in Dziugaite et al. [2020,
Appendix C.6.5] and Jiang et al. [2020, Equations (43) and (44)] but without proof (and
only for ℓ2-path-norm instead of general mixed ℓq,r path-norm). Actually, this equiv-
alent formula turns out to be false when there are ∗-max-pooling neurons as one must
replace ∗-max-pooling neurons with ones having the identity as activation function, see
Theorem 3.1.1. Care must also be taken with average-pooling neurons that must be con-
sidered as neurons with the identity as activation function, and the incoming weights must
also be transformed with x 7→ |x|q when computing |θ|q.

At this point, we have a promising object Φ(θ) that is well suited for theoretical analysis
of the function Rθ and more faithful to the function Rθ than the raw parameters θ. I have
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shown that some norms of Φ(θ) can be computed in a single forward-pass. Moreover,
there is a nice relationship between the function Rθ and Φ(θ) as shown in Theorem 2.4.2:
the function Rθ is locally linear in Φ(θ). The next challenge is to concretely use Φ(θ) to
analyze the function Rθ. I will do this in Section 3.3 by showing that mixed path-norms
can be used to bound Lipschitz constants of Rθ. For now, let me discuss how mixed
path-norms can be related to classical norms of the raw parameters θ for certain θ.

3.2 Normalized parameters: when mixed path-norms
coincide with parameter norms

To better understand how mixed path-norms ∥Φ(θ)∥q,r relate to standard mixed parameter
norms ∥θ∥q,r, I introduce the concept of normalized parameters. These are parameters
that are such that the ℓq-norms of some subvectors of Φ(θ) coincide with the ℓq-norms
of some subvectors of θ. I also show that given any parameters θ, there exists a weakly
rescaling-equivalent version of θ that is normalized. Thanks to this property, I will be able
to show that the Lipschitz bounds established in the next section in terms of mixed path-
norms are at least as fine as the standard ones based on parameter norms. The former
will correspond to infimum over all weakly rescaling-equivalent versions of the latter.

Definition 3.2.1. Consider 0 < q ⩽∞. Parameters θ are said q-normalized if

1. for every v ∈ N \ (Nout ∪Nin):

∥Φ→v(θ)∥q = ∥
(
θ→v

bv

)
∥q ∈ {0, 1},

2. in addition if this is 0 (input-dead neuron, Definition 2.4.3), it also holds θv→ = 0
(beware, this is a condition on the outgoing edges of v).

Let me now introduce Algorithm 3.2.1 that allows to find normalized parameters in
each weak (but in general not strong) rescaling-equivalence class of parameters. This
algorithm proceeds iteratively over the neurons, and for each neuron, it normalizes the
incoming weights by applying one of the two operations allowed for weakly equivalent
parameters (Definition 2.4.3). The neurons are considered in the order given by a topo-
logical sorting [Cormen et al., 2009, Section 22.4], that is an order on the neurons such
that if u→ v is an edge then u comes before v in this ordering.

Lemma 3.2.1. Consider q ∈ (0,∞]. If θ is the output of Algorithm 3.2.1 for the in-
put θ̃ then θ is q-normalized (Definition 3.2.1) and θ is weakly rescaling-equivalent to θ̃
(Definition 2.4.3).

There is no particular technical obstacle to the proof of Lemma 3.2.1, it is just a
matter of analyzing correctly the algorithm. I provide the proof in Appendix B.1.
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Algorithm 3.2.1 Normalization of parameters for norm q ∈ (0,∞]
1: Consider a topological sorting v1, . . . , vk of the neurons
2: for v = v1, . . . , vk do
3: if v /∈ Nin ∪Nout then

4: λv ←
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

5: if λv = 0 then
6: θv→ ← 0
7: else
8:

(
θ→v

bv

)
← 1

λv

(
θ→v

bv

)
▷ normalize incoming weights and bias

9: θv→ ← λv × θv→ ▷ rescale outgoing weights to preserve the function Rθ

Positioning. In the special case of scalar-valued LFCNs, Algorithm 3.2.1 has been used
in the literature to make the ℓ1-path-norm coincide with a product of layers’s norms
[Neyshabur et al., 2015, Lemma 19][Barron and Klusowski, 2019, Theorem 1]. It turns
out that this algorithm is more general and applies to any DAG ReLU network. The first
formal description of this algorithm is given in Algorithm 3.2.1. Moreover, I identified
and isolated new concepts, normalized parameters and weak rescaling-equivalence, that
will hopefully help at better understanding the roles of the object at play, and that will
lead to more convenient notations later on when comparing mixed path-norms with norms
of the parameters.

3.3 Lipschitzness in x

An important property of neural networks is their robustness to input change: does a
small perturbation of the input x imply a large perturbation of the output Rθ(x)? For
instance, imagine that a car has learned to recognize images x of stop signs using a neural
network Rθ. If this network is robust enough to input perturbation, the car will still
recognize stop signs even if they are a little dirty or have a sticker on them.

Unfortunately, it has been widely reported that networks lack of robustness: small
magnitude input perturbations that are imperceptible to the human eye, such as adding
noise, can make the neural network make prediction errors Szegedy et al. [2014]. Even
real-world attacks have been found: a stop sign recognized by a neural network can be
misclassified as a speed limit sign by adding a small sticker on it [Eykholt et al., 2018].
The desire for robustness motivates the study of the Lipschitz constant of x 7→ Rθ(x).

Section 3.3.1 contains the main contribution of this section: a bound on the Lipschitz
constant of x 7→ Rθ(x) in terms of the mixed-norms of Φ(θ). Section 3.3.2 shows that
these bounds correspond to the infimum over all weakly rescaling-equivalent parameters
of bounds obtained with similar techniques but applied directly to the raw parameters
θ, with the infimum met at normalized parameters (Definition 3.2.1). This shows that
the bounds based on mixed path-norms are at least as fine as the ones based on norms
expressed in terms of the raw parameters, essentially thanks to the fact that the path-
lifting Φ captures the rescaling symmetries.
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3.3.1 Main result
The next theorem is the main result: mixed path-norms of Φ(θ) can be used to bound
the Lipschitz constant of x 7→ Rθ(x).

Theorem 3.3.1. Consider 0 < r ⩽∞. For every parameters θ and inputs x, x′:

∥Rθ(x)−Rθ(x′)∥r ⩽ ∥Φ(θ)∥1,r∥x− x′∥∞.

Note that the ℓ∞-norm is the smallest of the ℓq-norms, so the bound of Theorem 3.3.1
also implies bounds for ∥x− x′∥q on the right-hand side.

Numerical evaluations of path-norm-based bounds are deferred to Chapter 7, after
other bounds have been introduced.

To prove Theorem 3.3.1, I will use the next lemma.

Lemma 3.3.1. Consider a matrix A ∈ {0, 1}d×p and a vector φ ∈ Rp. Assume that each
column of A has at most one non-zero entry. For every q ∈ [1,∞], it holds

∥Aφ∥q ⩽ p
q−1

q ∥φ∥q

with the convention q−1
q

= 1 for q =∞.

Proof of Lemma 3.3.1. I only treat q ∈ [1,∞), the case q = ∞ is similar. This is just a
simple worst-case analysis. The matrix A is binary with at most one non-zero entry per
column j ∈ {1, . . . , p} so we have

d∑
i=1
|Aijφj| ⩽ |φj|.

By convexity of x 7→ xq, we have for scalars xj ⩾ 0, (∑p
j=1 xj)q ⩽ pq−1∑p

j=1 x
q
j , so

∥Aφ∥q
q =

d∑
i=1
|(Aφ)i|q =

d∑
i=1

 p∑
j=1
|Aijφj|

q

⩽ pq−1
d∑

i=1

p∑
j=1
|Aijφj|q = pq−1

p∑
j=1

d∑
i=1
|Aijφj|q

⩽ pq−1
p∑

j=1
|φj|q = pq−1∥φ∥q

q.

This proves the claim.

Applying Lemma 3.3.1 to A = A(θ, x)T and φ = Φ(θ), this yields:

∥A(θ, x)T Φ(θ)∥q ⩽ |P|
q−1

q ∥Φ(θ)∥q

where |P| is the number of paths. This worst-case analysis is the primary reason for
the exclusive presence of the ℓ1-path-norm (q = 1) in bounds established in the literature
and in this thesis: it is the only choice of q that avoids a combinatorial factor |P| in the
bound, at the price of settling for the largest norm q = 1. I haven’t find this discussed in
the literature. I will discuss it in Chapter 7.
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Proof of Theorem 3.3.1. Consider parameters θ. Consider inputs x, x′ with the same
path-activations with respect to θ: A(θ, x) = A(θ, x′). For 0 < r <∞:

∥Rθ(x)−Rθ(x′)∥r
r =

Theorem 2.4.2

∑
v∈Nout

∣∣∣∣∣
〈

Φ→v(θ), A→v(θ, x)
(
x
1

)
− A→v(θ, x′)

(
x′

1

)〉∣∣∣∣∣
r

=
A(θ,x)=A(θ,x′)

∑
v∈Nout

∣∣∣∣∣
〈

(A→v(θ, x′))T Φ→v(θ),
(
x
1

)
−
(
x′

1

)〉∣∣∣∣∣
r

⩽
Hölder

∑
v∈Nout

∥ (A→v(θ, x′))T Φ→v(θ)∥r
1 ∥x− x′∥r

∞

⩽
Lemma 3.3.1

∑
v∈Nout

∥Φ→v(θ)∥r
1∥x− x′∥r

∞

= ∥Φ(θ)∥r
1,r∥x− x′∥r

∞.

When 0 < r <∞, I just proved the claim locally on each region where the path-activations
A(θ, ·) are constant. This remains true on the boundary of these regions by continuity.
It then expands to the whole domain by triangular inequality because on any segment
joining any pair of inputs, there is a finite number of times when the region changes. The
proof can be easily adapted to r =∞.

Related works. For r = 1, we simply have ∥Φ(θ)∥1,r = ∥Φ(θ)∥1. For this specific
value of r, and in the specific case of scalar-valued LFCN without biases, the conclusion of
Theorem 3.3.1 is already mentioned in Neyshabur [2017, before Section 3.4], and proved in
Furusho [2020, Theorem 5]. Theorem 3.3.1 extends it to arbitrary DAG ReLU networks,
and to arbitrary r ∈ (0,∞]. This requires the introduction of mixed path-norms, which,
to the best of my knowledge, have not been considered before in the literature.

The Lipschitz bound of Theorem 3.3.1 is invariant to permutation and rescal-
ing symmetries. For rescalings, this follows from the fact that the path-lifting is in-
variant under rescaling symmetries (Theorem 2.4.1). Let me now address permutation
symmetries. Given a network architecture, there are usually permutations of the neurons
and corresponding parameters of θ that leave the function Rθ unchanged [Stock and Gri-
bonval, 2023]. This invariance arises because computing Rθ(x) involves computing sums
over the set of antecedents of different neurons v, and these sums remain invariant under
permutations of ant(v). For example, in LFCNs, any pair of neurons in the same layer
can be permuted without altering the network’s function.

The path-lifting Φ(θ) is covariant under such permutations because permuting neurons
results in a corresponding permutation of paths. Since the ℓq-path-norm in Theorem 3.3.1
involves sums over sets of paths, it is invariant under permutation symmetries.

Note that permutations and rescalings are provably the only symmetries of LFCNs
with L = 2 affine layers under non-degeneracy conditions1 [Stock and Gribonval, 2023,
Theorem 3].

1This assumes no "dead" neurons (neurons that never transmit anything because of zero incoming or
outgoing weights) nor "twin" neurons (neurons that perform identical functions and could be merged).
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3.3.2 Comparison with bounds directly expressed in terms of θ
This section shows that the Lipschitz bound of Theorem 3.3.1 is at least as fine as the
standard one based on a product of layers’ norms in the specific case of LFCNs, and even
extend this comparison to general DAGs. This illustrates the interest of considering the
path-lifting Φ(θ) rather than the raw parameters θ.

For LFCN functions Rθ(x) = ML ReLU(ML−1 ReLU(M1x + b1) + bL−1) + bL without
biases, the standard Lipschitz bound is the product of the layers’ norms of the layers.

Lemma 3.3.2 (see e.g., Combettes and Pesquet [2020]). For a layered fully-connected
ReLU network with L affine layers, of the form

Rθ(x) = ML ReLU(ML−1 . . .ReLU(M1x+ b1) + bL−1) + bL,

it holds for every x, x′

∥Rθ(x)−Rθ(x′)∥∞ ⩽

(
L∏

ℓ=1
∥Mℓ∥1,∞

)
∥x− x′∥∞,

where ∥M∥1,∞ := maxrow of M ∥row∥1 is the operator norm of M induced by the ℓ∞-norm
on the input and output spaces.

Proof. This is well-known. I still provide a proof for L = 2, and the general case easily
follows by an induction: (highlighting in orange x and x′):

∥Rθ(x)−Rθ(x′)∥∞ = ∥M2 ReLU(M1x+ b1) + b2 −M2 ReLU(M1x
′ + b1) + b2∥∞

= ∥M2 (ReLU(M1x+ b1)− ReLU(M1x
′ + b1))∥∞

⩽ ∥M2∥1,∞ ∥ReLU(M1x+ b1)− ReLU(M1x
′ + b1)∥∞

⩽ ∥M2∥1,∞ ∥M1x+ b1 −M1x
′ + b1∥∞ ReLU is 1-Lipschitz

⩽ ∥M2∥1,∞ ∥M1 (x− x′)∥∞

⩽ ∥M2∥1,∞∥M1∥1,∞ ∥x− x′∥∞ .

This bound is not invariant under rescaling symmetries of Rθ. Because of that, this
bound can be vacuous depending on the scaling of the parameters at hand: Figure 3.2
shows an example where this product is arbitrarily large while the path-norm is equal to
zero.

It is known for scalar-valued LFCNs without biases that the ℓ1-path-norm is a smaller
Lipschitz bound as we have [Neyshabur et al., 2015, Theorem 5]

∥Φ(θ)∥1 ⩽
L∏

ℓ=1
∥Mℓ∥1,∞.

with equality if the parameters are properly rescaled.
With the new concepts of normalized parameters and weak rescaling-equivalence, we

can already provide a new perspective in this specific case of scalar-valued LFCNs without
biases: there is equality for normalized parameters, inequality in general, and since there
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Chapter 3. Lipschitz properties and consequence for pruning

are normalized parameters in each weak rescaling-equivalence class (Lemma 3.2.1), the
result of [Neyshabur et al., 2015] can be rewritten as:

∥Φ(θ)∥1 = min
θ′=(M ′

1,...,M ′
L),

θ′∼W Rθ

L∏
ℓ=1
∥M ′

ℓ∥1,∞.

In what follows, I extend this comparison to vector-valued LFCNs with biases, and
even to general DAGs as in Definition 2.2.2 by introducing a quantity that plays the role
of the product of layers’ norms in this situation. Moreover, I also extend the comparison
to other mixed path-norms and products of layers’ norms.

From now on, I always consider q ∈ (0,∞) and r ∈ (0,∞] if not specified otherwise.

From scalar-valued to vector-valued networks: from standard to mixed ℓq-
norms. Theorem 3.3.1 shows that going from a scalar-valued network (LFCN or, more
generally a DAG) to a vector-valued network requires going from standard ℓq-norms
∥Φ(θ)∥q, as considered in Neyshabur et al. [2015], to mixed path-norms ∥Φ(θ)∥q,r, which
is, to the best of our knowledge, first introduced in Definition 3.1.1. I will compare such
mixed path-norms to products of mixed quasi-norms:

∥M∥q,∞ = max
row of M

∥row∥q.

From LFCN to DAG: extending the product of layers’ norms. There is no no-
tion of a “layer” Mℓ in a general DAG, hence the product ∏L

ℓ=1 ∥Mℓ∥q,∞ makes no sense
anymore in this general context as a general ReLU network function Rθ as in Defini-
tion 2.2.2 cannot be decomposed as a composition of affine maps and ReLU. Therefore,
I introduce a new quantity that plays the role of the product of layers’ norms for general
DAGs.

Definition 3.3.1. Consider q ∈ (0,∞). For practical purposes, we denote bv := bv when
v ∈ N \Nin, and bv := 1 if v ∈ Nin. For every path p ∈ P, consider

Π(θ, p, q) :=
length(p)∑

ℓ=0

∣∣∣bpℓ

∣∣∣q length(p)∏
k=ℓ+1

∥θ→pk∥q
q

1/q

, (3.3)

with the convention that an empty product is equal to one. For q ∈ (0,∞) and r ∈
(0,∞], define:

Πq,r(θ) :=
∥∥∥∥∥
(

max
p∈P→v

Π(θ, p, q)
)

v∈Nout

∥∥∥∥∥
r

. (3.4)

Let me show that Πq,∞ generalizes the product of layers’ norms to an arbitrary DAG.

Lemma 3.3.3. Consider q ∈ (0,∞). In a LFCN Rθ(x) = ML ReLU(ML−1 . . .ReLU(M1x))
with L layers and without biases, it holds:

Πq,∞(θ) =
L∏

ℓ=1
∥Mℓ∥q,∞.
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3.3. Lipschitzness in x

Proof. In a LFCN, all the neurons of two consecutive layers are connected, so∏L
ℓ=1 ∥Mℓ∥q,∞

is also the maximum over all paths starting from an input neuron (and ending at an output
neuron, by definition of the set of paths P) of the product of ℓq-norms:

L∏
ℓ=1
∥Mℓ∥q,∞ = max

p∈P,p0∈Nin

length(p)∏
ℓ=1

∥θ→pℓ∥q.

Since there are no biases (corresponding to γu = bu = 0 for every u /∈ Nin) we have

Π(θ, p, q) =
{ ∏length(p)

ℓ=1 ∥θ→pℓ∥q if p0 ∈ Nin,
0 otherwise.

This shows the claim:

Πq,∞(θ) = max
v∈Nout

max
p∈P→v

Π(θ, p, q) = max
p∈P

Π(θ, p, q)

= max
p∈P,p0∈Nin

length(p)∏
ℓ=1

∥θ→pℓ∥q =
length(p)∏

ℓ=1
∥Mℓ∥q,∞.

Let me now prove that the mixed path-norm is at most equal to this extended product
of layers’ norms, and that there is equality if the parameters are normalized. Since we
also know from Section 3.2 that within any weak rescaling-equivalence class, there are
normalized parameters, we will deduce that the mixed path-norm is equal to the minimum
value of the product over weakly rescaling-equivalent parameters.

Theorem 3.3.2 ([Gonon et al., 2024a]). Consider q ∈ (0,∞) and r ∈ (0,∞]. For every
DAG ReLU network (Definition 2.2.2) and every parameters θ:

∥Φ(θ)∥q,r ⩽ Πq,r(θ).

If θ is q-normalized (Definition 3.2.1) then:

∥Φ(θ)∥q,r = Πq,r(θ) =
∥∥∥∥∥∥
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q


v∈Nout

∥∥∥∥∥∥
r

.

In particular, we have
∥Φ(θ)∥q,r = min

θ′∼W Rθ
Πq,r(θ′).

The proof is not particularly interesting and is deferred to Appendix B.2.
Conversely, even in the simple case of a LFCN, there is in general no constant C ⩾ 1

such that for every parameters θ:

Πq,r(θ) ⩽ C∥Φ(θ)∥q,r.

Indeed, the product of layers’ norms can be arbitrarily large while the path-norm is zero.
This is illustrated in Figure 3.2.

This section has shown that the path-lifting Φ(θ) provides a Lipschitz bound that is
often strictly smaller than the one based on the product of layers’ norms of the layers.
This is because the path-lifting is invariant under rescaling symmetries of the network,
while the product of layers’ norms is not. This will again occur in the rest of the thesis,
so I illustrated this phenomenon in Figure 3.3.
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Chapter 3. Lipschitz properties and consequence for pruning

Figure 3.2: A network which path-norm is zero while the product of layers’ norms scales
as M2.

θ = network parameters
(weight, biases)

Measure
{

Generalization
Robustness

⩽ f(∥θ∥)
→

replace with

Φ(θ) = path-lifting

⩽ g(∥Φ(θ)∥)
"path-
norm"
based
bound

invariant under neuron-wise rescaling
sharper than ∥θ∥

Figure 3.3: Quite often, it is better to consider things in terms of Φ(θ) rather than in
terms of θ because Φ(θ) is invariant to neuron-wise rescaling symmetries of Rθ, while θ is
not.

3.4 Lipschitzness in θ

Another important challenge about neural networks is to upper bound as tightly as pos-
sible the distances between the realizations Rθ, Rθ′ with parameters θ, θ′ when evaluated
at x, in terms of a (pseudo-)distance d(θ, θ′) and a constant Cx:

∥Rθ(x)−Rθ′(x)∥1 ⩽ Cxd(θ, θ′).

Such an inequality could indeed be crucially leveraged to derive generalization bounds
[Neyshabur et al., 2018] or theoretical guarantees about compression [Gonon et al., 2023a].
Indeed, a typical way to achieve compression is to find a pruned or quantized version θ′

of θ such that Rθ′ makes similar predictions to Rθ. Since θ′ has fewer nonzero parameters
(if pruned) or fewer bits (if quantized), it can reduce the needed memory and computa-
tional resources to run the network. Whether or not the prediction Rθ′(x) made by the
compressed parameters is close to the original prediction Rθ(x) motivates the study of
the Lipschitz constant of θ 7→ Rθ(x).

Lipschitzness in θ as above is for example known with

d(θ, θ′) := ∥θ − θ′∥∞, Cx := (W∥x∥∞ + 1)WL2RL−1, (3.5)

in the case of a layered fully-connected neural networkRθ(x) = ML ReLU(ML−1 . . .ReLU(M1x))
with L layers, maximal width W , and with weight matrices Mℓ having some operator norm
bounded by R [Gonon et al., 2023a, Theorem III.1 with p = ∞ and q = 1][Neyshabur
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3.4. Lipschitzness in θ

et al., 2018, Berner et al., 2020]. This known bound is however not satisfying at least for
two reasons:

• it is not invariant under neuron-wise rescalings of the parameters θ that leave
unchanged its realization Rθ, leading to crude dependencies in R and L and to cases
where this bound is automatically vacuous (Section 1.1.2); and

• it only holds for simple LFCNs, but not for more practical networks that would
include pooling, skip connections, etc.

To circumvent these issues, Section 3.4.1 introduces a natural (rescaling-invariant) metric
based on the path-lifting that provides a Lipschitz property in θ. Section 3.4.2 then com-
pares this new Lipschitz bound to the standard one based on the product of layers’ norms.
Section 3.4.3 shows how to compute this new Lipschitz bound in a single forward-pass
in practical cases of interest such as quantization or pruning. Section 3.4.4 contains the
proof of the Lipschitz bound. In the next section, I will show a first concrete application
of this Lipschitz bound to compression of neural networks.

3.4.1 Main Result
For parameters θ, recall that (Definition 2.3.3) ΦI(θ) and ΦH(θ) denote the sub-vectors
of Φ(θ) corresponding to the coordinates associated with paths starting respectively from
input and hidden neurons. In particular, Φ(θ) is the concatenation of ΦI(θ) and ΦH(θ)
(Definition 2.3.3).

Theorem 3.4.1 ([Gonon et al., 2024b]). Consider a ReLU neural network as in Defini-
tion 2.2.2, with output dimension equal to one. Consider associated parameters θ, θ′. If
θiθ

′
i ⩾ 0 for every coordinate i, we have for every input x:

|Rθ(x)−Rθ′(x)| ⩽ ∥x∥∞∥ΦI(θ)− ΦI(θ′)∥1 + ∥ΦH(θ)− ΦH(θ′)∥1. (3.6)

Moreover, for every neural network architecture, there are parameters θ ̸= θ′ and an input
x such that Equation (3.6) is an equality.

I refer the reader to the discussion after Lemma 3.3.1 to understand why this is the
ℓ1-path-norm that appears in the bound. Note that since ∥x∥∞ ⩽ ∥x∥q for any q ∈ [1,∞),
it also implies a bound for any ℓq-norm on the input x.

In the specific case of LFCNs, there is also another Lipschitz bound based on the
product of layers’ norms. I will show in Section 3.4.2 Theorem 3.4.1 is strictly finer. This
is because Theorem 3.4.1 is invariant under rescaling symmetries of the network, while
the product of layers’ norms is not.

The proof of Theorem 3.4.1 is deferred to Section 3.4.4. Don’t miss it, this is my
favorite one.

The assumption of parameters with the same sign cannot be simply removed: see
Figure 3.4 for a counterexample.

Theorem 3.4.1 is intentionally stated with scalar output to allow the reader to deduce
the result with multidimensional output using their favorite norm. The next corollary
consider classical ℓq-norms on the output, and states the bound with the simpler pseudo-
metric d(θ, θ′) := ∥Φ(θ)−Φ(θ′)∥1, called the ℓ1-path-metric, by analogy with the ℓ1-path-
norm ∥Φ(θ)∥1.
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Chapter 3. Lipschitz properties and consequence for pruning

1 1 −1 −1

Figure 3.4: Counter-example to Theorem 3.4.1 when the parameters have opposite signs.
If the hidden neurons are ReLU neurons, the left network implements Rθ(x) = ReLU(x)
(with θ = (1 1)T ) and the right network implements Rθ′(x) = −ReLU(−x) (with θ′ =
(−1 − 1)T ). Equation (3.6) does not hold since there is a single path and the product
of the weights along this path is equal to one in both cases, so that Φ(θ) = Φ(θ′) = 1
while these two functions are nonzero and have disjoint supports.

Corollary 3.4.1 ([Gonon et al., 2024b]). Consider an exponent r ∈ [1,∞) and a ReLU
neural network as in Definition 2.2.2. Consider associated parameters θ, θ′. If for every
coordinate i, it holds θiθ

′
i ⩾ 0, then for every input x ∈ Rdin:

∥Rθ(x)−Rθ′(x)∥r ⩽ max(∥x∥∞, 1)∥Φ(θ)− Φ(θ′)∥1.

I will show in Section 3.4.3 that this bound can be easily computed in a single forward-
pass.

Proof of Corollary 3.4.1. By definition of the model, it holds:

∥Rθ(x)−Rθ′(x)∥q
q =

∑
v∈Nout

|v(θ, x)− v(θ′, x)|q.

Recall that Φ→v is the path-lifting associated with the sub-graph G→v (Definition 2.3.3).
By Theorem 3.4.1, it holds:

|v(θ, x)− v(θ′, x)|q ⩽ max(∥x∥q
∞, 1)∥Φ→v(θ)− Φ→v(θ′)∥q

1.

Since Φ(θ) = (Φ→v(θ))v∈Nout , this implies:

∥Rθ(x)−Rθ′(x)∥q
q ⩽ max(∥x∥q

∞, 1)∥Φ(θ)− Φ(θ′)∥q
1.

3.4.2 Comparison with bounds directly expressed in terms of θ.
In the special case of a LFCN, it is also known in the literature that for every input x and
every parameters θ, θ′ (even with different signs) of a LFCN with L affine layers and L+1
layers of neurons, N0 = Nin, . . . , NL = Nout, width W := max0⩽ℓ⩽L |Nℓ|, and each matrix
having some operator norm bounded by R ⩾ 1, it holds [Gonon et al., 2023a, Theorem
III.1 with p = q =∞ and D = ∥x∥∞][Neyshabur et al., 2018, Berner et al., 2020]:

∥Rθ(x)−Rθ′(x)∥1 ⩽ (W∥x∥∞ + 1)WL2RL−1∥θ − θ′∥∞. (3.7)

I prove in Appendix B that the ℓ1-path-metric is smaller than the following non-invariant
metric defined in terms of the raw parameters:

∥Φ(θ)− Φ(θ′)∥1 ⩽ LW 2RL−1∥θ − θ′∥∞.

This time, there is no equality for normalized parameters, as it was the case when compar-
ing mixed path-norms to product of layers’ norms. In particular, the left-hand side is not
equal to the minimum of the right-hand side over all possible weakly rescaling-equivalent
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3.4. Lipschitzness in θ

parameters. Indeed, the right-hand side is already a worst case upper bound of a finer
quantity defined in terms of the raw parameters θ. This finer quantity is not as simple as
∥θ − θ′∥∞ so I leave it to the supplemental material of this chapter (Lemma B.3.2).

Thanks to the latter inequality, I show in Appendix B.3 that Theorem 3.4.1 implies for
any θ, θ′ (without restrictions on the signs) a slightly better bound than Equation (3.7)
as soon as the LFCN has at least L ⩾ 2 affine layers. This is the second example of the
principle illustrated in Figure 3.3: bounds based on the path-lifting Φ(θ) are often sharper
than bounds directly based on the raw parameters θ.

3.4.3 Computation of the ℓ1-path-metric in two forward-passes.
Besides its theoretical interest, the proposed pseudo-distance d(θ, θ′) = ∥Φ(θ) − Φ(θ′)∥1
also has the desirable property of being easily computable in many practical cases of
interest: when θiθ

′
i ⩾ 0 and |θ′

i| ⩽ |θi| for every coordinate i. This is satisfied if θ′ is
obtained by pruning θ since we either have θ′

i = θi for unpruned coordinates or θ′
i = 0 for

pruned coordinates. This is also satisfied by quantizing θ by rounding towards zero.

Lemma 3.4.1. Consider a ReLU neural network with DAG G. Consider the graph G̃
deduced from G but with max-pooling activations replaced by the identity. For a vector α,
denote by |α| the vector deduced from α by applying x 7→ |x| coordinate-wise, and by 1
the input full of ones. We have for every θ, θ′ such that θiθ

′
i ⩾ 0 and |θ′

i| ⩽ |θi| for every
coordinate i:

∥Φ(θ)− Φ(θ′)∥1 = ∥Φ(θ)∥1 − ∥Φ(θ′)∥1 = ∥RG̃
|θ|(1)∥1 − ∥RG̃

|θ′|(1)∥1 = ∥RG̃
|θ|(1)−RG̃

|θ′|(1)∥1
(3.8)

where RG̃ denotes the forward-pass in the network with graph G̃.

For simplicity, I stated Lemma 3.4.1 under the assumption θiθ
′
i ⩾ 0 and |θ′

i| ⩽ |θi

for every coordinate i. Given the rescaling symmetries, an immediate corollary is that
the path-metrics remains computable as soon as θ and θ′ are only rescaling-equivalent to
parameters satisfying these conditions. In general, computing the path-metrics without
having to explicit the combinatorial Φ(θ) remains open. But note that it can be bounded
from below by the right-hand side of Equation (3.8), which is computable in two forward-
passes:

∥Φ(θ)− Φ(θ′)∥1 ⩾ ∥Φ(θ)∥1 − ∥Φ(θ′)∥1.

We will not use that, but let me mention that it can also be bounded from above by
first normalizing θ, θ′ and using mixed norms on the parameters, using results2 such as
Lemma C.2.2.

Proof of Lemma 3.4.1. It is heavily relies on Theorem 3.1.1. First, because θiθ
′
i ⩾ 0 for

every coordinate i, we have for every path p: Φp(θ)Φp(θ′) ⩾ 0 so that |Φp(θ)− Φp(θ′)| =
|Φp(|θ|)− Φp(|θ′|)| and:

∥Φ(θ)− Φ(θ′)∥1 = ∥Φ(|θ|)− Φ(|θ′|)∥1 =
∑
p∈P
|Φp(|θ|)− Φp(|θ′|)|.

2In Lemma C.2.2, the upper-bound contains a maximum of some sum, over all paths, which is com-
binatorial. However, this maximum sum can be further bounded by the depth times the maximum over
all neurons of the term in the sum. This reduces to classical mixed (∞, q)-norms on the parameters
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Because |θi| ⩾ |θ′
i| for every coordinate i, we have Φp(|θ|) ⩾ Φp(|θ′|) for every path p.

Therefore, we have:

∥Φ(θ)− Φ(θ′)∥1 =
∑
p∈P

Φp(|θ|)− Φp(|θ′|)

=
∑

p∈P
Φp(|θ|)

−
∑

p∈P
Φp(|θ′|)


=
∑

p∈P
|Φp(θ)|

−
∑

p∈P
|Φp(θ′)|


= ∥Φ(θ)∥1 − ∥Φ(θ′)∥1. (3.9)

According to Theorem 3.1.1, it holds for every parameters θ:

∥Φ(θ)∥1 = ∥RG̃
|θ|(1)∥1.

Therefore, we have

∥Φ(θ)− Φ(θ′)∥1 = ∥RG̃
|θ|(1)∥1 − ∥RG̃

|θ′|(1)∥1.

The latter is also equal to ∥RG̃
|θ|(1) − RG̃

|θ′|(1)∥1 because |θi| ⩾ |θ′
i| for every coordinate i

implies that for every neuron v:

vG̃(|θ|,1) ⩾ vG̃(|θ′|,1) ⩾ 0

so that

∥RG̃
|θ|(1)∥1 − ∥RG̃

|θ′|(1)∥1 =
∑

v∈Nout

|vG̃(|θ|,1)| − |vG̃(|θ′|,1)|

=
∑

v∈Nout

vG̃(|θ|,1)− vG̃(|θ′|,1)

=
∑

v∈Nout

∣∣∣vG̃(|θ|,1)− vG̃(|θ′|,1)
∣∣∣

= ∥RG̃
|θ|(1)−RG̃

|θ′|(1)∥1.

This proves the result.

3.4.4 Proof of Theorem 3.4.1
Let me now turn to the proof of Theorem 3.4.1. This is my favorite proof of this the-
sis. The goal is to control the distance between two functions Rθ and Rθ′ in terms of
the ℓ1-distance between their path-liftings Φ(θ) and Φ(θ′). What I like is that this con-
sists of relating two geometries in very different spaces (the functions live in an infinite-
dimensional vector space, while the path-liftings live in a finite-dimensional one), and this
is made possible by carefully navigating in the path-lifting space by following a trajectory
that connects Φ(θ) to Φ(θ′) and whose geometry respects the geometry in the function
space.
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Figure 3.5: Illustration of the proof of Theorem 3.4.1, see the end of Section 3.4 for an
explanation.

Proof sketch of Theorem 3.4.1 The output of a ReLU neuron in the d-th affine layer
d of a LFCN is a piecewise polynomial function of the parameters θ of degree at most d
(consequence of Equation (2.6)) [Bona-Pellissier et al., 2022, consequence of Propositions
1 and 2].

Given an input x, the proof of Theorem 3.4.1 consists in defining a trajectory t ∈
[0, 1] → θ(t) ∈ Θ (red curve in Figure 3.5) that starts at θ, ends at θ′, and with finitely
many breakpoints 0 = t0 < t1 < · · · < tm = 1 such that the path-activations A(θ(t), x)
are constant on the open intervals t ∈ (tk, tk+1). Each breakpoint corresponds to a value
where at least one activation changes in the neighborhood of θ(t). For instance, in the
left part of Figure 3.5, the straight green line and quadratic green curve correspond to
a change of activation of a ReLU neuron (for a given input x to the network) respectively
in the first and second layer.

With such a trajectory, given the key property (2.4), each quantity |Rθ(tk)(x)−Rθ(tk+1)(x)|
can be controlled in terms of ∥Φ(θ(tk))− Φ(θ(tk+1))∥1, and if the path is “nice enough”,
then this control can be extended globally from t0 to tm.

There are two obstacles: 1) proving that there are finitely many breakpoints tk as
above (think of t 7→ tn+2 sin(1/t) that is n-times continuously differentiable but still
crosses t = 0 an infinite number of times around zero), and 2) proving that the length∑m

k=1 ∥Φ(θ(tk)) − Φ(θ(tk+1))∥1 of the broken line with vertices Φ(θ(tk)) (dashed line on
the right part of Figure 3.5) is bounded from above by ∥Φ(θ)−Φ(θ′)∥1 times a reasonable
factor. Trajectories satisfying these two properties are called “admissible” trajectories.
The first property is true as soon as the trajectory t 7→ θ(t) is smooth enough (analytic,
say). The second is true with factor one thanks to a monotonicity property of the chosen
trajectory. The core of the proof consists in exhibiting a trajectory with these properties.
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Admissible trajectory: definition. Given any input vector x and two parameters
θ, θ′, I define an x-admissible trajectory3 betweeen θ and θ′ as any continuous map t ∈
[0, 1] 7→ θ(t) such that for every t ∈ [0, 1], the vector θ(t) corresponds to parameters
associated with the considered network architecture, with the boundary conditions θ(0) =
θ and θ(1) = θ′, and with the additional "x-admissibility property" corresponding to the
existence of finitely many breakpoints 0 = t0 < t1 < · · · < tm = 1 such that the path-
activations matrix (see Definition 2.3.3) t ∈ [0, 1] 7→ A(θ(t), x) is constant on each interval
(tk, tk+1) and such that for every path p of the graph, using the shorthand θk := θ(tk),
the "reverse triangle inequality" holds (which is then, of course, an equality):

m∑
k=1
|Φp(θk)− Φp(θk−1)| ⩽ |Φp(θm)− Φp(θ0)|. (3.10)

Finding an admissible trajectory is enough.

Lemma 3.4.2. Consider an input vector x and two parameters θ, θ′. If t ∈ [0, 1] 7→ θ(t)
is an x-admissible trajectory between θ and θ′ then

|Rθ(x)−Rθ′(x)| ⩽ ∥x∥∞∥ΦI(θ)− ΦI(θ′)∥1 + ∥ΦH(θ)− ΦH(θ′)∥1. (3.11)

Proof. In this proof, I denote by convention xu := 1 for any u that is not an input neuron.
Recall that p0 denotes the first neuron of a path p, and xp0 is the coordinate of x for
neuron p0. Theorem 2.4.2 shows that for every parameters θ and every input x, we have

Rθ(x) =
∑
p∈P

xp0ap(θ, x)Φp(θ),

so for every k ∈ {1, . . . ,m} and every tk−1 < t′ < t < tk, we get:

Rθ(t)(x)−Rθ(t′)(x) =
∑
p∈P

xp0 (ap(θ(t), x)Φp(θ(t))− ap(θ(t′), x)Φp(θ(t′))) .

Since both t and t′ belong to the same interval (tk−1, tk) and since t 7→ θ(t) is an admissible
trajectory, the path-activations ap(θ(t), x) = ap(θ(t′), x) are the same for every path p and
we get:

Rθ(t)(x)−Rθ(t′)(x) =
∑
p∈P

xp0ap(θ(t), x) (Φp(θ(t))− Φp(θ(t′))) .

Recall that the set of paths P is partitioned into the sets PI and PH of paths starting
respectively from input and hidden neurons. By the convention taken in this proof, for
p ∈ PH , it holds xp0 = 1. Thus:

Rθ(t)(x)−Rθ(t′)(x) =
∑

p∈PI

xp0ap(θ(t), x) (Φp(θ(t))− Φp(θ(t′)))

+
∑

p∈PH

ap(θ(t), x) (Φp(θ(t))− Φp(θ(t′))) .

3While the standard terminology for such a map t 7→ θ(t) is rather "path" than "trajectory", we choose
"trajectory" to avoid possible confusions with the notion of "path" of a DAG associated with a neural
network.
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Recall that a path-activation is always equal to 0 or 1 by definition, so that:∣∣∣Rθ(t)(x)−Rθ(t′)(x)
∣∣∣ ⩽ ∑

p∈PI

|xp0| |Φp(θ(t))− Φp(θ(t′))|+
∑

p∈PH

|Φp(θ(t))− Φp(θ(t′))|

⩽ ∥x∥∞∥ΦI(θ(t))− ΦI(θ(t′))∥1 + ∥ΦH(θ(t))− ΦH(θ(t′))∥1.

Considering the limits t → tk and t′ → tk−1 gives by continuity of both θ 7→ Rθ(x) and
θ 7→ Φ(θ):∣∣∣Rθk

(x)−Rθk−1(x)
∣∣∣ ⩽ ∥x∥∞∥ΦI(θk)− ΦI(θk−1)∥1 + ∥ΦH(θk)− ΦH(θk−1)∥1.

Since θ = θ0 and θ′ = θm, using the triangle inequality yields:

|Rθ(x)−Rθ′(x)| ⩽ ∥x∥∞

m∑
k=1
∥ΦI(θk)− ΦI(θk−1)∥1 +

m∑
k=1
∥ΦH(θk)− ΦH(θk−1)∥1. (3.12)

See Figure 3.5 for an illustration of what is happening here. By definition, since the
trajectory is x-admissible, we have by Equation (3.10)

m∑
k=1
∥ΦI(θk)− ΦI(θk−1)∥1 ⩽ ∥ΦI(θm)− ΦI(θ0)∥1 = ∥ΦI(θ′)− ΦI(θ)∥1

and
m∑

k=1
∥ΦH(θk)− ΦH(θk−1)∥1 ⩽ ∥ΦH(θm)− ΦH(θ0)∥1 = ∥ΦH(θ′)− ΦH(θ)∥1.

With Equation (3.12), this proves Equation (3.11).

Construction of an admissible trajectory. In the formal proof of Theorem 3.4.1 I
will show that it is enough to establish the result when all the coordinates of θ, θ′ are
nonzero.

Definition 3.4.1. Consider two parameters θ, θ′ with only nonzero coordinates. For every
t ∈ [0, 1] and every i, define the following trajectory4 t 7→ θ(t) between θ and θ′:

(θ(t))i = sgn(θi)|θi|1−t|θ′
i|t, (3.13)

where sgn(y) := 1y>0 − 1y<0 ∈ {−1, 0,+1} for any y ∈ R.

Observe that the trajectory in Equation (3.13) is well-defined since the coordinates
of θ and θ′ are nonzero by assumption. As proved in the next lemma, this trajectory
has indeed finitely many breakpoints where the path-activations change. This is basically
because for every coordinate i, the trajectory t ∈ [0, 1] → (θ(t))i is analytic5. As a
consequence, the set of t’s where a coordinate of the path-activations matrix A(θ(t), x)
does change can be realized as a set of zeroes of an analytic function on C, and since these
zeroes must be isolated, there could only be finitely of them in the compact [0, 1], except
when the set of zeroes is the whole [0, 1].

4This trajectory is linear in log-parameterization: for every i, the map t 7→ ln(|(θ(t))i|) is linear.
5A function f : C 7→ R is analytic on a closed subset C ⊂ R if there exists an open set C ⊂ O ⊂ R

such that f is the restriction to C of a function that is analytic on O.
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Lemma 3.4.3. Consider n ∈ N>0 inputs X = (x1, . . . , xn) ∈ (Rdin)n. For parameters
θ, θ′ with only nonzero coordinates, consider the trajectory t ∈ [0, 1] 7→ θ(t) defined in
Equation (3.13). There exists finitely many breakpoints 0 = t0 < t1 < · · · < tm = 1 such
that for every i = 1, . . . , n, the path-activations matrix t ∈ [0, 1] 7→ A(θ(t), xi) is constant
on each interval (tk, tk+1).
Proof of Lemma 3.4.3. After showing that the result for arbitrary n follows from the
result for n = 1, I establish the latter by an induction on a topological sorting of the
graph G.

Reduction to n = 1. If for every i = 1, . . . , n, we have a finite family of breakpoints
(tik)k, then the union of these families gives a finite family of breakpoints that works for
every i. It is then sufficient to prove that for a single arbitrary input x, there are finitely
many breakpoints 0 = t0 < t1 < · · · < tm = 1 such that the path-activations matrix
t ∈ [0, 1] 7→ A(θ(t), x) remains constant on each interval (tk, tk+1).

For the rest of the proof, consider a single input x, and define for any neuron v the
property

there are finitely many breakpoints 0 = t0 < t1 < · · · < tm = 1 such that for every k :
the map t ∈ [tk, tk+1] 7→ v(θ(t), x) is analytic, (3.14)

and the functions t 7→ av(θ(t), x), t 7→ au→v(θ(t), x), for each u ∈ ant(v), are constant on (tk, tk+1)
Reduction to proving Property (3.14) for every neuron v. I will soon prove

that Property (3.14) holds for every neuron v. Let me explain why this is enough to reach
the desired conclusion. By the same argument as in the reduction to n = 1, the union of
the breakpoints associated to all neurons yields finitely many intervals such that, on each
interval, all functions t 7→ av(θ(t), x), v ∈ N , and au→v(θ(t), x), u ∈ ant(v), are constant.
By Definition 2.3.3 this implies that t 7→ A(θ(t), x) is constant on each corresponding
open interval.

Proof of Property (3.14) for every neuron v by induction on a topological sorting
[Cormen et al., 2009, Section 22.4] of the graph. We start with input neurons v since by
Definition 2.2.2, these are the ones without antecedents so they are the first to appear in
a topological sorting.

Initialization: Property (3.14) for input neurons. For any input neuron v, it
holds by Definition 2.2.2 v(θ, x) = xv that is constant in θ. Thus t ∈ [0, 1] 7→ v(θ(t), x) is
trivially analytic. Since v is an input neuron, it has no antecedent, and by Definition 2.3.3
we have av(θ, x) := 1. This shows that Property (3.14) holds for input neurons.

Induction: Now, consider a non-input neuron v and assume Property (3.14) to
hold for every neuron coming before v in the considered topological sorting. Since every
antecedent of v must come before v in the topological sorting, there are finitely many
breakpoints 0 = t0 < t1 < · · · < tm = 1 such that for every u ∈ ant(v) and every k, the
map t ∈ [tk, tk+1] 7→ u(θ(t), x) is analytic. We distinguish three cases depending on the
activation function of neuron v.

• Case of neurons with the identity as activation function. By Definition 2.2.2
v(θ(t), x) = bv + ∑

u∈ant(v) u(θ(t), x)θ(t)u→v and for every k it is clear that it is analytic
as it is the case for each t ∈ [tk, tk+1] 7→ u(θ(t), x) by induction, and it is also the case
for t ∈ [tk, tk+1] 7→ θ(t)u→v by definition (Equation (3.13)). Since v is a neuron with the
identity as activation function, Definition 2.3.3 implies that au→v(θ(t), x) = av(θ(t), x) = 1
for every t. This establishes Property (3.14) for v.
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3.4. Lipschitzness in θ

• Case of a ReLU neuron. By Definition 2.2.2: v(θ, x) = ReLU(prev(θ, x))
where the pre-activation of v is prev(θ, x) := bv + ∑

u∈ant(v) u(θ, x)θu→v. Reasoning as
in the previous case, the induction hypothesis implies that for every k the function
t ∈ [tk, tk+1] 7→ prev(θ(t), x) is analytic. We distinguish two sub-cases:

– If this function is identically zero then t ∈ [tk, tk+1] 7→ v(θ(t), x) is null, so it is
analytic, and by Definition 2.3.3 au→v(θ(t), x) = av(θ(t), x) = 1v(θ,x)>0 = 0 for every
u ∈ ant(v);

– Otherwise this analytic function can only vanish a finite number of times on the
compact [tk, tk+1]: there are times tk = s0 < s1 < · · · < sn = tk+1 such that for each j,
s ∈ (sj, sj+1) 7→ prev(θ(s), x) has constant (nonzero) sign and can be extended into an
analytic function on C. For each segment (sj, sj+1) where the sign is negative, we deduce
that for every s ∈ [sj, sj+1] we have v(θ(s), x) = 0, hence by Definition 2.3.3, av(θ(s), x) =
au→v(θ(s), x) = 0 for every u ∈ ant(v); on the other segments, we have v(θ(s), x) =
prev(θ(s), x) for every s ∈ [sj, sj+1], and therefore av(θ(s), x) = au→v(θ(s), x) = 1 for
every s ∈ (sj, sj+1) and u ∈ ant(v).
Overall, on all the resulting (finitely many) segments, we obtain all the properties estab-
lishing that Property (3.14) indeed holds for v.

• Case of a K-max-pooling neuron. Recall that by Definition 2.2.2, the output
of v is the K-th largest component of prev(θ, x) = (u(θ, x)θu→v)u∈ant(v), with ties between
antecedents decided by lexicographic order. Since each t ∈ [tk, tk+1] 7→ u(θ(t), x) is
analytic, and so does t 7→ θ(t)u→v, this is also the case of each coordinate of prev(θ(t), x).

Consider any k. I am going to prove that there are finitely many breakpoints tk =
s0 < s1 < · · · < sℓ = tk+1 such that on each interval (sj, sj+1), there is an antecedent
u ∈ ant(v) such that

v(θ(s), x) = u(θ(s), x)θ(s)u→v, for every s ∈ (sj, sj+1).

By the same reasoning as above this will imply that Property (3.14) holds for v.
For any neurons u ̸= u′ ∈ ant(v), denote δu,u′(θ) := u(θ(t), x)θ(t)u→v−u′(θ(t), x)θ(t)u′→v

and let U be the set of u ∈ ant(v) such that: for each u′ ∈ ant(v), either t 7→ δu,u′(θ(t))
is not identically zero on [tk, tk+1], or u is before u′ in lexicographic order. With this
definition, for each pair u ̸= u′ ∈ U , the function t ∈ [tk, tk+1] 7→ δu,u′(θ(t), x) is
not identically zero and is analytic, so that there are only finitely many breakpoints
tk = su,u′

0 < su,u′

1 < · · · < su,u′

ℓ(u,u′) = tk+1 where it vanishes on the compact [tk, tk+1]. Con-
sidering the union over all pairs u, u′ ∈ U of these finite families of breakpoints, we get
a finite family of breakpoint tk = s0 < s1 < · · · < sℓ = tk+1 such that on each interval
(sj, sj+1), the ordering between the coordinates of prev(θ(s), x) in U is strict and stays
the same. To conclude, it is not hard to check that, by the definition of U and of ∗-max-
pooling, the output of v only depends on the coordinates of prev(θ(s), x) indexed by U .
This yields the claim and concludes the proof of Lemma 3.4.3.

For y ∈ R, recall that here sgn(y) = 1y>0 − 1y<0 ∈ {−1, 0,+1} and it is extended to
vectors by applying it coordinate-wise.

Corollary 3.4.2. Consider two parameters θ, θ′ with nonzero coordinates and such that
sgn(θ) = sgn(θ′). Then the trajectory defined in Equation (3.13) is x-admissible for every
input vector x.
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Proof. First, the trajectory is well-defined since the coordinates are nonzero, and it satis-
fies the boundary conditions θ(0) = θ and θ(1) = θ′ since the coordinates have the same
signs.

Second, Lemma 3.4.3 proves that for every x, there are finitely many breakpoints
0 = t0 < t1 < · · · < tm = 1 such that the path-activations matrix t ∈ [0, 1] 7→ A(θ(t), x)
is constant on each interval (tk−1, tk).

It now only remains to prove that Equation (3.10) holds to prove that this is an x-
admissible trajectory. Consider a path p. For a coordinate i of the parameters, I write
i ∈ p either if i = p0 and p0 is a hidden neuron, or if i = e is an edge along the
path p. Define sgn(p) := ∏

i∈p sgn(θi) and note that sgn(p) ̸= 0 since θ has only nonzero
coordinates by assumption. Denote |θ| the vector deduced from θ by applying the absolute
value coordinate-wise. It is easy to check by definition of the path-lifting Φ that for every
t ∈ [0, 1]:

Φp(θ(t)) = sgn(p)Φp(|θ|)1−tΦp(|θ′|)t = sgn(p)Φp(|θ(t0)|)1−tΦp(|θ(tm)|)t.

Denote by a := Φp(|θ′|) = Φp(|θ(tm)|) and by b = Φp(|θ|) = Φp(|θ(t0)|). The latter
rewrites:

Φp(θ(t)) = sgn(p)atb1−t.

Thus, Equation (3.10) holds if, and only if,
m∑

k=1
| sgn(p)|

∣∣∣atkb1−tk − atk−1b1−tk−1
∣∣∣ ⩽ | sgn(p)| |a− b| .

Simplifying by sgn(p) ̸= 0, Equation (3.10) is equivalent to:
m∑

k=1

∣∣∣atkb1−tk − atk−1b1−tk−1
∣∣∣ ⩽ |a− b| .

Let me now observe that t 7→ atb1−t is monotonic and conclude. I only do so when a ⩾ b,
the other case being similar. Since by definition, we also have a and b positive, it holds
for t > t′

at−t′
⩾ bt−t′ that is equivalent to atb1−t′

⩾ atb1−t′
.

This is a telescopic sum:

m∑
k=1

∣∣∣atkb1−tk − atk−1b1−tk−1
∣∣∣ =

m∑
k=1

atkb1−tk − atk−1b1−tk−1

= atmb1−tm − at0b1−t0 = a− b = |a− b| .

This shows Equation (3.10), proving that t 7→ θ(t) is an admissible trajectory, and thus
the result.

Proof of Theorem 3.4.1. Equality case. Consider an arbitrary neural network archi-
tecture, an input neuron v0 and a path p = v0 → v1 → . . . vd. Consider θ (resp. θ′)
with only zero coordinates, except for θvℓ→vℓ+1 = a > 0 (resp. (θ′)vℓ→vℓ+1 = b > 0)
for every ℓ ∈ J0, d− 1K. Consider the input x to have only zero coordinates except for
xv0 > 0. It is easy to check that Rθ(x) = adxv0 and Rθ′(x) = bdxv0 . Since ∥x∥∞ = xv0 ,
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∥ΦI(θ)−ΦI(θ′)∥1 = |ad− bd| and ∥ΦH(θ)−ΦH(θ′)∥1 = 0, this shows that Equation (3.6)
is an equality for these parameters.

Proof of the inequality. By continuity of both handsides of (3.6) with respect to
θ, θ′, it is enough to prove the result when all coordinates of θ, θ′ are nonzero, i.e., under
the stronger assumption that θiθ

′
i > 0 for every coordinate index i. Under this assumption,

by Corollary 3.4.2, the trajectory t 7→ θ(t) defined in Equation (3.13) is x-admissible for
every input vector x. The conclusion follows by Lemma 3.4.2.

3.5 A first application: pruning
I just showed that the path-lifting Φ(θ) provides Lipschitz bounds that hold for ReLU
networks with pooling, skip connections etc. In the special of a LFCN, these bounds are
at least af fine as standard ones derived in terms of the raw parameters thanks to the
symmetry invariance of the path-lifting.

Let me now turn to a practical application of the Lipschitz bound in θ: compression of
neural networks via pruning. In the quest to make neural networks more efficient, pruning
has emerged as a critical technique. As modern neural networks grow increasingly large
and complex, they demand significant computational resources and memory, which can
be prohibitive for deployment in real-world applications such as mobile devices, embedded
systems, and large-scale data centers. Pruning addresses this by reducing the size of the
network, which can lead to faster inference times, lower energy consumption, and reduced
storage requirements, all while maintaining or even improving the network’s accuracy
[Hoefler et al., 2021, Cheng et al., 2023].

Pruning methods typically involve pruning (setting to zero) parameters that are deemed
less important, based on certain criteria. A large number of criteria have been proposed
[Hoefler et al., 2021, Cheng et al., 2023]: some are based on the magnitude of the weights
in θ, others on the sensitivity of Rθ(xi) for a given dataset (xi)i, and still others first
or second order information on a loss score ℓ(Rθ(xi), yi) for a dataset (xi, yi)i and a loss
function ℓ that is used to measure how well Rθ(x) approximates y for a given input x and
target y. There is no single pruning method that is universally superior, and the choice
of method often depends on the specific network architecture, dataset, and task at hand.

However, one of the most widely-used techniques is magnitude pruning [Hoefler et al.,
2021, Cheng et al., 2023], which prunes weights with the smallest magnitudes. This
method, while seemingly simple, has proven remarkably effective and can scale easily to
large networks.

The relevance of magnitude pruning is underscored by the Lottery Ticket Hypothesis
[Frankle and Carbin, 2019]. This hypothesis posits that within a randomly initialized
neural network, there exists a much smaller subnetwork — a "winning ticket" — that can
be trained to achieve performance similar to the full network. Magnitude pruning drew
attention as a method to find these winning tickets: the process to find these winning
tickets typically involves training the network first, followed by magnitude pruning. This
method has been shown to produce subnetworks that train faster, require less memory,
and often generalize better, acting as a form of regularization. This shows that magnitude
pruning manages to uncover subnetworks with interesting properties.

However, magnitude pruning is not invariant to rescalings of the network parameters.
I will show that this may harm its performance in practice. This is where the path-lifting
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Φ(θ) comes into play: I will use it to design a pruning method that is rescaling-invariant
and that is competitive to magnitude pruning.

3.5.1 Pruning method based on the path-lifting

Notion of pruned parameters. Considering a DAG network G as described in Sec-
tion 2.2, and recall the notation RG to denote the corresponding set of parameters (Def-
inition 2.2.2). By definition, a pruned version θ′ of θ ∈ RG is a "Hadamard" product
θ′ = s ⊙ θ, where s ∈ RG is a binary vector with all of its coordinates in {0, 1} and
∥s∥0 is "small". A standard pruning method consists in selecting s from a pre-trained
parameter θ typically by pruning out (setting to zero) entries of θ with magnitude below
some threshold. This is clearly not rescaling-invariant, as the ranking of the magnitude
of certain coefficients can change when applying certain rescalings.

Proposed rescaling-invariant pruning criteria Given any θ, the parameters θ and
θ′ = s ⊙ θ satisfy the assumptions of Theorem 3.4.1, hence for all input x we have
|Rθ(x)−R′

θ(x)| ⩽ ∥Φ(θ)−Φ(θ′)∥1 max(1, ∥x∥∞). Defining ∆(θ, s) := ∥Φ(θ)−Φ(s⊙ θ)∥1,
a first reasonable global pruning criterion is then to aim at solving the following problem
for a given k

min
s:∥s∥0⩽k

∆(θ, s). (3.15)

However, while (3.8) guarantees that, given s, the cost ∆(θ, s) is computed in two forward-
passes as

∆(θ, s) = ∥RG̃
|θ|(1d)∥1 − ∥RG̃

|s⊙θ|(1d)∥1

(where G̃ is the same as the original one G but with max-pooling activations replaced by
the identity), Problem (3.15) is combinatorial because the set {s : ∥s∥0 ⩽ k} has a size
that grows exponentially in k.

Instead, we can approximate the solution of Problem (3.15) by minimizing an upper-
bound of ∆(θ, s). For each individual parameter coordinate i, we will consider the cost of
setting it to zero

Φ-Cost(θ, i) := ∆(θ, si) (3.16)

where si := 1G − ei with 1G ∈ RG the vector filled with ones and ei ∈ RG the i-th
canonical vector.

Bounding ∆(θ, s) using Φ-Cost(θ, i), i ∈ G. Consider any subset I ⊆ G to be poten-
tially pruned out. When s = s(I) := 1G−1I with 1I = ∑

i∈I ei, then for any enumeration
ij, 1 ⩽ j ⩽ |I| of elements in I, denoting sj := 1G −

∑j
ℓ=1 eiℓ

= 1G − 1∪j
ℓ=1{iℓ} (and
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s0 := 1G) we have

∆(θ, s) =
(3.8)
∥Φ(θ)∥1 − ∥Φ(s⊙ θ)∥1 =

|I|∑
j=1
∥Φ(sj−1 ⊙ θ)∥1 − ∥Φ(sj ⊙ θ)∥1 =

(3.8)

|I|∑
j=1

∆(sj−1 ⊙ θ, sj)

=
|I|∑

j=1
Φ-Cost(sj−1 ⊙ θ, ij) (3.17)

⩽
|I|∑

j=1
Φ-Cost(θ, ij). (3.18)

Φ-Pruning Method. Instead of solving the combinatorial Problem (3.15), we will min-
imize the upper-bound given in Inequality (3.18). This is achieved via simple reverse hard
thresholding:

1. compute Φ-Cost(θ, i) for all i (two forward-passes per i via Equation (3.8));

2. given the targeted sparsity k, select the set I of cardinal |G| − k containing the k
indices corresponding to the smallest values of this cost.

By Inequality (3.18) and Theorem 3.4.1, the index set I thus selected is such that
∥s(I)∥0 ⩽ k and

|Rθ(x)−Rs(I)⊙θ(x)| ⩽
(∑

i∈I

Φ-Cost(θ, i)
)
∥(x, 1)∥∞. (3.19)

To the best of our knowledge, this is the first practical network pruning method invariant
under rescaling symmetries that is endowed with guarantees on ReLU networks that
contain skip connections, max-pooling, etc. The wide range of applicability of this method
allows us to apply it to networks widely used in practice such as ResNets.

3.5.2 Experiments
To validate the approach I train a dense ResNet-18 on ImageNet-1k with standard hyper-
parameters (Appendix E.1). I prune some weights of the trained dense model with one
of the following methods (recall the definition of Φ-costs in Equation (3.16)):

• magnitude pruning (MP): pruning p% of the smallest weights in absolute value in
each convolutional and fully-connected layer,

• Φ-layerwise pruning (Φ-LP): pruning p% of the weights with the smallest Φ-costs
in each convolutional and fully-connected layer,

• Φ-global pruning (Φ-GP): global pruning of p% of the weights with the smallest
Φ-costs.

Invariance under rescaling symmetries: MP versus Φ-pruning. A key difference
between these pruning methods is that Φ-pruning is invariant to neuron-wise rescaling
symmetries in ReLU networks, while MP is not. To illustrate the consequences of this
lack of invariance, consider the following scenarios.
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(a) Alice releasing original θ (b) Malice releasing rescaled θ

Scenario 1 (Figure 3.6a). Imagine Alice, a researcher, trains a neural network and
releases its parameters, θ. Bob, another researcher, receives these parameters and uses
magnitude pruning (MP) to prune the smallest weights before retraining the network.

Scenario 2 (Figure 3.6b). Now consider a different scenario where Malice, a malicious
actor, intervenes. Malice takes Alice’s trained network, applies a rescaling to the weights,
and then releases the rescaled parameters to Bob. Bob, unaware of the rescaling, performs
the same magnitude pruning procedure. Due to the rescaling, the magnitudes of the
weights are altered, potentially leading Bob to prune weights that are actually important
in the original network.

Figure 3.7 shows the results of such a scenario. For simplicity here I did not even
attempt to choose a rescaling in an adversarial manner, I simply applied rescaling at
random (see Appendix E.1 for details) before applying magnitude pruning. This still led
to a significant drop in accuracy for MP, demonstrating its vulnerability to rescaling, while
Φ-pruning remained unaffected due to its inherent invariance to such transformations.
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Figure 3.7: Training Curves: Test Top-1 Accuracy (left) and Validation Top-1 Accuracy
(right) when finetuning the pruned models, with (dashed line) or without (plain line)
rescaling. The results for Φ-pruning are the same with or without rescaling, hence the
corresponding dashed line (random rescaling applied beforehand) perfectly overlaps with
the plain line (no rescaling), unlike for MP.
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Comparing criteria and masks. The left part of Figure 3.8 shows the magnitude
(absolute value) versus the Φ-cost for each parameter index i, illustrating a positive cor-
relation between these two quantities. This leads to a high overlap in the sets of pruned
weights, as shown in Table 3.1. This suggests that the parameters obtained with SGD are
naturally balanced in some sense, given that magnitude pruning, which is not invariant
under rescaling, largely aligns with the rescaling-invariant pruning methods. The right
part of Figure 3.8 shows that this correlation is largely reduced after applying a ran-
dom rescaling as detailed in Appendix E.1. In this case, as we have seen on Figure 3.7,
magnitude pruning indeed yields quite different results compared to Φ-pruning.

Figure 3.8: Scatter plot of the magnitude of each weight, versus its Φ-cost (Equa-
tion (3.16)). Left: dense model trained with SGD. Right: same but randomly rescaled as
detailed in Appendix E.1.

Pruning level 10% 20% 40% 60% 80%
Overlap between MP and Φ-GP 70% 74% 76% 80% 86%
Overlap between MP and Φ-LP 87% 82% 90% 94% 96%

Table 3.1: Overlap between masks as a function of pruning level (percentage of pruned
out coefficients). If S1 and S2 index the weights pruned (i.e. set to zero) by methods 1
and 2, the overlap is computed as 100 × |S1 ∩ S2|/|S1|. As all methods prune the same
amount of weights we have |S1| = |S2|.

Comparing accuracies. I find that Φ-pruning methods achieve accuracies comparable
to the standard magnitude pruning method. Specifically, both methods yield the same
top-1 test accuracy at the end of training (Table 3.2), and their training curves are similar
(Figure 3.7). This is noteworthy because, in this context, the choice of the pruning mask
is crucial for achieving high accuracy, as demonstrated by the magnitude pruning method
applied to a random rescaling of the parameters, which significantly underperforms (Ta-
ble 3.2 and Figure 3.7).
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Pruning level none 10% 20% 40% 60% 80%
MP (+ Random Rescale)

67.7%

69.0 (68.8) 69.0 (68.7) 68.8 (63.1) 68.2 (57.5) 66.5 (15.8)
Φ-LP (∗) 68.8 68.9 68.7 68.1 66.1
Φ-GP (∗) 68.6 68.8 68.6 67.9 66.0

Table 3.2: Top-1 accuracy after pruning, rewind and retrain, as a function of the pruning
level.
(∗) = results valid with as well as without rescaling, as Φ-pruning is invariant to rescaling.
MP + Random Rescale corresponds to the case where I apply a random rescaling before
applying MP (see Appendix E.1 for details).

Computation of the Φ-costs. Computationally speaking, all the Φ-costs can be com-
puted easily all at once with the formula

(Φ-Cost(θ, i))i∈G = θ ⊙∇θ∥Φ(θ)∥1

where ⊙ is product-wise multiplication. Therefore, all the costs can be computed in one
forward pass, to compute the path-norm ∥Φ(θ)∥1, and one backward pass, to compute
the gradient ∇θ∥Φ(θ)∥1. The results of the computations show (cf the vertical axis of
Figure 3.8) that the bound (3.19) is vacuous in this settings (on the order of 1026). This
will be further discussed in Chapter 7 (Section 7.2), along with leads to reduce this gap.

Overall, Φ-pruning is competitive with respect to the widespread magnitude pruning
method in terms of accuracy, is inherently invariant to rescaling symmetries, and the
emerging theory of Φ offers a promising foundation for future theoretical analysis of these
pruning methods.

It is important to highlight that these results were achieved without any tuning effort:
I used the same hyperparameters for the new Φ-pruning methods as those commonly
employed for magnitude pruning in comparable situations [Frankle et al., 2021]. For
further details, see Appendix E.1.

3.6 Conclusion
My main contribution in Chapter 3 has been to prove Lipschitz properties based on mixed
path-norms, with practical applications to pruning. These properties can be numerically
informative on the stability of the network output with respect to small perturbations
of the input or the weights. The Lipschitz property in the input x is important for
robustness matters, as it guarantees that for every parameters θ and every inputs x, x′

(Theorem 3.3.1):
∥Rθ(x)−Rθ(x′)∥r ⩽ ∥Φ(θ)∥1,r∥x− x′∥∞.

This extends to the general class of DAG ReLU networks the same property that was
known in the specific case of scalar-valued LFCNs without biases [Neyshabur et al., 2015].

The Lipschitz property in the weights θ, and based on Φ, is new and says that for
every input x and every parameters θ, θ′ with θiθ

′
i ⩾ 0 for all i (Theorem 3.4.1):

∥Rθ(x)−Rθ′(x)∥1 ⩽ max(∥x∥∞, 1)∥Φ(param)− Φ(θ′)∥1,

We have seen that these two Lipschitz properties have several desirable properties:
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• they hold for general DAG ReLU networks, including widely used architectures such
as ResNets and VGGs,

• they are invariant to rescaling and permutation symmetries,

• they are easy to compute,

• and they are at least as fine as other standard norms based on products of layers’
norms.

Perspectives. There are many potential applications of these Lipschitz bounds. I al-
ready demonstrated a practical application of the Lipschitz bound in θ to design a pruning
method that is not only competitive with traditional magnitude pruning but also invariant
under rescaling symmetries, enhancing its robustness and efficiency. I will further show
how this bound implies generalization guarantees in the next chapter (Chapter 4). Fi-
nally, and as already mentioned, the Lipschitz bound in θ can be used to get quantization
error bounds, and I will give more details on that later, in Chapter 6 (Section 6.1.1).

Besides their theoretical interest, and practical interests for pruning, these Lipschitz
bounds would be numerically informative only if the mixed-path-norms ∥Φ(θ)∥1,r and the
ℓ1-path-metric ∥Φ(θ)− Φ(θ′)∥1 are small enough in practical cases of interests.

While I already showed in the context of pruning (Section 3.5, and in particular
Figure 3.8) that the ℓ1-path-metric can be very large, I will further challenge the concrete
promises of path-norm-based bounds in the specific context of generalization in the last
chapter (Section 7.2). This will lead in Chapter 7 to a discussion on perspectives to
improve the numerical tightness of these bounds.

59





Chapter 4
Generalization with path-norm

This chapter is based on results in Gonon et al. [2024a,b].
My car has learned to recognize stop signs on some images using a neural network Rθ.

Will it recognize stop signs on new images?
Generalization is a fundamental aspect of machine learning, ensuring that models

perform well on new, unseen data, not just the data they were trained on. In practice,
generalization is a key concern when designing and training models, as the example of
a car recognizing stop signs illustrates. In theory, generalization is a central question in
statistical learning theory, aiming at understanding the factors influencing the generaliza-
tion gap, the difference between the performance of a model on the training data and on
the unknown underlying distribution of the data.

The path-norm has emerged as a promising complexity measure to bound the gener-
alization gap of neural networks [Neyshabur et al., 2015, Kawaguchi et al., 2017, Barron
and Klusowski, 2019, Jiang et al., 2020, Dziugaite et al., 2020]: it is one of the best weight-
based measure in terms of correlation with the generalization gap, it is easy to compute,
it is tight for linear models, it is invariant to rescaling and permutation symmetries, and
it is a more faithful measure of complexity than the standard product of layers’ norms in
the case of simple LFCNs.

However, I already mentioned in Chapter 2 that the path-norm lacked versatility
before this thesis, as it was only developed for simple LFCNs. Because of this, the reach
of path-norm-based bounds has only be assessed on toy examples.

This chapter addresses this by providing the first generalization guarantees
for neural networks based on the path-norm that are valid for general DAG
networks. Our main bound is not only the most widely applicable path-norm-based
bound but also either improves or recovers all the previous ones known in simpler settings.

The outline is as follows.

• Section 4.1 recalls the setup of supervised learning, the notion of expected risk,
excess risk and generalization gap [Shalev-Shwartz and Ben-David, 2014, Goodfellow
et al., 2016, Bach, 2024]. I then recall the notion of Rademacher complexity, a
powerful and standard way to establish bounds on the excess risk and generalization
gap (Theorem 4.1.1). The reader already familiar with this can skip Section 4.1.

• Section 4.2 motivates the use of the path-norm as a complexity measure to derive
generalization guarantees for neural networks. This section contains what motivated
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me in the first place to work on the path-norm. If I were to present my work
chronologically, this section would come first.

• Section 4.3 proves the first bound on the Rademacher complexity (Rademacher
bound, in short) using the path-norm that is valid for general DAG networks (The-
orem 4.3.1)[Gonon et al., 2024b]. It is based on the classical Dudley’s integral and
the new Lipschitz property in θ provided by the ℓ1-path-metric (Theorem 3.4.1 in
Chapter 3). Chronologically, this is the first generalization guarantee I proved using
the path-norm in my thesis. I was happy, as this is the first path-norm-based bound
that is valid for general DAG networks. However, I was also disappointed, as it
is not as tight as the best-known bounds when applied to simpler settings such as
LFCNs. This motivated me to look for bounds that are not only widely applicable
but also tighter.

• Section 4.4 improves on the previous Rademacher bound by using another proof
technique based on a peeling argument (Theorem 4.4.1) [Gonon et al., 2024a]. This
time, this new bound either improves or recovers all the previous known ones based
on the path-norm, while being more widely applicable to general DAG networks,
rather than only LFCNs. This section is the main contribution of my thesis on
path-norm-based generalization guarantees for neural networks.

4.1 Supervised learning, generalization bounds, Rademacher
complexity

This section recalls the classical and dominant approach to statistical learning based
on the Rademacher complexity [Shalev-Shwartz and Ben-David, 2014, Goodfellow et al.,
2016, Bach, 2024]. The reader already familiar with this framework can directly go to
Section 4.2.

The main goal of machine learning is to find a function that minimizes the expected
risk [Shalev-Shwartz and Ben-David, 2014, Goodfellow et al., 2016, Bach, 2024], as recalled
in Section 4.1.1. However, this risk cannot be computed in practice. Instead, the classical
approach to supervised learning consists in minimizing an empirical approximation of the
expected risk, called the empirical risk (Section 4.1.2). The performance of the learned
function is then evaluated by looking at the generalization gap and the estimation error,
two statistical quantities recalled in this section, and that can be bounded by the standard
Rademacher complexity (Section 4.1.3).

4.1.1 The goal is to minimize the expected risk
The goal of learning is to find network’s parameters θ that minimize the so-called expected
risk

R(θ) := E(x,y)∼µℓ(Rθ(x), y),
where ℓ is a so-called loss function that measures the discrepancy between the true target
y and the prediction Rθ(x) made by the network with parameters θ on input x. The
expectation is taken over some unknown underlying distribution µ of the input-output
pairs (x, y). This has nothing specific to neural networks so we might just as well consider
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a set of functions F , and define the expected risk for a general f ∈ F . Thereafter, we
will apply this discussion to neural networks by choosing F := {Rθ, θ ∈ Θ}, the set of
functions Rθ realized by a neural network architecture with parameters θ ∈ Θ.

Definition 4.1.1 (Expected risk). The expected risk of a function f : X → Y, with
respect to a loss function ℓ : Y × Y → R and a distribution µ on X × Y, is defined as

R(f) := R(f, ℓ, µ) := expected risk(f, ℓ, µ) := E(x,y)∼µℓ(f(x), y). (4.1)

For simplicity, I will from now on always drop the dependencies on ℓ and µ, e.g.,
writing R(f) instead of R(f, ℓ, µ), as they will always be clear from the context.

While there are different naming conventions in the literature, I will follow as much
as possible the one of Bach [2024]. Note that the expected risk is also sometimes called
the generalization error or the testing error.

Two standard situations are regression and classification.

• Regression. This corresponds to real-valued targets y (Y = Rdout). For instance, x
could be the configuration of a gas system and y the energy of the system and the
function Rθ would be trained to predict the energy of a new configuration x. The
loss is often the squared error:

ℓ(y′, y) = ∥y − y′∥2
2.

• Classification. This corresponds to discrete-valued targets y (Y finite). For instance,
x could be an image and y the class/label of the object in the image ("traffic light",
"stop sign", etc.). For a classification problem with C classes, the targets y are often
encoded as one-hot vectors y ∈ {0, 1}C with a one at the index of the class and
zeros elsewhere. Instead of choosing Y = {0, 1}C , it is often considered Y = RC ,
to allow one to use the same models for regression and classification. However, for
classification, the model’s output y′ = Rθ(x) ∈ RC is taken through a so-called
softmax, an increasing function applied coordinate-wise to y′ ∈ RC to transform it
in a probability distribution over the C classes, i.e., a vector softmax(y′) ∈ [0, 1]C
that sums to one:

softmax(y′)i := exp(yi)∑C
j=1 exp(yj)

.

The loss is often the cross-entropy loss, pre-composed by the softmax: this mea-
sures the discrepancy between the true distribution y and the predicted distribution
softmax(y′):

ℓ(y′, y) = −
C∑

i=1
yi log(softmax(y′)i).

Another common loss is the zero-one loss, or top-1 accuracy loss, that measures the
number of misclassifications:

ℓ(y′, y) = 1arg max(y)̸=arg max(y′).

It is equal to zero if the prediction made by y′ is the true class, i.e., if the most
probable class arg max(y′) according to y′ corresponds to the class encoded by the
one-hot vector y, and one otherwise.
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Machine learning is concerned with finding a minimizer f ∗ of the expected risk over
all measurable functions[Shalev-Shwartz and Ben-David, 2014, Goodfellow et al., 2016,
Bach, 2024]:

R(f ∗) = inf
f measurable

R(f).

Definition 4.1.2 (Bayes predictor). Consider sets X and Y, a loss function ℓ : Y ×Y →
R, and a distribution µ on X ×Y. A Bayes predictor is a measurable function f ∗ : X → Y
that minimizes the expected risk:

R(f ∗) = inf
f measurable

R(f).

It can be shown that a Bayes predictors exists, is unique up to a set of measure zero,
and is defined by [Bach, 2024, Proposition 2.1]:

f ∗(x) ∈ arg min
y∈Y

Ez(ℓ(y, z)|x),

where the joint distribution (x, y) ∼ µ is conditioned to the given input value x.
• For regression with squared loss ℓ(y′, y) = ∥y−y′∥2

2, a Bayes predictor is the expected
value y given input value x

f ∗(x) = E(y|x).

• For classification with top-1 accuracy loss ℓ(y′, y) = 1arg max(y)̸=arg max(y′), a Bayes
predictor f ∗ chooses the most probable label associated with an input x

f ∗(x) = arg max
y

P(y|x).

In practice, Bayes predictors are not accessible since the underlying distribution µ is
unknown, and we can only aim at approximating one of them. A quantity of interest is
the excess risk of a given function f compared to the Bayes predictors.
Definition 4.1.3 (Excess risk). Consider sets X and Y, a loss function ℓ : Y × Y → R,
and a distribution µ on X × Y. The excess risk of a measurable function f : X → Y is
defined as the difference between the expected risk of f (Definition 4.1.1) and the expected
risk of a Bayes predictor f ∗ : X → Y (Definition 4.1.2):

excess risk(f) := R(f)−R(f ∗). (4.2)

In general, only a subset F of all measurable functions can be reached by an algorithm
that looks for an approximation f of a Bayes predictor. This leads to the definition of
the approximation error and the estimation error.
Definition 4.1.4 (Approximation error, estimation error). Consider a set F of functions
X → Y, a loss ℓ : Y × Y → R, and a distribution µ on X × Y. The approximation error
is a quantitative measure of how far are the Bayes predictors from the best function in F :

approximation error(F) := inf
f∈F

R(f)−R(f ∗). (4.3)

The estimation error is a quantitative measure of how much worse is a given f compared
to the best one in F :

estimation error(f,F) := R(f)− inf
g∈F

R(g). (4.4)
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.
With these notations, we can now decompose the excess risk as the sum of the esti-

mation error and the approximation error :

excess risk(f) = estimation error(f,F) + approximation error(mathcalF ). (4.5)

In this decomposition, the approximation error is of a fundamentally different nature than
the estimation error : it depends only on the set F to which we are restricted, and not on
the function f . The estimation error is a statistical quantity as soon as f is learned from
samples of the distribution µ, as I now explain in Section 4.1.2.

4.1.2 In practice: empirical risk minimization (ERM)
Ideally, we would like to choose f ∗

F ∈ F as

f ∗
F ∈ arg min

f∈F
R(f).

However R(f) = E(x,y)∼µℓ(f(x), y) cannot be computed as the underlying distribution
µ is unknown in practice. In many cases of interest, we have access to samples S =
(xi, yi)i=1,...,n independent and identically distributed (iid) according to µ. This corre-
sponds to supervised learning, where we not only have access to inputs xi but also the
desired outputs yi [Shalev-Shwartz and Ben-David, 2014, Goodfellow et al., 2016, Bach,
2024]. The classical approach to supervised learning is to approximate R(f) by the em-
pirical risk, also called the training error :

RS(f) := training error(f, S) := 1
n

n∑
i=1

ℓ(f(xi), yi)

and to learn a function f̂(S) ∈ F by aiming at minimizing the training error (which
depends on S):

inf
f∈F

RS(f). (4.6)

Then, the function f̂(S) : X → Y is used to predict the target y ≃ f̂(S)(x) for new inputs
x. The ERM algorithm defines what is called an estimator f̂ in statistics, that we will
call the ERM estimator in the following.

Definition 4.1.5 (Estimator and its expected risk). Consider a set F of functions X → Y
and a distribution µ on X ×Y. An estimator learned from n ∈ N>0 samples is defined as
any measurable function f̂ : S ∈ (X ×Y)n 7→ f̂(S) ∈ F , and we will simply write f̂ ∈ F .

Since an estimator f̂ is is a measurable function in the training samples S, there is
for each S an associated expected risk R(f̂(S)) = E(x,y)∼µℓ(f̂(S)(x), y). Here, we need
to be a little careful since we now have two sources of randomness: S and (x, y). The
correct way to interpret the expectation E(x,y)∼µ is that it averages only over (x, y), while
S is considered to be fixed. While this informal definition is enough to understand what
follows, let me mention for readers familiar with probability theory that it is formally
defined as a conditional expectation with respect to S, where (x, y) ∼ µ is independent of
S:

R(f̂(S)) := E(x,y)∼µ

(
ℓ(f̂(S)(x), y)|S

)
. (4.7)
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An example of empirical risk minimization is given in Figure 4.1 for regression with
Y = R, the squared loss ℓ(y′, y) = (y′ − y)2, an underlying distribution µ on (x, y) such
that x is uniform on [0, 1] and y = sin(πx) +N (0, 0.01). The ERM estimator is searched
into the set Fd of polynomial functions of degree at most d. For the same n = 15 iid
samples S = (xi, yi)n

i=1 drawn according to µ, we see that the ERM estimator f̂(S) ∈ Fd

has very different generalization abilities depending on the degree d considered.
In the case of a polynomial of degree d = 2, the ERM estimator generalizes well to new

data: it is a pretty good approximation of the sinus function. In this case, the training
error is close to the expected risk.

In the case of a polynomial of degree d = 14, the ERM estimator does not generalize
well to new data: the degree is large enough to allow for an exact fit of the training
samples. But in order to do so, the ERM estimator oscillates a lot between the training
samples, which leads to a poor approximation of the sinus in-between the training samples.
In this case, the training error is zero, while the expected risk is very large. It is said that
the model overfit the training data [Shalev-Shwartz and Ben-David, 2014, Goodfellow
et al., 2016, Bach, 2024].
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(a) Polynomial regression of degree d = 2.
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(b) Polynomial regression of degree d = 14.

Figure 4.1: For these experiments, I have fixed n = 15 training samples (xi, yi) drawn at
random as described in the text, and considered squared-loss regression which consists in
minimizing ∑n

i=1(fθ(xi)−yi)2. I minimized this over different sets of polynomial functions
fθ(x) = ∑d

i=0 θix
i, corresponding to different degrees d. The left plot shows the result for

d = 2, which generalizes well to new data, while the right plot shows the result for d = 14,
which does not generalize well to new data.

In general, to gain deeper insights into the generalization of the ERM estimator f̂ , it
is standard to compare its expected risk R(f̂) (remember that this is a random variable
depending on the training samples S, see the discussion above Equation (4.7)) to two
other quantities.

• Generalization gap: comparison to the training error of the same func-
tion f̂ . Since f̂(S) minimizes the training error on S, a first natural comparison of
the expected risk R(f̂(S)) is with the training error. Let me define it for a general
function f : X → Y and a set of samples S as

generalization gap(f, S) := expected risk(f)− training error(f, S) = R(f)−RS(f).

It is small if and only if the function f performs similarly on the training set S and
the underlying distribution µ, as in Figure 4.1a. When this is the case for f := f̂(S),
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this means that using the training error on S as a proxy for the expected risk was a
posteriori a good strategy to achieve a small expected risk. A large generalization
gap is symptomatic of overfitting as in Figure 4.1b.

• Estimation error: comparison to the best function of the model.
I recall here for convenience the definition of the estimation error for a general
function f : X → Y (Definition 4.1.4):

estimation error(f) = expected risk(f)− inf
g∈F

expected risk(g).

If it is small for f = f̂(S), the ERM estimator for learn on samples S, then this
means that minimizing the training error on S was a posteriori a good strategy to
find a (near) minimizer of the expected risk in F .

Note that the generalization gap can be very well approximated in practice. Indeed, the
expected risk of f̂(S) can be approximated by taking an average over m new independent
samples (xtest

i , ytest
i ) independent from the training set S,

empirical expected risk(f̂(S)) := 1
m

m∑
i=1

ℓ(f̂(S)(xtest
i ), ytest

i ).

This is a good approximation as soon as the empirical expected risk is highly concentrated
around its expectation1, which happens for large m [Boucheron et al., 2013, Kawaguchi
et al., 2017]. While this is very useful a posteriori to assess the performance of a network
in practice, it does not provide an explanation of why the network generalizes well or not,
hence no guidance a priori to design better models, training algorithms etc. A recurrent
goal in the literature [Shalev-Shwartz and Ben-David, 2014, Goodfellow et al., 2016, Bach,
2024] is to aim at better understanding the factors influencing the generalization gap and
the estimation error, rather than just approximating them.

In the case of polynomial regression, we could guess by running experiments as in
Figure 4.1 that good generalization arises for ERM if the ratio d/n is small, meaning that
the degree of the polynomial is smaller than the number of training samples, and overfit
arises if the ratio d/n is large. Therefore, the degree of the polynomial can serve as an
explanation of the generalization ability of the ERM estimator. In theory, it is indeed
possible to establish theoretical guarantees in this sense: the estimation error and the
generalization gap are bounded by a function of d/n. In the case of neural networks,
finding a good complexity measure that can be used to explain the generalization of
ERM is an active area of research. In this thesis, I will investigate the promises and
shortcomings of the path-norm as a complexity measure to bound the generalization gap
and the estimation error of neural networks. Let me first recall in the next section the
standard way to bound the generalization gap with Rademacher complexities.

4.1.3 The Rademacher complexity bounds the performance of
ERM

The dominant statistical approach to bound either the generalization gap or the estimation
error of a function f̂(S) ∈ F learned from n training samples S = (xi, yi)i=1,...,n is via

1While this is not important, note that I should have said "expectation conditioned to S" to be precise,
since the expected risk R(f̂(S)) is an expectation conditioned to S (Equation (4.7)).
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the so-called empirical Rademacher complexity of F on S [Bartlett and Mendelson, 2002,
Shalev-Shwartz and Ben-David, 2014, Bach, 2024]. It is defined as

R(F , S) := Eσ

[
sup
f∈F

1
n

n∑
i=1
⟨εi, f(xi)⟩

]
, (4.8)

where εi = (εi,j)j ∈ Rdout and the εi,j’s are iid Rademacher variables (P(εi,j = 1) =
P(εi,j = −1) = 1/2). The empirical Rademacher complexity measures the ability of
the functions in F to positively correlate with random signs. Note that the Rademacher
complexity only depends on the input samples xi and not on the target samples yi. In
the future, we will simply consider S = (xi)i=1,...,n with each xi drawn iid according to a
distribution µx (corresponding to the first marginal of the joint distribution µ on (x, y)).

Definition 4.1.6 (Rademacher complexity). Consider a set F of functions X → Rdout

and a distribution µx on X . The Rademacher complexity of F for the distribution µx is
defined as [Shalev-Shwartz and Ben-David, 2014, Bach, 2024]:

R(F , µx) := ES∼(µx)⊗nR(F , S), (4.9)

where each sample xi of S = (xi)n
i=1 is drawn iid according to µx, and where the empirical

Rademacher complexity R(F , S) has been defined in Equation (4.8).

Theorem 4.1.1 (Generalization bound via Rademacher complexity [Shalev-Shwartz and
Ben-David, 2014, Bach, 2024]). Consider F a class of functions from an input space X
to Rdout, a distribution µ on X ×Rdout, and a loss function ℓ : Rdout ×Rdout → R such that
ℓ(·, y) is L-Lipschitz for every y ∈ Rdout. Denote by µx the marginal of µ on X . For any
estimator f̂ ∈ F (Definition 4.1.5), it holds:

ESgeneralization gap(f̂(S), S) ⩽ 2
√

2L
n
R(F , µx)

ESestimation error(f̂(S), S) ⩽ 4
√

2L
n
R(F , µx).

(4.10)

where the randomness is over n training samples S = (xi, yi)i=1,...,n drawn iid according
to µ.

The bounds (4.10) hold in expectation. Classical concentration results [Boucheron
et al., 2013] can be used to deduce a bound that holds with high probability on the
choice of S, under additional mild assumptions on the loss, see, e.g.,Theorem 26.5 in
Shalev-Shwartz and Ben-David [2014].

In practice, when we observe the output f̂(S) of ERM with samples S, the choice of
F that guarantees f̂(S) ∈ F for all S is not clear. I will come back on this subtlety in
Chapter 7 (see Section 7.3.1).

Proof of Theorem 4.1.1. The proof is standard [Shalev-Shwartz and Ben-David, 2014,
Theorem 26.3][Bach, 2024, Equation (13.3)] and uses two arguments: the symmetriza-
tion property given by Shalev-Shwartz and Ben-David [2014, Theorem 26.3], and the
vector-valued contraction property given by Maurer [2016]. These are the relevant ver-
sions of very classical arguments that are widely used to reduce the problem to the
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Rademacher complexity of the model [Bach, 2024, Propositions 4.2 and 4.3][Wainwright,
2019, Equations (4.17) and (4.18)][Bartlett and Mendelson, 2002, Proof of Theorem
8][Shalev-Shwartz and Ben-David, 2014, Theorem 26.3][Ledoux and Talagrand, 1991,
Equation (4.20)].

Example 4.1.1 (Cross-entropy loss). The cross-entropy loss is the standard loss chosen
to train neural networks for classification problems. Recall that it is defined as

ℓ(y′, y) = −
C∑

i=1
yi log(softmax(y′)i), (4.11)

where
softmax(y′)i = exp(y′

i)∑C
j=1 exp(y′

j)

is the softmax function that maps the output of the network y′ ∈ RC to a probability
distribution over the C classes, and where y is a one-hot encoding of a class c, meaning
that y = (1c′=c)c′∈{1,...,dout}.

The cross-entropy loss does satisfy the assumption that ℓ(·, y) is L-Lipschitz with re-
spect to the ℓ2-norm with L =

√
2, for every possible one-hot encoding vector y of a

class c [Bartlett et al., 2017, Lemma 2.1]. Therefore, Theorem 4.1.1 applies to the
cross-entropy loss with L =

√
2. Indeed, the softmax is 1-Lipschitz, and the function

z 7→ −∑C
i=1 yi log(zi) is

√
2-Lipschitz. I provide the details for the sake of completeness

in Appendix C.6.

Example 4.1.2 (Top-1 Accuracy Loss). The top-1 accuracy loss is the standard loss
used to evaluate the performance of a function in classification problems. Recall that it is
defined as

ℓ(y′, y) = 1arg max(y)̸=arg max(y′) (4.12)

where y ∈ RC is a one-hot encoding of a class c ∈ {1, . . . , C}, meaning that y =
(1c′=c)c′∈{1,...,dout}.

The function ℓ(·, y) is not L-Lipschitz for any finite L > 0 in general. Indeed, the
top-1 accuracy loss is not continuous. Therefore, Theorem 4.1.1 does not directly apply
to the top-1 accuracy loss. It is still possible to bound it with a Rademacher complexity
but associated to another loss: the margin loss, a relaxed definition of the top-1 accuracy
loss [Bartlett et al., 2017, Lemma A.4].

I invite the readers to skip the remaining details on the margin loss, to go directly to
Section 4.1.4, and refer back later if needed.

For y′ ∈ Rdout and a one-hot encoding y ∈ Rdout of the class c, the margin M(y′, y) is
defined by

M(y′, y) := [y′]c −max
c′ ̸=c

[y′]c′ .

For γ > 0, the γ-margin-loss is defined by [Bartlett et al., 2017]

ℓγ(y′, y) =


0 if γ < M(y′, y),

1− M(y′,y)
γ

if 0 ⩽M(y′, y) ⩽ γ,

1 if M(y′, y) < 0.
(4.13)
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For any class c and one-hot encoding y of c, it is known that y′ ∈ Rdout 7→M(y′, y) is 2-
Lipschitz with respect to the L2-norm on y′ [Bartlett et al., 2017, Lemma A.3]. Moreover,
the function

r ∈ R 7→


0 if r < −γ,

1 + r
γ

if − γ ⩽ r ⩽ 0,
1 if r > 0.

is 1
γ
-Lipschitz. By composition, this shows that y′ ∈ Rdout 7→ ℓγ(y′, y) is 2

γ
-Lipschitz with

respect to the L2-norm so the generic Rademacher bound applies to the γ-margin-loss.
Moreover, the γ-margin-loss is a relaxation of the top-1 accuracy loss: if ℓγ(y′, y) ⩾ ℓ(y′, y)
for every y′ and one-hot encoding y. This leads to the following bound for the expected
top-1 accuracy risk.

Theorem 4.1.2 (Bound on the probability of misclassification [Bartlett et al., 2017]).
Let F be a class of functions from an input space X to Rdout. Consider µ a distribution on
X × Rdout, and S = (xi)i=1,...,n be n training samples drawn iid according to the marginal
of µ on X . We have for all estimator f̂ ∈ F and every γ > 0:

expected risk(f̂ , ℓ, µ) ⩽ expected risk(f̂ , ℓγ, µ)

In particular, using classical concentration results [Boucheron et al., 2013] and the bound
in expectation of Theorem 4.1.1 applied to ℓγ, which satisfies the Lipschitz assumption for
L = 2/γ, with probability at least 1 − δ > 0 over the choice of S ∼ µ⊗n [Bartlett et al.,
2017, Lemma 3.1]:

expected risk(f̂(S), ℓ, µ) ⩽ training error(f̂(S), ℓγ, S) + 4
√

2
nγ
R(F , µx) + 3

√
ln(2/δ)

2n .

(4.14)

Note that the result is homogeneous: scaling both f̂(S) and γ by the same scalar leaves
the losses and the Rademacher complexity unchanged.

Remark 4.1.1 (Case where f is a minimizer of the training error). In the special case
where for every S, the function f is chosen to be exactly a minimizer of the training error
on S, we even have [Shalev-Shwartz and Ben-David, 2014, Theorem 26.3]:

ESestimation error(f, S) ⩽ ESgeneralization gap(f, S) ⩽ 2
√

2L
n
R(F , µx).

because for any f ∗ ∈ F ,

expected risk(f ∗) = EStraining error(f ∗, S) ⩾ EStraining error(f, S)

and we can let f ∗ approximate the model’s oracle error to deduce the bound.

In order to bound the generalization gap or the estimation error, it is therefore enough
to bound the Rademacher complexity, as shown by Theorem 4.1.1 and Theorem 4.1.2.
Bounding the Rademacher complexity gets specific to F . Before delving into the case of
neural networks, let me mention practical cases where F and n are known to correspond
to a Rademacher complexity that is too large to be informative [Zhang et al., 2021].
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4.1.4 Cases where the Rademacher complexity is too large
The Rademacher complexity is a measure of the richness of the set F of functions com-
pared to a given number of samples n. By definition (Equation (4.9)), it is large if, in
expectation over the choice of n samples S = (xi)i=1,...,n, the set F is so rich that for any
choice of labels εi ∈ {−1, 1}dout , we can find f ∈ F that adapts to this arrangement of
labels: ⟨f(xi), εi⟩ ⩾ 0.

If the set F is fixed, one can expect the existence of a threshold N ∈ N>0 such that
the bounds are vacuous for n ⩽ N , F being too expressive for small n’s, and informative
for n ⩾ N . In practice, the training datasets are standardized, hence n is fixed. The
architectures are also standards, so the DAG network G is also fixed. Therefore, to have
a Rademacher complexity small enough to be informative, F should be taken as a subset of
the functions realized by the network G that is not too expressive compared to the number
of samples n.

If we just take F as the set of all functions realized by the network G, this set
is known to be too expressive for classical choices of n and architectures G to allow for
informative bounds [Zhang et al., 2021]. Indeed, with the same set of n inputs S = (xi)n

i=1
corresponding to images divided in C classes, Zhang et al. [2021] empirically show that
the network G can be trained to fit any set of random labels yi ∈ {1, . . . , C}, leading to
a vacuous bound if F contains all these functions.

To understand why, let me reproduce a discussion from Zhang et al. [2021] with our
notations. Denote by generalization gap(p) the generalization gap when trained on the
original data distribution modified to have a proportion p ∈ [0, 1] of random labels chosen
uniformly in the C different classes. The generalization bound B(p) := 2

√
2L

n
R(F , µx)

(Equation (4.10)) is the same for all the level of random labels since the Rademacher
complexity only depends on the input distribution. Therefore, we have B(p) = B for all
p, and we get

sup
p

generalization gap(p) ⩽ B,

where by definition,

generalization gap(p) = expected risk when trained on p% of random labels
− training error when trained on p% of random labels.

It is empirically shown in Zhang et al. [2021] that the network G can be trained to zero
training error for all p. Therefore, generalization gap(p) is just equal to the expected risk.
Zhang et al. [2021] uses this to argue that the Rademacher bound must be vacuous at
least in the case of the top-1 accuracy loss ℓ(y′, y) = 1arg max(y)=arg max(y′). Although this
argument does not formally apply to the top-1 accuracy loss, simply because the bound

sup
p∈[0,1]

generalization gap(p) ⩽ B

does not hold (the left-hand side has essentially to be corrected by a factor2), I still
2A well-known result [Bartlett et al., 2017, Lemma 3.1], that I have reproduced earlier in Theo-

rem 4.1.2, indicates that the generalization gap has essentially to be multiplied by the data margin
for the bound to hold. However, this margin is typically not large enough to compensate to make the
right-hand side informative in practice, so the conclusion of the argument of Zhang et al. [2021] still
holds.
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reproduce it below as this argument gives a good qualitative idea of what is going on.
Moreover, the same type of argument is expected to formally apply to other losses.

First, observe that the expected top-1 accuracy risk must be at least p(1− 1/C) since
there is a probability p of having an input with a random label, and since the label is
chosen uniformly, there is only 1/C chances of being right in this case. And since the
generalization gap is equal to the expected risk (the training error is zero), we would have
if the Rademacher bound was holding in this case

sup
p∈[0,1]

p(1− 1/C) = 1− 1/C ⩽ B.

For the top-1 accuracy loss, the bound B is informative only if B ⩽ 1, vacuous otherwise.
Therefore, Zhang et al. [2021] concludes that this bound is vacuous as soon as F contains
at least one function realized by G that fits random labels for p large enough (just C ⩾ 2
already implies B ⩾ 1/2).

This motivates to look for a smaller set F of functions realized by the network G that
is not too expressive compared to the number of samples n. A widespread idea is to look
for a complexity measure that would be large for the functions that fit random labels,
and small for the functions that do not, so we could define F as the set of functions that
have a small complexity measure. In this thesis, I have been interested in the path-norm
as a complexity measure, for reasons that I now explain.

4.2 Path-norm as a complexity measure
If I were to tell the story of my thesis chronologically, I would have placed this section
first. It was precisely by discovering the concepts in the order presented in this section
that I became interested in the path-norm initially and felt compelled to extend it to more
general networks.

The goal of many studies in generalization is to find a complexity measure that explains
the generalization ability of the ERM estimator. A typical bound on the Rademacher
complexity (Rademacher bound for short) looks like

R(F , µx) ⩽ complexity measure(F , µx)√
n

.

In this thesis, I take interest in the ℓ1-path-norm as a complexity measure for generaliza-
tion. The reasons for this are multiple.

• Path-norm measures the size of the weights, not the size of the network architecture.
For polynomial regression, Figure 4.1 shows that the degree d seems to be a good
complexity measure. It is indeed possible to establish theoretical guarantees in this
sense: the estimation error and the generalization gap are bounded by

√
d/n times

something that depends on how far µ is from a polynomial model [Bach, 2024].
For DAG neural networks (Definition 2.2.2), the equivalent would be to measure
the size of the architecture (graph size). However, it has been known for a long
time that the size of the weights is more important than the size of the network
[Bartlett, 1996, Zhang et al., 2021, Bach, 2024]. Indeed, current neural network
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architectures are so large compared to the current training datasets that they can
essentially fit any function on these training sets [Zhang et al., 2021]. Among these
functions, some generalize well, others poorly. Therefore, the same architecture can
lead to very different generalization abilities and its size is not relevant to explain
generalization. This motivates the use of a complexity measure that accounts for the
size of the weights [Zhang et al., 2021].

• Path-norm correlates empirically better with the generalization gap than other weight-
based complexity measures. Jiang et al. [2020] and Dziugaite et al. [2020] made large
scale experiments to compare different weight-based complexity measures for gener-
alization. They found that the path-norm is one of the measure that correlates the
more positively with the generalization gap. It even does so almost as well as an
oracle does, where the oracle has access to the true generalization gap plus a small
noise. This makes the path-norm a promising candidate for establishing theoretical
guarantees on the generalization of neural networks.

• Path-norm is invariant to symmetries (Theorem 2.4.1). I already evoked in Sec-
tion 1.1.2 that some bounds can be vacuous if they are not invariant to symmetries
of the network. This also applies to Rademacher bounds. For instance, consider the
bound

R(FΘ, µx) ⩽ complexity measure(FΘ, µx)√
n

with FΘ := {Rθ, θ ∈ Θ ⊂ RG}. The left-hand side is invariant to symmetries, since
for any rescaling vector λ ∈ RH

>0 (Definition 2.4.1), we have FΘ = Fλ⋄Θ, and the
Rademacher complexity of FΘ is the same as the Rademacher complexity of Fλ⋄Θ
since they contain the same functions (Rθ = Rλ⋄θ). However, the amplitude of the
right-hand side depends on the complexity measure. A weight-based complexity
measure is typically of the form

complexity measure(FΘ, µ) = sup
θ∈Θ

ψ(θ)

for some real-valued function ψ. If ψ(λ ⋄ θ) → ∞ as ∥λ∥ → ∞, the bound can be
vacuous depending on the scaling of the weights in Θ. If ψ(θ) is the ℓ1-path-norm
∥Φ(θ)∥1, this problem does not occur since it is invariant to symmetries (Theo-
rem 2.4.1).

• Path-norm is the infimum over weakly rescaling-equivalent parameters of the product
of the layers’ norms. A common weight-based complexity measure for LFCNs with
matrices θ = (M1, . . . ,ML) is the product of the layers’ norms ψ(θ) := ∏L

l=1 ∥Mℓ∥1,∞
[Bartlett et al., 2017, Neyshabur et al., 2018]. We already saw in Theorem 3.3.2
that the path-norm is a finer measure as it is the infimum over all weakly rescaling-
equivalent parameters of the product of the layers’ norms.

• Path-norm is easy to compute (Theorem 3.1.1). This is in contrast to other complex-
ity measures that require more complex computations, such as the spectral norm for
convolutional layers [Sedghi et al., 2019, Araujo et al., 2021, Delattre et al., 2024].
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Because of all these reasons, the path-norm is a promising candidate to establish
theoretical guarantees on the generalization of neural networks. It turns out that the
path-norm has already been used for this purpose in the literature, but only for simple
LFCNs [Neyshabur et al., 2015, Barron and Klusowski, 2019]. Thus, the promises of
theoretical guarantees based on the path-norm were currently out of reach before this
thesis: they could not even be tested on standard practical networks such as ResNets.
This prevented us from both understanding the reach of path-norm-based generalization
guarantees and from diagnosing their strengths and weaknesses, which is necessary to
either improve them in order to make them actually operational, if possible, or to identify
without concession the gap between theory and practice.

4.3 Path-norm Rademacher bounds via covering num-
bers

For a general set of functions F , the so-called Dudley’s inequality guarantees that the
Rademacher complexity can be bounded if we know how to control covering numbers of
F with respect to the pseudo-metric

∥f(x)− g(x)∥2

for all inputs x and all functions f, g ∈ F . For DAG networks with f = Rθ and g = Rθ′ ,
I showed how to control this in terms of the ℓ1-path-metric in Theorem 3.4.1, as soon as
θiθ

′
i ⩾ 0 for all i:

∥f(x)− g(x)∥2 ⩽ max(∥x∥∞, 1)∥Φ(θ)− Φ(θ′)∥1.

In this section, I build upon this to control covering numbers of F := {Rθ, θ ∈ Θ} without
sign assumptions (θiθ

′
i ⩾ 0) on the pairs θ, θ′ ∈ Θ. Thanks to that, I derive the first

ℓ1-path-norm-based Rademacher bound valid for general DAG networks (Theorem 4.3.1).
This bridges the gap between networks that are theoretically analyzable with path-norm
and the ones used in practice.

4.3.1 Main result
The main result of this section is the following theorem: a Rademacher bound for general
DAG networks that depends on the ℓ1-path-norm of the parameters.

Theorem 4.3.1 (Path-norm Rademacher bound via covering numbers [Gonon et al.,
2024b]). Consider a DAG network G (Definition 2.2.2) , Θ ⊂ RG and the associated
functions FΘ := {Rθ, θ ∈ Θ}. Consider n iid input samples S = (xi)i=1,...,n drawn
according to a distribution µx and denote σ = ES (∑n

i=1 max(1, ∥xi∥2
∞))1/2. Denote by

r := supθ∈Θ ∥Φ(θ)∥1. We have:

R(FΘ, µx) ⩽ 144σmax(D, dout)
√

#params× r, (4.15)

where we recall that D = maxp∈P length(p) is the depth of the graph, dout = |Nout| is the
output dimension, and #params is the number of coordinates in a given θ ∈ RG.
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Note that #params counts all the coordinates of θ, even if some are shared, i.e., con-
strained to be equal. Weight-sharing occurs for instance for convolutional layer. For a
convolutional kernel K, the bound is counting all the coefficients in the matrix correspond-
ing to the linear transformation induced by this kernel, which contains many repetitions
of the coefficients in K. It is possible to improve Theorem 4.3.1 in the case of weight-
sharing to a bound that only counts the number of free coordinate parameters. For the
sake of simplicity, I do not consider weight-sharing in this section. There is no particular
difficulty to extend to weight-sharing, it just needs to be done properly. I include the
details for completeness in Appendix C.2.

The next section improves Theorem 4.3.1 using a different proof technique that com-
pletely removes the number of parameters from the bound. I decided to still include
Theorem 4.3.1 in this manuscript for three reasons: 1) chronologically, it was the first
Rademacher bound I proved, which then convinced me that it was indeed possible to ex-
tend the statistical analysis based on the path-norm to general DAG networks, 2) the proof
technique is different from the one I used in the next section so it provides an alternative
approach for future improvements, and 3) this proof technique explicitly demonstrates how
any Lipschitz control of θ 7→ Rθ(x) directly implies a generalization bound via covering
numbers.

The proof of Theorem 4.3.1 is given at the end of Section 4.3. Let me first intro-
duce intermediary results: the classical Dudley’s inequality that bounds the Rademacher
complexity using so-called covering numbers.

4.3.2 Dudley’s integral
Let me start by recalling the definition of covering numbers (see, e.g., Definition 5.5 in
Van Handel [2014]).

Definition 4.3.1. Consider a pseudo-metric space (F , d). Let Bt(f) be the closed ball
centered at f ∈ F of radius t > 0. A family f1, . . . , fn of points of F is called a t-covering
of (F , d) if F ⊂ ∪n

i=1Bt(fi). The covering number of (F , d) for radius t > 0, denoted
N (F , d, t), is the minimum cardinality of a t-covering of (F , d).

In the sequel, I will use the classical Dudley’s inequality Shalev-Shwartz and Ben-
David [2014], Van Handel [2014], Maurer [2016]. Since the statements in the literature
always have small variations, at least in notations, I include the proof for completeness in
Appendix C.1 that is essentially based on Corollary 5.25 in Van Handel [2014].

Lemma 4.3.1 (Corollary 5.25 in [Van Handel, 2014]). Consider a set F of measurable
functions from Rdin to Rdout. Consider a probability distribution µx on Rdin. For n iid
samples S = (xi)n

i=1 ∼ (µx)⊗n, denote f(S) = (f(xi))n
i=1 for any f ∈ F and define the

pseudo-metric dS on F by:

dS(f, g)2 := ∥f(S)− g(S)∥2
2 =

n∑
i=1
∥f(xi)− g(xi)∥2

2 . (4.16)

We have (recalling the definition of the Rademacher complexity in Equation (4.9) and
covering numbers in Definition 4.3.1)

R(F , µ) ⩽ 12ES

(∫ ∞

0

√
lnN (F , dS, t)dt

)
. (4.17)
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My goal is now to bound the covering numbers N (F , dS, t) in terms of the path-norm
when F = {Rθ, θ ∈ Θ} corresponds to DAG network functions. Lemma 4.3.1 shows that
it is sufficient to control each ∥Rθ(x) − Rθ′(x)∥2. Using Theorem 3.4.1, we can lift to
covering numbers of the path-lifting image Φ(Θ) with respect to the ℓ1-norm. This leads
to the next result, the main result of Section 4.3.2.

Theorem 4.3.2 (Reducing to covering numbers of (Φ(Θ), ∥ · ∥1) [Gonon et al., 2024b]).
Consider a DAG network G (Definition 2.2.2) and a set of associated parameters Θ ⊂ RG.
Denote by r = supθ∈Θ ∥Φ(θ)∥1. Consider the set of functions FΘ := {Rθ, θ ∈ Θ}, n train-
ing samples S = (xi)n

i=1 and define the pseudo metric dS(Rθ, Rθ′) := (∑n
i=1 ∥Rθ(xi)−Rθ′(xi)∥2

2)
1/2.

Define also σS = (∑n
i=1 max(1, ∥xi∥2

∞))1/2. Denote by Θ∗ the set of parameters with only
nonzero coordinates, sgn(Θ) = {sgn(θ), θ ∈ Θ∗} the associated set of sign vectors (with
sgn(x) = 1x⩾0 − 1x⩽0 ∈ {−1, 0, 1}), and for each s ∈ sgn(Θ) denote Θs = Θ ∩ {θ : θisi ⩾
0,∀i}. We have for any t > 0:

N (FΘ, dS, t) ⩽ | sgn(Θ)| max
s∈sgn(Θ)

N (Φ(Θs), ∥ · ∥1, t/σS).

Improved bound for t large enough. If t ⩾ 2σSr, we have N (FΘ, dS, t) = 1.

The number of signs in Theorem 4.3.2 is one of the reason why the number of param-
eters #params appears in the final Rademacher bound of Theorem 4.3.1. But this is not
the only reason for that, as we will see that even for fixed signs s, the covering number
of (Φ(Θs), ∥ · ∥1) that I derive below (Theorem 4.3.3) also makes #params appear in the
bound of Theorem 4.3.1. These two occurrences of #params are additive, and even if we
could improve one of them, the other one would still be there. I will point out the two
occurrences of #params in the proof of Theorem 4.3.1. Let me now turn to the proof of
Theorem 4.3.2.

Proof of Theorem 4.3.2. Recall that Θ∗ is the set of parameters with only nonzero co-
ordinates, sgn(Θ) = {sgn(θ), θ ∈ Θ∗} is the associated set of sign vectors, and for each
s ∈ sgn(Θ), Θs = Θ ∩ {θ : θisi ⩾ 0,∀i}. Therefore, FΘ = ∪s∈sgn(Θ)FΘs and the union of
t-coverings of each FΘs is a t-covering of FΘ. So for each t > 0 we have

N (FΘ, dS, t) ⩽
∑

s∈sgn(Θ)
N (FΘs , dS, t).

Theorem 3.4.1 implies (through Corollary 3.4.1) that for each s, and every θ, θ′ ∈ Θs:

dS(Rθ, Rθ′) =
(

n∑
i=1
∥Rθ(xi)−Rθ′(xi)∥2

2

)1/2

⩽ σS∥Φ(θ)− Φ(θ′)∥1,

Thus, a t-covering of (FΘs , dS) is obtained by picking an arbitrary pre-image by the path-
lifting Φ of each element in a t/σS-covering of (Φ(Θs), ∥ · ∥1), hence

N (FΘs , dS, t) ⩽ N (Φ(Θs), ∥ · ∥1, t/σS) ⩽ max
s∈sgn(Θ)

N (Φ(Θs), ∥ · ∥1, t/σS).

Putting the pieces together proves the desired result for a general t > 0.
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Improved bound for t large enough. For any parameters θ and input x, it holds

∥Rθ(x)∥2 = ∥Rθ(x)−R0(x)∥2 ⩽
Corollary 3.4.1

max(1, ∥x∥∞)∥Φ(θ)−Φ(0)∥1 = max(1, ∥x∥∞)∥Φ(θ)∥1.

Recall that r = supθ∈Θ ∥Φ(θ)∥1. Therefore, for every θ, θ′ ∈ Θ and every input x, we have

∥Rθ(x)−Rθ′(x)∥2 ⩽ ∥Rθ(x)∥2 + ∥Rθ′(x)∥2 ⩽ 2 max(1, ∥x∥∞)r.

Since σ2
S = ∑n

i=1 max(1, ∥xi∥2
∞), we have:

dS(Rθ, Rθ′)2 =
n∑

i=1
∥Rθ(xi)−Rθ′(xi)∥2

2 ⩽ 4σ2
Sr

2.

This shows that any single Rθ ∈ FΘ is a 2σSr-covering of FΘ with respect to dS, and
concludes the proof.

As a corollary, we get a bound on the Dudley’s integral for the set of functions realized
by a general DAG network (Definition 2.2.2).

Corollary 4.3.1 ([Gonon et al., 2024b]). Consider the setup of Theorem 4.3.2. For t > 0,
define the shorthand notation

N (t) := max
s∈sgn(Θ)

N (Φ(Θs), ∥ · ∥1, t). (4.18)

We have:∫ ∞

0

√
lnN (FΘ, dS, t)dt ⩽ 2rσS

√
ln | sgn(Θ)|+ σS

∫ 2r

0

√
ln(N (u)) du. (4.19)

Proof of Corollary 4.3.1. Theorem 4.3.2 guarantees that N (FΘ, dS, t) = 1 for t ⩾ 2σSr
so we have: ∫ ∞

0

√
lnN (FΘ, dS, t)dt =

∫ 2σSr

0

√
lnN (FΘ, dS, t)dt.

I now bound the latter using the general case of Theorem 4.3.2:∫ 2σSr

0

√
lnN (FΘ, dS, t) dt ⩽

∫ 2σSr

0

√
ln (| sgn(Θ)| N (t/σS)) dt

u=t/σS= σS

∫ 2r

0

√
ln (| sgn(Θ)| N (u)) du ⩽ 2rσS

√
ln | sgn(Θ)|+ σS

∫ 2r

0

√
ln(N (u)) du.

4.3.3 Bounding covering numbers in the path-lifting space
Corollary 4.3.1 shows that in order to bound the Dudley’s integral, it is sufficient to bound
the covering numbers of each (Φ(Θs), ∥ · ∥1). Let me start by noticing that in many cases,
these covering numbers are independent on the choice of the signs s.

Lemma 4.3.2 ([Gonon et al., 2024b]). Consider the setting of Theorem 4.3.2. Denote
by 1 the vector constant equal to one and by |θ| ∈ Θ1 the vector deduced from θ ∈ Θs by
applying x 7→ |x| coordinate-wise. Consider s ∈ sgn(Θ). If the map x ∈ Θs 7→ |x| ∈ Θ1 is
one-to-one (with inverse x ∈ Θ1 7→ s⊙ x ∈ Θs), then

N (Φ(Θs), ∥ · ∥1, t) = N (Φ(Θ1), ∥ · ∥1, t).
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In particular, Lemma 4.3.2 applies to Θ := {θ, ∥Φ(θ)∥1 ⩽ r}.

Proof. For every θ, θ′ ∈ Θs, it is easy to check that by definition (Definition 2.3.3) ∥Φ(θ)−
Φ(θ′)∥1 = ∥Φ(|θ|)−Φ(|θ′|)∥1. This shows that under the assumptions, there is a one-to-one
correspondence between the t-coverings of (Φ(Θs), ∥ · ∥1) and of (Φ(Θ1), ∥ · ∥1).

Let me now establish bounds for the covering numbers of each (Φ(Θs), ∥ · ∥1). Using
standard bounds for covering Φ(Θ) would lead to an exponential dependence on the am-
bient dimension of Φ(Θ), which is undesirable since the number of paths is combinatorial
(as already discussed at the beginning of Section 3.1). My aim is to avoid this exponen-
tial dependence in #paths, and instead having an exponential dependence on the degrees
of freedom of Φ(Θ). Although little is known about the image Φ(Θ), it is possible to
intuitively infer its degrees of freedom: it should be equal to the number of parameters
minus the degrees of freedom associated with rescaling symmetries. Indeed, Φ(θ) is the
image of Θ, with a dimension corresponding to the number of parameters, and mapping
through Φ removes the redundancy due to rescaling symmetries. Recent findings support
this, showing that Φ(Θ) has a manifold dimension bounded by the number of parameters
[Bona-Pellissier et al., 2022, Theorem 7]. In line with this, let me now demonstrate that
the intuitive number of degrees of freedom I inferred above can indeed replace the alge-
braic ambient dimension of Φ(Θ) (the number of paths) in standard coverings. This is
the main result of Section 4.3.3.

Theorem 4.3.3 ([Gonon et al., 2024b]). Consider a DAG network G and Θ ⊂ RG.
Denote by r := supθ∈Θ ∥Φ(θ)∥1, #params the number of coordinates of any θ ∈ RG, and
by #rescalings the number of hidden neurons of G (i.e., the dimension of a rescaling
vector λ ∈ RH

>0, see Definition 2.4.1). It holds:

N (Φ(Θ), ∥ · ∥1, t) ⩽ 2#rescalings max
(

1, 24 max(D, dout)r
t

)#params−#rescalings

where we recall that D = maxp∈P length(p) is the depth of the graph and dout = |Nout| is
the output dimension.

Theorem 4.3.3 does not make any signs assumptions on the parameters. However,
we will only apply it to sets of parameters with fixed signs because of Theorem 4.3.2
that reduced the problem to bounding such covering numbers. I did not try to derive
something finer as I do not expect that taking into account the signs would lead to a large
gain in Theorem 4.3.3. Indeed, for an ℓq-ball in dimension d and radius r, fixing the signs
of the parameters reduces the volume of the ball from ∝ rd to ∝ (r/2)d. In our case, we
are not working with balls, but rather with intersections of balls with the image of the
path-lifting Φ. If we still build our intuition on balls, taking into account the fixed signs
would only replace r by r/2 in the bound of Theorem 4.3.3, only improving the constant
24 by a factor 2.

The proof of Theorem 4.3.3 relies on the comparison between the ℓ1-path-metric and
classical norms on the raw parameters, just as the ones established in Section 3.4.2 in
Chapter 3. To get the tightest possible comparison, I carefully select in the weak equiv-
alence class (Definition 2.4.3) of the ℓ1-path-metric the representation of the parameters
that is the most favorable to the covering number. This again leads to considering nor-
malized parameters (Definition 3.2.1). The proof is not of particular interest and is a
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4.3. Path-norm Rademacher bounds via covering numbers

bit tedious so I leave it to Appendix C.2.3, where I directly prove the same result with
possible weight-sharing.

4.3.4 Proof of the main result, Theorem 4.3.1

Let me now prove the main result of Section 4.3.

Proof of Theorem 4.3.1. Consider Θ∗ the set of parameters with only nonzero coordinates,
sgn(Θ) = {sgn(θ), θ ∈ Θ∗} the associated set of sign vectors (with sgn(x) = 1x⩾0−1x⩽0 ∈
{−1, 0, 1}), and for each s ∈ sgn(Θ) denote Θs = Θ ∩ {θ : θisi ⩾ 0,∀i}. For each u > 0,
denote

N (u) := N (Φ(Θ1, ∥ · ∥1, u).

We have:

R(FΘ, µx) ⩽ 12ES

(∫ ∞

0

√
lnN (FΘ, dS, t)dt

)
Lemma 4.3.1

⩽ ES

(
2rσS

√
ln | sgn(Θ)|+ σS

∫ 2r

0

√
ln(N (u)) du

)
. Corollary 4.3.1

The number | sgn(Θ)| of signs is at most equal to 2#params. Moreover, Theorem 4.3.3
guarantees for every u > 0

N (u) = N (Φ(Θ1), ∥ · ∥1, u)

⩽ 2#rescalings max
1,

(
24 max(D, dout)r

u

)#params−#rescalings
 . (4.20)

We get

∫ 2r

0

√
ln(N (u))du =

∫ 2r

0

√√√√√ln
2#rescalings

(
24 max(D, dout)r

u

)#params−#rescalings
du

⩽ 2r
√

ln(2)#rescalings +
√

#params−#rescalings
∫ 2r

0

√√√√ln
(

24 max(D, dout)r
u

)
du.

For the last integral, do a change of variable t = u/24 max(D, dout)r to get:

∫ 2r

0

√√√√ln
(

24 max(D, dout)r
u

)
du = 24 max(D, dout)r

∫ 1/12 max(2D,dout)

0

√
ln(1/t)dt

⩽ 24 max(D, dout)r
∫ 1/12

0

√
ln(1/t)dt︸ ︷︷ ︸

⩽1/3

⩽ 8 max(D, dout)r.
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Putting everything together, we get:

R(FΘ, µx) ⩽ 12ES

(
2rσS

√
ln | sgn(Θ)|+ σS

∫ 2r

0

√
ln(N (u)) du

)
⩽ 12ES

(
2rσS

√
ln(2)#params + 2rσS

√
ln(2)#rescalings

+8rσS max(D, dout)
√

#params−#rescalings
)

⩽ 24σr
(√

ln(2)#params +
√

ln(2)#rescalings

+4 max(D, dout)
√

#params−#rescalings
)

⩽ 24σr
√

#params

 2
√

ln(2)︸ ︷︷ ︸
≃1.67⩽2 max(D,dout)

+4 max(D, dout)


⩽ 144σr

√
#params.

This concludes the proof. Along the way, we see in the previous inequalities that
√

#params
appears in the bound both because of the number of signs (Theorem 4.3.2) and because
of the degrees of freedom appearing in the covering bound of each (Φ(Θs), ∥ · ∥1) (Theo-
rem 4.3.3).

4.3.5 Discussion on Theorem 4.3.1
Let me discuss the main result of this section, Theorem 4.3.1, which is a bound on the
Rademacher complexity of neural networks based on path-norm.

Recall that before Theorem 4.3.1, the generalization guarantees based on the path-
norm were only established for LFCNs [Neyshabur et al., 2015, Barron and Klusowski,
2019]. Thanks to Theorem 4.3.1, we now know that the path-norm can also be used to
derive generalization guarantees for general DAG networks (Definition 2.2.2).

However, if we look at the dependencies in Theorem 4.3.1, we see that they are worse
than those obtained for LFCNs. Indeed, this can be seen by comparing in Table 4.1 the line
corresponding to [Barron and Klusowski, 2019], which does not contain any dependence
on #params, and the line corresponding to Theorem 4.3.1, which has a dependence on
#params. This suggests that the bound in Theorem 4.3.1 is not the best we could hope
for.

In the next section, I improve on Theorem 4.3.1 by extending to general DAG networks
the best known Rademacher bound, which is the one of Barron and Klusowski [2019] and
that is established in the specific case of scalar-valued LFCNs without biases (see again
Table 4.1).
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4.3. Path-norm Rademacher bounds via covering numbers

Table 4.1: Bounds on the Rademacher complexityR(F , µx) (up to universal multiplicative
constants) for the set F := {Rθ, ∥Φ(θ)∥1 ⩽ r} associated to a DAG network G or a
LFCN. The exception is the result of Golowich et al. [2018] where LFCNs without biases
are considered, and the set F is defined via a constraint on the product of layers’ norms:
F := {Rθ, θ = (M1, . . . ,ML),∏D

d=1 ∥Mℓ∥1,∞ ⩽ R}. The distribution µx on the inputs is
arbitrary, and for n iid input samples S = (xi)i=1,...,n drawn according to µx, we denote by
σ = ES (∑n

i=1 max(1, ∥xi∥2
∞))1/2. In this table, din/dout are the input/output dimensions,

#params is the number of parameters without redundancy when there is weight-sharing,
K = maxv∈N∗-pool | ant(v)| is the maximum kernel size (see Definition 2.2.2 in the appendix)
of the ∗-max-pooling neurons, and D is the depth (maximum length of a path, which
coincides with the number of affine layers for LFCNs).

Architecture Generalization bound

[Kakade et al., 2008, Eq.
(5)] [Bach, 2024, Sec.

4.5.3]

LFCN with depth D = 1, no bias,
dout = 1 (linear regression)

r × σ
√

ln(din)

[E et al., 2022, Thm. 6]
[Bach, 2017, Proposition

7]

LFCN with D = 2, no bias, dout = 1
(two-layer network)

r × σ
√

ln(din)

[Neyshabur et al., 2015,
Corollary 7]

DAG, no bias, dout = 1 r × σ2D
√

ln(din)

[Golowich et al., 2018,
Theorem 3.2]

LFCN with arbitrary D, no bias,
dout = 1

R× σ
√
D + ln(din)

[Barron and Klusowski,
2019, Corollary 2]

LFCN with arbitrary D, no bias,
dout = 1

r × σ
√
D + ln(din)

This thesis,
Theorem 4.3.1 (and
Theorem C.2.2 for

weight-sharing)

DAG, with biases, arbitrary dout,
with ReLU, identity and
∗-max-pooling neurons

r × σmax(D, dout)
√

#params

This thesis,
Theorem 4.4.1

DAG, with biases, arbitrary dout,
with ReLU, identity and

k-max-pooling neurons for
k ∈ {k1, . . . , kP } ⊂ {1, . . . , K}

r × σ
√
D ln(PK) + ln(dindout)
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Chapter 4. Generalization with path-norm

4.4 Path-norm Rademacher bounds via peeling
This section improves on the previous generalization bound by using a different proof
technique, inspired by the peeling technique originally given in Golowich et al. [2018] in
the case of scalar-valued layered fully-connected ReLU networks. In order to adapt it
to more practical networks, this new generalization bound relies on the following main
theoretical contributions: a new contraction lemma (to deal with max-pooling neurons)
and a new peeling argument (because the network is not layered anymore).

4.4.1 New contraction and peeling lemmas
Denote by FL the set of functions realized by a LFCN with L affine layers, with some
layer norm bounded by r. The peeling argument of Golowich et al. [2018] peels off the
network one layer at a time:

R(FL, µ) ⩽ r ×R(FL−1, µ)

and every time a layer gets peeled off, its norm r appears.
In our case, peeling off layers is impossible since the network is not assumed to be

layered, for instance because of the possible presence of skip-connections. Instead, I will
peel off neurons, as I now describe when there is a single output neuron v:

R(FΘ, µ) = ES,ε sup
θ

n∑
i=1

εiv(θ, xi)

where the εi’s are iid Rademacher variables (P(εi = 1) = P(εi = −1) = 1/2) independent
of the samples S = (xi)n

i=1 ∼ (µ)⊗n. Recall that for a DAG G = (N,E) and a neuron v ∈
N , its set of antecedents inG is defined as ant(v) = {u ∈ N, u→ v ∈ E} (Definition 2.2.2),
see Figure 4.2 for an example.

v

u1

u2

u3

Figure 4.2: A DAG with a neuron v and its antecedents u1, u2, u3.

Similarly, I will write antd(v) the set of neurons that can reach v with a path of length
at most equal to d. My aim is to peel off the network one neuron at a time to write
something like:

E sup
θ

n∑
i=1

εiv(θ, xi) ⩽ E sup
θ

max
u∈ant(v)

n∑
i=1

εiu(θ, xi)

⩽ E sup
θ

max
u∈ant2(v)

n∑
i=1

εiu(θ, xi)

⩽ . . .
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4.4. Path-norm Rademacher bounds via peeling

Iterating this argument until reaching a maximum over input neurons u that satisfy
u(θ, xi) = xi, we will have reduced to:

E sup
θ

n∑
i=1

εixi

which is easy to bound. There are two main difficulties to overcome: 1) the presence of
∗-max-pooling neurons, and 2) the fact that the proof of [Golowich et al., 2018] makes
local complexity measures appear (that isolates the weights from one another), while I
would like the path-norm ∥Φ(θ)∥1 to appear, a global complexity measure (that takes into
account the interactions of the weights along the different paths). I now explain how to
address these two difficulties.

From ReLU to ∗-max-pooling neurons. The peeling argument of Golowich et al.
[2018] removes ReLU layers using a contraction lemma of the type

E sup
t∈T

εReLU(t) ⩽ E sup
t∈T

∑
i

εiti

This result uses that the ReLU activation function has a scalar-valued input, is 1-Lipschitz
and satisfies f(0) = 0. This is not the case for ∗-max-pooling neurons: it has a vector-
valued input. To overcome this, I proved a new contraction lemma to cope with ∗-max-
pooling neurons.

The classical contraction lemmas are of the type:

E sup
t∈T

εf(t) ⩽ E sup
t∈T

∑
i

εiti

in a situation where f is the activation function of a neuron, t is the pre-activation of the
neuron, and the epsilon variables are independent Rademacher variables. This type of
contraction result is well-known for arbitrary T when f : R 7→ R is 1-Lipschitz and satisfies
f(0) = 0 [Ledoux and Talagrand, 1991, Equation (4.20)]. I extended it to ∗-max-pooling
neurons, which fail to fall into the classical framework because of their vector-valued
input.

Lemma 4.4.1 ([Gonon et al., 2024a]). Consider a finite set W , a set T of elements
t = (t1, t2) ∈ RW ×R and a function f : RW → R. Consider also a convex non-decreasing
function F : R → R and a family of iid Rademacher variables (εj)j∈J where J will be
clear from the context. Assume that we are in one of the two following situations.

Scalar input case. (already known, [Ledoux and Talagrand, 1991]) f is 1-Lipschitz,
satisfies f(0) = 0 and has a scalar input (|W | = 1).
∗-max-pooling case. (new) There is k ∈ N>0 such that f computes the k-th largest

coordinate of its input.
Denoting t1 = (t1,w)w∈W , it holds:

E sup
t∈T

F (ε1f(t1) + t2) ⩽ E sup
t∈T

F

(∑
w

ε1,wt1,w + t2

)
.

The proof is deferred to Appendix C.3. Let me now turn to the second obstacle to
overcome, resolved with a new peeling lemma.
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From local to global complexity measures using the symmetries. In the peeling
argument of Golowich et al. [2018], peeling a layer make a layer’s norm r appear. The
norm of a layer can be understood as a local complexity measure: this kind of measure is
blind to how this layer takes part in the global computations made by the network. In our
case, we are going to peel off neurons, so we can again expect that this local surgery will
make a local complexity measure appear. However, we need to relate this local complexity
to the path-norm ∥Φ(θ)∥1, that can be understood as a global complexity measure since
each weight is considered as being a part of all the paths going through it, and each path
either contributes to the output or not.

In order to relate a local complexity to a global complexity, I will crucially use the
symmetries of the network. Recall Theorem 3.3.2 in Chapter 3 that shows that if we
carefully select the representation of the parameters in its weak equivalence class to be
normalized parameters, we can make the path-norm ∥Φ(θ)∥1 coincide with local complex-
ity measures. I will exploit this by first reducing to normalized parameters before peeling
off neurons. Therefore, the new peeling lemma I establish is only stated for normalized
parameters. Let me now state an informal version of this lemma, and leave the details
to the appendix (Appendix C.4, Lemma C.4.3). The lemma shows that is is possible to
peel the neurons at distance d of the output neurons, to reduce to the neurons at dis-
tance d + 1, and controls the constants that appear in the process in the specific case of
normalized parameters. The proof relies on the contraction inequality in Lemma 4.4.1.

Lemma 4.4.2. Informal version of Lemma C.4.3 [Gonon et al., 2024a].
Consider a family of independent Rademacher variables (εj)j∈J with J that will be

clear from the context. Consider a convex non-decreasing function g : R → R⩾0. Define
P := |{k ∈ N>0,∃u ∈ Nk-pool}| as the number of different types of ∗-max-pooling neurons
in G, and K := maxu∈N∗-pool | ant(u)| the maximal kernel size of the network (K := 1 if
P = 0). Assume the parameters to be 1-normalized, basically meaning that the vector of
incoming weights of each neuron has ℓ1-norm equal to one (Definition 3.2.1). It holds
(highlighting in orange the changes):

Eεg

 max
v∈Nout,

m=1,...,M

max
u∈antd(v)

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣


⩽ PEεg

 max
v∈Nout,

m=1,...,KM

max
u∈antd+1(v)

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣
 .

Let me explain how the peeling lemma will be used. After a few easy steps on the
Rademacher complexity:

R(FΘ, µ) = ES,ε sup
θ

n∑
i=1

εiv(θ, xi)

= ES,ε log
(

exp
(

sup
θ

n∑
i=1

εi,vv(θ, xi)
))

⩽
Jensen

ES log
(
Eε exp

(
sup

θ

n∑
i=1

εi,vv(θ, xi)
))
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4.4. Path-norm Rademacher bounds via peeling

I will apply the peeling lemma on the last term, corresponding to g(x) = exp(x) in
Lemma 4.4.2. This is to mitigate the apparition of the additional constants P and K at
every application of Lemma 4.4.2, as they will here only appear in a logarithm, a trick
introduced in Golowich et al. [2018].

4.4.2 Main result
Thanks to the new contraction and peeling lemmas presented above, it is now possible to
improve on the Rademacher bound I established in the previous Section 4.3. While all the
other results of this thesis hold for arbitrary biases, the next theorem holds only if the ∗-
max-pooling neurons have null biases. In the model I introduced in Definition 2.2.2,
max-pooling neurons, which are widely used in practice, correspond to 1-max-pooling
neurons with null biases. Therefore, the assumption of null biases on ∗-max-pooling
neurons has no impact on the practical applicability of the result to classical max-pooling
neurons. For simplicity, I state the result when all the biases are null. I then explain how
to extend the result when neurons u /∈ N∗-pool may have bu ̸= 0 .

Theorem 4.4.1 (Path-norm Rademacher bound via peeling [Gonon et al., 2024a]). Con-
sider a DAG network G (Definition 2.2.2) with Nin ∩Nout = ∅, Θ ⊂ RG with null biases
and denote FΘ := {Rθ, θ ∈ Θ}. Denote r := supθ ∥Φ(θ)∥1, din/dout the input/output
dimensions, D the depth of G (the maximal length of a path from an input to an output),
P := |{k ∈ N>0,∃u ∈ Nk-pool}| the number of distinct types of ∗-max-pooling neurons in
G, and K := maxu∈N∗-pool | ant(u)| its maximal kernel size (K := 1 if P = 0). Consider n
random samples S = (xi)n

i=1 drawn iid according to some distribution µx on X and denote
σ :=

(
ES∼(µx)⊗n max(n,∑n

i=1 ∥xi∥2
∞)
)1/2

. We have:

R(FΘ, µx) ⩽
√

2σCr.

with (log being the natural logarithm)

C :=
(
D log((3 + 2P )K) + log

(3 + 2P
1 + P

dindout

))1/2
.

Extension to the case with nonzero biases for non ∗-max-pooling-neurons.
Any neural network with nonzero biases can be transformed into an equivalent network
(with same path-norms and same Rθ) with null biases for every v /∈ N∗-pool: add an input
neuron vbias with constant input equal to one, add edges between this input neuron and
every neuron v /∈ N∗-pool with parameter θvbias→v := bv, and set bv = 0. Thus the same
result holds with bv ̸= 0 for v /∈ N∗-pool, with din replaced by din + 1 in the definition of
C, and with an additional constant input coordinate equal to one in the definition of σ
so that σ = (ES max (n,maxu=1,...,din

∑n
i=1(xi)2

u))1/2 ⩾
√
n. The proof in Appendix C.5

is directly given for networks with nonzero biases (except ∗-max-pooling neurons), using
this construction.

Comparison with other bounds. On ImageNet, it holds 1/
√
n ⩽ σ/n ⩽ 2.6/

√
n (as

explained in the last Chapter 7, see Section 7.2). This yields a bounds that decays in
O(n−1/2) which is better than the generic O(n−1/din) generalization bound for Lipschitz
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functions [von Luxburg and Bousquet, 2004, Thm. 18] that suffer from the curse of dimen-
sionality. Besides its wider range of applicability, this bounds also recovers or improves
on the sharpest known ones based on the path-norm, see Table 4.1 for a comparison.

Extension of Theorem 4.4.1 to other models. Despite its applicability to a wide
range of standard modern networks, the generalization bound in Theorem 4.4.1 does not
cover networks with other activations than ReLU, identity, and ∗-max-pooling. The same
proof technique could be extended to new activations that: 1) are positively homogeneous,
so that the weights can be rescaled without changing the associated function; and 2)
satisfy a contraction lemma similar to the one established here for ReLU and max neurons
(typically requiring the activation to be Lipschitz). A plausible candidate is Leaky ReLU.
For smooth approximations of the ReLU, such as the SiLU (for Efficient Nets) and the
Hardswish (for MobileNet-V3), parts of the technical lemmas related to contraction may
extend since they are Lipschitz, but these activations are not positively homogeneous.

Improving Theorem 4.4.1. Note that Theorem 4.4.1 can be tightened: the same
bound holds without counting the neurons having the identity as activation function when
computing D. Indeed, for any neural network and parameters θ, it is possible to remove
all the neurons v ∈ Nid by adding a new edge u→ w for any u ∈ ant(v), w ∈ suc(v) with
new parameter θu→vθv→w (if this edge already exists, just add the latter to its already
existing parameter). This still realizes the same function, with the same path-norm, but
with less neurons, and thus with D possibly decreased. The proof technique would also
yield a tighter bound but not by much: the occurrences of 3 in C would be replaced by 2.

Sketch of proof for Theorem 4.4.1. The proof idea is explained below. Details are in Ap-
pendix C.5.

Already known ingredients. In the case of LFCNs no biases and scalar output,
Golowich et al. [2018] proved that it is possible to bound the Rademacher complexity with
no exponential factor in the depth, by peeling, one by one, each layer off the Rademacher
complexity. To get more specific, for a class of functions F and a function Ψ : R → R,
denote R◦Ψ(F) = EεΨ(supf∈F

∑n
i=1 εif(xi)) the Rademacher complexity of F associated

with n inputs xi and Ψ, where the εi are iid Rademacher variables (εi = 1 or −1 with
equal probability). The goal for a generalization bound is to bound this in the case Ψ(x) =
id(x) = x. In the specific case where FD is the class of functions that correspond to layered
fully-connected ReLU networks with depth D, assuming that some operator norm of each
layer d is bounded by rd, Golowich et al. [2018] basically guarantees Rad ◦Ψλ(FD) ⩽
2 Rad ◦ΨλrD

(FD−1) for every λ > 0, where Ψλ(x) = exp(λx). Compared to previous
works of Golowich et al. [2018] that were directly working with Ψ = id instead of Ψλ, the
important point is that working with Ψλ gets the 2 outside of the exponential. Iterating
over the depth D, optimizing over λ, and taking a logarithm at the end yields (by Jensen’s
inequality) a bound on Rad ◦ id(FD) with a dependence on D that grows as

√
D log(2)

instead of 2D for previous approaches [Neyshabur et al., 2015], see Table 4.1.
Novelties for general DAG ReLU networks. Compared to the setup of Golowich

et al. [2018], there are at least three difficulties to do something similar here. While I
already mentioned them above (Section 4.4.1), let me summarize them here.

86



4.5. Conclusion

First, the neurons are not organized in layers as the model can be an arbitrary DAG.
So what should be peeled off one by one? Second, the neurons are not necessarily ReLU
neurons as their activation function might be the identity (average-pooling) or ∗-max-
pooling. Finally, Golowich et al. [2018] has a local constraint on the weights of each
layer, which makes it possible to pop out the constant rd when layer d is being peeled off.
Here, the only constraint is global, since it constrains the paths of the network through
∥Φ(θ)∥1 ⩽ r. In particular, due to rescalings, the weights of a given neuron could be
arbitrarily large or small under this constraint.

The first difficulty is primarily addressed using a new peeling lemma that peels off
the neurons one at a time (an informal version of this lemma has been given above in
Lemma 4.4.2, the formal version is the appendix, see Appendix C.4). The second diffi-
culty is addressed with a new contraction lemma for ∗-max-pooling neurons (it has been
given in its simplest form in Lemma 4.4.1 above, and the full version is in appendix, see
Appendix C.3), and splitting the ReLU, k-max-pooling and neurons with the identity as
activation function in different groups before each peeling step. The number of different
groups yields a log(2) term in Golowich et al. [2018], against a log(3 + 2P ) term here (P
being the number of different k’s for which k-max-pooling neurons are considered). Fi-
nally, the third obstacle is overcome by normalizing the parameters with Algorithm 3.2.1.
This type of rescaling has also been used for LFCNs in Neyshabur et al. [2015], Barron
and Klusowski [2019].

Remark 4.4.1 (Improved bound with assumptions on ∗-max-pooling neurons). In the
specific case where there is a single type of k-max-pooling neurons (P = 1), assuming that
these k-max-pooling neurons are grouped in layers, and that there are no skip connections
going over these k-max-pooling layers (satisfied by ResNets, not satisfied by U-nets), a
sharpened peeling argument can yield the same bound but with C replaced by Csharpened =
(D log(3) +M log(K) + log((din + 1)dout))1/2 with M being the number of k-max-pooling
layers (cf. Appendix C.4). The details are tedious so I only mention this result without
proof. This basically improves

√
D log(5K) into

√
D log(3) +M log(K). For Resnet152,

K = 9, D = 152 and M = 1,
√
D log(5K) ≃ 24 while

√
D log(3) +M log(K) ≃ 13.

4.5 Conclusion
Section 4.2 explained how the norm of the path-lifting is a promising complexity measure
to explain generalization properties of neural networks [Neyshabur et al., 2015, Kawaguchi
et al., 2017, Barron and Klusowski, 2019, Jiang et al., 2020, Dziugaite et al., 2020]:

• it is one of the best weight-based existing measures in terms of correlation with the
generalization gap,

• it is easy to compute,

• it is invariant to rescaling and permutation symmetries,

• and it is at least as fine as the product of layers’ norms, a complexity measure that
has widely been investigated for generalization, see, e.g., [Bartlett et al., 2017].
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However, I already mentioned in the introduction of Chapter 2 that the path-lifting and
its norm have been limited in the literature to simple network architectures unable to com-
bine in a single framework standard ingredients such as pooling layers, skip-connections,
biases or even multi-dimensional outputs [Neyshabur et al., 2015, Kawaguchi et al., 2017,
Barron and Klusowski, 2019, Jiang et al., 2020, Dziugaite et al., 2020].

Due to this lack of versatility, the path-norm-based bounds have only been tested for
simple LFCNs. This prevents us from both understanding the reach of the path-norm as a
complexity measure for generalization, and from diagnosing its strengths and weaknesses,
which is necessary to either improve this complexity measure in order to make it actually
operational, if possible, or to identify without concession the gap between theory and
practice.

This chapter filled this gap by establishing a path-norm-based general-
ization bound that is not only applicable for the first time to general DAG
networks, but that also recovers or improves on all previous ones known in
simpler settings (Table 4.1).

Perspectives. Thanks to that, we can now assess numerically the path-norm-based
bounds in practical situation for the first time. I will assess the promises of the path-norm
as a complexity measure for generalization by numerically evaluating the generalization
bounds on ResNets trained on ImageNet in Section 7.2. I will show that there are still
challenges ahead to improve these bounds, notably by investigating average-case measures
based on the path-lifting, instead of worst-case ones.

Chapter 7 will also be the time to further reflect on the results of this chapter. First, I
briefly mentioned after Theorem 4.1.1 that it is not clear how to strictly apply in practice
the dominant statistical approach based on the Rademacher complexity. I will elaborate
on this in Section 7.3. Second and last, I will discuss the challenge of theoretically
accounting for subtle phenomena between the training set and the generalization of the
network, which is not addressed by the path-norm-based bounds, see Section 7.3.
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Chapter 5
Efficient inference with Kronecker-sparse
matrices

This chapter tackles resource efficiency for neural networks, one of the main subjects
addressed in this thesis. This corresponds to Gonon et al. [2024c] and it is disconnected
from the theory on the path-lifting and path-activations developed in Chapters 2 to 4.

This chapter is the result of a collaboration with two PhD students, Léon Zheng and
Quoc-Tung Le, and a research engineer, Pascal Carrivain, all of us being from the same
research team at ENS Lyon. I was interested in the potential gains associated with the
sparsity of neural networks. Léon and Tung are specialized in the sparse butterfly structure.
When I asked them about practical gains in time and energy for this kind of sparsity,
we realized that it wasn’t clear: the literature results are not comprehensive enough to
clearly identify the situations where there is a gain, and what kind of gain can be hoped
for. However, it was clear to us that there was a potential. So we set as our first goal
to benchmark existing implementations. While benchmarking, we noticed that memory
transfers in existing implementations are very expensive, so we aimed at improving that
by proposing our own CUDA implementation. This project was the opportunity for Pascal
and me to discover CUDA, which led the two of us to jointly develop our own kernel
that improved the state of the art. More details on the origin of the contributions will be
provided within the chapter.

As briefly evoked in Chapter 1, the exponential growth in computational requirements
for training state-of-the-art AI models has raised significant concerns regarding efficiency.
According to an analysis made by OpenAI [OpenAI, May 2018], the amount of computa-
tions (floating point operations per second) for the largest AI training runs doubled every
3.4 months between 2012 and 2018 (300000× increase). Since then, similar exponential
trends have been observed in various aspects of AI research such as for the state-of-the-art
model size or energy consumption [Strubell et al., 2019, Kaplan et al., 2020, Wu et al.,
2022, Narayanan et al., 2021, Bender et al., 2021, Sevilla et al., 2022, Sastry et al., 2024].
Models can have up to 1 trillion parameters [Narayanan et al., 2021, Bender et al., 2021,
Tables 1] with an associated end-to-end training estimated to 3 months using 3072 A100
GPUs1 [Narayanan et al., 2021, $Training times estimates]. The estimated CO2 emissions

1This would cost $25 million according to the Azure Pricing calculator.
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for training2 a Transformer with 108 parameters in 2019 was equivalent to an average 20
years of American life3 [Strubell et al., 2019, Table 1]. Latest figures on Llama 3 models
correspond to 150 years of American life [Meta, 2024]. And training is by far the less ex-
pensive phase as inference is reported to represent more than 90% of the cost of machine
learning at scale according to independent reports from both NVIDIA [HPCwire, 2019]
and Amazon Web Services [Barr, 2019]. This constantly growing resource requirements
calls for designing efficient models to achieve gains in time, energy and memory.

At the very heart of neural network efficiency is the acceleration of matrix multipli-
cation on GPU, which is one of the main operations during both training and inference.
For instance, in a forward pass of a so-called vision transformer (ViT) [Dosovitskiy et al.,
2021], between 30% and 60% of the total time is spent in fully-connected layers doing
matrix multiplications (see Appendix D.2.3 for details). One key approach4 that aims to
accelerate computations is by enforcing sparsity constraints on certain weight matrices in
the model.

The Kronecker sparsity has recently emerged as a promising form of sparsity for neural
networks as it shows similar empirical accuracy to dense matrices in some settings, while
having a sub-quadratic theoretical complexity for matrix-vector multiplication [Dao et al.,
2022a]. A Kronecker-sparse matrix has a support defined by a Kronecker product Sπ =
Ia⊗1b×c⊗Id (Figure 5.2) for some tuple of integers π = (a, b, c, d), see Definition 5.1.1 [Lin
et al., 2021, Le, 2023], where In denotes the identity of size n × n, and 1n×m the matrix
full of ones of size n×m. In order to stick to the conventional notations of (a, b, c, d) for a
Kronecker sparsity pattern [Le, 2023], I drop the convention of using din and dout for the
input and output dimensions of the Kronecker-sparse matrix, and use N and M instead.
Because of that, and only in this chapter, I will use bold capital letters M for matrices to
avoid confusion with dimension integers M .

The name "Kronecker-sparse matrix" is something I introduce in this thesis as a result
of a discussion with Rémi Gribonval, one of my supervisor, and my co-authors Léon,
Tung and Pascal [Gonon et al., 2024c]. It is meant to correspond to the building blocks
of butterfly matrices [Lin et al., 2021, Le, 2023, Dao et al., 2019, Chen et al., 2022, Dao
et al., 2022a, Alizadeh-Vahid et al., 2020, Lin et al., 2021, Fu et al., 2023]. The exact
definition of butterfly matrices is still evolving in the literature [Dao et al., 2019, 2020,
Lin et al., 2021, Dao et al., 2022a, Fu et al., 2023, Le, 2023], and is not yet fully satisfying
as it is either very restrictive (e.g., only for square matrices with dyadic dimensions [Dao
et al., 2019, Alizadeh-Vahid et al., 2020]) or too expressive (e.g., it also encapsulates
dense matrices [Lin et al., 2021, Le, 2023]). However, all the definitions agree on the fact
that they are products of matrices with Kronecker constraints on their supports, hence
the name Kronecker-sparse matrices proposed here, and the particular focus on it in this
chapter.

The fact that Kronecker-sparse matrices are the most basic building block of butterfly
matrices is another motivation for studying them, as butterfly matrices are themselves
promising. For instance, approximating a matrix by a butterfly matrix can be done

2Including tuning and experiments.
3You can also click on this link to estimate your machine learning carbon impact [Lacoste et al., 2019].
4The other key approach is quantization, that is complementary to sparsity. It consists in reducing

the number of bits used to store the weights and do the computations. We will study the approximation
properties of quantized networks in Chapter 6.
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using an efficient algorithm that outperforms gradient descent5, with some guarantees
of reconstruction if the target matrix admits exactly or approximately a butterfly form
[Le et al., 2022, Zheng et al., 2023, Le, 2023]; butterfly matrices can be quantized more
efficiently than by naive rounding [Gribonval et al., 2023]; and butterfly matrices have a
nearly linear theoretical complexity for matrix-vector multiplication. The Discrete Fourier
Transform (DFT) or the Hadamard Transform are examples of linear operators with small
theoretical complexity and whose associated matrix admits a butterfly decomposition.
See Figure 5.1 for an example of the decomposition of the DFT matrix into a product of
Kronecker-sparse matrices, in dimension 16.

W = × × ×

K1 K2 K3 K4

Figure 5.1: Example of butterfly factorization W = K1 . . .KL, for L = 4. Here, the factor
Kℓ ∈ RN×N (with N = 2L) has support Sℓ = I2ℓ−1⊗12×2⊗ I2L−ℓ . This corresponds to the
butterfly factorization of the Discrete Fourier Transform matrix W, up to a permutation
of its column indices.

In practice, the goal is to reparameterize a dense fully-connected layer W as a product
of Kronecker-sparse matrices W = K1 . . .KL while having (i) at least the same accuracy
for the learning task at hand, (ii) less parameters to store, and (iii) an accelerated inference
and training phase. Previous works mostly focused on (i) and (ii) [Alizadeh-Vahid et al.,
2020, Lin et al., 2021, Chen et al., 2022, Dao et al., 2022a].

This chapter addresses the challenge of benchmarking the gains in time and
energy that can be achieved by exploiting the sparsity of the Kronecker-sparse matrices,
and better understand the strengths and weaknesses of existing implementations. We
also propose a new CUDA kernel that fuses operations to decrease the cost of
memory transfers between the different levels of GPU memory.

The outline is as follows.

• Section 5.1 introduces the framework to study Kronecker-sparse matrix multiplica-
tion, and describes baseline GPU implementations on PyTorch.

• Section 5.2 reveals an important bottleneck of existing implementations, thanks to
the new benchmark they spend up to 50% of their total runtime on GPU memory
rewriting operations (Figure 5.5). Section 5.2 aims at explaining why. Essentially,
this lack of memory efficiency is caused by the fact that existing implementations
call high-performance libraries from Python, but Python lacks routines to explicitly
control the GPU memory transfers.

5Let me detail what this means. Approximating a matrix by a butterfly matrix can be formulated as
an optimization problem where we minimize the approximation error, measured, e.g., as the distance in
Frobenius norm between the given matrix and a product of Kronecker-sparse factors. When I say that
this algorithm "outperforms gradient descent", I mean that the algorithm in question can find a butterfly
matrix not only associated with a smaller approximation error but also in less time than gradient descent.
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• Section 5.3 introduces a new CUDA kernel that fuses the operations to decrease the
cost of the transfers between the different levels of GPU memory.

• Section 5.4 benchmarks the execution time and the energy consumption of the new
kernel and the other baseline PyTorch GPU implementations, for multiplying a
batch of vectors with a Kronecker-sparse matrix. This includes implementations re-
lying on existing efficient routines for batch GEMM6, block-sparse matrix multipli-
cation and tensor contraction. The goal is to provide a benchmark easily adaptable
and useful to select the best implementation for given settings. The kernel not only
improves the speed of the computation, but also the energy efficiency, with
a median speed-up factor of ×1.4 in float-precision and a median reduction factor
of ×0.85 in energy consumption. Moreover, we clearly identify the situations where
the new kernel is advantageous: when the relative number of memory rewritings
increases, confirming the relevance of our approach to reduce memory transfers. We
also introduce a theoretical complexity associated with a Kronecker sparsity pattern
(a, b, c, d), that we show that this theoretical complexity can be used to identify a
priori the patterns that are efficient in practice. This leads to a new heuristic
to choose efficient Kronecker sparsity patterns and paves the way to new
design of efficient Kronecker-sparse neural networks.

• Section 5.5 concretely illustrates broader implications of this work: the new kernel
can be used to speed up the inference of neural networks.

The code is available at github.com/PascalCarrivain/ksmm.

5.1 Background on Kronecker-sparse matrices
We call a Kronecker-sparse matrix any matrix whose support satisfies some specific con-
straint defined in terms of Kronecker products. Let me emphasize that this Kronecker
structure is imposed only on the support, not on the values of the weights, which are free
to take any value for those that are not zero.

Definition 5.1.1 (Kronecker-sparse matrix [Le, 2023]). A Kronecker sparsity pattern
(or simply Kronecker pattern) is a tuple π := (a, b, c, d) ∈ (N>0)4. A π-Kronecker-sparse
matrix (or simply Kronecker-sparse matrix when π is clear from the context) is a matrix
K ∈ Rabd×acd satisfying support(K) ⊆ support(Sπ), where Sπ := Ia ⊗ 1b×c ⊗ Id (see
Figure 5.2) and where support(M) := {(i, j),Mi,j ̸= 0}. The set of π-Kronecker-sparse
matrices is denoted Σπ.

A π-Kronecker-sparse factor is sparse and structured. For π = (a, b, c, d), it has at most
abcd nonzero entries, which yields a sparsity ratio abcd

a2bcd2 = 1
ad

since it is of size abd× acd.
Kronecker-sparse matrices can represent a wide variety of matrices that have been used to
train neural networks, in particular so-called butterfly matrices that correspond to some
products of Kronecker-sparse matrices [Lin et al., 2021, Le, 2023, Dao et al., 2019, Chen
et al., 2022, Dao et al., 2022a, Alizadeh-Vahid et al., 2020, Lin et al., 2021, Fu et al.,
2023]. Léon and Tung, two of my co-authors, have created a table with the examples they

6GEMM stands for General Matrix Multiplication.
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Figure 5.2: A π-Kronecker-sparse matrix with π = (a, b, c, d) is a block-diagonal matrix
with a blocks, where each block itself is a block matrix composed by b × c diagonal
matrices of size d × d. The colored cells correspond to the nonzeros. We color the cells
with different colors to indicate that the corresponding weights are free to take different
values. Courtesy of Tung for the figure.

know of butterfly matrices that have been tested for neural networks, and how they can be
expressed in terms of Kronecker-sparse matrices, see Table 5.1.

Table 5.1: Examples of matrices used in neural networks, which can be expressed in terms
of products of Kronecker-sparse matrices. For a matrix of the form W = K1 . . .KL,
the column "Kronecker patterns" describes the list of Kronecker sparsity patterns πℓ =
(a, b, c, d) for each Kronecker-sparse matrix Kℓ.

Matrix size Kronecker patterns
Dense M ×N (1,M,N, 1)
Low-rank M ×N (1,M, r, 1), (1, r, N, 1)
Square dyadic [Dao et al., 2019, Alizadeh-Vahid et al., 2020] N ×N with N = 2L (2ℓ−1, 2, 2, 2L−ℓ)L

ℓ=1
Kaleidoscope [Dao et al., 2022a] N ×N with N = 2L Concatenate (2ℓ−1, 2, 2, 2L−ℓ)L

ℓ=1 and (2L−ℓ, 2, 2, 2ℓ−1)L
ℓ=1

Block butterfly [Chen et al., 2022] N ×N with N = 2Lt (2ℓ−1, 2t, 2t, 2L−ℓ)L
ℓ=1

Monarch [Dao et al., 2022a, Fu et al., 2023] M ×N (1,M/p,min(M,N)/p, p), (p,min(M,N)/p,N/p, 1)
Deformable butterfly [Lin et al., 2021] M ×N with M = a1b1d1 and N = aLcLdL (aℓ, bℓ, cℓ, dℓ)L

ℓ=1 s.t. aℓcℓdℓ = aℓ+1bℓ+1dℓ+1.

5.1.1 Generic algorithm for Kronecker-sparse matrix multipli-
cation

Léon and Tung, that worked a lot on the butterfly structure during their PhD, proposed a
generic algorithm for Kronecker-sparse matrix multiplication, see Algorithm 5.1.1, and a
mathematically equivalent one in Algorithm 5.1.2. While these algorithms are described
below, let me emphasize early on that the core challenge to achieve efficiency in practice
lies not in the mathematical formulation, but in the details of the GPU implementation.
Algorithm 5.1.1 is a generalization of the one proposed by Dao et al. [2022a] for the
specific cases a = 1 or d = 1.

Before going into the details of the algorithms, let me also explain why in all this work,
the multiplication of an input X ∈ RB×N with a matrix M ∈ RM×N is systematically
written XMT (multiplication on the right) instead of MXT . Transposition is a memory
operation that is expensive in terms of time and energy, and it is better to avoid it when
possible. In a neural network with a layer M, it is possible to store MT instead of M
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once and for all, so that the multiplication XMT involves zero new transposition when
a new input X is given. This is not the case for MXT where the transposition of X is
necessary for each new input. This is why we choose to write the multiplication on the
right.

Algorithm 5.1.1 Kronecker-sparse matrix multipli-
cation
Require: π = (a, b, c, d), K ∈ Σπ, X ∈ RB×N (N :=

acd)
Ensure: Y = XK⊤ ∈ RB×M (M := abd)

1: Y← 0B×M

2: for (i, j) ∈ J0, a− 1K× J0, d− 1K do
3: col←

{
iN

a
+ j + ℓd | ℓ ∈ J0, c− 1K

}
4: row←

{
iM

a
+ j + kd | k ∈ J0, b− 1K

}
5: Y[:, row]← X[:, col]K⊤[col, row]

Algorithm 5.1.2 Mathemati-
cally equivalent formulation
Require: π,X, K̃ := P⊤KQ⊤

with K ∈ Σπ,
P := (Ia ⊗ Pb,d),
Q := (Ia ⊗Pc,d)⊤ cf. (5.1)

Ensure: Y = XK⊤ ∈ RB×M

1: X̃← XQ⊤

2: Ỹ← X̃K̃⊤

3: Y← ỸP⊤

Notations. X ∈ RB×N is the input matrix (batch size B, input dimension N). Σπ is
the set of matrices with Kronecker sparsity pattern π = (a, b, c, d) (Definition 5.1.1). 0m×n

is the m× n matrix filled with zeros. For integers a ⩽ b, Ja, bK := {a, a+ 1, . . . , b}. For a
matrix M, M[I, :] is the sub-matrix restricted to rows I, and M[I, J ] is the restriction to
rows I and columns J . Matrix transposition is represented by ⊤. Matrix indices start at
zero.

Theoretical complexity. It is not hard to see that the theoretical complexity of Al-
gorithm 5.1.1, defined as the number of scalar multiplications, is Babcd, for a batch size
B and a Kronecker sparsity pattern π = (a, b, c, d).

On Algorithm 5.1.1, and the mathematically equivalent Algorithm 5.1.2. When
d = 1, the Kronecker-sparse matrix K is block-diagonal with a dense blocks (where "a" is
the "a" in the sparsity pattern π = (a, b, c, d) of K), as can be seen from Figure 5.2. In this
special case, Algorithm 5.1.1 loops over each of these a blocks. At each iteration, one block
K[row, col] is considered, for the subsets row and col from Algorithm 5.1.1, indexed by
some i ∈ J0, a − 1K. This iteration performs the multiplication between this block and
the corresponding sub-matrix of X, and accumulates the result in the output Y. The
general case d ⩾ 1 is similar: the Kronecker-sparse matrix K is, up to permuta-
tion operations, block-diagonal with ad dense blocks, and Algorithm 5.1.1 loops
over each of these dense blocks, given by K[row, col] with row and col defined in
lines 3 and 4. See Figure 5.3 for an illustration. More precisely, for any π = (a, b, c, d), the
support Sπ of the Kronecker-sparse matrix K can be permuted as follows, to reduce to the
case block-diagonal with ad dense blocks of size b× c, corresponding to π̃ = (ad, b, c, 1):

Sπ = (Ia ⊗Pb,d)︸ ︷︷ ︸
:=P

(Iad ⊗ 1b×c)︸ ︷︷ ︸
=Sπ̃

(Ia ⊗Pc,d)⊤︸ ︷︷ ︸
:=Q

= PSπ̃Q, (5.1)
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acd   abdK
K

B   acd B   abd

Figure 5.3: Illustration of Algorithm 5.1.1 for sparsity pattern π = (2, 3, 2, 3) and batch
size B = 8. The subsets of rows and columns (row1, col1) are associated with the values
(i, j) = (0, 1) in the “for" loop of Algorithm 5.1.1, whereas (row2, col2) are associated
with (i, j) = (1, 1). Courtesy of Léon for the figure.

where Pp,q for two integers p, q is the so-called (p, q) perfect shuffle permutation matrix
of size pq × pq [Van Loan, 2000] (see Appendix D.3 for details, courtesy of Léon and
Tung). Therefore, for any K ∈ Σπ, we have K = PK̃Q with K̃ := P⊤KQ⊤ ∈ Σπ̃

that is block-diagonal with ad dense blocks of size b × c. While Algorithm 5.1.1 loops
over each of the ad dense sub-matrices K[row, col] of K directly, many concrete imple-
mentations of Algorithm 5.1.1 presented below are based on the equivalent formulation
that directly manipulates K̃, the permuted version of K with dense diagonal blocks.
A mathematical formulation that is more faithful to these implementations based on
K̃ is given in Algorithm 5.1.2. Since K̃⊤ is directly manipulated instead of K⊤, it is
now the entry of the algorithm, and Algorithm 5.1.2 consists in three steps to compute
Y = XK⊤ = XQ⊤K̃⊤P⊤: permute the inputs with Q, multiply with K̃⊤, and repermute
with P.

5.1.2 Baseline GPU implementations
The code is available at github.com/PascalCarrivain/ksmm. We now describe con-
crete baseline GPU implementations of Algorithms 5.1.1 and 5.1.2. The relevant lines
of code are given in Appendix D.4.1 and the full code is available at github.com/
PascalCarrivain/ksmm.

bmm and bsr implementations. We consider the implementation of Algorithm 5.1.2
from Dao et al. [2022a], that we choose to call bmm since it mainly relies on batched GEMM
NVIDIA routines called through a function of the PyTorch library named torch.bmm. The
original bmm implementation from Dao et al. [2022a] only works for a pattern π = (a, b, c, d)
satisfying a = 1 or d = 1. Léon and Tung are the ones who extended bmm to the general
case.

I also developed a new implementation of Algorithm 5.1.2 that we call bsr, since it
mainly relies on the PyTorch block-sparse library called BSR. More details on how bmm
and bsr implement Algorithm 5.1.2 are given in Table 5.2.

einsum implementation. Léon and me developed another baseline, this time imple-
menting Algorithm 5.1.1. We call it einsum as it relies on tensor contractions, mainly
through the einsum routine of the Python einops library [Rogozhnikov, 2021]. It stores
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bmm bsr

Storage format for K̃ 3D-tensor of shape (ad, b, c) 2D-tensor of shape (abd, acd)
stored in BSR7 format

Line 1 of Algorithm 5.1.2 torch.reshape
Line 2 of Algorithm 5.1.2 torch.bmm torch.nn.functional.linear
Line 3 of Algorithm 5.1.2 torch.reshape

Table 5.2: Differences in the implementation of Algorithm 5.1.2 between bmm and bsr.

the nonzero entries of K ∈ Σπ using a 4D-tensor B_einsum of shape (a, b, c, d), in such a
way that the slice B_einsum[i, :, :, j] for (i, j) ∈ J0, a− 1K× J0, d− 1K stores the entries of
K[row, col] where row, col are defined in lines 3 and 4 of Algorithm 5.1.1. The batched
matrix multiplication operations at line 5 are then implemented using Einstein summation
between this 4D-tensor and a reshaped input tensor.

The above implementations (bmm, bsr, einsum) can be compared to the two following
generic implementations (dense and sparse) that ignore the Kronecker sparsity.

dense implementation. This ignores the sparsity of K, by storing all its entries, in-
cluding zeros, in a tensor of shape (M,N). The multiplication is done with torch.nn.functional.linear,
the default PyTorch implementation for linear layers.

sparse implementation. This exploits the sparsity of K but not its structure (recall
that the sparsity pattern is not arbitrary, but structured as Kronecker products, see
Definition 5.1.1). The nonzero entries of the factor K are saved in a tensor stored in
the Compressed Sparse Row (CSR) format, and the matrix multiplication is done with
torch.nn.functional.linear.

The two implementations dense and sparse are ones made available by PyTorch, and
we use them without further modification.

Batch-size-first vs. batch-size-last. The entries of the input X ∈ RB×N can be
stored either in a PyTorch tensor X_bsf of shape (B,N), or in a PyTorch tensor X_bsl
of shape (N,B). This impacts the memory layout of X and can drastically impact the
performance of the implementation depending on the way X is accessed. Indeed, PyTorch
makes the convention of storing all tensors in the row-major convention, meaning that
the entries of each row are stored contiguously in memory. To understand the difference

between X_bsf and X_bsl, consider the example of X =
(

1 2
3 4

)
.

In the batch-size-first layout, the tensor X_bsf will be X_bsf = torch.tensor([[1,
2], [3, 4]]), whereas in the batch-size-last layout, the tensor X_bsl corresponds to the
transpose of X since the batch-size is placed at last, so it will be X_bsl = torch.tensor([[1,
3], [2, 4]]). Since PyTorch is row-major, in the case of batch-size-first, the entries are
stored in memory in the order:

1, 2, 3, 4,

whereas in the case of batch-size-last, the entries are stored in memory in the order:

1, 3, 2, 4.
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This is either storing the rows of X contiguously in memory (batch-size-first), or its
columns (batch-size-last).

When using a Kronecker-sparse matrix K to replace a dense matrix in a neural net-
work, we have the freedom to store K in the format that is most efficient for the im-
plementation. However, the input X is what is received from the previous layer, and we
have no control over its format. Similarly, the output Y is what is sent to the next layer,
and we should send it in the format expected by the next layer. Because of PyTorch’s
row-major convention, the standard is to receive and send tensors in the batch-size-first
format. However, all the implementations above can also be implemented assuming the
input and output tensors to be in the batch-size-last format. While the main point of this
chapter is to compare the implementations regardless of the memory format, we will also
study the effect of the choice between batch-size-first and batch-size-last for the input and
output tensors.

Finally, let me mention that we choose to call these two different memory layouts
by batch-size-first and batch-size-last, by analogy with the recent PyTorch optimization
"channels last" that moves the channel dimension to the last position for convolutional
layers.

5.2 Memory accesses in baseline implementations
The implementations bmm and bsr explicitly perform the P and Q permutation opera-
tions from Algorithm 5.1.2, before calling high-performance multiplication routines for
the multiplication with K̃ (line 2 in Algorithm 5.1.2). This section assesses for the first
time the cost of these permutations in practice, and is the fruit of discussions between
Léon, Pascal and me.

Importance of data transfers. GPU memory management plays a critical role in op-
timizing performance. Memory in a GPU is organized hierarchically, with global memory
being the largest and slowest, followed by shared memory, and finally registers, which are
the smallest and fastest [NVIDIA, 2024, Sec. 2.3]. By default, data resides in the global
memory of the GPU. Each thread of the GPU runs a kernel that reads data from global
memory into registers, performs register-level computations, and writes the results back
to global memory. Therefore, when operations are bottlenecked by memory accesses, it is
critical to minimize data transfers between global memory, shared memory, and registers
to obtain an efficient GPU implementation [NVIDIA, 2024, Sec. 5.3].

Data transfers in baseline implementations. In this section, we argue that the
baseline bmm, bsr and einsum implementations for Kronecker-sparse matrix multiplication
require performing several passes between global memory and registers, which can account
for a large proportion of the total runtime in practice. This suggests that there is room
for improvement in the memory accesses of these implementations.

Let us focus on bmm, as we will find it to be faster than the other baseline imple-
mentations. The data flow of bmm is illustrated in Figure 5.4. There is one pass be-
tween the global memory and the registers to perform the permutation with P (line 3

97



Chapter 5. Efficient inference with Kronecker-sparse matrices
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Figure 5.4: Data flow between the different levels of GPU memory for the bmm implemen-
tation (Section 5.1.2) from Dao et al. [2022a] and the new kernel (Section 5.3). Made in
collaboration with Léon.

in Algorithm 5.1.2), one for the multiplication with K̃ (line 2), and another one for the
permutation with Q (line 1).

The fact that bmm has three passes between the global memory and the registers has
nothing specific to bmm. We argue that this has to be the case for any implementation that
implements the multiplications X[:, col]K⊤[col, row] (line 5 in Algorithm 5.1.1, or the
mathematically equivalent line 2 in Algorithm 5.1.2) by calling high-performance libraries
from common Python interfaces (PyTorch, Tensorflow).

Let me explain why we expect this to be the case. When calling a multiplication
routine from Python to perform a multiplication AB, this generally requires having
the entries of both matrices A and B stored contiguously in the global memory of the
GPU. Therefore, in the special case where we want to perform the multiplication X[:
, col]K⊤[col, row], both X[:, col] and K⊤[col, row] have to be stored contiguously in
global memory. Unfortunately, this is not the case for the entries of X[:, col] when
X is directly received from the previous layer of a neural network. Indeed, PyTorch’s
convention would store X ∈ RB×N in row-major as a 2D-tensor of shape either (B,N) or
(N,B) (depending if we choose to place the batch in first or last position). In these two
cases, the sub-matrix X[:, col] is not stored contiguously in memory as soon as d > 1
(the "d" of the Kronecker sparsity pattern π = (a, b, c, d)). Indeed, the indices in col are
equally spaced by d (see line 4 in Algorithm 5.1.2).

Therefore, a first pass between the global memory and the registers is required to rewrite
the entries of X[:, col] contiguously in global memory, see Figure 5.4. In the bmm imple-
mentation, this first pass corresponds to the application of the permutation matrix Q
from Algorithm 5.1.2, to the input X, as illustrated on the left of Figure 5.4. In what
follows, we call memory rewriting each operation that consists of moving one entry of
a tensor, to rewrite it somewhere else in memory.

Similarly, the result of the multiplication Y[:, row] = X[:, col]K⊤[col, row], as re-
turned by an efficient routine called from Python, will in general be stored contiguously
in global memory for each pair (row, col). But indices in row are equally spaced by d: this
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requires another pass to rewrite them equally spaced by d in the final output 2D-tensor
storing all the entries of Y contiguously in memory. In the bmm implementation, this
pass corresponds to the application of the permutation matrix P from Algorithm 5.1.2,
as illustrated by the last pass of bmm in Figure 5.4. With the pass implied by the ac-
tual multiplication routine, this results in three passes between the global memory and
the registers (Figure 5.4) for any implementation that performs all the multiplications
X[:, col]K⊤[col, row] by calling high-performance libraries from common Python inter-
faces.

Estimated time for memory rewritings in bmm. We benchmark the relative time
spent on memory rewritings in bmm, which is, as we will find out later (Section 5.4), the
fastest of the baseline implementations. We find that the memory rewritings can
take up to 45% of the total runtime8. This can be seen by looking at the y-axis in
Figure 5.5 (see Appendix D.2.2 for details on the experiments). Therefore, it is crucial
to optimize the data transfers between the different levels of GPU memory to improve
current implementations. To the best of our knowledge, this is the first time that the
cost of memory rewritings in baseline implementations such as bmm is discussed in the
literature.

A proxy for the time spent on memory rewritings in the baseline implemen-
tations. As we can see from Figure 5.5, the time spent on memory rewritings (y-axis)
increases with the ratio (b+ c)/bc (x-axis). We now give a theoretical explanation for this
observation, and credit goes to Léon for suggesting this.

Consider input and output dimensions N and M , and a batch size B. We saw above
that for implementations that perform the multiplications X[:, col]K⊤[col, row] by calling
efficient routines from Python interfaces, such as bmm, all the entries of X[:, col] and
Y[:, row] must be rewritten in memory in order to store these matrices contiguously. Doing
that for all pairs (row, col) (Algorithm 5.1.1), this results in moving a total of BN +BM
different entries: each entry of the input and output tensors is moved exactly once. Let us
compare this to the total number of scalar multiplications performed when computing the
products Y[:, row] = X[:, col]K⊤[col, row] for all (row, col), which is equal to B×#nnz
(the batch-size times the number of nonzero in K). For a Kronecker-sparse matrix with
sparsity pattern π = (a, b, c, d), we have N = acd, M = abd and #nnz = abcd. Therefore,
the ratio (b+ c)/bc is precisely equal to

number of memory rewritings
number of scalar multiplications

= BN +BM

B ×#nnz = b+ c

bc
. (5.2)

This explains why the ratio (b + c)/bc is a good proxy for the relative time spent on
memory rewritings in practice, as can be seen from Figure 5.5. Let me anticipate a little
bit here and explain why this is particularly interesting to have such a proxy. Our new
kernel will reduce the cost of memory rewritings, so the Kronecker sparsity patterns with
a large value of (b + c)/(bc) will benefit the most from our new implementation. An
important consequence of this provides a heuristic to identify efficient Kronecker patterns
and therefore to help designing efficient Kronecker-sparse neural networks, as I will discuss

8Regardless of the memory layout convention, batch-size-first or batch-size-last.
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in the perspectives (Chapter 7). For instance, this ratio can be used to identify, among
all the Kronecker sparsity patterns with a given number of nonzeros, the ones for which
our new implementation is expected to be the most efficient.
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Figure 5.5: Estimated relative time spent on memory rewritings in bmm for the multipli-
cation with K ∈ Σπ, for several π = (a, b, c, d). We regroup patterns by their value of
(b+ c)/(bc), and plot a boxplot to summarize the corresponding measurements.

5.3 New CUDA kernel with reduced memory trans-
fers

We saw in the previous section that the baseline implementations bmm, bsr and einsum
require several passes between the global memory and the registers to perform the multi-
plication with a Kronecker-sparse matrix K, and that this can account for up to 45% of
the total runtime. We also explained that this number of passes is expected to be inher-
ent to any implementation that performs all the multiplications X[:, col]K⊤[col, row] by
calling high-performance libraries from common Python interfaces.

For this reason, we now consider going at a lower level than Python to better manage
the memory accesses. This was the occasion for Pascal and me to discover CUDA, the pro-
gramming language for NVIDIA GPUs, and to jointly develop a new kernel that performs
the multiplication with a Kronecker-sparse matrix K with reduced memory transfers. This
new kernel does only one pass between the global memory and the registers to perform
the multiplication with K, against three for the fastest baseline implementation bmm, as
illustrated in Figure 5.4. Doing only one pass is made possible by tailoring the mem-
ory accesses to the known sparsity structure of K. We directly access the sub-matrices
X[:, col] and K⊤[col, row] even if all their entries are not stored contiguously, in a way
that ensures that most of the memory accesses yet remain contiguous and efficient.

The idea is basically that as long as enough entries are stored contiguously, the associ-
ated memory accesses can be made efficient. For instance, consider two rows of a matrix.
While each individual row is stored contiguously in memory, the memory accesses can be
made efficient, even if the two rows are not stored consecutively in memory. The only
moment where we have to pay a price is if we want to access entries of the two rows at
the same time, and if these rows are far from each other in memory. This will be fine as
long as this does not happen too often.
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The new kernel is the main contribution of this chapter. We will empirically show that
it is faster than the baselines in the next section (Section 5.4), and that it is particularly
efficient for Kronecker sparsity patterns with a large value of (b+ c)/(bc), as anticipated
in the previous section.

Implementation. The kernel implements Algorithm 5.1.1. It performs the multipli-
cations X[:, col]K⊤[col, row] in parallel for all the pairs (row, col), as defined in Algo-
rithm 5.1.1. To perform one of these multiplication, the kernel starts by reading into global
memory the entries in X[:, col] and K⊤[col, row], and load them into shared memory.
Then, it performs the multiplication, which involves passing the data from shared memory
to registers, performing the multiplication, and storing the result in shared memory. The
kernel then reads the result from shared memory and accumulates it in the output stored
in global memory. This is illustrated in Figure 5.4.

The main novelty of the kernel is the reading and writing phase. Their main feature
is to not require to read or write entries in contiguous ways. Let me detail the case of the
reading phase, as this is similar for the writing phase. For the reading phase, the entries of
X[:, col] are not required to be contiguous in global memory9. The kernel is aware of the
sparsity pattern (a, b, c, d), so it can explicitly compute the set of indices in col and directly
access them in global memory. These indices correspond to columns equally spaced by d
(the "d" of the Kronecker sparsity pattern π = (a, b, c, d), see Figure 5.3), so the whole
sub-matrix is not contiguous as soon as d > 1. Therefore, some consecutive memory
accesses have to be non-contiguous (when changing the column being accessed). Yet, if
the entries of a same column are stored contiguously in memory, the memory accesses
can be made efficient. The kernel is therefore particularly efficient when the columns
are stored contiguously, corresponding to the batch-size-last memory layout (recall that
batch-size-first has been defined at the end of Section 5.1.2).

However, the kernel is expected to be less efficient when these are the rows that are
stored contiguously, corresponding to the batch-size-first memory layout10. Indeed, in this
case it would be efficient to make consecutive accesses to the entries in a single row, but
the entries of X[:, col] in a same row are equally spaced by d. Therefore, we expect the
kernel to be particularly efficient for the batch-size-last memory layout, and less efficient
for the batch-size-first memory layout. This is confirmed by the benchmarks in the next
section (Section 5.4).

After the reading phase, all the entries are in shared memory. The kernel then
implements the classic tile matrix multiplication algorithm11 [Li et al., 2019, Boehm,
2022, NVIDIA, 2023a,b, 2024] to compute each product X[:, col]K⊤[col, row] for each
subsets row, col in Algorithm 5.1.1. Once these products are computed, the result is
stored contiguously in shared memory, and the kernel accumulates this result in the output
stored in global memory. For this, the kernel again has a custom writing phase from shared
to global memory, rewriting the results that are stored contiguously in shared memory, to
non-contiguous locations in global memory, because each sub-matrix Y[:, row] corresponds

9Contrasting with efficient Python multiplication routines that would require them to be contiguous.
10Unfortunately for us, batch-size-first is the default convention of PyTorch, which seems to be mainly

motivated by historical reasons. Despite this unfavorable convention for the kernel, we will see that it
still performs well in batch-size-first.

11Classical optimizations are used, as detailed in Appendix D.4.2.
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to columns of the output Y (see Figure 5.3) that are not consecutive as soon as d > 1.
This writing phase is also expected to be more efficient in the batch-size-last memory
layout, ensuring the entries of a same column of Y[:, row], and thus the write operations,
to be contiguous in memory.

Comparison with other baseline implementations. This new kernel has fewer
global memory accesses compared to the baselines einsum, bsr and bmm (Section 5.1.2),
because it only reads each coefficient of X and K once and writes the result of the
multiplication Y once, while those baseline implementations read X and Y twice and
rewrite them once (to permute them). In a sense, the kernel has fused the multiplication
and the permutation operations of the baseline implementations, avoiding for several
passes between the global memory and the registers.

Compared to the dense implementation, it also has fewer global memory accesses,
since the dense implementation additionally reads the zero entries of K and the corre-
sponding coefficients of X, while our kernel does not. Compared to the generic sparse
implementation, we have the same number of memory accesses, but the sparse imple-
mentation is agnostic to the sparsity structure of K, so it is expected to be less efficient
since the memory accesses are not tailored to the known location of the nonzero entries.

5.4 Benchmarking the multiplication with a Kronecker-
sparse matrix

We now benchmark the different implementations described so far for Kronecker-sparse
matrix multiplication. In particular, we validate numerically the benefits of the new
kernel implementation, with improved memory transfers, compared to the baselines
einsum, bsr and bmm.

Protocol. The benchmark is run in float-precision on a subset of 600 sparsity patterns
π = (a, b, c, d) in α × β × β × α, with α := {1, 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128},
β := {48, 64, 96, 128, 192, 256, 384, 512, 768, 1024}, such that b = c or b = 4c or c = 4b.
These patterns correspond to dimensions of Kronecker-sparse matrices K ∈ RM×N with
(M,N) = (abd, acd) in the linear layers of Transformers (up projection for b = 4c, down
projection for c = 4b, fully-connected layers for b = c) and more generally in any neural
network. We choose as batch size B = 128 × 196 = 25088, a standard effective batch
size for fully-connected layers in Vision Transformers (ViTs) [Dosovitskiy et al., 2021],
corresponding to a number of sequences per batch equal to 128, multiplied by a number
of tokens per sequence equal to 196. Credit goes to Léon for suggesting this protocol, that
we set up with Pascal.

Further details are given in Appendix D.2.1.

Implementations specialized to Kronecker sparsity improves over generic im-
plementations. The first line of Table 5.3 shows that at least one of the implementa-
tions specialized to the Kronecker structure among kernel, bmm, einsum and bsr improves
over the generic dense and sparse implementation, which do not take into account the
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Table 5.3: Percentage out of 600 patterns (a, b, c, d) where algo1 is faster than the algo2
(denoted by time(algo1) < time(algo2)), and the median acceleration factor in such cases
(that is, the median ratio time of algo2

time of algo1). For each implementation, we take the minimum
time between the batch-size-first and the batch-size-last memory layout.

min time


kernel

bmm
einsum

bsr

 < min time
(

dense
sparse

)
time(bmm) < min time


einsum

bsr
dense
sparse

 time(kernel) < min time


bmm

einsum
bsr

dense
sparse


99.67% (×6.57) 92.66% (×1.37) 88.10% (×1.39)

Kronecker sparsity. The speedup increases with the matrix size M ×N of the Kronecker-
sparse matrix K, see Figure 5.6.

The baseline bmm is faster than the other baselines einsum and bsr. This is
shown in the second line of Table 5.3, where the bmm implementation improves over
min(einsum, bsr) in 93% of the tested cases. The speedup increases with the matrix
size M × N of the Kronecker-sparse matrix K, see Figure 5.7. Therefore, when com-
paring the new kernel implementation to other baselines, we will mainly focus on the
comparison between bmm and kernel.
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Figure 5.6: Speed-up factor of min
time(kernel, bmm, bsr, einsum) compared
to min time(dense, sparse) as a function
of the matrix size M ×N .
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Figure 5.7: Speed-up factor of time(bmm)
compared to min time(einsum, bsr) as a
function of the matrix size M ×N .

The new kernel implementation is faster than existing baselines. The third
row of Table 5.3 shows that kernel is faster than all other baselines in 88% of the tested
patterns. This empirically validates the benefits of the reduced memory transfer in the
kernel implementation. In the following, we provide further details on the influence of
the memory layout (batch-size-first vs. batch-size-last) on this improvement. Addition-
ally, we analyze the patterns π = (a, b, c, d) for which the kernel outperforms baseline
implementations.
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Figure 5.8: Time speedup factor of kernel
compared to min(bmm, einsum, bsr). For
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time between the batch-size-first and batch-
size-last memory layouts. We regroup the
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plot a boxplot to summarize the correspond-
ing measurements.
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Impact of the memory layout. For baseline implementations, switching to batch-
size-last yields a high systematic speedup for sparse, high variability in the speedup of
bsr, and essentially no impact to negative impact for the other methods, see Figure 5.10.
The important part is that it has no impact on bmm, and since bmm is the fastest baseline
implementation (Table 5.3), switching to batch-size-last has no impact on the best of the
baseline implementations. However, it yields a systematic speedup (about ×2) for the
kernel implementation. This acceleration is expected, since the batch-size-last memory
layout allows for more efficient memory accesses in the kernel implementation, as detailed
in Section 5.3. Table 5.4 shows the percentage of patterns for which the kernel imple-
mentation improves over all baseline implementations, either in the batch-size-first or the
batch-size-last memory layout. When restricting all implementations to the batch-size-first
layout, the kernel still improves on 20% of the tested patterns despite non-contiguous
memory accesses (Section 5.3).

Table 5.4: Percentage out of 600 patterns (a, b, c, d) where algo1 is faster than the algo2
(denoted by time(algo1) < time(algo2)), and the median acceleration factor in such
cases (that is, the median ratio time of algo2

time of algo1).

time(kernel) < min time(bmm, einsum, bsr, dense, sparse)
Batch-size-first 20.0% (×1.28)
Batch-size-last 88.1% (×1.39)
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Figure 5.10: Boxplots of the ratio time of batch-size-first
time of batch-size-last .

Analyzing the cases where kernel outperforms baselines. As seen in Section 5.3,
the kernel has an improved memory access design compared to the rest of the baselines.
Figure 5.8 confirms this experimentally: the kernel implementation becomes in-
creasingly time-efficient compared to the baseline implementations as the rel-
ative number of memory accesses increases, i.e. when the following ratio increases
(introduced in (5.2))

number of memory rewritings
number of scalar multiplications

= (b+ c)/(bc).

The kernel improves on energy efficiency. Overall, the median energy reduction
factor is ×0.85, and the new kernel improves the energy consumption in 72% of the
tested cases. The energy measurements are done with the software pyJoules. I have
assisted with the design of these experiments, and Pascal handled their execution. More
details about the measurements are in Appendix D.2.1. It demonstrates that the kernel
not only achieves higher time efficiency but also reduces energy consumption
compared to other baselines. This twofold advantage makes the kernel an effective
solution for improving both performance and sustainability.

A proxy for the energy spent on memory rewritings in the baseline implemen-
tations. Figure 5.9 shows further that the energy efficiency of the kernel increases with
the value of d(b+ c)/(bc). We now give a theoretical explanation for this. For a sparsity
pattern π = (a, b, c, d), we already discussed that the ratio (b + c)/bc, corresponding to
the relative number of memory rewritings (Equation (5.2)), is a good proxy of the relative
time spent on memory rewritings in practice. To transform it in a good proxy for the
relative energy spent on memory rewritings, I proposed to multiply this ratio by d. The
reason for this is that the integer d corresponds to the distance between the columns to be
rewritten contiguously (i.e., the columns in col from Algorithm 5.1.1). Therefore, I ex-
pect the energy spent by bmm on memory rewritings to increase with d. This is confirmed
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by the results in Figure 5.9. As I discuss in the perspectives (Chapter 7), I expect this to
be a useful heuristic to design Kronecker-sparse neural networks that are energy-efficient.

5.5 Broader implications for neural networks: accel-
erating inference

We already saw in the introduction that the inference of neural networks is represents
more than 90% of the cost of machine learning at scale [HPCwire, 2019, Barr, 2019]. We
now investigate whether replacing fully-connected layers by products of Kronecker-sparse
matrices accelerates the inference. While the same could also apply to other architectures,
we will consider so-called Vision Transformers (ViTs) [Dosovitskiy et al., 2021]. We find
that the computational cost of fully-connected layers is significant in such architectures:
depending on the size of the ViT, from 30% to 60% of the total time in a forward pass
is spent in fully-connected layers (see Appendix D.2.3 for details), courtesy of Léon for
these experiments.

Protocol. We benchmark in float-precision various components of a ViT-S/16 archi-
tecture: a linear layer with bias, an MLP with non-linear activation and/or normaliza-
tion layers, a multi-head attention module, etc. As in Dao et al. [2022a], we replace
by a product of two Kronecker-sparse matrices the weight matrices of linear layers in
feed-forward network modules, and the projection matrices for keys, queries and val-
ues in multi-head attention modules. Each product of two Kronecker-sparse matrices is
of the form K1K2 (Definition 5.1.1) with respective sparsity patterns π1, π2 given by:
(1, 192, 48, 2), (2, 48, 192, 1) for the size N × N , (1, 768, 192, 2), (6, 64, 64, 1) for the size
4N ×N , (1, 768, 192, 2), (6, 64, 64, 1) for the size 4N ×N . We focus on batch-size-first as
it is the default convention in PyTorch12. Credit goes to Léon for suggesting this protocol,
that he set up with Pascal.

Results. We denote by time(fully-connected) the inference time with dense matri-
ces (and therefore, with the standard PyTorch implementation). Table 5.5 shows that
time(kernel) < time(bmm) < time(fully-connected) over all the different submodules.
This concretely shows that using Kronecker-sparse matrices and the kernel
implementation accelerates the inference of standard neural networks.

Table 5.5: Acceleration of submodules of a ViT-S/16 using Kronecker-sparse matrices.

time(bmm)
time(fully-connected)

time(kernel)
time(fully-connected)

Linear N ×N 0.82 0.50
Feed-forward network 0.91 0.77
Multi-head attention 0.87 0.79
Block 0.90 0.78
Kronecker-sparse ViT-S/16 0.89 0.78

12The insertion of Kronecker-sparse matrices in the batch-size-last memory layout would a priori require
a careful implementation of the rest of the operations in batch-size-last, that are for now optimized in
batch-size-first in PyTorch.
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5.6 Conclusion
The practical gain in time and energy using Kronecker-sparse matrices was not clear
before this thesis as there were too few reported results on the topic. This thesis aimed at
closing this gap by extensively benchmarking existing GPU implementations of Kronecker-
sparse matrix multiplication. Thanks to that, we identified that these implementations
can spend up to 50% of their time on memory rewriting operations. This led us to
propose a new CUDA kernel for Kronecker-sparse matrix multiplication that fuses some
operations to reduce the memory transfers between the different levels of GPU memory. In
float-precision, the new kernel not only accelerates Kronecker-sparse matrix
multiplication, but also decreases the energy consumption. Moreover, we provide
a simple heuristic to choose Kronecker sparsity patterns (a, b, c, d) that are particularly
efficient for this implementation.

Perspectives. The heuristics we provided to decide which Kronecker sparsity patterns
are time-efficient and energy-efficient pave the way to new research directions to design
efficient Kronecker-sparse neural networks, as I will discuss in Chapter 7 (Section 7.4.1).

I will also discuss the challenges to obtain the same gains in half-precision as the ones
we obtained with the new kernel in float-precision (Section 7.4.2).

This chapter has also demonstrated that some operations (the generic sparse matrix
multiplication of PyTorch, and the new kernel, see Figure 5.10) are particularly perfor-
mant in batch-size-last. This paves the way to revisit other common operations in neural
networks within the batch-size-last memory layout.

Finally, translating our kernel into OpenCL could enable it to run on AMD hardware
and other platforms. We also hope that our benchmark will serve as a baseline for com-
paring Kronecker-sparse implementations on other hardware, such as CPU, Intelligence
Processing Unit, FPGA, etc.
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Chapter 6
Approximation guarantees for quantized
networks

This chapter focuses on the approximation power of neural networks, quantized or not,
based on Gonon et al. [2023a]. It is disconnected from the theory on the path-lifting and
path-activations developed in Chapters 2 to 4.

This is the first work I did during my PhD. I now have a different perspective on the
results presented here, and I will comment on them as we go along. Because of that, this
chapter is a mix of the original work and my current viewpoint. In Section 6.1, I give an
high-level overview of the first half of the contribution in Gonon et al. [2023a] based on this
new outlook. The other half of the paper Gonon et al. [2023a] is completely reproduced,
starting at Section 6.2.1, but preceded by a new introduction, in Section 6.2, reflecting my
updated perspective.

As already discussed in Chapter 1 and in the introduction of Chapter 5, the cost of
machine learning at scale grows exponentially with years, and the time, energy and mem-
ory required to train and run neural networks is becoming a bottleneck for the deployment
of AI in many applications. Besides sparsity, studied in Chapter 5, quantization is also an
important technique widely used in practice to reduce the cost of neural networks. This
is often done by decreasing the number of bits used to store the weights of the network,
and more generally, to constrain them to a finite set. For instance, going from the IEEE
standard 32-bit float-precision to the other IEEE standard 16-bit half-precision reduces
the memory footprint of a neural network by a factor of two, makes training and inference
faster, and reduces the energy consumption. However, the maximum value represented by
a 16-bit half-precision (≃ 7e5) is much smaller than the maximum value represented by a
32-bit float-precision (≃ 3e38). This can lead to loss of accuracy in the approximation of
the target function, and has therefore led to the development of alternative formats. For
instance, for large language models, the Brain Floating Point half-precision is preferred
over classical half-precision, for its wider range of values and its better empirical results
in learning problems. Despite the development of these new formats, the quest for the
best trade-off between the size of the formats and the accuracy provided by the neural
network remains a crucial question in practice, and finding the right quantization scheme
is for now a trial-and-error process. For this reason, I have been interested in investigating
what could be said in theory. I found out that all the results on the approximation power
of neural networks were based on the assumption that the weights of the network are arbi-
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trary (unconstrained) real numbers, and that no result was available on the approximation
power of neural networks with quantized weights.

This chapter addresses this challenge of better understanding the approxi-
mation power of quantized neural networks, e.g., by providing sufficient number of
bits for quantized networks to have the same approximation rates as unquantized ones.
This is done by combining existing results on the approximation power of neural networks
with unconstrained real weights with new results on the quantization error of neural net-
works.

Another important question is to better understand non-trivial situations where neural
networks, quantized or not, can be expected (or not) to have better approximation prop-
erties than the best known approximation families1 such as polynomials or wavelets. This
chapter lays a framework to identify such situations. This is done by introducing
a property of the approximation family at hand, called ∞-encodability.

The outline is as follows.

• Section 6.1 gives an high-level overview of the results of Gonon et al. [2023a] on the
approximation power of quantized neural networks. A practical type of quantization
on which I will focus is quantization to the nearest-neighbour on a finite subset of
a uniform grid (see, e.g., Theorem 6.1.1).

• Section 6.2 introduces the notion of ∞-encodability (Definition 6.2.2), a property
of approximation families that I show to be useful to identify fundamental limits of
neural network approximation (Theorem 6.2.1). This property has been implicitly
used on a case-by-case basis in the literature to show that many classical approxi-
mation families share a fundamental limit in their approximation power. The new
framework I introduce unifies and generalizes these results, hopefully providing a
clearer perspective on such fundamental limits of neural network approximation.

6.1 Approximation by quantized neural networks
Given a metric d, an accuracy ε > 0 and a target function f , the problem of approximating
f with a neural network is to find a DAG architecture G (Definition 2.2.2) such that there
are parameters θ ∈ RG satisfying

d(f,Rθ) ⩽ ε.

It has been shown in the literature that there exist such G and θ for many f , d, and ε,
with explicit bounds on the size of G and the ℓq-norms of θ. These bounds have been
provided for classifier functions f in L2 [Petersen and Voigtländer, 2018], functions f in
Hölder spaces [Ohn and Kim, 2019], Sobolev spaces [Gühring et al., 2019, Gribonval et al.,
2022], and even more general Besov spaces [Suzuki, 2019, Gribonval et al., 2022].

However, these results use unconstrained real weights θ, while the parameters available
on a machine are constrained to a finite set (e.g., floats). In this section, I investigate
the effect of quantization on the approximation properties of neural networks: I call
quantization scheme any function Q : RG 7→ RG with a finite image, and I am interested in

1An approximation family is any (often non-decreasing) sequence (ΣM )M=1,2,... of subsets of a metric
space (F , d).
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the same question as above, but this time the goal is to have the approximation guarantee
in terms of the quantized network RQ(θ) instead of the unquantized one Rθ:

d(f,RQ(θ)) ⩽ ε.

A general quantization scheme as above corresponds to vector quantization. I will specifi-
cally focus on the special case of uniform scalar quantization, whereQ acts coordinate-wise
according to Q(θ)i = ⌊θi/η⌋ η for some step size η > 0. This is a simple and practical
quantization scheme. The goal is to provide guarantees on the approximation power of
LFCNs with quantized weights using this quantization scheme.

To derive guarantees, I will base myself on the simple triangle inequality:

d(f,RQ(θ)) ⩽ d(f,Rθ) + d(Rθ, RQ(θ)). (6.1)

Given d, ε and f , existing results can be used to find an architecture G and (unquantized)
parameters θ such that d(f,Rθ) ⩽ ε [Petersen and Voigtländer, 2018, Ohn and Kim,
2019, Gühring et al., 2019, Gribonval et al., 2022], hence controlling the first term of
Inequality (6.1). Once we have such an architecture and parameters θ, I then bound
the second term of (6.1) using the Lipschitz property of the network with respect to the
parameters θ:

d(Rθ, RQ(θ)) ⩽ d̃(θ,Q(θ))

for some metric d̃. The latter allows me to give a sufficient number of bits for the quan-
tization scheme Q to guarantee the desired accuracy ε. Below, I describe in Section 6.1.1
how I control the quantization error d(Rθ, RQ(θ)) in terms of the number of bits of the
quantization scheme Q. Combined to existing approximation results for unconstrained
real-weights networks, I can apply this to provide guarantees on the approximation power
of LFCNs with quantized weights using the simple Equation (6.1). An example of applica-
tion for Sobolev functions is given in Section 6.1.2. Section 6.1.3 concludes by establishing
a sufficient number of bits for quantized networks to have the same polynomial asymptotic
approximation rates.

6.1.1 Controlling the quantization error
Gonon et al. [2023a] controls the quantization error d(Rθ, RQ(θ)) for LFCNs using Lipschitz
bounds in θ of the same type as the one seen in Equation (3.7):

∥Rθ(x)−RQ(θ)(x)∥1 ⩽ (W∥x∥∞ + 1)WL2RL−1∥θ − θ′∥∞

where W is the width of the network, L is the number of affine layers, and R is a bound
on some operator norm of each affine layer. The first contribution of Gonon et al. [2023a]
is to generalize this type of Lipschitz property that were known in special cases [Berner
et al., 2020, Theorem 2.6][Neyshabur et al., 2018, Lemma 2] to general Lp-norms on the
function space and general operator norms on the affine layers, see Theorem III.1 in Gonon
et al. [2023a]. The details are tedious and I do not reproduce them here. I then use this
Lipschitz property to control the quantization error ∥Rθ(x)−RQ(θ)(x)∥Lp in terms of the
number of bits of the quantization scheme Q. An example of what we can get is given in
the following theorem.
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Theorem 6.1.1. Consider a LFCN with L ⩾ 2 affine layers and layers of neurons being
of respective dimension N0, . . . , NL+1 (Definition 2.1.1). Denote W = maxℓ=0,...,L Nℓ the
width of the architecture. Consider the space F = L∞([−D,D]din → (Rdout , ∥·∥∞), µ) with
µ the Lebesgue measure.

Consider ε ∈ (0, 1/2) and parameters θ. Let k ⩾ 0 be the smallest integer such that
∥θ∥∞ ⩽ ε−k and max(W,L) ⩽ ε−k, i.e., k = ⌈log2 max(∥θ∥∞,W, L)
/ log2(1/ε)⌉. For every integer m ⩾ 2kL + k + 1 + log2(⌈D⌉), the weights of θ can be
rounded up to a closest point in ηZ ∩ [−ε−k, ε−k] with η := 2−m⌈log2(ε−1)⌉ ⩽ εm to obtain
Qη(θ) ∈ (ηZ)#params satisfying

∥Qη(θ)∥∞ ⩽ ε−k and ∥Rθ −RQη(θ)∥L∞ ⩽ ε.

Theorem 6.1.1 gives an explicit number of bits that ensures that uniform quantization
to the nearest neighbour yields a quantization error of at most ε. This condition improves
on Lemma VI.8 in Elbrächter et al. [2021] essentially by a factor kL in the number of bits
(in m).

However, I did that before being familiar with the path-lifting theory. Based on what we
saw in Chapters 2 to 4, it is now clear that the tightest way to exploit a Lipschitz property
expressed directly in terms of the raw parameters is often by first reducing to normalized
parameters (Definition 3.2.1). Indeed, Lipschitz properties expressed in terms of raw θ
are not invariant to rescaling symmetries, and the infimum of such a bound over the
weak equivalence class of θ is often achieved by normalizing θ (see, e.g., Theorem 3.3.2).
Therefore, it is expected that the results of Gonon et al. [2023a] can be both improved
using the path-lifting, and generalized to arbitrary DAG networks since the path-lifting
provides a Lipschitz property for any DAG network. For this reason, Section 6.1.3 only
presents the ideas of Gonon et al. [2023a], but not the proofs nor the details as they are
tedious and likely to be improved.

6.1.2 Application to Sobolev functions
I just showed how to control, in terms of the number of bits of the quantization scheme
Q, the quantization error ∥Rθ − RQη(θ)∥L∞ , i.e., the first term of the right-hand side of
Inequality (6.1):

d(f,RQ(θ)) ⩽ d(f,Rθ) + d(Rθ, RQ(θ)).

To get guarantees of approximation for quantized networks, it remains to control the first
term of the right-hand side using existing results on the approximation power of neural
networks with unconstrained real weights θ.

As an example, let’s consider the case of functions f in an L∞-Sobolev space. Given
n := (n1, . . . , nd) ∈ Nd

>0, denote by Dnf the associated weak-derivative of f , if it exists.
Consider n ∈ N>0 and denote by Wn,∞([0, 1]d) the Sobolev space of real-valued functions
on [0, 1]d that are, with all their n-weak derivatives up to order n (∥n∥1 ⩽ n), in L∞. The
norm on Wn,∞([0, 1]d) is given by:

∥f∥Wn,∞([0,1]d) := max
n:=(n1,...,nd)∈Nd

>0∑
i

ni⩽n

ess sup
x∈[0,1]d

|Dnf(x)|.

112



6.1. Approximation by quantized neural networks

Theorem 6.1.2 ([Ding et al., 2019, Thm. 2]). Let Cn,d be the unit ball of Wn,∞([0, 1]d).
There exists a constant c > 0 depending only on n and d such that for every ε ∈ (0, 1),
there exists η > 0 satisfying ln(1/η) ⩽ c ln2(1/ε) and a LFCN architecture (Defini-
tion 2.1.1) that can approximate every function f ∈ Cn,d within error ε > 0 in L∞([0, 1]d)
using weights in ηZ, with depth bounded by c ln(1/ε), a number of weights at most equal to
cε−d/n ln(1/ε), and with a total number of bits (used to store the network weights) bounded
by cε−d/n ln3(1/ε).

There is no particular difficulty so I skip the proof and invite the interested reader to
refer directly to the paper [Gonon et al., 2023a].

Theorem 6.1.2 is an application of Theorem 6.1.1, recovering a special case of Theorem
2 in Ding et al. [2019] (the other cases can be recovered by combining this special case
with Proposition 3 in Ding et al. [2019]). But the framework introduced here is more
general as we have derived a general Lipschitz property in any Lp-space, so we could
derive similar consequences not only for a function f in the unit ball of an L∞-Sobolev
space, but for every f ∈ Lp (1 ⩽ p ⩽∞) as soon as it is known how to approximate f with
unquantized ReLU networks, with explicit bounds on the growth of their depth, width and
weight’s magnitude. For instance, such bounds are known for Hölder spaces Ohn and Kim
[2019], classifier functions in L2 Petersen and Voigtländer [2018] and Besov spaces Suzuki
[2019]. The same argument also applies for networks with arbitrary Lipschitz activation
(such as the sigmoid function) for which an analog Lipschitz bound on θ 7→ Rθ can be
derived, and for which we know how to approximate "smooth" functions [Gühring et al.,
2019, Table 1].

Another interesting question is, instead of fixing an accuracy ε and deriving bounds on
the size of the architecture and the number of bits sufficient to meet this accuracy, to rather
fix a sequence Σ = (ΣM)M∈N>0 of sets of network functions with growing architectures
and growing numbers of bits2, and study the polynomial rate at which d(f,ΣM) converges
to zero as M grows. This is the object of Section 6.1.3.

6.1.3 Approximation speed of quantized neural networks
Given a subset C of a metric function space (F , d) and an approximation family Σ =
(ΣM)M∈N>0 in F , this leads to the notion of the polynomial asymptotic approximation
speed γ∗approx(C|Σ) of C by Σ [Elbrächter et al., 2021, Def. V.2, Def. VI.1], called sim-
ply approximation speed in what follows. This is the best polynomial rate at which all
functions of C are asymptotically approximated by Σ:

γ∗approx(C|Σ) := sup{γ ∈ R, sup
f∈C

inf
g∈ΣM

d(f, g) = OM→∞
(
M−γ

)
},

with the convention γ∗approx(C|Σ) = −∞ if the supremum is over an empty set.
Consider a function f ∈ Lp and a sequence of parameters (θM)M∈N>0 . Can we design

a sequence (QM) of quantization schemes such that the realizations of the networks with
quantized parameters (QM(θM))M∈N>0 approximate the function f at the same asymp-
totic polynomial rate, with M , as the unquantized parameters (θM)M∈N>0? Using the
triangle inequality ∥f − RQM (θM )∥p ⩽ ∥f − RθM

∥p + ∥RθM
− RQM (θM )∥p for each integer

2Typically ΣM ⊂ ΣM+1.
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M , it is sufficient to guarantee that ∥RθM
−RQM (θM )∥p decreases at the same polynomial

asymptotic rate as ∥f −RθM
∥p. This can be done using similar controls on the quantiza-

tion error as the ones established in Section 6.1.1. I now give an informal version of the
results proved in Gonon et al. [2023a], and leave the details for the paper.

In the following result, I exhibit a sufficient number of bits per coordinate that guar-
antees that nearest-neighbour uniform quantization preserves approximation rates of ap-
proximation families defined with LFCNs (Definition 2.1.1).

Informal Theorem 6.1.1 (see Theorem V.1 in Gonon et al. [2023a]). Consider the
approximation family Σ = (ΣM)M∈N>0 in an arbitrary Lp space, such that ΣM is the set
of functions realized by LFCNs (Definition 2.1.1) with at most LM ∈ N>0 affine layers,
with parameters having at most M non-zero coordinates and with Euclidean norm bounded
by rM ⩾ 1. Denote by Lips(L,W, r) the Lipschitz constant of θ 7→ Rθ ∈ Lp on the set of
LFCNs with L affine layers, width W and parameters of Euclidean norm at most equal
to r.

For γ > 0, consider the γ-uniformly quantized sequence Q(Σ|γ) := (QM(ΣM |γ))M∈N>0,
where QM(ΣM |γ) is the set of functions realized by LFCNs as above, but with parameters
uniformly quantized using the quantization scheme QηM

(x) = ⌊x/ηM⌋ ηM for a step size
ηM = M−γLips(M,LM , rM). Then, the γ-uniformly quantized sequence Q(Σ|γ) has, on
every set C ⊂ Lp, an approximation speed which is comparable to its unquantized version
Σ:

γ∗approx(C|Q(Σ|γ)) = γ∗approx(C|Σ) if γ ⩾ γ∗approx(C|Σ),
γ∗approx(C|Q(Σ|γ)) ⩾ γ otherwise.

This theorem leads to explicit conditions on the number of bits per coordinate that
guarantee quantized LFCNs to have the same approximation speeds as unquantized ones,
see Example V.1 in Gonon et al. [2023a]. In the proof, approximation speeds are matched
by (i) taking unquantized parameters that (almost) achieve the unquantized approxima-
tion speed and (ii) quantizing these parameters with a sufficiently large number of bits in
order to preserve the approximation speed. Smarter (but computationally more challeng-
ing) quantization schemes can be envisioned, such as directly picking the best quantized
parameters to approximate the function. If the budget for the number of bits per coor-
dinate is larger than the one given in Informal Theorem 6.1.1, then even the smartest
quantization scheme will not beat approach (i) + (ii) in terms of polynomial approx-
imation speed (but it can still have better constants/log-terms etc.). Indeed, (i) + (ii)
already yields the same approximation speeds for quantized networks as unquantized ones,
and quantized networks cannot do better than unquantized ones. An open question is:
what is the minimum number of bits per coordinate needed to keep the same approx-
imation speeds? I provide a partial answer by providing an upper-bound in Informal
Theorem 6.1.1.

This concludes the presentation of the results of Gonon et al. [2023a] about the ap-
proximation speed of quantized neural networks. I now turn to another result of Gonon
et al. [2023a] about a fundamental limit of neural network approximation.
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6.2 Fundamental limits of neural network approxi-
mation

Given an approximation family Σ = (ΣM)M∈N>0 and a target set C to approximate, I am
interested in better understanding situations where it holds:

γ∗approx(C|Σ) ⩽ γ∗encod(C), (6.2)

where γ∗encod(C) is the encoding speed of C, also called Kolmogorov-Donoho complexity
[DeVore et al., 2021, Elbrächter et al., 2021]. The encoding speed is an information-
theoretic quantity that measures how much we could compress a set when encoded at
asymptotically small precision. This is done by looking at the rate at which the number
of balls needed to cover the set grows as the radius of the balls decreases. Formally,
consider the metric entropy H(C, d, ε) := log2(N(C, d, ε)) (recall the definition of covering
numbers in Definition 4.3.1). The encoding speed of C is defined as [Elbrächter et al.,
2021, Def. IV.1]:

γ∗encod(C) := sup
{
γ > 0, H(C, d, ε) = Oε→0(ε−1/γ)

}
, (6.3)

with the convention that γ∗encod(C) = 0 if the supremum is over an empty set.
Inequality (6.2) relates an approximation quantity, γ∗approx(C|Σ), to an information-

theoretic quantity γ∗encod(C). This inequality is important for several reasons.

• It is challenging to derive an upper-bound on the approximation speed.
Deriving an upper bound on the approximation speed γ∗approx(C|Σ) is in general
more challenging than deriving a lower-bound. For each function f ∈ C, a lower
bound is obtained as soon as we can exhibit one sequence of functions (gM)M∈N>0

in Σ such that d(f, gM) converges to zero at a polynomial rate. Such constructions
are well-known in many cases of interests, such as when f is smooth and ΣM is
the set of polynomials of degree M (Taylor-like approximation), or when f is in a
Sobolev space and ΣM is a set of wavelets, or when f is a polynomial and ΣM is a
set of neural networks [Gribonval et al., 2022]. However, deriving an upper bound
on the approximation speed γ∗approx(C|Σ) requires to prove that there is at least one
f such that any sequence of functions (gM)M∈N>0 in Σ cannot converge to f at a
given polynomial rate. The fact that all the sequences have to be ruled out makes
this task more challenging.

• The encoding speed is known for many C’s, see [Elbrächter et al., 2021, Table
1].

• Inequality (6.2) is often sharp as it is often an equality, see [Elbrächter et al.,
2021, Table 1].

• Inequality (6.2) is a reasonable fundamental limit to the approximation
capability of an approximation family. We will see that in order for this
inequality to not hold, this requires making very strong growth assumptions on
the sets of the approximation family Σ = (ΣM)M . This means that all reasonable
approximation families Σ must satisfy this inequality, which can be interpreted as a
fundamental limit to how well a given set C can be approximated by any (reasonable)
given approximation family Σ.
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Inequality (6.2) has been established on a case-by-case basis in the literature, for in-
stance when Σ is defined with dictionaries [Elbrächter et al., 2021, Thm. V.3][Grohs,
2015, Thm. 5.24] or LFCNs (Definition 2.1.1) [Elbrächter et al., 2021, Thm. VI.4].
In Section 6.2.1, I introduce the notion of γ-encodability for approximation families Σ,
that measures how well an approximation family can be covered by balls. Section 6.2.2
shows that Inequality (6.2) can be understood as a consequence of this new notion of
γ-encodability. What I like about γ-encodability is that it is a property of Σ alone, re-
gardless of the target set C, and it implies Inequality (6.2) for all target sets C. I find
this elegant as it means that Inequality (6.2) describes a fundamental limit to the approx-
imation capability that is inherently encoded in Σ. In particular, it does not depend on
how well this approximation family is adapted to a given C. Section 6.2.3 then shows that
many approximation families are ∞-encodable, recovering in particular previous known
cases where Inequality (6.2) holds [Elbrächter et al., 2021, Thm. V.3][Grohs, 2015, Thm.
5.24][Elbrächter et al., 2021, Thm. VI.4].

6.2.1 Notion of γ-encodability
Let Σ := (ΣM)M∈N>0 be a sequence of non-empty subsets of a metric space (F , d). Con-
sider C ⊂ F and ε > 0. If γ∗approx(C|Σ) > 0, since Σ approximates C at speed γ∗approx(C|Σ),
there exists a positive integer M large enough such that every element f ∈ C can be
ε-approximated (with respect to the metric d) by an element of ΣM . Since ΣM can
be ε-covered (with respect to d) with N(ΣM , d, ε) elements, C can be 2ε-covered with
N(ΣM , d, ε) elements. Instances of this simple reasoning can be found in [Elbrächter
et al., 2021, Thm. V.3, Thm. VI.4][Grohs, 2015, Thm. 5.24][Kerkyacharian and Picard,
2004, Prop. 11]. This suggests the existence of a relation between the approximation
speed γ∗approx(C|Σ) and the encoding speed γ∗encod(C) that depends on the growth with
M of the covering numbers of ΣM .

I claim that a "reasonable" growth of the covering numbers of ΣM consists in a situation
where, for some γ > 0, the set ΣM can be M−γ-covered with "roughly" 2M log M elements.
Indeed, this covers the case where each element of ΣM can be described by M parameters
that can be stored with a number of bits per parameter that grows logarithmically in
M . For instance if ΣM is a bounded set in dimension M then it can be uniformly
quantized along each dimension with a size step of order M−γ, so that logM bits is
roughly enough to encode each of the M coordinates. This "reasonable" growth for the
covering numbers of ΣM is formalized in Definition 6.2.2, and yields the simple relation
min(γ∗approx(C|Σ), γ) ⩽ γ∗encod(C) for every set C ⊂ F , as shown in Theorem 6.2.1.

Definition 6.2.1 ((γ, h)-encoding). Consider a metric space (F , d), an arbitrary se-
quence Σ := (ΣM)M∈N>0 of (non-empty) subsets of F , and γ > 0 and h > 0. A
sequence (Σ(γ, h)M)M∈N>0 is said to be a (γ, h)-encoding of Σ if there exist constants
c1, c2 > 0 such that for every M ∈ N>0, the set Σ(γ, h)M is a c1M

−γ-covering of ΣM

(recall Definition 4.3.1, in particular Σ(γ, h)M must be a subset of ΣM) of size satisfying
log2(|Σ(γ, h)M |) ⩽ c2M

1+h.

The following definition captures a "reasonable" growth with M of the covering num-
bers of ΣM .
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6.2. Fundamental limits of neural network approximation

Definition 6.2.2 (γ-encodable Σ in (F , d)). Let (F , d) be a metric space. Let Σ :=
(ΣM)M∈N>0 be an arbitrary sequence of (by default, non-empty) subsets of F . Consider
γ > 0. We say that Σ is γ-encodable in (F , d) if for every h > 0, there exists a (γ, h)-
encoding of Σ. We say that Σ is ∞-encodable in (F , d) if it is γ-encodable in (F , d) for
all γ > 0. When the context is clear, we will omit the mention to (F , d).

Note that if Σ is γ-encodable then it is γ′-encodable for every γ′ ⩽ γ. Several examples
of ∞-encodable sequences are given in Section 6.2.3, including classical approximation
families defined with dictionaries or LFCNs (Definition 2.1.1).

6.2.2 The encoding speed as a universal upper bound for ap-
proximation speeds

It is known that γ∗approx(C|Σ) ⩽ γ∗encod(C) for various sets C when Σ is defined with
neural networks [Elbrächter et al., 2021, Thm. VI.4] or dictionaries [Elbrächter et al.,
2021, Thm. V.3][Grohs, 2015, Thm. 5.24]. The following proposition shows that ∞-
encodability implies γ∗approx(C|Σ) ⩽ γ∗encod(C). This settles a unified and generalized
framework for the aforementioned known cases that implicitly use, one way or another,
the ∞-encodability property, as I will detail in section 6.2.3.
Theorem 6.2.1 ([Gonon et al., 2023a]). Consider (F , d) a metric space and Σ :=
(ΣM)M∈N>0 an arbitrary sequence of (non-empty) subsets of F which is γ-encodable in
(F , d), with γ ∈ (0,∞]. Then for every (non-empty) C ⊂ F :

min(γ∗approx(C|Σ), γ) ⩽ γ∗encod(C).

Proof of Theorem 6.2.1. If γ∗approx(C|Σ) ⩽ 0 then the result is trivial since we always
have γ∗encod(C) ⩾ 0. In the rest of the proof we assume γ∗approx(C|Σ) > 0. Fix 0 < γ′ <
min(γ∗approx(C|Σ), γ) and h > 0. First, Σ is γ-encodable so there exists a (γ, h)-encoding
of Σ that we denote Σ(γ, h). This means that there exist constants c′

1, c
′
2 > 0 such that for

every M ∈ N, the set Σ(γ, h)M is a c′
1M

−γ-covering of ΣM of size |Σ(γ, h)M | ⩽ 2c′
2M1+h .

Second, since 0 < γ′ < min(γ∗approx(C|Σ), γ), the definition of the approximation speed
guarantees that there exists a constant c′

3 > 0 such that for every f ∈ C and every M ∈ N,
there exists a function ΦM(f) ∈ ΣM that satisfies:

d (f,ΦM(f)) ⩽ c′
3M

−γ′
.

Since 0 < γ′ < γ, note that for every M ∈ N, it holds c′
1M

−γ + c′
3M

−γ′
⩽ (c′

1 + c′
3)M−γ′ .

Define c1 = c′
1 + c′

3 and c2 = c′
2. We deduce that for every M ∈ N, the set Σ(γ, h)M is

a c1M
−γ′-covering of C of size |Σ(γ, h)M | ⩽ 2c2M1+h . Now, for every ε > 0, the integer

Mε :=
⌈(

c1
ε

)1/γ′⌉
satisfies ε ⩾ c1M

−γ′
ε . By monotonicity of the metric entropy H(C, d, ·)

we get H(C, d, ε) ⩽ H(C, d, c1M
−γ′
ε ) ⩽ c2M

1+h
ε . Note that for 0 < ε < c1, denoting by

c = (2c1/γ′

1 )1+h it holds M1+h
ε ⩽

(
1 +

(
c1
ε

)1/γ′)1+h

=
(

c1
ε

)(1+h)/γ′ (
1 +

(
ε
c1

)1/γ′)1+h

⩽

cε−(1+h)/γ′ . Finally for every 0 < ε < c1, it holds

H(C, d, ε) ⩽ cε−(1+h)/γ′
,

As a direct consequence of Equation (6.3), this implies γ∗encod(C) ⩾ γ′

1+h
for every h > 0

and every 0 < γ′ < min(γ∗approx(C|Σ), γ), hence the desired result.
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I derive from Theorem 6.2.1 a generic lower bound on the encoding speed of the set
of functions uniformly approximated at a given speed.

Corollary 6.2.1 ([Gonon et al., 2023a]). Let (F , d) be a metric space. Consider γ ∈
(0,∞] and Σ := (ΣM)M∈N>0 an arbitrary sequence of (non-empty) subsets of F which is
γ-encodable in (F , d). Consider α, β > 0 and Aα(F ,Σ, β) the set of all f ∈ F such that
supM⩾1 M

αd(f,ΣM) ⩽ β. This set satisfies

γ∗encod(Aα(F ,Σ, β)) ⩾ min(α, γ).

Proof. By the very definition of Aα(F ,Σ, β), it holds γ∗approx(Aα(F ,Σ, β)|Σ) ⩾ α. The-
orem 6.2.1 then gives the result.

The reader may wonder about the role of β in the above result, and whether a similar
result can be achieved with Aα(F ,Σ) := ∪β>0Aα(F ,Σ, β). While this is left open, a re-
lated discussion after Corollary 6.2.4 suggests this may not be possible without additional
assumptions on Σ.

As an immediate corollary of Theorem 6.2.1 we also obtain the following result.

Corollary 6.2.2 ([Gonon et al., 2023a]). Consider Σ := (ΣM)M∈N>0 an arbitrary sequence
of (non-empty) subsets of a metric space F and a (non-empty) set C ⊂ F . If Σ is γ-
encodable for every γ < γ∗approx(C|Σ) then:

γ∗approx(C|Σ) ⩽ γ∗encod(C).

Proof. For every γ < γ∗approx(C|Σ), since Σ is γ-encodable, we have γ = min(γ∗approx(C|Σ), γ) ⩽
γ∗encod(C) by Proposition 6.2.1. Taking the supremum of such γ, we get the inequality.

As I will show in Section 6.2.3, applying Corollary 6.2.2 to specific ∞-encodable se-
quences allows one to unify and generalize different cases where γ∗approx(C|Σ) ⩽ γ∗encod(C)
is known to hold [Elbrächter et al., 2021, Thm. V.3, Thm. VI.4][Grohs, 2015, Thm. 5.24].

Note that the quantity γ∗encod(C) is known in several cases, see [Elbrächter et al., 2021,
Table 1]. In the next section, I discuss concrete examples of ∞-encodable sequences Σ.
For such a sequence Σ and an arbitrary set C, independently of the adequation of Σ and
C, Corollary 6.2.2 automatically yields an upper bound for the approximation speed of C
by Σ.

In some situations, the converse of Corollary 6.2.2 can be established.

Theorem 6.2.2. Let C be a (non-empty) subset of a metric space (F , d) and Σ :=
(ΣM)M∈N>0 a sequence of (non-empty) subsets of F such that ΣM ⊂ C for every M
large enough. If min(γ∗approx(C|Σ), γ∗encod(C)) > 0 then the sequence Σ is γ-encodable for
each γ, 0 < γ < min(γ∗approx(C|Σ), γ∗encod(C)). In particular, if γ∗approx(C|Σ) ⩽ γ∗encod(C)
then Σ is γ-encodable for every 0 < γ < γ∗approx(C|Σ).

Proof. Fix 0 < γ < min(γ∗approx(C|Σ), γ∗encod(C)). By definition of γ∗approx(C|Σ), there
exists a constant c > 0 such that for every f ∈ C and every M ∈ N>0, there exists
gM(f) ∈ ΣM such that d(f, gM(f)) ⩽ cM−γ. Consider γ′ > 0 such that γ < γ′ <
min(γ∗approx(C|Σ), γ∗encod(C)). For M ∈ N>0, define εM := M−γ. By definition of
γ∗encod(C), there is a constant c′ > 0 such that for every ε > 0, there exists an ε-covering
Cε of C of size satisfying log2(|Cε|) ⩽ c′ε−1/γ′ . For M large enough, ΣM ⊂ C, hence for

118



6.2. Fundamental limits of neural network approximation

every such M and every f ∈ ΣM , there exists fεM
∈ CεM

such that d(f, fεM
) ⩽ εM . Us-

ing the triangle inequality, we obtain that for every M large enough and every f ∈ ΣM :
d(f, gM(fεM

)) ⩽ (1 + c)M−γ. This shows that gM(CεM
) is a (1 + c)M−γ-covering of

ΣM of size satisfying log2(|gM(CεM
)|) ⩽ c′Mγ/γ′ , with γ/γ′ < 1. This shows that Σ is

γ-encodable. The rest of the claim follows.

6.2.3 Examples of ∞-encodable approximation families
I now give several examples of ∞-encodable sequences Σ. I start with a gentle warmup,
proving that some sequences of balls (in the sense of the metric space F) of increasing
radius and dimension are ∞-encodable. Quite naturally, ∞-encodability is preserved
under some Lipschitz transformation, as shown in Theorem 6.2.3 in the specific case of
∞-encodable sequences of balls (this can be generalized to other ∞-encodable sequences,
but this is not useful here). Then, I give examples of ∞-encodable sequences in the
context of approximations with dictionaries (Theorem 6.2.4, Theorem 6.2.5), showing that
Theorem 6.2.1 unifies and generalizes Theorem V.3 in Elbrächter et al. [2021] and Theorem
5.24 in Grohs [2015]. Finally, I give an example of an∞-encodable approximation family
defined with LFCNs (Theorem 6.2.6). Once again, Theorem 6.2.1 applied to this ∞-
encodable sequence recovers a known result, see Example 6.2.1.

First examples of ∞-encodable sequences

I start with a gentle warmup, giving basic examples of ∞-encodable sequences in order
to manipulate the new notion of encodability (Definition 6.2.2). Let (F , d) be a metric
space and π be a positive function that grows at most polynomially. Let Σ := (ΣM)M∈N>0

be a sequence of sets ΣM ⊂ F that can be covered with NM = OM→∞(2Mπ(log M)) balls
(with respect to the ambient metric space) centered in ΣM of radius εM = OM→∞(M−γ).
Since OM→∞(2Mπ(log M)) = OM→∞(2M1+h) for every h > 0, it is clear from the definition
that Σ is ∞-encodable. This is trivially the case when Σ := (ΣM)M∈N>0 is a sequence of
finite sets ΣM ⊂ F with at most 2Mπ(log M) elements since each ΣM is an exact covering
of itself. Another example consists of some sequences of balls (in the sense of the metric
space F) of increasing radius and dimension as described in the next lemma.

Lemma 6.2.1 ([Gonon et al., 2023a]). Consider q ∈ [1,∞], (dM)M∈N>0 ∈ ()NN>0
>0 ,

(rM)M∈N>0 a sequence of real numbers satisfying rM ⩾ 1 and define Σ := (ΣM)M∈N>0,
with ΣM := BdM ,∥·∥q(0, rM) being the set of sequences of ℓq(N>0) bounded by rM and sup-
ported in the first dM coordinates. Then, Σ is either∞-encodable in ℓq(N>0) or it is never
γ-encodable in ℓq(N>0), whatever γ > 0 is. Moreover, it is ∞-encodable if, and only if,

dM (log2(rM) + 1) = OM→∞(M1+h), ∀h > 0.

Proof of Lemma 6.2.1. Each ΣM can be identified with the closed ball of radius rM in
dimension dM with respect to the q-th norm, so that standard bounds on covering numbers
[Wainwright, 2019, Eq. (5.9)] yield for every 0 < ε ⩽ rM :

dM log2

(
rM

ε

)
⩽ H(ΣM , ∥ · ∥q, ε) ⩽ dM log2

(3rM

ε

)
. (6.4)
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For ε = M−γ(⩽ 1 ⩽ rM), we get:

dM( log2(rM) + γ log2(M))
⩽ H(ΣM , ∥ · ∥q, ε) ⩽ dM(log2(3rM) + γ log2(M)).

Everything is non-negative, so if the right hand-side is OM→∞(M1+h), for every h > 0,
then so is the left hand-side. The converse is also true since both sides only differ by
log2(3)dM = OM→∞(dM logM). The non-negativity of the quantities also implies that
the condition dM [log2(rM)+γ log2(M)] = OM→∞(M1+h), for every h > 0, does not depend
on γ. As a consequence, either Σ is ∞-encodable or it is never γ-encodable, whatever
γ > 0 is. Finally, note that for every h > 0, dM (log2(rM) + log2(M)) = OM→∞(M1+h)
if and only if dM (log2(rM) + 1) = OM→∞(M1+h). The "only if" part is clear since for
M ⩾ 2, it holds 0 ⩽ dM (log2(rM) + 1) ⩽ dM (log2(rM) + log2(M)). For the "if" part, use
that rM ⩾ 1 and the assumption to get 0 ⩽ dM ⩽ dM (log2(rM) + 1) = OM→∞(M1+h) so
that dM log2(M) = OM→∞(M1+h log2(M)) = OM→∞(M1+h).

Quite naturally, ∞-encodability can be preserved under Lipschitz maps as shown in
the following theorem. There is no particular difficulty in the proof: this is simply a
matter of relating the covering numbers of the image to the pre-image using the Lipschitz
continuity. I leave the details to the paper Gonon et al. [2023a].
Theorem 6.2.3 ([Gonon et al., 2023a]). Consider the same setting as in Lemma 6.2.1.
Consider also a sequence φ := (φM)M∈N>0 of maps φM : (ΣM , ∥ · ∥q) → (F , d) that are
Lips(φM)-Lipschitz for some constants Lips(φM) ⩾ 1. Define φ(Σ) := (φM(ΣM))M∈N>0.
Assume that for every h > 0:

dM (log2(rM) + log2(Lips(φM)) + 1) = OM→∞(M1+h). (6.5)

Then φ(Σ) is ∞-encodable.

The case of dictionaries

I now consider sequences Σ defined with dictionaries. As detailed below, results of the
literature [Grohs, 2015, Thm. 5.24][Kerkyacharian and Picard, 2004, Prop. 11] use argu-
ments that implicitly prove γ-encodability. Let me start with the case of approximation
in Banach spaces as in Kerkyacharian and Picard [2004]. I only explicit the sequence used
in Kerkyacharian and Picard [2004] which is γ-encodable and I do not delve into more
details as results of Kerkyacharian and Picard [2004] are out of scope of this chapter. A
part of the proof of [Kerkyacharian and Picard, 2004, Prop. 11] consists of implicitly
showing that some specific sequence Σq is s-encodable, for q and s as described below in
Theorem 6.2.4. In particular, the setup of Theorem 6.2.4 applies when F is the Lp space
on Rd or [0, 1]d, 1 < p < ∞, and the basis B is a compactly supported wavelet basis or
associated wavelet-tensor product basis.
Theorem 6.2.4. Let F be a Banach space with a basis B = (ei)i∈N>0 satisfying supi∈N>0 ∥ei∥F <
∞. Consider p ∈ (0,∞) and assume that B satisfies the so-called p-Telmyakov property
[Kerkyacharian and Picard, 2004, Def. 2], i.e., assume that there exists c > 0 such that
for every finite subset I of N>0 and every (ci)i∈I ∈ RI :

1
c
|I|1/p min

i∈I
|ci| ⩽ ∥

∑
i∈I

ciei∥F ⩽ c|I|1/p max
i∈I
|ci|. (6.6)
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Consider 0 < q < p. For every M ∈ N>0, define3:

Σq
M :=

{
M∑

i=1
ciei, ci ∈ R, sup

0<λ<∞
λ|{i, |ci| ⩾ λ}|1/q ⩽ 1

}
.

Define s = 1
q
− 1

p
. Then the sequence Σq := (Σq

M)M∈N>0 is s-encodable in F .

Proof of Theorem 6.2.4. FixM ∈ N and f = ∑M
i=1 ciei ∈ Σq

M . Consider 0 < λ < 1. Define
Qλ(f) := ∑M

i=1 sign(ci)
⌊

ci

λ

⌋
λei with sign(x) = 1 if x ⩾ 0, −1 otherwise. It is proven in

[Kerkyacharian and Picard, 2004, Prop. 6] that there exists a constant c(p, q) > 0 that
only depends on p and q such that:

∥f −Qλ(f)∥F ⩽ c(p, q)λ1−q/p sup
i∈N
∥ei∥F .

Moreover, it is proven in [Kerkyacharian and Picard, 2004, Lem. 4 and proof of Prop.
11] that the family (Qλ(f))f∈Σq

M
has at most 2λ−q(1−log2(λ)+log2(M)) elements. Setting ε =

λ1−q/p, and observing that λ−q = ε−1/s, this proves that the family (Qλ(f))f∈Σq
M

is a
Oε→0(ε)-covering of Σq

M of size Oε→0(2ε−1/s(log2 1/ε+log2 M)), with constants independent
of M . For every M ∈ N, using the above result with ε = M−s proves that Σq is s-
encodable.

In the case of Hilbert spaces, much more generic sequences than Σq above are in fact
∞-encodable, as I now discuss. The ∞-encodability can be used to recover [Grohs, 2015,
Thm. 5.24] (see Corollary 6.2.3), and to generalize Corollary 6.2.1 (see Corollary 6.2.4).
Let F be a Hilbert space and d be the metric associated to the norm on F . A dictionary
is, by definition [Grohs, 2015, Def. 5.19], a subset D = (φi)i∈N>0 of F indexed by a
countable set, which I assume to be N>0 without loss of generality. The dictionary D can
be used to approach elements of F by linear combinations of a growing number M of its
elements.

Theorem 6.2.5 ([Gonon et al., 2023a]). Let F be a Hilbert space. Let D = (φi)i∈N>0 be
a dictionary in F , and π : N>0 → N>0 be a function with at most polynomial growth. For
every I ⊂ N>0, define (φ̃I

i )i∈I as any orthonormalization of (φi)i∈I (for instance we may
consider the Gram-Schmidt orthonormalization). Define for every M ∈ N>0 and c > 0
(denoting [n] = {1, . . . , n} for n ∈ N>0):

Σπ
M :=

{∑
i∈I

ciφi, I ⊂ [π(M)], |I| ⩽M, (ci)i∈I ∈ RI

}
,

Σ̃π,c
M :=

{∑
i∈I

c̃iφ̃
I
i , I ⊂ [π(M)], |I| ⩽M, (c̃i)i∈I ∈ [−c, c]I

}
.

The sequence Σ̃π,c := (Σ̃π,c
M )M∈N>0 is ∞-encodable in (F , d), and for every bounded set

C ⊂ F , it holds:
γ∗approx(C|Σπ) = max

c>0
γ∗approx(C|Σ̃π,c). (6.7)

3In terms of weak-ℓq-space, the set Σq
M is simply the set of linear combinations of elements of B given

by sequences (ci)i∈N>0 in the closed unit ball of ℓq,∞(N>0) with zero coordinates outside the first M ones.
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In order to prove Theorem 6.2.5, U use that the set Σ̃π,c(I) is the image of φM,I :
(c̃i)i∈I ∈ ([−c, c]I , ∥ · ∥2) 7→

∑
i∈I c̃iφ̃

I
i ∈ F , and this map is 1-Lipschitz (since (φ̃I

i )i∈I is
orthonormal). Thanks to that, I can therefore control the covering numbers of Σ̃π,c(I) by
the ones of its pre-image in ([−c, c]I , ∥ · ∥2). The rest of the proof is purely technical, and
I leave the details to the paper Gonon et al. [2023a]. As a consequence of Theorem 6.2.5,
we can recover [Grohs, 2015, Thm. 5.24] as I now describe.

Corollary 6.2.3 ([Grohs, 2015, Thm. 5.24]). Consider a Hilbert space (F , d) and C ⊂ F .
Under the assumptions of Theorem 6.2.5, the sequence Σπ = (Σπ

M)M∈N>0 satisfies for every
relatively compact4 set C:

γ∗approx(C|Σπ) ⩽ γ∗encod(C).

Actually, instead of stating the previous result with the approximation speed γ∗approx(C|Σ),
Theorem 5.24 in Grohs [2015] considers the following quantity [Grohs, 2015, Def. 5.23]:

γ∗(C|Σ) := sup{γ ∈ R,∀f ∈ C,∃c > 0,∀M ∈ N>0, d(f,ΣM) ⩽ cM−γ},

which satisfies γ∗(C|Σ) ⩾ γ∗approx(C|Σ) but generally differs from γ∗approx(C|Σ) since in the
definition of γ∗approx(C|Σ), the implicit constant c > 0 is not allowed to depend on f ∈ C.
However, when C is relatively compact (that is, its closure is compact), then c > 0 can
be chosen independently of f [Grohs, 2015, Proof of Thm 5.24] so that the two quantities
coincide. The proof of Corollary 6.2.3 that can be found below is essentially a rewriting
in the formalism of section 6.2 of the original proof of Theorem 5.24 in Grohs [2015]. The
rewriting makes explicit the use of equality (6.7) and the∞-encodability of the sequences
Σ̃π,c for c > 0, which are only implicitly used in the original proof.

Proof. Since C is relatively compact, it must be bounded so Equation (6.7) of Theo-
rem 6.2.5 holds. For every c > 0, Theorem 6.2.1 applied to Σ̃π,c of Theorem 6.2.5, which
is ∞-encodable, shows that the right hand-side of Equation (6.7) is bounded from above
by γ∗encod(C). This yields the result.

We also obtain a generic lower bound on the encoding speed of balls of approximation
spaces [DeVore and Lorentz, 1993, Sec. 7.9] (also called maxisets Kerkyacharian and
Picard [2000]) with general dictionaries.

Corollary 6.2.4. Let (F , d) be a Hilbert space. Under the assumptions of Theorem 6.2.5,
consider α, β > 0 and the set56 Aα(F ,Σπ, β) of all f ∈ F such that ∥f∥ ⩽ β and
supM⩾1 M

αd(f,ΣM) ⩽ β. This set satisfies

γ∗encod(Aα(F ,Σπ, β)) ⩾ α.

Corollary 6.2.4 cannot be generalized to Aα(F ,Σπ) := ⋃
β>0Aα(F ,Σπ, β): this set

is homogeneous (stable by multiplication by any scalar), thus it cannot be encoded at
4Recall that a set is relatively compact if its closure is compact. In particular, it must be totally

bounded, and in particular bounded.
5This is the ball of radius β of an approximation space [DeVore and Lorentz, 1993, Sec.

7.9]/maxisetKerkyacharian and Picard [2000].
6Note that compared to the set in Corollary 6.2.1, we additionally require that ∥f∥ ⩽ β so that

Aα(F , Σπ, β) is a bounded set and Equation (6.7) of Theorem 6.2.5 holds.
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any positive rate. Indeed, a positive encoding rate implies total boundedness of a set,
whereas homogeneity implies that the set cannot be totally bounded (at least under the
assumption that the metric is induced by a norm; there should, in general, be metrics
with respect to which a homogeneous set may be totally bounded).

In some situations, the converse inequality γ∗encod(Aα(F ,Σπ, β)) ⩽ α can typically be
proven by studying the existence of large enough packing sets of Aα(F ,Σπ, β), but this
falls out of the scope of this chapter. The reader can refer to [Kerkyacharian and Picard,
2004, Sec. 4] for an example.

Proof of Corollary 6.2.4. By the very definition of C := Aα(F ,Σπ, β), this is a bounded
set so Equation (6.7) of Theorem 6.2.5 holds. For every c > 0, Theorem 6.2.1 applied
to Σ̃π,c of Theorem 6.2.5, which is ∞-encodable, shows that the right hand-side of Equa-
tion (6.7) is bounded from above by γ∗encod(C), so that

γ∗encod(C) ⩾ max
c>0

γ∗approx(C|Σ̃π,c) = γ∗approx(C|Σπ).

Finally, again by definition of C := Aα(F ,Σπ, β), we have γ∗approx(C|Σπ) ⩾ α.

Note that if Σπ was γ-encodable for some γ > 0 large enough then Corollary 6.2.3
would be a special case of Corollary 6.2.2 whereas Corollary 6.2.4 would be a special case
of Corollary 6.2.1. But in this situation, Σπ has no reason to be γ-encodable, whatever
γ > 0 is (since the dictionary is arbitrary and the coefficients of the linear combinations
are not bounded). This shows that Corollary 6.2.2 and Corollary 6.2.1 actually holds more
generally for some sequences Σ that are not γ-encodable, whatever γ > 0 is, as soon as Σ
can be recovered as a limit of non-decreasing sequences Σc, c > 0, that are γ-encodable,
in the sense that for every M ∈ N>0, if 0 < c ⩽ c′ then Σc

M ⊆ Σc′
M and ΣM = ∪c>0Σc

M .

The case of ReLU networks

When Σ is defined with LFCNs (Definition 2.1.1), I now explicitly study how the prop-
erty of ∞-encodability depends on (bounds on) the neural network sparsity, depth, and
weights. In particular, Theorem 6.2.6 establishes a "simple" explicit condition under
which Theorem 6.2.1 generalizes Theorem VI.4 in Elbrächter et al. [2021] to other type
of constraints.

Theorem 6.2.6. Consider an approximation family N = (NM)M∈N>0 where NM is a set
of functions realized by LFCNs (Definition 2.1.1) with at most LM affine layers, param-
eters of Euclidean norm bounded by rM ⩾ 1 and with at most M nonzero coordinates.
Assume that for every h > 0, it holds:

LMM (1 + log2(rM)) = OM→∞(M1+h). (6.8)

Then the approximation family N defined with such LFCNs is ∞-encodable.

The proof of Theorem 6.2.6 relies on controlling the covering numbers by taking the
pre-image of the set nnclassM by param 7→ Rθ, and using that this map is Lipschitz. The
details are left to the paper Gonon et al. [2023a]. As a consequence of Theorem 6.2.6, we
can recover Theorem VI.4 in Elbrächter et al. [2021] as I now describe.
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Chapter 6. Approximation guarantees for quantized networks

Example 6.2.1 (∞-encodable sequences of sparse neural networks - [Elbrächter et al.,
2021, Thm. VI.4]). Let π be a positive polynomial and consider, as in Definition VI.2 of
Elbrächter et al. [2021], N π

M the set of functions parameterized by a LFCN with weights’
amplitude bounded by π(M), depth bounded by π(logM) and at most M non-zero parame-
ters. Assumption (6.8) holds since this corresponds to the case where LM ⩽ π(log(M)) and
1 ⩽ rM ⩽ max(1, π(M)). Then, Theorem 6.2.6 guarantees that N π := (N π

M)M∈N>0 is ∞-
encodable. Given Theorem 6.2.1, the fact that N π is ∞-encodable gives γ∗approx(C|N π) ⩽
γ∗encod(C) for arbitrary p ∈ [1,∞] and arbitrary C ⊂ Lp. This is exactly Theorem VI.4 in
Elbrächter et al. [2021].

6.3 Conclusion
I now summarize the different contributions and discuss perspectives.

Approximation with quantized ReLU networks. I characterized the error of sim-
ple uniform quantization scheme Qη that acts coordinatewise as Qη(x) = ⌊x/η⌋ η. I
proved in Theorem 6.1.1 that it is sufficient for the number of bits per coordinate to
grow linearly with the number of layers L in order to provide ε-error in L∞([−D,D]d).
Theorem IV.2 in Gonon et al. [2023a] shows that this number of bits is necessary for
some parameters. The proof exploits a new lower-bound on the Lipschitz constant of
the parameterization of LFCNs (Definition 2.1.1) established in Theorem III.1 f Gonon
et al. [2023a]. The same theorem also shows a generic upper-bound for this Lipschitz
constant, which generalizes upper-bounds known in specific situations. As a consequence,
I gave explicit conditions on the number of bits per coordinate that guarantees quantized
LFCNs to have the same approximation speeds as unquantized ones in generic Lp spaces,
see Informal Theorem 6.1.1.

Notion of γ-encodability. I introduced in Definition 6.2.2 a new property of approxi-
mation families: being γ-encodable. As soon as Σ is γ-encodable in a metric space (F , d),
Theorem 6.2.1 shows that there is a simple relation between the approximation speed of
every set C ⊂ F and its encoding speed:

min(γ∗approx(C|Σ), γ) ⩽ γ∗encod(C). (6.9)

As seen in Section 6.2.3, several classical approximation families Σ are γ-encodable for
some γ > 0, including classical families defined with dictionaries or LFCNs. As a con-
sequence, γ-encodability lays a generic framework that unifies several situations where
Inequality (6.9) is known, such as when doing approximation with dictionaries [Grohs,
2015, Thm. 5.24][Kerkyacharian and Picard, 2004, Prop. 11] or LFCNs [Elbrächter et al.,
2021, Thm. VI.4].

Perspectives. I discuss in Chapter 7 the perspective of considering functionally equiv-
alent parameters when designing a quantization scheme. Functionally equivalent param-
eters θ, θ′ are such that Rθ = Rθ′ (or with equality only on a given dataset). Due to
the positive homogeneity of the ReLU function, we saw in Lemma 2.4.1 that there are
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uncountably many equivalent parameters to θ that can be obtained by rescaling the coor-
dinates of θ (but these are not the only ones since permuting coordinates can also lead to
functionally equivalent parameters). When quantizing θ, it would be interesting to take
these equivalent parameters into account. A first work that goes in that direction is given
by Gribonval et al. [2023].
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Chapter 7
Perspectives

In this chapter, I discuss the perspectives opened by this thesis. Let me present the
outline, where I reuse some material from the conclusions of the chapters.

• Extending to DAG networks results for LFCNs based on the path-lifting.
(Section 7.1) In this thesis, I started by extending the path-lifting and path-activations
to generic ReLU networks (Chapter 2). Thanks to that, I was able to extend and
prove new results for such general ReLU networks: Lipschitz properties (Chapter 3),
pruning strategies (Chapter 3) and generalization bounds (Chapter 4). Many more
can be envisioned for the future. Section 7.1 discusses two examples: the exten-
sion to DAG networks of existing results on identifiability [Stock and Gribonval,
2023, Bona-Pellissier et al., 2022] and on training dynamics [Marcotte et al., 2023],
currently established only for LFCNs.

• Assessing the promises of path-norm-based bounds in practice. (Sec-
tion 7.2) I have extended to generic DAG networks the path-norm-based gener-
alization bounds, which is for the first time valid for widely used networks such as
ResNets, VGGs etc. It is not time to assess the promises of the path-norm as a
complexity measure for generalization by numerically evaluating these generaliza-
tion bounds on ResNets trained on ImageNet. I do that in Section 7.2, and shed
the light on remaining challenges to improve these bounds, notably by investigating
average-case measures based on the path-lifting, instead of worst-case ones.

• Adapting the Rademacher approach to practice. (Section 7.3) I already
evoked in Chapter 4 that it is not clear how the theory based on the Rademacher
complexity, which is the dominant approach to statistical learning, can be strictly
applied to neural networks trained in practice, because of subtle quantifier issues. In
Section 7.3, I further discuss this challenge of adapting this theoretical framework
to practice. And I also discuss the challenge of theoretically accounting for subtle
phenomena between the training set and the generalization of the network.

• Capitalizing on the success of the new kernel for Kronecker-sparse ma-
trices. (Section 7.4) We have provided with our new kernel a heuristic to decide
what Kronecker sparsity pattern is efficient in practice. This paves the way to de-
sign efficient Kronecker-sparse neural networks, as discussed in Section 7.4.1. I also
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discuss in Section 7.4.2 the challenge of obtaining the same gains in half-precision
as the ones obtained with the new kernel in float-precision. Finally, I mention in
Section 7.4 two other challenges: exploring the extension of the kernel to other
hardwares, and exploring the potential benefit of the batch-size-last memory layout
for other operations than the multiplication with a Kronecker-sparse matrix.

• Taking into account the symmetries for quantization. (Section 7.5) I con-
clude this thesis by discussing how the symmetries, and potentially the path-lifting,
could be used both in practice and theory to design efficient quantization schemes.

7.1 On extending to DAG networks results for LFCNs
based on the path-lifting

The extended framework maintains the key properties of path-lifting and path-activations
that have proved useful in the literature and in this thesis for analyzing ReLU neural
networks. These properties include capturing the piecewise affine structure of the network
and being invariant to rescaling symmetries, which are essential for understanding and
manipulating the behavior of ReLU neural networks. Thanks to that, I was for instance
able to extend the path-norm-based generalization bounds to these general DAG networks
in Chapter 4.

In this thesis, I have extended the framework of the path-lifting and the path-activations
to general DAG networks, and thanks to that, I was for instance able to extend the path-
norm-based generalization bounds to these general DAG networks in Chapter 4. Many
other results have been established in the literature for simple LFCNs, using the path-
lifting. I expect that the general framework laid by this thesis could also be used to
extend these results to these more general networks. In this section, I discuss two exam-
ples: identifiability in Section 7.1.1 and training dynamics in Section 7.1.2.

7.1.1 Identifiability
The problem of identifiability is to recover the parameters of a neural network from a
black-box access to the network, i.e., by querying the network with inputs and observing
the outputs. This is a key challenge in the study of neural networks, with practical
implications for security, privacy, intellectual property, and understanding the behavior of
black-box models. For instance, if this was feasible we could reverse-engineer chatGPT,
recovering its parameters, and this could pose an economic threat to such commercial
models for which enormous resources have been invested in training.

There are three obvious obstructions to the identifiability of the parameters
θ of the network from the mere observation of a finite number of input/output
pairs (xi, Rθ(xi))i=1,...,n [Stock and Gribonval, 2023], all of which are due to
symmetries of the network. The first obstruction is due to rescaling symmetries: I
proved in Lemma 2.4.1 that if θ is rescaled into λ⋄θ, then they are functionally equivalent
in the sense that Rθ = Rλ⋄θ although they are distinct parameters for a general λ ∈ RH

>0.
This means that the parameters θ can only be uniquely identified from the outputs Rθ(xi)
up to rescaling symmetries. The second obstruction is due to input-dead and output-
dead neurons (Definition 2.4.2), for which we have the same kind of functional equivalence
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Figure 7.1: Two hidden neuron network

with distinct parameters. The third obvious obstruction is due to so-called twin neurons,
for which we can redistribute the weights between them without affecting the function
Rθ. Let me give an example of twin neurons (and see Stock and Gribonval [2023] for a
formal definition). Consider a two-hidden-neurons network, corresponding to Figure 7.1
with associated function

Rθ(x) =
2∑

i=1
ReLU(xθu→vi + bvi

)θvi→w.

The neurons v1 and v2 are "twins" if θu→v1 = λθu→v2 and bv1 = λbv2 with λ > 0. In
such a situation, neurons v1 and v2 have always the same activation, and it is possible
to redistribute the weights between v1 and v2 without affecting the function Rθ. For
instance, one could divide by 2 the incoming weights and bias of v1, and multiply by 2
the ones of v2. This would result in the same function Rθ but with different parameters
θ.

Remarkably, Theorem 3 in Stock and Gribonval [2023] shows that for LFCNs, these
obvious obstructions are the only ones that prevent from the identifiability from
a finite set of inputs1. This theorem is based on the path-lifting Φ(θ) and the simple

formula Rθ(x) =
〈

Φ(θ), A(θ, x)
(
x
1

)〉
in the scalar-valued case, and more generally on

the similar formula proved in Theorem 2.4.2. Bona-Pellissier et al. [2022] further gives
practical test conditions for checking whether samples (xi)i can lead to identifiability of
θ from the outputs Rθ(xi). It is also based on the path-lifting and the path-activations.
However, both Stock and Gribonval [2023] and Bona-Pellissier et al. [2022] are limited to
simple LFCNs. I expect that the results of this thesis can be used to extend these results
to general DAG networks, as the main properties of the path-lifting and path-activations
used to establish these results are preserved in the extension. This would pave the way
for practical tests of identifiability for widely used architectures. I now explain why this
is expected to be the case.

Important properties provided by the path-lifting and path-activations for
identifiability. The path-lifting Φ(θ) complemented with the sign vectors of θ can be

1However, Theorem 3 in Stock and Gribonval [2023] is an existence theorem: there exists a finite set
of inputs xi such that the parameters θ can be uniquely identified from the outputs Rθ(xi), up to the
discussed obstructions.

129



Chapter 7. Perspectives

used as a representation of the whole rescaling equivalence class of θ [Stock and Gribonval,
2023, Theorem 1], i.e., all the parameters that can be obtained from θ by neuron-wise
rescaling symmetries (Definition 2.4.1). I even proved that Φ(θ) and Rθ are invariant
under symmetries due to input-dead neurons, and evoked (but did not prove) that this is
also the case for output-dead neurons. This means that (Φ(θ), sgn(θ)) is also expected to
be a representation of the parameters that absorbs the first two obstructions: rescaling
symmetries and dead neurons.

Moreover, the formula

Rθ(x) =
〈

Φ(θ), A(θ, x)
(
x
1

)〉

shows that if there are enough points x with different activations A(θ, x), then the vector
Φ(θ) can be uniquely identified from the output Rθ(x) [Stock and Gribonval, 2023]. This
is the logic behind Theorem 3 in Stock and Gribonval [2023]: first prove that Φ(θ) is iden-
tifiable from the outputs Rθ(xi) by choosing points xi with different activations A(θ, xi),
and then prove that θ is identifiable from Φ(θ) up to the obstructions above.

Open research directions provided by this thesis. I expect that the results from
Stock and Gribonval [2023] and Bona-Pellissier et al. [2022] could be generalized to general
DAG networks (Definition 2.2.2) by using the extended framework on path-lifting and
path-activations presented in this thesis.

7.1.2 Training dynamics
In many cases, training is done in overparameterized settings, corresponding to many more
parameters than training samples2. For example, the smallest ResNet architecture has
11.5M parameters [He et al., 2016], and ImageNet has 1.2M images. In overparameterized
settings, the optimization algorithm often reaches one of the many zero training error
solutions [Zhang et al., 2021]. However, the generalization error can be very different
between these solutions [Zhang et al., 2021]. To explain the success of neural networks,
it is believed that the training algorithm has a bias towards some of these solutions that
generalize well, called "implicit bias". A better understanding of the training dynamics is
key to understanding the implicit bias of the training algorithm.

In practice, the most usual way to train the parameters is to initialize them randomly
θ(0) = θinit, and update them using gradient descent:

θ(t+ 1) = θ(t)− η∇θL(θ(t)),

where η > 0 is a so-called learning rate and L(θ) is the training error introduced in
Section 4.1:

L(θ) = 1
n

n∑
i=1

ℓ(Rθ(xi), yi)

for a training set (xi, yi)i=1,...,n and a loss function ℓ. The trajectory t 7→ θ(t) is called the
training dynamic. Since the training error L(θ) is often non-convex in the parameters θ,
this makes the trajectory t 7→ θ(t) challenging to analyze.

2This is not the case for large language models: GPT-3 has 175B parameters and was trained on 300
Billion tokens [Chuan Li, 2021].
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A form of "weak" implicit bias consists of the conserved quantities of the training
dynamics: they trap the trajectory t 7→ θ(t) in a low-dimensional manifold. Emmy
Noether’s famous theorem states that every symmetry of a physical system leads to a
conservation law [Noether, 1918]. In the context of neural networks, the loss function
θ 7→ L(θ) governs the training dynamic. It has been shown that any one-parameter
transformation group that leaves the training error invariant leads to a conserved quantity
[Kunin et al., 2021, Theorem 1]. Because of the definition of the training error, we see
that if parameters θ and θ′ are functionally equivalent (Rθ = Rθ′), then L(θ) = L(θ′).
Therefore, the training error inherits from the same symmetries of the network Rθ. Thus,
the symmetries of the network Rθ lead to conserved quantities of the training dynamic.

Important properties provided by the path-lifting for training dynamics. For
simple LFCNs, Theorem 1 in Stock and Gribonval [2023] shows that the vector Φ(θ) locally
captures the neuron-wise rescaling symmetries of Rθ, meaning that for every3 θ, there is
a neighborhood Ω of θ such that for every θ′ ∈ Ω, if Φ(θ′) = Φ(θ) then θ′ can be deduced
from θ by neuron-wise rescaling symmetries (we have already mentioned that the converse
is always true, see Theorem 2.4.1). This shows that locally, Φ(θ) is a representative of
all parameters that are rescaling equivalent to θ. Therefore, it is expected that the local
image of Φ is related to the conserved quantities of the training dynamics. To go in
this direction, Theorem 2.14 of Marcotte et al. [2023] shows for one-hidden-layer LFCNs
and linear networks (corresponding to LFCNs with the ReLU replaced by the identity)
that a function h : θ ∈ Rd 7→ R is locally conserved4 around θ by the gradient flow (the
time-continuous version of the gradient descent algorithm) if and only if JΦ(θ)∇h(θ) = 0
where JΦ(θ) is the Jacobian matrix of the path-lifting Φ at θ.

This basically follows from the simple formula Rθ(x) =
〈

Φ(θ), A(θ, x)
(
x
1

)〉
in the

scalar-valued case, and more generally from the similar formula proved in Theorem 2.4.2,
in addition to the fact that the gradient flow is given by θ̇ = −∇θL(θ). Indeed, at
least informally (skipping differentiability assumptions etc.), if h is conserved then by
differentiating h(θ(t)) = h(θ(0)), we get

〈
∇h(θ(t)), θ̇(t)

〉
= 0 for every t. Denote by

S = (xi, yi)n
i=1 the training samples, and consider the function f defined by f(φ, S) =

1
n

∑n
i=1 ℓ(

〈
φ,A(θ, xi)

(
xi

1

)〉
, yi) in the scalar-valued case (the same reasoning can be done

in general using similar quantities building upon Theorem 2.4.2). We have L(θ) =
f(Φ(θ), S), and therefore ∇θℓ(θ) = JΦ(θ)T∇φf(Φ(θ), S). Since θ̇(t) = −∇θℓ(θ(t)) =
−JΦ(θ)T∇φf(Φ(θ), S) we deduce that〈

∇h(θ(t)), JΦ(θ(t))T∇φf(Φ(θ(t)), S)
〉

= 0,∀t.

This is equivalent to

⟨JΦ(θ(t))∇h(θ(t)),∇φf(Φ(θ(t)), S)⟩ = 0,∀t.
3Except for a Lebesgue negligeable set.
4Meaning: there is a neighborhood of θ such that for any initialization in this neighborhood, any

training set (xi, yi)i, the maximal solution t 7→ θ(t) given by the Cauchy-Lipschitz theorem is such that
h(θ(t)) = h(θ(0)) for any t where this maximal solution is defined. Simply said, h is conserved by the
gradient flow for any training datasets and any initialization around θ.
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To get Theorem 2.14 in Marcotte et al. [2023], it is sufficient to check that the span of
{∇φf(Φ(θ(t)), S), t} is the whole ambient space. Indeed, this would imply JΦ(θ(t))∇h(θ(t)) =
0 for every t. The span condition is checked at hand in Marcotte et al. [2023] for one-
hidden-layer LFCNs and linear networks, with usual loss functions.

This further allows Marcotte et al. [2023] to count the number of (linearly independent)
conserved quantities, by studying the rank of the matrix JΦ(θ). They also give a code to
explicitly compute the polynomial conserved quantities. This code explicitly manipulates
Φ(θ).

Open research directions provided by this thesis. I expect that the results of
Marcotte et al. [2023] could be further extended to general DAG networks by using the
extended framework on path-lifting and path-activations presented in this thesis. This
would pave the way to practical computations of conserved quantities for widely used
ReLU networks.

I now turn to concrete numerical evaluations of the path-norm-based bounds estab-
lished in this thesis on ResNets trained on ImageNet.

7.2 On challenging the promises of path-norm-based
bounds in practice

This thesis made available the first generalization guarantees based on the path-norm for
general DAG networks, including ResNets, VGGs, U-nets, ReLU MobileNets, Inception
nets, AlexNet, AlphaGo, and AlphaZero. This is the opportunity to assess the current
state of the gap between theory and practice, and to diagnose without concession possible
room for improvements. I released a code that allows anyone to easily experiment on
their favorite network and see if the promises of the path-norm-based bounds are held. I
recall that the code is available at github.com/agonon/pathnorm_toolkit.

As a concrete example, Section 7.2.1 demonstrates that on ResNet18 trained on Ima-
geNet: 1) the generalization bound provided by Theorem 4.4.1 can be numerically com-
puted; 2) for a (dense) ResNet18 trained in a standard way, roughly 30 orders of mag-
nitude would need to be gained for this path-norm-based bound to match practically
observed generalization gap; 3) the same bound evaluated on a sparse ResNet18 (trained
with standard sparsification techniques) is decreased by up to 13 orders of magnitude.
Section 7.2.2 will discuss promising leads to reduce this gap, in particular going beyond
worst-case measures to average-case measures based on the path-lifting.

7.2.1 Experiments
When would a generalization bound be informative? For ResNets trained on
ImageNet, the training error associated with cross-entropy is typically between 1 and 2,
and the top-1 training error is typically less than 0.30. The same orders of magnitude
apply to the empirical generalization gap. To ensure that the expected risk (either for
cross-entropy or top-1 accuracy) is of the same order as the training error, a bound on the
generalization gap should basically be of order at most 1.
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For parameters θ learned from training data, Theorem 4.4.1 and Theorem 4.1.1 allow
us to bound the expected risk in terms of a performance measure (that depends on a free
choice of γ > 0 for the top-1 accuracy, see Theorem 4.1.2) on the training data, plus a term
depending on the Rademacher complexity, this term being bounded by 4σ

n
C×L×∥Φ(θ)∥1.

The Lipschitz constant L is
√

2 for cross-entropy, and 2/γ for the top-1 accuracy.

Evaluation of 4σ
n
C for ResNets on ImageNet. I further bound σ/n by B/

√
n, where

B ≃ 2.6 is the maximum L∞-norm of the images of ImageNet normalized for inference.
We at most lose a factor B compared to the bound directly involving σ since it also
holds σ/n ⩾ 1/

√
n by definition of σ. I train on 99% of ImageNet so that n = 1268355.

Moreover, recall that C = (D log((3 + 2P )K) + log(3+2P
1+P

(din + 1)dout))1/2. For ResNets,
P = 1 (as there are only classical max-pooling neurons, corresponding to k-max-pooling
with k = 1), the kernel size is K = 9, din = 224 × 224 × 3, dout = 1000, and the depth
is D = 2 + # basic blocks × # conv per basic block, with the different values available
in Appendix E.1. The values for 4BC/

√
n are reported in Table 7.1. Given these results

and the values of the Lipschitz constant L, on ResNet18, the bound would be informative
only when ∥Φ(θ)∥1 ≲ 10 or ∥Φ(θ)∥1/γ ≲ 10 respectively for the cross-entropy and the
top-1 accuracy.

Table 7.1: Numerical evaluations on ResNets and ImageNet1k with 2 significant digits.
Multiplying by the Lipschitz constant L of the loss and the path-norm gives the bound
in Theorem 4.4.1. The second line reports the values when the analysis is sharpened for
max-pooling neurons, see Remark 4.4.1.

ResNet 18 34 50 101 152
4√
n
CB = 0.088 0.11 0.14 0.19 0.23

4√
n
CsharpenedB = 0.060 0.072 0.082 0.11 0.13

I now compute the path-norms of trained ResNets, both dense and sparse, using the
simple formula proved in Theorem 3.1.1.

The ℓ1-path-norm of pretrained ResNets is 30 orders of magnitude too large.
Table 7.2 shows that the ℓ1-path-norm is 30 orders of magnitude too large to make the
bound informative for the cross-entropy loss. The choice of γ is discussed in Appendix E.1,
where I observe that there is no possible choice that leads to an informative bound for
top-1 accuracy in this situation.

Table 7.2: Path-norms of pretrained ResNets available on PyTorch, computed in float32.

ResNet 18 34 50 101 152
∥Φ(θ)∥1 1.3× 1030 overflow overflow overflow overflow
∥Φ(θ)∥2 2.5× 102 1.1× 102 2.0× 108 2.9× 109 8.9× 1010

∥Φ(θ)∥4 7.2×10−6 4.9×10−6 6.7×10−4 3.0×10−4 1.5×10−4
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Sparse ResNets can decrease the bounds by 13 orders of magnitude. I just
showed that pretrained ResNets have very large ℓ1-path-norm. Does every network with
a good test top-1 accuracy (i.e., expected risk) have such a large ℓ1-path-norm? Since
any zero in the parameters θ leads to many zero coordinates in Φ(θ), I now investigate
whether sparse versions of ResNet18 trained on ImageNet have a smaller path-norm.
Sparse networks are obtained with iterative magnitude pruning plus rewinding, with hy-
perparameters similar to the one in Frankle et al. [2021, Appendix A.3]. Results show
that the ℓ1-path-norm decreases from ≃ 1030 for the dense network to ≃ 1017 after 19
pruning iterations, basically losing between a half and one order of magnitude per prun-
ing iteration. Moreover, the test top-1 accuracy is better than with the dense network
for the first 11 pruning iterations, and after 19 iterations, the test top-1 accuracy is
still way better than what would be obtained by guessing at random, so this is still a
non-trivial matter to bound the generalization error for the last iteration. Details are
in Appendix E.1. This shows that there are indeed practically trainable networks with
much smaller ℓ1-path-norm that perform well. It remains open whether alternative train-
ing techniques, possibly with path-norm regularization, could lead to networks combining
good performance and informative generalization bounds.

Additional observations: increased depth and train size. In practice, increasing
the size of the network (that is, the number of parameters) or the number of training sam-
ples can improve generalization. I can, again, assess for the first time whether the bounds
based on path-norms follow the same trend for standard modern networks. Table 7.2
shows that path-norms of pretrained ResNets available on PyTorch roughly increase with
depth. This complements Dziugaite et al. [2020, Figure 1], which shows that for simple
LFCNs, path-norm, despite being one of the best overall weight-based measures for cor-
relating with the generalization gap, struggles the most to maintain positive correlation
with depth variation, compared to other hyperparameters (width, weight decay, etc.).
For increasing training sizes, I did not observe a clear trend for the ℓ1-path-norm, which
seems to mildly evolve with the number of epochs rather than with the train size, see
Appendix E.1 for details.

7.2.2 Open research directions provided by this thesis
Theorem 4.4.1 is the first generalization bound valid for such networks based on path-
norm. This bound recovers or beats the sharpest known ones of the same type. Its ease
of computation led in Section 7.2.1 to the first experiments on widely used networks.
However, in spite of all the reasons to consider the path-norm as a complexity measure
for generalization, we observed a gap between theory and practice of roughly 30 orders
of magnitude for a dense version of ResNet18 trained with standard tools on ImageNet.
Building on the theoretical and experimental results of this thesis, I now dress a list of
promising lines of research to close this gap.

• The most promising lead is probably to go beyond worst-case, investigat-
ing average-case complexity measures based on the path-lifting. In this
thesis, I have extended the path-lifting to general DAG networks, while ensuring that
it fulfills several of its promises that I anticipated as the result of previous works
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in the simple cases of LFCNs: it remains invariant to rescaling symmetries, it cap-
tures with the path-activations the piecewise structure of the network, and its mixed
norms are easy to compute. I further showed that it is indeed possible to use these
key properties to establish generalization bounds based on the path-lifting for such
general DAG networks. Remember that before this, the analyses using the path-
lifting were limited to scalar-valued LFCNs. Thanks to all this development, I was
able to challenge the current best bound based on the path-norm (Theorem 4.4.1),
and we now know that the ℓ1-path-norm is not yet the good complexity measure
to explain generalization in over-parameterized training settings, where there are
too few training samples compared to the expressivity of the network’s architecture.
In short, there are good reasons to believe that the path-lifting provides
a good representation of the parameters to analyze the generalization
properties of neural networks, but its ℓ1-norm is not the ultimate way to
measure the complexity of the network. The next exciting challenge is to find
a more refined complexity measure based on the path-lifting that would remain com-
putable, while being informative even in over-parameterized regimes. For that, the
most promising lead is probably to go beyond the worst-case measure ∥Φ(θ)∥1 and
to investigate average-case complexity measures based on the path-lifting. First, let
me detail why ∥Φ(θ)∥1 is worst-case.
The worst-case analysis of the path-activations. Let me recall the discussion
we had in Section 2.4.2 about the formula

Rθ(x) =
〈
A(θ, x)T Φ(θ),

(
x
1

)〉

for the scalar-valued case, and the similar formula in the general case (Equa-
tion (2.6)). On each of the regions in (θ, x) where the path-activations A(θ, x) are
constant, this formula says that the output of the network is affine in x, with the
affine coefficients given by A(θ, x)T Φ(θ): the matrix A filters the affine coefficients
stored in Φ(θ) to only keep the ones relevant on the current region. Conceptually,
the ℓ1-path-norm arises in the generalization bounds because of a type of control as
follows:

Rθ(x) =
Theorem 2.4.2

〈
A(θ, x)T Φ(θ),

(
x
1

)〉
⩽

Hölder
max(∥x∥∞, 1)∥A(θ, x)T Φ(θ)∥1

⩽
Lemma 3.3.1

max(∥x∥∞, 1)∥Φ(θ)∥1.

For ∥A(θ, x)T Φ(θ)∥1 ⩽ ∥Φ(θ)∥1, I used the worst-case analysis that says that all
the paths are activated simultaneously (Lemma 3.3.1). Let me go step by step
to the last inequality involving the ℓ1-path-norm to understand what is missing
in this complexity measure. Already for ∥A(θ, x)T Φ(θ)∥1, the affine coefficients
(coordinates of Φ) that are activated simultaneously but that cancel each other
are summed up in ∥A(θ, x)T Φ(θ)∥1 in absolute value. This already does not seem
desirable. For instance with an iid initialization, all these affine coefficients would
cancel each other but ∥A(θ, x)T Φ(θ)∥1 would be very large as it would sum them in
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absolute value. In the meantime, the generalization gap at initialization is equal to
zero since the parameters are yet independent from the training samples. This shows
that ∥A(θ, x)T Φ(θ)∥1 is not suited to explain generalization at least at initialization.
This is even worse with the ℓ1-path-norm, where this time all the paths are assumed
to be active simultaneously. While this can be the case for specific5 parameters θ and
inputs x, this is not the case in general. Therefore, we can say that in a sense, the
ℓ1-path-norm that arises from the worst pattern of path-activations correspond to a
worst-case on both the parameters and the inputs. Finally, let me also note that the
bound ∥A(θ, x)T Φ(θ)∥1 ⩽ ∥Φ(θ)∥1 completely decorrelates the parameters θ from
the inputs x, which is once again not desirable as the generalization gap precisely
depends on the relation between the parameters and the input distribution.
Going average-case. An important challenge for the future would be to replace
the ℓ1-norm ∥Φ(θ)∥1 by a more refined quantity that would:

– depend on the expected path-activations over the input distribution, and not
only on their worst-case value;

– be invariant to symmetries of the network (which is very likely if it is based on
the path-lifting and the path-activations);

– be related to Lipschitz properties of the network, and hence be a good com-
plexity measure for generalization;

– be computable in practice.

Such a complexity measure should be calibrated in simple situations where we
roughly know the generalization gap. Possible candidates for the first three points
may be derived from quantities of the type:

Ex∥A(θ, x)T Φ(θ)∥1.

For the fourth point, even if it does not seem evident to compute this exactly, it is
at least possible to envision approximation with Monte-Carlo methods. This com-
plexity measure would already be a huge step forward (keeping in mind that it still
has non-desirable aspects as discussed above). Indeed, it would replace the worst-
case analysis of the path-activations by an average-case analysis, which is likely to
be much more informative, and it would restablish the relation between the pa-
rameters and the input distribution. While I haven’t seen this type of complexity
measure proposed before in the literature, I can already note that it is related to
expected Lipschitz bounds in x for general DAG networks, as can be seen by differ-
entiating the function x 7→ Ex′∥Rθ(x)−Rθ(x′)∥1 (fixed θ), using the formula proved
in Theorem 2.4.2. Moreover, the expected ℓ1-path-norm Ex∥A(θ, x)T Φ(θ)∥1 makes
also way more sense geometrically than the ℓ1-path-norm ∥Φ(θ)∥1. The coordinates
of Φ(θ) are the affine coefficients, that can be filtered by the path-activations and
summed up to get the slopes of Rθ on the different region where Rθ is affine (The-
orem 2.4.2). Therefore, ∥Φ(θ)∥1 is the sum of all the affine coefficients in absolue
value, resulting in a worst-case uniform bound for all the regions’ slopes. However,
Ex∥A(θ, x)T Φ(θ)∥1 filters the coefficients on each region, unfortunately still sum

5For instance, consider positive parameters, positive input, and only ReLU neurons.

136



7.2. On challenging the promises of path-norm-based bounds in practice

them in absolute value, but then weights these sums by the probability of falling
into these regions. In particular, regions with high slopes but low probability of
being activated would not contribute much to the complexity measure, something
desirable to explain generalization in over-parameterized regimes where typical es-
timators have large Lipschitz constants to interpolate the training data, but only in
small regions of the input space.

• Consider other norms than the ℓ1-path-norm. Possible bounds involving the
ℓq-path-norm for q > 1 deserve a particular attention, since numerical evaluations
show that they are several orders of magnitude below the ℓ1-norm. The current
challenge is to make ℓq-path-norm arise in a non-combinatorial way. For now, the
unique presence of the ℓ1-path-norm is the result of the worst-case analysis on the
path-activations discussed above (see also Lemma 3.3.1 and below). If we do the
same worst-case analysis but with the ℓq-norm for q > 1, a constant depending
on the number of the paths shows up in front of the ℓq-path-norm. Therefore,
to find a non-combinatorial way to use the ℓq-path-norms also probably relies on
going beyond the worst-case analysis of the path-activations, and to consider an
average-case analysis. In the same vein as above, we could consider the quantity
Ex∥A(θ, x)T Φ(θ)∥q for q > 1.

• Sparsity regularization. Without changing the bound of Theorem 4.4.1, sparsity
seems promising to reduce the ℓ1-path-norm by several orders of magnitude without
changing the performance of the network.

• Take more finely into account weight-sharing into the framework. Weight-
sharing reduces the degrees of freedom of the problem. For the Rademacher bound
of Theorem 4.3.1 based on covering numbers, I proved that it was possible to ac-
count for weight-sharing by reducing a term that was dependent on the number of
parameters to the actual degrees of freedom when there is weight-sharing. While
the more refined Rademacher bound I proved in Theorem 4.4.1 got rid of this unde-
sirable term, the question remains open whether a more refined analysis complexity
measure than the path-norm could lead to sharpened analysis in the presence of
weight-sharing [Pitas et al., 2019, Galanti et al., 2023].

• Remove in the path-norm excess paths related to max-pooling neurons.
A k-max-pooling neuron with kernel size K only activates 1/K of the paths, but
the bound sums the coordinates of the path-lifting Φ related to these K paths. This
may lead to a bound K times too large in general (or even more in the presence of
multiple max-pooling layers).

Besides all these promising leads to find a better complexity measure based on the
path-lifting than its ℓ1-norm, there are also challenges concerning the general framework
of statistical learning theory, as I now discuss.
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7.3 On adapting the dominant statistical learning the-
ory to modern practices

Modern practices in deep learning have raised important and exciting challenges in many
fields of theory. In this section, I would like to discuss two such challenges that call for
an adaptation of the dominant statistical learning theory.

In Chapter 4, I presented the dominant approach to the statistical learning theory:
bound the estimation error and generalization gap with the Rademacher complexity
[Shalev-Shwartz and Ben-David, 2014, Goodfellow et al., 2016, Bach, 2024]. This has
proved to be a powerful tool to better understand the generalization properties of many
models of interests [Bach, 2017, 2024] and to relate various complexity measures to the
generalization gap [Neyshabur et al., 2015, Kawaguchi et al., 2017, Barron and Klusowski,
2019, Pérez and Louis, 2020, Jiang et al., 2020, Dziugaite et al., 2020].

As explained in Chapter 4, the basic block of this approach is Theorem 4.1.1. It
essentially says that for any nice enough loss function ℓ, any set F of functions and any
estimator f̂ that takes a training set S and returns f̂(S) ∈ F , the Rademacher complexity
of F bounds the generalization gap and estimation error.

The first challenge caused by practice is that it is not clear, when observing a network
f̂(S) in practice, to which function set F this result should be applied. I will discuss this
in Section 7.3.1.

The second and last challenge I would like to mention in this section is on being able
to theoretically take into account some very subtle aspects of the data distribution that
practically impact the generalization properties. I will discuss this in Section 7.3.2.

7.3.1 On applying the Rademacher bound in practice
A main obstacle to strictly apply the Rademacher bound in practice (Theo-
rem 4.1.1) is the problem of identifying the set F in which is our estimator.
In practice, we fix an algorithm (such as gradient descent with fixed so-called hyperpa-
rameters), and given n training samples S = (xi, yi)n

i=1, we run the algorithm and get
some f̂(S). This defines our estimator f̂ . However, we can only observe the output
of our estimator (i.e., algorithm) for a finite number of possible training sets S. For
the Rademacher bound, we obviously would like to know the smallest F that contains
all the possible outputs f̂(S) of our estimator f̂ : the smaller the set F , the smaller its
Rademacher complexity. Actually, even before trying to identify a small F that contains
f̂(S) for all S, it is already not clear how to identify one such F . Indeed, we only ob-
serve f̂(S) for a single S (or a finite number when training several times to do so-called
cross-validation), so without an explicit regularization at the end of the algorithm, it is
not clear to know what kind of property will have f̂(S) for general S’s.

For instance, when I evaluated the path-norm-based bound (Theorem 4.4.1) on ResNet18
training set S of ImageNet, I observed the ℓ1-path-norm of this specific f̂(S), and defined
F to be all the network functions with path-norm smaller than this specific ℓ1-path-norm.
However, there is no guarantee that for over training sets S ′, the same training algorithm
would have led to f̂(S ′) in this choice of F , as it would require f̂(S ′) to have a smaller
path-norm than the one of f̂(S). It is therefore an open challenge to adapt the statistical
learning theory to this practical setting where we only observe the output f̂(S) of the
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estimator f̂ for a finite number of training sets S, and for which we have to find a set F
that contains all the possible outputs of f̂ .

7.3.2 On subtle practical impacts of the data distribution
The classical approach in statistical learning theory is to bound the expected generalization
gap or estimation error over all possible training sets S, and then deduce high-confidence
intervals for many S’s using concentration inequalities [Boucheron et al., 2013, Shalev-
Shwartz and Ben-David, 2014, Bach, 2024]. This essentially hides the belief that for
training samples S = (xi, yi)n

i=1 with n large, most of the typical samples S are likely to
lead to similar generalization properties. However, this is not always the case in practice,
and the generalization gap can be very sensitive to the choice of the training set S, even
for extremely large n. This is exemplified with large language models (LLMs) where
enormous amounts of data are used, but subtle modifications in the training set can have
a huge impact on the generalization properties of the model [Scao et al., 2022, Section
3, Table 1][Penedo et al., 2023]. For instance, small repetitions (or near duplications) of
samples in the training set can cause huge drop of the empirical risk [Hernandez et al.,
2022]. This kind of sensitivity to the training set is not yet captured by the classical
statistical learning theory, and it is an open challenge to find the good framework to do
so.

7.4 On extending to other settings the success of the
new kernel for Kronecker-sparse matrix multipli-
cation

The advances made by our new kernel for Kronecker-sparse matrix multiplication raise
several interesting and challenging questions for the future. In Section 7.4.1, I discuss how
our heuristic paves the way to new research directions to design efficient Kronecker-sparse
neural networks. In Section 7.4.2, I discuss what are the challenges to obtain the same
gains in half-precision. I also mention two additional challenges raised by the practical
use of the new kernel in Section 7.4.3.

7.4.1 On designing efficient Kronecker-sparse neural networks
In the literature, Dao et al. [2022a] are among the best reported results in terms of
accuracy when replacing dense matrices W by a product of Kronecker-sparse matrices
W = K1 . . .KL in neural networks. They use L = 2 Kronecker-sparse matrices, and
choose the sparsity patterns π1 = (a1, b1, c1, d1) and π2 = (a2, b2, c2, d2) of K1 and K2
such that the product of their supports is dense, motivated by expressivity concerns. We
followed the same protocol when making experiments in Section 5.5 to show that the new
kernel accelerates the inference of neural networks using Kronecker-sparse matrices.

However, besides the criteria of expressivity to hope for a good accuracy, the choice
of the sparsity patterns π1 and π2 is also crucial to get the best performance in time and
energy. To the best of my knowledge, we provided in Chapter 5 the first heuristic to choose
Kronecker sparsity patterns (a, b, c, d) that are particularly efficient for Kronecker-sparse
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matrix multiplication, with the hope that it will avoid extensive empirical search. Indeed,
we demonstrated in Chapter 5 that the new kernel is particularly efficient for Kronecker-
sparse matrices of sparsity pattern (a, b, c, d) with large ratios (b+ c)/bc and d(b+ c)/bc.
This paves the way to new research directions to design efficient Kronecker-sparse neural
networks.

Open research directions provided by this thesis. Consider the problem of choos-
ing a number of factors L, and Kronecker sparsity patterns π1, . . . , πL in order to maximize
both the accuracy and the gains in time and energy, when replacing a W by a product
of Kronecker-sparse matrices W = K1 . . .KL in neural networks. This problem is combi-
natorial given the number of patterns, and it is important to design grounded theoretical
rules to restrict the search. The expressivity criterion of Dao et al. [2022a] is a first step
to restrict the search to sparsity patterns (πℓ)L

ℓ=1 such that the product of associated
supports is dense. The new heuristic we provided in Chapter 5 is a second important
step: among the all the patterns πℓ = (aℓ, bℓ, cℓ, dℓ) satisfying the expressivity criterion,
we should now aim to maximize each ratio (bℓ + cℓ)/bℓcℓ and dℓ(bℓ + cℓ)/bℓcℓ. This raises
several questions for the future. How to maximize each of these ratios? Should we maxi-
mize them independently, or is there a trade-off between them? Is increasing the number
L of factors beneficial? Increasing L may increase the total time because of the sequential
overhead of performing each multiplication one at a time, but it may also leave more room
for choosing efficient sparsity patterns that satisfy the expressivity constraint.

I now turn to the challenge of obtaining the same gains in half-precision.

7.4.2 On obtaining the same gains in half-precision
The new kernel we proposed in Chapter 5 is particularly efficient in float-precision and
uses the data type float4 that stores 4 32-bit floating-point numbers (floats), and for which
the read-and-write operations are atomic, i.e., the four elements are read and written at
once, allowing for efficient memory access. This is only possible because the hardware
(the NVIDIA GPU) supports atomic operations on this kind of data type. In CUDA,
this data type can be conceptualized as follows (but with hardware support for atomic
operations):

1 typedef struct {
2 float x, y, z, w;
3 } float4 ;
4

5 // Example usage:
6 float4 a = {1.0f, 2.0f, 3.0f, 4.0f};

However, the gains in time and energy are not as good in half-precision (Appendix D.2.4).
This is mainly due to the absence of native support for a vectorized data type half4, similar
to float4 but for 16-bit floating-point numbers (halfs), in NVIDIA GPUs. The NVIDIA
GPUs only support half2 operations in half-precision, corresponding to vectors of 2 halfs
and for which the read-and-write operations are atomics. This means we can only read
and write at once 2 consecutive elements of the matrix, which is less efficient.
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Open research directions provided by this thesis. As long as NVIDIA does not
support half4 operations in CUDA, the challenge is to design a new kernel that is as effi-
cient in half-precision as the new kernel is in float-precision. For now, the kernel does not
rely on any opaque NVIDIA routines, and is based on simple operations such as memory
reads and writes, and explicit multiplications between the elements. This has the advan-
tage of making the kernel easy to understand and to modify. In the future, it could be
interesting to investigate the use of opaque routines in half-precision, such as TensorCores
that are able to perform matrix multiplications of small 16× 16 matrices in half-precision
with a very high throughput. However, the use of TensorCores is not straightforward as
it requires to first extract 16×16 dense sub-matrices from the Kronecker-sparse matrices,
and it is not clear how to achieve that efficiently. This is an open challenge for the future.

7.4.3 Additional challenges raised by the new kernel

I would like to conclude this section by mentioning two additional challenges raised by
the practical use of the new kernel.

First, the new kernel has been shown to be particularly performant in batch-size-
last, which corresponds to a specific assumption on the memory layout of the input and
output matrices. However, this batch-size-last version of the kernel cannot be used as
it is in PyTorch, as PyTorch does the inverse assumption on the memory layout. The
current PyTorch standard is batch-size-first, and this seems to be essentially because of
a historical reason rather than a technical one. It would be interesting to investigate the
possibility to implement other PyTorch operations in batch-size-last, to use the new kernel
also in batch-size-last, but also to see if this could lead to further gains in time and energy
for other operations. For instance, we saw that the already existing generic algorithm for
sparse matrix multiplication in Pytorch is accelerated by a factor of 7 when performed in
batch-size-last, see Section 5.4.

Second, since our kernel has been shown to improve the existing implementations on
NVIDIA GPUs, it would be interesting to see if it can also be adapted to other hardware.
For instance, the translation of our kernel into OpenCL could enable it to run on AMD
hardware and other platforms.

7.5 On challenges in approximation guarantees for
quantized networks

In this thesis, I provided new results on the approximation power of quantized networks,
i.e., networks with weights constrained to be in a finite set (e.g., floats). For instance, I
characterized the error of simple uniform quantization scheme Qη that acts coordinate-
wise as Qη(x) = ⌊x/η⌋ η in Theorem 6.1.1, where I improved the known sufficient number
of bits per coordinate for Qη to provide an ε-quantization-error in L∞([−D,D]d).

However, and as discussed in Section 6.1, I did this work before being familiar with the
path-lifting theory developed in Chapters 2 to 4. The path-lifting theory provides a new
perspective to revisit these results by taking into account the symmetries of the network.
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Open research directions provided by this thesis. As explained in Section 6.1, the
quantization error is controlled by the Lipschitz constant of θ 7→ Rθ(x). In Section 6.1,
I used Lipschitz bounds established in terms of the raw parameters θ, and valid only
for LFCNs. But since then, I proved in Chapter 3 new Lipschitz bounds, that are not
only more widely applicable to DAG networks but also finer (Section 3.4.2). These new
Lipschitz bounds are established in terms of the path-lifting Φ(θ), and are finer because
they are invariant to rescaling symmetries of the network. This raises several questions
for the future. Is it possible to use the path-lifting to provide tighter approximation
guarantees for quantized networks, and to extend them to general DAG networks? For
given parameters θ, remember that there are uncountably many equivalent parameters θ′

that can be obtained by rescaling the coordinates of θ and that are functionally equivalent
(Rθ = Rθ′). Is it possible to take these equivalent parameters into account when designing
a quantization scheme? A first result that goes in this direction in the specific case of
butterfly matrices is in Gribonval et al. [2023], where they aim at first reducing the
parameters to a canonical form in the rescaling equivalence class, and then quantize these
canonical parameters. I showed several times in Chapter 3 that normalized parameters
are a particular choice of equivalent parameters that are well-suited to minimize some
norms defined directly in terms of the raw parameters θ. This kind of analysis may be
useful to find a canonical form that would minimize the quantization error.

Last words. My aim in this thesis has been to make some of the promising tools from
the literature, like path-lifting, Kronecker sparsity, and approximation guarantees, more
concrete and accessible. Throughout my work, I’ve tried to stay grounded in practical
considerations, particularly when establishing theoretical results. My goal was either to
better understand practical applications or to have a direct practical impact, like designing
better algorithms.

I really enjoyed working on all these different topics, especially because they were
so varied. From exploring Kronecker sparsity and learning how GPUs work and can be
programmed with CUDA, to studying the path-lifting, which I now see as a great tool that
defines a new geometry in the path-space, with many theoretical and practical connections
to the geometry defined by neural network functions.

Looking ahead, I would be happy to continue embracing this duality between theory
and practice. I hope you enjoyed reading this thesis as much as I enjoyed writing it.
Thank you!
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Appendix A
Supplemental material for Chapter 2

I invite the reader to skip this since it only contains technical details, included for the sake
of completeness.

Proof of Equation (2.8). My goal is to prove Equation (2.8) that I recall here for conve-
nience:

v(θ, x) = av(θ, x)bv +
∑

u∈ant(v)
u(θ, x)au→v(θ, x)θu→v.

Case of an identity neuron. If v is an identity neuron, then by Definition 2.2.2
v(θ, x) = bv +

∑
u∈ant(v)

u(θ, x)θu→v.

Moreover, by Definition 2.3.3 we have av(θ, x) = 1 and au→v(θ, x) = 1, since v is an
identity neuron, so that the previous equality can also be written as

v(θ, x) = av(θ, x)bv +
∑

u∈ant(v)
u(θ, x)au→v(θ, x)θu→v.

This shows Equation (2.8) in this case.
Case of a ReLU neuron. If v is a ReLU neuron then similarly

v(θ, x) = ReLU
bv +

∑
u∈ant(v)

u(θ, x)θu→v

 = 1v(θ,x)>0

bv +
∑

u∈ant(v)
u(θ, x)θu→v


= 1v(θ,x)>0︸ ︷︷ ︸

=av(θ,x)

bv +
∑

u∈ant(v)
u(θ, x) 1v(θ,x)>0︸ ︷︷ ︸

=au→v(θ,x)

θu→v.

This shows again Equation (2.8).
Case of a k-max-pooling neuron. When v is a k-max-pooling neuron, it holds:
v(θ, x) = k-pool

(
(bv + u(θ, x)θu→v)u∈ant(v)

)
= bv +

∑
u∈ant(v)

1u is the first to realize this k-pool︸ ︷︷ ︸
=au→v(θ,x) (Definition 2.3.3)

u(θ, x)θu→v (Definition 2.2.1)

= av(θ, x)︸ ︷︷ ︸
=1 (Definition 2.3.3)

bv +
∑

u∈ant(v)
u(θ, x)au→v(θ, x)θu→v.

This finishes proving Equation (2.8) in every case.
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Appendix B
Supplemental material for Chapter 3

I invite readers to skip Appendix B that mostly contains technical details, included for the
sake of completeness.

• Appendix B.1 proves that Algorithm 3.2.1 produces normalized parameters that are
weakly rescaling-equivalent to the input parameters.

• Appendix B.2 shows that the mixed path-norm is equal to the minimum of the
product of layers’ norms over all weakly rescaling-equivalent parameters.

• Appendix B.3 compares the ℓ1-path-metric to the ℓ∞-metric on the parameters for
LFCNs.

B.1 Proof of Lemma 3.2.1
I now prove Lemma 3.2.1: Algorithm 3.2.1 produces normalized parameters that are
weakly rescaling-equivalent to the input parameters.

Proof of Lemma 3.2.1. Step 1. I first prove that for every v ∈ N \ (Nin ∪Nout):∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

∈ {0, 1}. (B.1)

Consider v /∈ Nin∪Nout. Right after v has been processed by the for loop of Algorithm 3.2.1
(line 2), it is clear that Equation (B.1) holds true for v. It remains to see that bv and θ→v

are not modified until the end of Algorithm 3.2.1. A bias can only be modified when this is
the turn of the corresponding neuron, so bv is untouched after the iteration corresponding
to v. And θ→v can only be modified when treating antecedents of v, but since antecedents
must be before v in any topological sorting, they cannot be processed after v. This proves

that
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

∈ {0, 1}.

Step 2. I now prove that if
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

= 0 then it also holds θv→ = 0 (outgoing

edges of v). Indeed,
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

= 0 implies λv = 0 in Algorithm 3.2.1, which implies
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that θv→ = 0 right after rescaling (line 6) at the end of the iteration corresponding to v.
Because the next iterations can only involve multiplication of the coordinates of θv→ by
scalars, θv→ = 0 is also satisfied at the end of the algorithm. This proves the claim.

Step 3. In order to prove that θ is q-normalized, it only remains to establish that

∥Φ→v(θ)∥q = ∥
(
θ→v

bv

)
∥q. I prove this by induction on a topological sorting of the

neurons.
A useful fact for the induction is that for every v /∈ Nin:

Φ→v(θ) =
(

(Φ→u(θ)θu→v)u∈ant(v)
bv

)
(B.2)

where I recall that Φ→u(·) = 1 for input neurons u. Equation (B.2) holds because Φ→v

is the path-lifting of G→v (see Definition 2.3.2), and the only paths in G→v are p = v,
and the paths going through antecedents of v (v has antecedents since it is not an input
neuron).

Let’s now start the induction. By definition, the first neuron v /∈ Nin in a topological
sorting has only input neurons as antecedents. Therefore, Φ→u(θ) = 1 for every u ∈ ant(v).
Using Equation (B.2), we get

∥Φ→v(θ)∥q
q = |bv|q +

∑
u∈ant(v)

|θu→v|q =
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

q

.

This shows the claim for v.
Assume the result to be true for v /∈ Nin and all the neurons before v in the considered

topological order (in particular, for every u ∈ ant(u)). By Equation (B.2), we have
∥Φ→v(θ)∥q

q = |bv|q +
∑

u∈ant(v)
∥Φ→u(θ)∥q

q|θu→v|q.

The induction hypothesis guarantees that cu := ∥Φ→u(θ)∥q = ∥
(
θ→u

bu

)
∥q for every

u ∈ ant(v). By Equation (B.1), we also have cu ∈ {0, 1} for every u ∈ ant(v). When
cu = 1, it clearly holds ∥Φ→u(θ)∥q

q|θu→v|q = |θu→v|q. Otherwise, cu = 0, hence θu→ = 0 as
proved above, and we also obtain ∥Φ→u(θ)∥q

q|θu→v|q = |θu→v|q. We deduce that

∥Φ→v(θ)∥q
q = |bv|q +

∑
u∈ant(v)

|θu→v|q =
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q

q

.

This concludes the induction.
Step 4. It only remains to see that θ is weakly rescaling-equivalent to θ̃. This is clear

since each iteration of the for loop of Algorithm 3.2.1 precisely applies an operation that
preserves weak rescaling-equivalence of θ.

B.2 Proof of Theorem 3.3.2
I now prove that mixed path-norms ∥Φ(θ)∥q,r coincide with the extended product of layers’
norms Πq,r(θ) when the parameters are q-normalized. I also prove that ∥Φ(θ)∥q,r ⩽ Πq,r(θ)
in general, so we will deduce using Lemma 3.2.1 that:

∥Φ(θ)∥q,r = min
θ′∼W Rθ

Πq,r(θ′).
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Proof of Theorem 3.3.2. First, when θ is q-normalized, by Definition 3.2.1 and Equa-
tion (3.1):

∥Φ(θ)∥q,r =
∥∥∥∥∥∥
∥∥∥∥∥
(
θ→v

bv

)∥∥∥∥∥
q


v∈Nout

∥∥∥∥∥∥
r

.

Let me prove by induction on a topological sorting of the neurons that for every v ∈ N :

∥Φ→v(θ)∥q ⩽ max
p∈P→v

Π(θ, p, q) (B.3)

with equality if θ is q-normalized. As a direct consequence of Equations (3.1) and (3.4),
this will prove that ∥Φ(θ)∥q,r ⩽ Πq,r(θ), with equality when θ is q-normalized, yielding all
the claimed results.

I start with v ∈ Nin since input neurons are the first to appear in a topological sorting.
In this case, the only path in P→v is p = v, for which it holds Π(θ, p, q) = |γp0| = |γv| = 1
by Definition 3.3.1. Moreover, we also have Φ→v(θ) = 1 (Definition 2.3.3). This proves
Equation (B.3) and the case of equality for input neurons even if θ is not normalized.

Now, consider v /∈ Nin and assume Equation (B.3), and the case of equality for q-
normalized parameters, to be true for every antecedent of v. In this case, we have

Φ→v(θ) =
(

(Φ→u(θ)θu→v)u∈ant(v)
bv

)
,

so it holds

∥Φ→v(θ)∥q
q = |bv|q +

∑
u∈ant(v)

∥Φ→u(θ)∥q
q|θu→v|q ⩽ |bv|q + ∥θ→v∥q

q max
u∈ant(v)

∥Φ→u(θ)∥q
q.

Using the induction hypothesis on every u ∈ ant(v) yields:

∥Φ→v(θ)∥q
q ⩽ |bv|q + ∥θ→v∥q

q max
u∈ant(v)

max
p∈P→u

(Π(θ, p, q))q

Consider u ∈ ant(v) and p ∈ P→u, and denote by p̃ = p → v the path p concatenated
with the edge u → v. By Definition 3.3.1, we have (highlighting in orange important
changes)

|bv|q + ∥θ→v∥q
q(Π(θ, p, q))q

= |bv|q︸ ︷︷ ︸
=|γv |qsince v /∈ Nin

+∥θ→v∥q
q

length(p)∑
ℓ=0

∣∣∣bpℓ

∣∣∣q length(p)∏
k=ℓ+1

∥θ→pk∥q
q

= |γ p̃end|q + ∥θ→p̃end∥q
q

length(p̃)−1∑
ℓ=0

∣∣∣bp̃ℓ

∣∣∣q length(p̃)−1∏
k=ℓ+1

∥θ→p̃k∥q
q = (Π(θ, p̃, q))q

I deduce that

∥Φ→v(θ)∥q
q ⩽ max

u∈ant(v)
max

p∈P→u
(Π(θ, p→ u, q))q = max

p̃∈P→v
(Π(θ, p̃, q))q.

This proves Equation (B.3) for v. To conclude the induction, it remains to treat the
equality case for v assuming that θ is q-normalized. Since v /∈ Nin, ant(v) ̸= ∅, and since
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each neuron u ∈ ant(v) cannot be an output neuron, the fact that θ is q-normalized implies
by Definition 3.2.1 that ∥Φ→u(θ)∥q ∈ {0, 1}, with θu→ = 0 as soon as ∥Φ→u(θ)∥q = 0.
This implies

∥Φ→u(θ)∥q
q|θu→v|q = |θu→v|q.

As a result∑
u∈ant(v)

∥Φ→u(θ)∥q
q|θu→v|q =

∑
u∈ant(v)

|θu→v|q = ∥θ→v∥q
q = ∥θ→v∥q

q max
u∈ant(v)

∥Φ→u(θ)∥q
q.

By the induction hypothesis, we also have

max
u∈ant(v)

∥Φ→u(θ)∥q
q = max

u∈ant(v)
max

p∈P→u
(Π(θ, p, q))q.

Putting everything together yields

∥Φ→v(θ)∥q
q = |bv|q +

∑
u∈ant(v)

∥Φ→u(θ)∥q
q|θu→v|q

= |bv|q + ∥θ→v∥q
q max

u∈ant(v)
max

p∈P→u
(Π(θ, p, q))q

= max
p∈P→v

Π(θ, p, q)q.

This shows the case of equality and concludes the induction.

B.3 Comparison of the ℓ1-path-metric and ℓ∞-metric
on the parameters

Our first objective is to prove that for LFCNs, the ℓ1-path-metric is smaller than another
metric based on the raw parameters and that is used in the literature for Lipschitz bounds
in θ.
Lemma B.3.1. Consider a LFCN with L affine layers and no biases corresponding to
functions of the form

Rθ(x) = ML ReLU(ML−1 . . .ReLU(M1x))

with θ = (M1, . . . ,ML) and Mℓ ∈ Rdℓ+1×dℓ. For a matrix M , denote by ∥M∥1,∞ :=
maxrow of M ∥row∥1. Define the width W := maxℓ dℓ. For θ, θ′, define R := maxℓ(∥Mℓ∥1,∞, ∥M ′

ℓ∥1,∞).
We have:

∥Φ(θ)− Φ(θ′)∥1 ⩽ LW 2RL−1∥θ − θ′∥∞. (B.4)
To prove Lemma B.3.1, I start with the following Lipschitz property of θ 7→ Φ(θ).

Lemma B.3.2. Consider q ∈ [1,∞), parameters θ and θ′, and a neuron v. Then, it
holds:
∥Φ→v(θ)− Φ→v(θ′)∥q

q

⩽ max
p∈P→v

length(p)∑
ℓ=1

length(p)∏
k=ℓ+1

∥θ→pk∥q
q

(|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q max
u∈ant(pℓ)

∥Φ→u(θ′)∥q
q

)
(B.5)

with the convention that an empty sum and product are respectively equal to zero and one.
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Note that when all the paths in P→v have the same length L, Equation (B.5) is
homogeneous: multiplying both θ and θ′ coordinate-wise by a scalar α scales both sides
of the equations by αL.

Proof. The proof of Equation (B.5) goes by induction on a topological sorting of the graph.
The first neurons of the sorting are the neurons without antecedents: input neurons.

Consider an input neuron v. There is only a single path ending at v: the path p = v.
By Definition 2.3.3, Φ→v(·) = Φv(·) = 1 (empty product) so the left hand-side is zero. On
the right-hand side, there is only a single choice for a path ending at v: this is the path
p = v that starts and ends at v. Thus D = 0, and the maximum is zero (empty sum).
This proves Equation (B.5) for input neurons.

Consider a neuron v /∈ Nin and assume that this is true for every neuron before v in
the considered topological sorting. Recall that, by definition, Φ→v is the path-lifting of
G→v (see Definition 2.3.3). The paths in G→v are p = v, and the paths going through
antecedents of v (v has antecedents since it is not an input neuron). So Φ→v(θ) =(

(Φ→u(θ)θu→v)u∈ant(v)
bv

)
and we have:

∥Φ→v(θ)− Φ→v(θ′)∥q
q

= |bv − b′
v|q +

∑
u∈ant(v)

∥Φ→u(θ)θu→v − Φ→u(θ′)(θ′)u→v∥q
q

⩽ |bv − b′
v|q +

∑
u∈ant(v)

(
∥Φ→u(θ)− Φ→u(θ′)∥q

q|θu→v|q + ∥Φ→u(θ′)∥q
q|θu→v − (θ′)u→v|q

)
⩽ |bv − b′

v|q + ∥θ→v∥q
q max

u∈ant(v)
∥Φ→u(θ)− Φ→u(θ′)∥q

q + ∥θ→v − (θ′)→v∥q
q max

u∈ant(v)
∥Φ→u(θ′)∥q

q.

Using the induction hypothesis (Equation (B.5)) on the antecedents of v and observing
that p ∈ P→v if, and only if there are u ∈ ant(v) and r ∈ P→u such that p = r → v, we
get (highlighting in blue the important changes):

∥Φ→v(θ)− Φ→v(θ)∥q
q ⩽ |bv − b′

v|q + ∥θ→v − (θ′)→v∥q
q max

u∈ant(v)
∥Φ→u(θ′)∥q

q

+∥θ→v∥q
q max

u∈ant(v)
max

r∈P→u

length(r)∑
ℓ=1

length(r)∏
k=ℓ+1

∥θ→rk∥q
q

(|brℓ
− b′

rℓ
|q + ∥θ→rℓ − (θ′)→rℓ∥q

q max
w∈ant(rℓ)

∥Φ→w(θ′)∥q
q

)
.

= |bv − b′
v|q + ∥θ→v − (θ′)→v∥q

q max
u∈ant(v)

∥Φ→u(θ′)∥q
q

+ max
p∈P→v

length(p)−1∑
ℓ=1

length(p)∏
k=ℓ+1

∥θ→pk∥q
q

(|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q max
w∈ant(pℓ)

∥Φ→w(θ′)∥q
q

)

= max
p∈P→v

length(p)∑
ℓ=1

length(p)∏
k=ℓ+1

∥θ→pk∥q
q

(|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q max
w∈ant(pℓ)

∥Φ→w(θ′)∥q
q

)
.

This proves Equation (B.5) for v and concludes the induction.

Proof of Lemma B.3.1. For every neuron v, define f(v) := ℓ such that neuron v belongs
to the output neurons of matrix Mℓ. By Lemma B.3.2 with q = 1, we have for every
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neuron v

∥Φ→v(θ)− Φ→v(θ′)∥1

⩽ max
p∈P→v

length(p)∑
ℓ=1


length(p)∏

k=ℓ+1
∥θ→pk∥1︸ ︷︷ ︸

⩽∥Mf(pk)∥1,∞
⩽R


 |bpℓ

− b′
pℓ
|︸ ︷︷ ︸

=0 (no biases)

+ ∥θ→pℓ − (θ′)→pℓ∥1︸ ︷︷ ︸
⩽| ant(pℓ)|∥θ−θ′∥∞⩽W ∥θ−θ′∥∞

max
u∈ant(pℓ)

∥Φ→u(θ′)∥1


(B.6)

⩽ W∥θ − θ′∥∞ max
p∈P→v

length(p)∑
ℓ=1

Rlength(p)−ℓ max
u∈ant(pℓ)

∥Φ→u(θ′)∥1. (B.7)

with the convention that an empty sum and product are respectively equal to zero and
one. Consider θ′ = 0. It holds ∥Φ→u(θ′)∥1 = 0 for every u /∈ Nin, and ∥Φ→u(θ′)∥1 = 1 for
input neurons u (Definition 2.3.3). Therefore, we have:

max
u∈ant(pℓ)

∥Φ→u(θ′)∥1 = 1ant(pℓ)∩Nin ̸=∅ = 1ℓ=1 and p0∈Nin . (B.8)

Specializing Equation (B.6) to θ′ = 0 and using Equation (B.8) yields

∥Φ→v(θ)∥1 ⩽ max
p∈P→v

length(p)∑
ℓ=1

length(p)∏
k=ℓ+1

R

 ∥θ→pℓ∥1︸ ︷︷ ︸
⩽∥Mf(pℓ)∥1,∞

⩽R

max
u∈ant(pℓ)

∥Φ→u(θ′)∥1︸ ︷︷ ︸
=1ℓ=1 and p0∈Nin

= max
p∈P→v :p0∈Nin

Rlength(p) (B.9)

Since the network is layered, every neuron u ∈ ant(pℓ) is at distance ℓ − 1 from the
input neurons so every p′ ∈ P→u is of length ℓ − 1. We deduce using Equation (B.7),
Equation (B.9) for θ′ and u:

∥Φ→v(θ)− Φ→v(θ′)∥1 ⩽ W∥θ − θ′∥∞ max
p∈P→v

length(p)∑
ℓ=1

Rlength(p)−ℓ max
u∈ant(pℓ)

max
p′∈P→u:p′

0∈Nin
Rlength(p′)

︸ ︷︷ ︸
=Rℓ−1

= W∥θ − θ′∥∞ max
p∈P→v

length(p)∑
ℓ=1

Rlength(p)−1

︸ ︷︷ ︸
⩽LRL−1

⩽ LWRL−1∥θ − θ′∥∞.

We get the result:

∥Φ(θ)− Φ(θ′)∥1 =
∑

v∈Nout\Nin

∥Φ→v(θ)− Φ→v(θ′)∥1

⩽ |Nout \Nin| · LWRL−1∥θ − θ′∥∞

⩽ LW 2RL−1∥θ − θ′∥∞.
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Corollary B.3.1. [Gonon et al., 2023a, Theorem III.1] Consider a LFCN with L ⩾ 1
affine layers, corresponding to functions

Rθ(x) = ML ReLU(ML−1 . . .ReLU(M1x))

with each Mℓ denoting a matrix, where θ = (M1, . . . ,ML) and matrices Mℓ ∈ Rdℓ+1×dℓ.
Recall that ∥M∥1,∞ is the maximum L1 norm of a row of M . Define the width W :=
maxℓ dℓ. For θ, θ′, define R := maxℓ(∥Mℓ∥1,∞, ∥M ′

ℓ∥1,∞).
Theorem 3.4.1 implies for every input x:

∥Rθ(x)−Rθ′(x)∥1 ⩽ max(∥x∥∞, 1)2LW 2RL−1∥θ − θ′∥∞.

Proof. Lemma B.3.1 shows that for every θ, θ′, we have

∥Φ(θ)− Φ(θ′)∥1 ⩽ LW 2RL−1∥θ − θ′∥∞.

Using the Lipschitzness in θ proved in Corollary 3.4.1 for q = 1, we deduce that as soon
as θ, θ′ satisfy θiθ

′
i ⩾ 0 for every parameter coordinate i, then for every input x:

∥Rθ(x)−Rθ′(x)∥1 ⩽ max(∥x∥∞, 1)LW 2RL−1∥θ − θ′∥∞. (B.10)

Now, consider general parameters θ and θ′. Define θinter to be such that for every param-
eter coordinate i:

θinter
i =

{
θ′

i if θiθ
′
i ⩾ 0,

0 otherwise.

By definition, it holds for every parameter coordinate i: θinter
i θi ⩾ 0 and θinter

i θ′
i ⩾ 0 so we

can apply Equation (B.10) to the pairs (θ, θinter) and (θinter, θ′) to get:

∥Rθ(x)−Rθ′(x)∥1 ⩽ ∥Rθ(x)−Rθinter(x)∥1 + ∥Rθinter(x)−Rθ′(x)∥1

⩽ max(∥x∥∞, 1)LW 2RL−1
(
∥θ − θinter∥∞ + ∥θinter − θ′∥∞

)
.

It remains to see that ∥θ − θinter∥∞ + ∥θinter − θ′∥∞2∥θ − θ′∥∞. Consider a parameter
coordinate i.

If θiθ
′
i ⩾ 0 then θinter

i = θ′
i and:

|θi − θ′
i| = |θi − θinter

i |+ |θinter
i − θ′

i|.

Otherwise, θinter
i = 0 and:

|θi − θ′
i| = |θi|+ |θ′

i|
= |θi − θinter

i |+ |θinter
i − θ′

i|.

This implies ∥θ− θinter∥∞ = maxi |θi− θinter
i | ⩽ maxi |θi− θinter

i |+ |θinter
i − θ′

i| = ∥θ− θ′∥∞
and similarly ∥θinter − θ′∥∞ ⩽ ∥θ − θ′∥∞. This yields the desired result:

∥Rθ(x)−Rθ′(x)∥1 ⩽ max(∥x∥∞, 1)2LW 2RL−1∥θ − θ′∥∞.
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C.1 Proof of Lemma 4.3.1
In this section, I prove the version of Dudley’s inequality that I stated in Lemma 4.3.1.
This is classical, and is included only for completeness. The proof is based on the sub-
Gaussianity of the Rademacher process and the application of the Dudley’s inequality to
this process [Van Handel, 2014, Corollary 5.25].

Proof of Lemma 4.3.1. 1st step: sub-Gaussianity.
Consider the characterization of sub-Gaussianity given in Definition 5.20 of Van Handel

[2014]: a real random process (Nt)t∈T is sub-Gaussian on the pseudo-metric space (T, d)
(recall that a pseudo-metric does not necessarily separate points, that is d(s, t) = 0 does
not imply s = t) if it is centered and if:

E (exp (λ(Nt −Ns))) ⩽ exp
(
λ2d(s, t)2

2

)
,∀λ > 0,∀s, t ∈ T.

Consider iid Rademacher variables ε = (εi,j) i=1,...,n
j=1,...,dout

independent of the samples S =
(xi)n

i=1, meaning P(εi,j = 1) = P(εi,j = −1) = 1/2. Recall the notation f(S) = (f(xi))n
i=1.

Consider the real random process N = (Nf )f∈F defined by

Nf = ⟨ε, f(S)⟩ .

By definition of the Rademacher complexity (Equation (4.9)), we have:

R(F , µx) = ES,ε

(
sup
f∈F

Nf

)
.

We now establish that conditionally on the samples S, the random process N is sub-
Gaussian on the pseudo-metric space (F , dS) (where dS is defined in Equation (4.16)).
The process is centered since E (Nf |S) = ⟨E(ε), f(S)⟩ = 0 as S and ε are independent.
Now, consider f, g ∈ F , (i, j) ∈ JnK× JdoutK and denote by di,j = f(xi)j − g(xi)j. For any
t > 0, it holds 1

2(et + e−t) ⩽ et2/2 so for every λ > 0:

E (exp (λεi,jdi,j) |S) = 1
2 (exp(λdi,j) + exp(−λdi,j)) ⩽ exp

(
λ2d2

i,j

2

)
.
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Thus, we have

E (exp (λ(Nf −Ng)) |S) =
∏

(i,j)∈JnK×JdoutK

E (exp (λεi,jdi,j) |S) ⩽ exp
(
λ2dS(f, g)2

2

)
.

This shows the claim about the sub-Gaussianity of N .
2nd step: Dudley’s inequality.
Using Dudley’s integral inequality [Van Handel, 2014, Corollary 5.25] conditionally on

S yields almost surely:

Eε sup
f∈F

Nf ⩽ 12
∫ ∞

0

√
lnN (F , dS, t)dt

where Eε denotes the expectation conditioned on everything (here S) except ε. Putting
the steps together, we get the desired result:

R(F , µx) = ES,ε

(
sup
f∈F

Nf

)
⩽ 12ES

(∫ ∞

0

√
lnN (F , dS, t)dt

)
.

C.2 Proof of Theorem 4.3.1, with possible weight-
sharing

In this section, I prove Theorem 4.3.1, allowing for possible weight-sharing. I start by
motivating the consideration of weight-sharing, then formally introduce weight-sharing
and finally the weight-sharing version of Theorem 4.3.1.

C.2.1 Motivation for weight-sharing
When covering a set in dimension d, the covering numbers typically grow exponentially
with d. In our case, we want to cover (Φ(Θ), ∥ · ∥1). This is a set whose ambient algebraic
dimension is the number of paths, but the actual degrees of freedom must be at most the
number of parameters (dimension of Θ), which is much less in general as already discussed
at the beginning of Section 3.1. Moreover, in many practical cases of interest, Θ has often
weights that are shared, i.e., constrained to be equal. This again reduces the possible
degrees of freedom. Is it possible to bound these covering numbers exponentially in d :=
the number of free parameters, taking into account possible weight-sharing? I start with
an example that shows that this is indeed possible at least in simple situations.

Example C.2.1. Consider the model Rθ : x ∈ Rd 7→ W ReLU(W Tx) ∈ Rd with θ =
(W,W T ), W = (w1 . . . wd) ∈ Rd×d, and each column wi being in Rd. In this case, there
are 2d2 coordinates in θ, but only d2 of them are free since there are two copies of W .

The path-lifting is Φ(θ) = (wi ⊗ wi)i=1,...,d ∈ Rd3 (flattened) where u⊗ v = uvT is the
tensor product of vectors u and v. Consider r > 0 and Θ = Θ(r) := {θ ∈ RG, ∥Φ(θ)∥1 ⩽
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r}. For parameters θ = (W,W T ), its normalized version N(θ), defined as the output of
Algorithm 3.2.1 for q = 1, satisfies

N(θ) = (N(W ), N(W T )),

N(W ) = ( w1

∥w1∥1
. . .

wd

∥wd∥1
),

N(W T ) = (∥w1∥2
1
w1

∥w1∥1
. . . ∥wd∥2

1
wd

∥wd∥1
)T .

Fix the parameters θ and t ∈ (0,min(12, r)]. Consider the problem of finding θ′ such
that ∥Φ(θ) − Φ(θ′)∥1 ⩽ t. Consider a t-covering of the unit sphere in dimension d for
the ℓ1-norm of cardinal at most equal to (12/t)d−1 (see the end of Appendix C.2.3 for the
existence of such a covering). For every i = 1, . . . , d, choose ui in this covering in such a
way that ∥N(wi)− ui∥1 ⩽ t where I denote N(w) := w

∥w∥1
for any vector w. Consider also

ri =
√
⌊∥wi∥2

1/rt⌋ t. Since ∥Φ(θ)∥1 = ∑d
i=1 ∥wi∥2

1 ⩽ r, we have ∥wi∥2
1/r ⩽ 1 and there are

at most
⌊

1
t

⌋
+ 1 ⩽ 12

t
possible values for ri if we further restrict t ∈ (0,min(11, r)). Define

w′
i := riui. This results in at most (12

t
)d possible values for w′

i. Since θ′ is built from d

vectors w′
i that can be chosen independently of each other, there are at most ∏d

i=1(12
t

)d =
(12

t
)d2 choices for θ′. Since N(w′

i) = ui, it holds that ∥N(wi) − N(w′
i)∥1 ⩽ t. Moreover, we

have |r2
i − ∥wi∥2

1| ⩽ rt. We deduce that:

∥Φ(θ)−Φ(θ′)∥1 =
d∑

i=1
∥wi⊗wi−w′

i⊗w′
i∥1 =

d∑
i=1

∥∥∥∥wi∥2
1N(wi)⊗N(wi)−∥w′

i∥2
1N(w′

i)⊗N(w′
i)
∥∥∥

1

⩽
d∑

i=1

(
∥wi∥2

1∥N(wi)⊗ (N(wi)− N(w′
i))∥1 +

∥∥∥(∥wi∥2
1N(wi)− ∥w′

i∥2
1N(w′

i))⊗ N(w′
i)
∥∥∥

1

)

=
d∑

i=1

∥wi∥2
1 ∥N(wi)∥1︸ ︷︷ ︸

=1

∥N(wi)− N(w′
i)∥1 +

∥∥∥∥wi∥2
1N(wi)− ∥w′

i∥2
1N(w′

i)
∥∥∥

1
∥N(w′

i)∥1︸ ︷︷ ︸
=1


=

d∑
i=1

(
∥wi∥2

1∥N(wi)− N(w′
i)∥1 +

∥∥∥∥wi∥2
1N(wi)− ∥w′

i∥2
1N(w′

i)
∥∥∥

1

)

=
d∑

i=1

(
∥wi∥2

1∥N(wi)− N(w′
i)∥1 +

∥∥∥∥wi∥2
1N(wi)− ∥wi∥2

1N(w′
i) + ∥wi∥2

1N(w′
i)− ∥w′

i∥2
1N(w′

i)
∥∥∥

1

)

⩽
d∑

i=1

∥wi∥2
1∥N(wi)− N(w′

i)∥1 + ∥wi∥2
1∥N(wi)− N(w′

i)∥1 +
∣∣∣∥wi∥2

1 − ∥w′
i∥2

1

∣∣∣ ∥N(w′
i)∥1︸ ︷︷ ︸

=1



=
d∑

i=1

2∥wi∥2
1 ∥N(wi)− N(w′

i)∥1︸ ︷︷ ︸
⩽t

+
∣∣∣∥wi∥2

1 − ∥w′
i∥2

1

∣∣∣︸ ︷︷ ︸
⩽rt

 ⩽

(
d∑

i=1
∥wi∥2

1

)
︸ ︷︷ ︸

⩽r

2t+ drt ⩽ (d+ 2)rt.

This shows that if we replace t by t
(d+2)r , we get a t-covering of (Φ(Θ), ∥ · ∥1) of size

at most equal to
(

12(d+2)r
t

)d2

. In this situation, when t > 0 goes to zero, the
covering number essentially grows exponentially with d2, the number of free
coordinates, rather than with 2d2, the number of total coordinates.
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Figure C.1: Illustration of a convolutional circular layer with kernel size k as described in
Example C.2.2. The connections corresponding to the first row of the matrix C are drawn
as plain arrows, the ones corresponding to the second row are drawn as dashed arrows.

In the previous example, some weights are shared across successive layers of the net-
works. In contrast, most practical application share weights in the same (convolutional)
layer. In particular, a path, and therefore a coordinate of Φ(θ), cannot contain several
copies of a same weight, in contrast to the previous example. I now prove that such a
specific type of weight-sharing can be finely taken into account when bounding covering
numbers, which already covers widely used convolutional layers.

C.2.2 Formal definition of weight-sharing
I now introduce the notion of a directed regular partition of a graph, which will allow me to
formally define weight-sharing in a general setting. In short, a directed regular partition
defines sets of neurons that are not connected by edges in the graph, and that can share
biases and incoming weights as they have the same number of antecedents (incoming
weights).

Definition C.2.1. Consider a DAG G = (N,E). A partition N = ∪L
ℓ=0Nℓ of the neurons

is said to be directed if for every k ⩽ ℓ, we have E ∩ (Nℓ ×Nk) = ∅ (no edge going from
Nℓ to Nk). It is said regular if for every k < ℓ, every u, v ∈ Nℓ, it holds | ant(u) ∩Nk| =
| ant(v) ∩Nk| (same number of antecedents in Nk).

Example C.2.2. • Every DAG admits at least one directed and regular partition.
Indeed, consider any topological sorting v1, . . . , vL of the neurons. The partition
defined by Nℓ := {vℓ} for every ℓ = 1, . . . , L is both directed and regular.
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• Consider a graph with a single (circular) convolutional layer with kernel size k as
in Figure C.1, corresponding to a circular matrix

C =



c1 c2 · · · ck 0 . . . 0
0 c1

. . . ck
. . . ...

... . . . . . . . . . . . . 0

... . . . . . . . . . ck

... . . .
. . . . . . . . . ...

c3
. . . . . .

. . . c1 c2
c2 c3 · · · 0 0 0 c1


With N0 := {x1, . . . , xn} and N1 := {y1, . . . , yn} the sets of input and output neurons
of this layer, the partition N = N0 ∪N1 is directed and regular: by definition of the
kernel size, every u ∈ N1 satisfies | ant(u) ∩N0| = | ant(u)| = k.

• With the previous example, it is easy to see that for a neural network organized in
L + 1 layers of neurons, a directed and regular partition of the neurons is given by
N0, . . . , NL where Nℓ is the set of neurons in layer ℓ.

I now turn to our formal definition of weight-sharing: this allows for sharing biases and
incoming weights for the neurons within the same set Nℓ of a directed regular partition.

Definition C.2.2. Consider a directed regular partition N0, . . . , NL of a graph G. A set
of parameters Θ ⊂ RG associated with G is said to be weight-sharing compatible with
N0, . . . , NL if for every 0 ⩽ k < ℓ ⩽ L, every pair of neurons u, v ∈ Nℓ shares weights
and biases in the following sense:

• bu = bv,

• there exists a bijection σuv : ant(u) ∩Nk → ant(v) ∩Nk such that for every θ ∈ Θ,
every w ∈ ant(u) ∩Nk, θw→u = θσuv(w)→v.

Example C.2.3. The set of parameters corresponding to all circular matrices C as in
Example C.2.2 is weight-sharing compatible with the partition given in Example C.2.2 in
this case.

It is also possible to not have weight-sharing by considering the trivial directed regular
partition given by N0 = Nin and Ni = {vi} for i = 1, . . . , d. This defines a fully-connected
layers with input neurons Nin and output neurons v1, . . . , vd.

The extreme opposite is to make all the neurons v1, . . . , vd sharing their weights by
regrouping all of them in a single set of a directed regular partition: N0 = Nin and
N1 = {v1, . . . , vd}. This is the case of the circular convolutional layer above.

Now, consider the normalizing Algorithm 3.2.1 for q = 1. The next lemma shows that
the normalizing scalar λv(θ) for Algorithm 3.2.1 ran on θ is the same for all the neurons
in the same set Nℓ of a directed regular partition with weight-sharing.

Lemma C.2.1. Consider a set of parameters Θ ⊂ RG weight-sharing compatible with a
directed regular partition N0, . . . , NL of a DAG G. It holds:

λu(θ) = λv(θ),∀θ ∈ Θ,∀u, v ∈ Nℓ \ (Nin ∪Nout),∀ℓ ∈ J0, LK.
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Proof. The proof is by induction on L.
Initialization. For L = 0, since the partition is directed, there is no edge going from

N0 to N0 so all neurons are input ones and the property is trivially true.
Induction. Assume this is true for L ⩾ 0 and consider the case L + 1. Since the

partition is directed, the neurons in N0, . . . , NL are normalized by Algorithm 3.2.1 in the
same way, irrespectively of whether we consider the graph G or its maximal subgraph
with neurons restricted to the sets N0, . . . , NL. This shows the desired property for every
ℓ ⩽ L. It remains to consider ℓ = L+1. Take θ ∈ Θ. We just saw that when normalizing θ
with Algorithm 3.2.1, for every k ⩽ L, all the neurons in Nk have the same normalization
scalar: denote it by λk(θ). Denote also θNk→u := (θw→u)w∈ant(u)∩Nk

. Since the partition
is directed, and since the neurons are normalized in the order of a topological sorting,
Algorithm 3.2.1 normalizes the neurons u ∈ NL+1 only after having normalized all the
ones in N0, . . . , NL. Therefore, when normalizing u ∈ NL+1, we have

λu(θ) = |bu|+
∑
k⩽L

λk(θ)∥θNk→u∥1.

Consider u, v ∈ NL+1. Since Θ is weight-sharing compatible, we have bu = bv, and
∥θNk→u∥1 = ∥θNk→v∥1. This proves that λu(θ) = λv(θ) and concludes the induction.

Since the neurons in a same Nℓ of a directed regular partition share the same weights
before normalization, and have the same normalization scalar according to Lemma C.2.1,
they must be normalized in the same way by Algorithm 3.2.1. Therefore, they have the
same values after normalization.
Corollary C.2.1. In the context of Lemma C.2.1, consider ℓ ∈ J0, LK and assume that
either Nℓ ∩ V = ∅ or that Nℓ ⊂ V for both V = Nin and Nout. For θ ∈ Θ, denote N(θ)
its normalized version, obtained as the output of Algorithm 3.2.1 on input θ. It holds for
every u, v ∈ Nℓ \Nin:

N(b)u = N(b)v,

N(θ)w→u = N(θ)σuv(w)→v,∀w ∈ ant(u).
Proof. The assumption guarantees that all neurons in Nℓ are updated in the same way
by the normalizing algorithm (Algorithm 3.2.1).

Case Nℓ ⊂ Nin. There is nothing to prove.
Case Nℓ ⊂ Nout. When u is an output neuron, bu is not modified by Algorithm 3.2.1

so N(b)u = bu. Moreover, for every w ∈ ant(u), the last time θw→u is modified is when w
is considered in Algorithm 3.2.1, so:

N(θ)w→u = λw(θ)θw→u.

It is easy to conclude using weight-sharing (Definition C.2.2) and Lemma C.2.1.
Case Nℓ∩(Nin∪Nout) = ∅. All neurons u ∈ N \(Nin∪Nout) are such that the last time

bu and θw→u (w ∈ ant(u)) are modified by Algorithm 3.2.1 is when u is being considered
in the for loop, so it holds:

N(b)u = 1
λu(θ)bu,

N(θ)w→u = 1
λu(θ)θ

w→u.

We again conclude using weight-sharing (Definition C.2.2) and Lemma C.2.1.
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C.2.3 Theorem 4.3.3, allowing for possible weight-sharing
I now use that weight-sharing parameters are normalized in the same way to cover the
set (Φ(Θ), ∥ · ∥1) for a weight-sharing set of parameters Θ. This is a more general version
of Theorem 4.3.3, allowing for possible weight-sharing. The case without weight-sharing
corresponds to the trivial case of a directed regular partition where every Nℓ is a singleton.

Theorem C.2.1. Consider a DAG network G (Definition 2.2.2) and a set of parameters
Θ ⊂ RG weight-sharing compatible (Definition C.2.2) with a directed regular partition
N0, . . . , NL (Definition C.2.1) of G. Assume that for V = Nin and V = Nout, each
Nℓ is either disjoint from V or is a subset of V . Assume also that Nin ∩ Nout = ∅.
Define L0 to be the unique integer in J0, LK such that NL0 ⊂ Nin and NL0+1 ∩ Nin = ∅.
For ℓ ∈ JL0, LK, denote by kℓ the common number of antecedents of all neurons in Nℓ

and define #rescalings := L − L0 and #params = ∑L
ℓ=L0(kℓ + 1). Recall that D =

maxp∈P length(p) is the depth of the graph and dout = |Nout| is the output dimension.
Denote by r := supθ∈Θ ∥Φ(θ)∥1. It holds:

N (Φ(Θ), ∥ · ∥1, t) ⩽ 2#rescalings max
(

1, 24 max(D, dout)r
t

)#params−#rescalings

where the definition of covering numbers is recalled in Definition 4.3.1.

In order to prove it, I first relate the geometry of (Φ(Θ), ∥ · ∥1) to the geometry of Θ
with more classical norms, in the special case of normalized parameters, as we already
saw that this type of relation is often the tightest for this type of parameters, see, e.g.,
Theorem 3.3.2.

Remember the definition of q-normalized parameters in Definition 3.2.1: these are

parameters θ̃ essentially such that ∥Φ→v(θ)∥q =
∥∥∥∥
(
θ̃→v

b̃v

)∥∥∥∥
q
∈ {0, 1} for every v ∈ N \

(Nout∪Nin). In this case, the Lipschitz property of θ 7→ Φ(θ) established in Lemma B.3.2
becomes much simpler.

Lemma C.2.2. Consider q ∈ [1,∞). For every q-normalized parameters θ, θ′, it holds:

∥Φ(θ)− Φ(θ′)∥q
q ⩽

∑
v∈Nout\Nin

|bv − b′
v|q + ∥θ→v − (θ′)→v∥q

q

+ min
(
∥Φ(θ)∥q

q, ∥Φ(θ′)∥q
q

)
max

p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

(
|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q

)
. (C.1)

For networks used in practice, it holds Nout ∩Nin = ∅ so that Nout \Nin is just Nout,
but the previous result also covers the somewhat pathological case of DAG architectures
G where one or more input neurons are also output neurons.

Proof of Lemma C.2.2. Since Φ(θ) = (Φ→v(θ))v∈Nout
, it holds

∥Φ(θ)− Φ(θ′)∥q
q =

∑
v∈Nout

∥Φ→v(θ)− Φ→v(θ′)∥q
q.
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By Definition 2.3.3, it holds for every input neuron v: Φ→v(·) = 1 (empty product). Thus,
the sum can be taken over v ∈ Nout \Nin:

∥Φ(θ)− Φ(θ′)∥q
q =

∑
v∈Nout\Nin

∥Φ→v(θ)− Φ→v(θ′)∥q
q.

Besides, observe that many norms appearing in Equation (B.5) are at most one for q-
normalized parameters. Indeed, for such parameters it holds for every u ∈ N \(Nin∪Nout):
∥θ→u∥q

q ⩽ 1 (Definition 3.2.1). As a consequence, for p ∈ P and any ℓ ∈ J0, length(p)− 1K
we have:

length(p)∏
k=ℓ+1

∥θ→pk∥q
q =

length(p)−1∏
k=ℓ+1

∥θ→pk∥q
q︸ ︷︷ ︸

⩽1

 ∥θ→pend∥q
q ⩽ ∥θ→pend∥q

q.

Moreover, for q-normalized parameters θ and u /∈ Nout, it also holds ∥Φ→u(θ)∥q
q ⩽ 1

(Definition 3.2.1). Thus, Lemma B.3.2 via Equation (B.5) implies for any v ∈ Nout, and
any q-normalized parameters θ and θ′:

∥Φ→v(θ)− Φ→v(θ′)∥q
q

⩽ |bv − b′
v|q + ∥θ→v − (θ′)→v∥q

q + ∥θ→v∥q
q max

p∈P→v

length(p)−1∑
ℓ=1

(
|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q

)
.

Thus, we get:

∥Φ(θ)− Φ(θ′)∥q
q

=
∑

v∈Nout\Nin

∥Φ→v(θ)− Φ→v(θ′)∥q
q

⩽
∑

v∈Nout\Nin

(
|bv − b′

v|q + ∥θ→v − (θ′)→v∥q
q

)

+
∑

v∈Nout\Nin

∥θ→v∥q
q max

p∈P→v

length(p)−1∑
ℓ=1

(
|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q

)
⩽

∑
v∈Nout\Nin

(
|bv − b′

v|q + ∥θ→v − (θ′)→v∥q
q

)

+
 ∑

v∈Nout\Nin

∥θ→v∥q
q

 max
p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

(
|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q

)
.

It remains to use that ∑v∈Nout\Nin ∥θ→uv∥q
q ⩽ ∥Φ(θ)∥q

q for q-normalized parameters θ to
conclude that:

∥Φ(θ)− Φ(θ′)∥q
q ⩽

∑
v∈Nout\Nin

(
|bv − b′

v|q + ∥θ→v − (θ′)→v∥q
q

)

+ ∥Φ(θ)∥q
q max

p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

(
|bpℓ
− b′

pℓ
|q + ∥θ→pℓ − (θ′)→pℓ∥q

q

)
.

The term in blue can be replaced by min
(
∥Φ(θ)∥q

q, ∥Φ(θ′)∥q
q

)
by repeating the proof with

θ and θ′ exchanged (everything else is invariant under this exchange).
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We can now prove the covering bound of Theorem C.2.1.

Proof of Theorem C.2.1. For θ ∈ Θ, denote N(θ) its normalized version obtained as the
output of Algorithm 3.2.1. By Lemma 3.2.1, Φ(θ) = Φ(N(θ)) so for every θ, θ′ ∈ Θ:

∥Φ(θ)− Φ(θ′)∥1 = ∥Φ(N(θ))− Φ(N(θ′))∥1.

For every neuron u ∈ N \ Nin and all parameters θ, denote by θ(u) := (bu, θ
→u). By

Lemma C.2.2 with q = 1, we have:

∥Φ(N(θ))− Φ(N(θ′))∥1

⩽
∑

v∈Nout\Nin

|N(b)v − N(b)′
v|+ ∥N(θ)→v − (N(θ′))→v∥1

+ min (∥Φ(N(θ))∥1, ∥Φ(N(θ′))∥1)︸ ︷︷ ︸
⩽r

max
p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

(
|N(b)pℓ

− N(b)′
pℓ
|+ ∥N(θ)→pℓ − (N(θ′))→pℓ∥1

)
⩽

∑
v∈Nout\Nin

∥N(θ)(v)− N(θ′)(v)∥1︸ ︷︷ ︸
=:(1)

+ r max
p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

∥N(θ)(pℓ)− N(θ′)(pℓ)∥1︸ ︷︷ ︸
=:(2)

.

Consider L0 ∈ J0, LK such that NL0 ⊂ Nin and NL0+1 ∩ Nin = ∅. The integer L0 is well
defined since every Nℓ is either disjoint from Nin or is a subset of Nin, and at least one of
them must be disjoint since N0, . . . , NL is a partition of the neurons and Nin ∩Nout = ∅.

For every ℓ ∈ JL0, LK, consider an arbitrary vℓ ∈ Nℓ. By Corollary C.2.1, we have
N(θ)(v) = N(θ)(vℓ) for every v ∈ Nℓ, every ℓ ∈ JL0, LK and every parameters θ ∈ Θ. We
get

(1) =
L∑

ℓ=0

∑
v∈(Nout∩Nℓ)\Nin

∥N(θ)(v)− N(θ′)(v)∥1

=
L∑

ℓ=L0

|Nout ∩Nℓ|∥N(θ)(vℓ)− N(θ′)(vℓ)∥1.

Consider p ∈ P and f : J0, length(p)K 7→ J0, LK the function defined by pℓ ∈ Nf(ℓ) for
every ℓ ∈ J0, length(p)K. Once again using Corollary C.2.1, since pℓ /∈ Nin for ℓ > 0, we
have N(θ)(pℓ) = N(θ)(vf(ℓ)) for every ℓ ∈ J1, length(p)K and every parameters θ ∈ Θ. This
yields

(2) = max
p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

∥N(θ)(vf(ℓ))− N(θ′)(vf(ℓ))∥1.

Assume that for every ℓ ∈ J0, LK, it holds

∥N(θ)(vf(ℓ))− N(θ′)(vf(ℓ))∥1 ⩽

{
t

2dout
if ℓ = L,

t
2Dr

otherwise.
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where I recall that dout = |Nout is the output dimension and D = maxp∈P length(p) is
the depth of the graph. This implies:

(1) =
L∑

ℓ=L0

|Nout ∩Nℓ|∥N(θ)(vℓ)− N(θ′)(vℓ)∥1 ⩽
t

2dout

L∑
ℓ=L0

|Nout ∩Nℓ| ⩽
t

2dout
.

Consider p ∈ P . Since the partition N0, . . . , NL is directed and pℓ → pℓ+1 is an edge,
we have f(k) < f(ℓ) for every k < ℓ. In particular, f(ℓ) < f(length(p)) ⩽ L for every
ℓ ∈ J1, length(p)− 1K, so we have

(2) = max
p∈P:pend /∈Nin

length(p)−1∑
ℓ=1

∥N(θ)(vf(ℓ))−N(θ′)(vf(ℓ))∥1 ⩽
t

2Dr max
p∈P:pend /∈Nin

(length(p)−1) ⩽ t

2r .

Therefore, we get:

∥Φ(N(θ))− Φ(N(θ′))∥1 ⩽ (1) + r(2)

⩽
t

2 + r
t

2r = t.

For a neuron v /∈ Nin, denote N(Θ)(v) := {N(θ)(v), θ ∈ Θ}. In terms of covering numbers,
we just proved that:

N (Φ(θ), ∥ · ∥1, t) ⩽
∏

ℓ∈JL0,LK
Nℓ⊂Nout

N (N(Θ)(vℓ), ∥ · ∥1, t/2dout)
∏

ℓ∈JL0,LK
Nℓ∩Nout=∅

N (N(Θ)(vℓ), ∥ · ∥1, t/2Dr).

We now bound the latter.
Consider v ∈ Nout \Nin. By Algorithm 3.2.1, it holds N(θ)(v) ⩽ r for every θ ∈ Θ. In

this situation, N(Θ)(v) is a subset of the closed ℓ1-ball Bkv+1(0, r), with kv := | ant(v)| (k
for kernel size) so

N (N(Θ)(v), ∥ · ∥1, t/2dout) ⩽ N (Bkv+1(0, r), ∥ · ∥1, t/4dout).

It is well known that the covering with respect to ∥ · ∥1 of the closed ball Bd ⊂ Rd with
center 0 and radius R satisfies [Wainwright, 2019, Lemma 5.7]:

N (Bd, ∥ · ∥1, t) ⩽ max
(

1, 3R
t

)d

.

Since the partition N0, . . . , NL is regular, all neurons in Nℓ have the same number of
antecedents: denote it by kℓ. We get:

∏
ℓ∈JL0,LK
Nℓ⊂Nout

N (N(Θ)(vℓ), ∥ · ∥1, t/2dout) ⩽
∏

ℓ∈JL0,LK
Nℓ⊂Nout

max
(

1, 12doutr

t

)kℓ

.

Case v ∈ N \ (Nout ∪ Nin). For every θ ∈ Θ, Algorithm 3.2.1 guarantees that
∥N(()θ)(v)∥1 ∈ {0, 1} so N(Θ)(v) ⊂ {0} ∪ Skv with Skv the sphere of radius 1 in di-
mension kv + 1 with respect to ∥ · ∥1. We deduce that a t-covering of N(Θ)(v) is given by
the union of the null vector and a t/2-covering of the sphere Skv :

N (N(Θ)(v), ∥ · ∥1, t/2Dr) ⩽ 1 +N (Skv , ∥ · ∥1, t/4Dr).
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The unit sphere Sd in dimension d+ 1 satisfies

Sd = f(Bd) ∪ g(Bd)

where f(x1, . . . , xd) = (x1, . . . , xd, 1−∥x∥1) and g(x1, . . . , xd) = (x1, . . . , xd, ∥x∥1−1). For
every x, x̃ ∈ Rd:

∥f(x)− f(x̃)∥1 =
∑
i⩽d

|xi − x̃i|+ |(1− ∥x∥1)− (1− ∥x̃∥1)| ⩽ 2∥x− x̃∥1.

Thus, the union of the images of a t
2 -covering of Bd under both f and g is a t-covering of

Sd:
N (Sd, ∥ · ∥1, t) ⩽ 2N (Bd, ∥ · ∥1, t/2) ⩽ 2 max

(
1, 6
t

)d

.

We deduce that∏
ℓ∈JL0,LK

Nℓ∩Nout=∅

N (N(Θ)(vℓ), ∥ · ∥1, t/2Dr) ⩽
∏

ℓ∈JL0,LK
Nℓ∩Nout=∅

2 max
(

1, 24Dr
t

)kℓ

.

Returning to the covering of Φ(Θ), we deduce that:

N (Φ(Θ), ∥ · ∥1, t) ⩽
∏

ℓ∈JL0,LK
Nℓ⊂Nout

max
(

1, 12doutr

t

)kℓ ∏
ℓ∈JL0,LK

Nℓ∩Nout=∅

2 max
(

1, 24Dr
t

)kℓ

.

Denote #rescalings := L−L0 and #params := ∑L
ℓ=L0(kℓ + 1). We get the desired result:

N (Φ(Θ), ∥ · ∥1, t) ⩽ 2#rescalings max
(

1, 24 max(D, dout)r
t

)#params−#rescalings

.

C.2.4 Rademacher bound, allowing for possible weight-sharing
I now prove a more general version of Theorem 4.3.1, allowing for possible weight-sharing.
The case without weight-sharing corresponds to the trivial case of a directed regular
partition where every Nℓ is a singleton.

Theorem C.2.2. Consider a DAG network G (Definition 2.2.2) and a set of parameters
Θ ⊂ RG weight-sharing compatible (Definition C.2.2) with a directed regular partition
N0, . . . , NL (Definition C.2.1) of G. Consider the associated set of functions FΘ :=
{Rθ, θ ∈ Θ}. Consider n iid input samples S = (xi)i=1,...,n drawn from a distribu-
tion µx and denote σ = ES (∑n

i=1 max(1, ∥xi∥2
∞))1/2. Denote by r := supθ∈Θ ∥Φ(θ)∥1.

Assume that for V = Nin and V = Nout, each Nℓ is either disjoint from V or is a
subset of V . Assume also that Nin ∩ Nout = ∅. Define L0 to be the unique integer
in J0, LK such that NL0 ⊂ Nin and NL0+1 ∩ Nin = ∅. For ℓ ∈ JL0, LK, denote by
kℓ := | ant(u)| = ∑

j<ℓ | ant(u) ∩ Nj| for u ∈ Nℓ, the common number of antecedents
of the neurons in Nℓ. Define nparams := ∑L

ℓ=L0(kℓ + 1).
We have:

R(FΘ, µx) ⩽ 144σmax(D, dout)
√

#params× r, (C.2)
where I recall that D = maxp∈P length(p) is the depth of the graph and dout = |Nout| is
the output dimension.
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Proof. The proof is literally the same as the one given in the case without weight-sharing
(Section 4.3.4) but by using the new covering bound of Theorem C.2.1 instead of Theo-
rem 4.3.3, allowing for possible weight-sharing. The only difference is that the number of
parameters #params is now defined as ∑L

ℓ=L0(kℓ + 1) and #rescalings := L− L0 to take
into account the weight-sharing.

C.3 Relevant (and apparently new) contraction lem-
mas for Theorem 4.4.1

The main result is Lemma C.3.1.

Lemma C.3.1. Consider finite sets I,W,Z, and for each z ∈ Z, consider a set T z ⊂
(RW )I . We denote t = (ti)i∈I ∈ T z with ti = (ti,w)w∈W ∈ RW . Consider functions
fi,z : RW → R and a finite family ε = (εj)j∈J of independent identically distributed
Rademacher variables, with the index set J that will be clear from the context. Finally,
consider a convex and non-decreasing function g : R → R. Assume that at least one of
the following setting holds.

Setting 1: scalar input case. |W | = 1 and for every i ∈ I and z ∈ Z, fi,z is
1-Lipschitz with fi,z(0) = 0.

Setting 2: ∗-max-pooling case. For every i ∈ I and z ∈ Z, there is ki,z ∈ N>0
such that for every t ∈ T z, fi,z(t) = t(ki,z) is the ki,z-th largest coordinate of t.

Then we have:

Emax
z∈Z

sup
t∈T z

g

(∑
i∈I

εi,zfi,z(ti)
)
⩽ Emax

z∈Z
sup
t∈T z

g

 ∑
i∈I,w∈W

εi,w,zti,w

 . (C.3)

The scalar input case is a simple application of Theorem 4.12 in Ledoux and Talagrand
[1991]. Indeed, for z ∈ Z and t ∈ T z, define s(z, t) ∈ RI×Z to be the matrix with
coordinates (i, v) ∈ I × Z given by [s(z, t)]i,v = ti if v = z, 0 otherwise. Define also
fi,v = fi. Since fi,v(0) = 0, it holds:∑

i∈I

εi,zfi(ti) =
∑

i∈I,v∈Z

εi,vfi,v([s(z, t)]i,v).

If S := {s(z, t), z ∈ Z, t ∈ T z} and J := I × Z then the result claimed in the scalar case
reads

E sup
s∈S

g

∑
j∈J

εjfj(sj)
 ⩽ E sup

s∈S
g

∑
j∈J

εjsj

 .
The latter is true by Theorem 4.12 of Ledoux and Talagrand [1991]. However, I present
an additional proof below, which I employ to establish the new scenario involving ∗-
max-pooling. This alternative proof closely follows the structure of the proof outlined in
Theorem 4.12 of Ledoux and Talagrand [1991]: the beginning of the proof is the same for
the scalar case and the ∗-max-pooling case, and then the arguments become specific to
each case.

Note that Theorem 4.12 of Ledoux and Talagrand [1991] does not apply for the ∗-
max-pooling case because the ti’s are now vectors. The most related result I could find
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is a vector-valued contraction inequality [Maurer, 2016] that is known in the specific case
where |Z| = 1, g is the identity, and for arbitrary 1-Lipschitz functions fi,z such that
fi,z(0) = 0 (with a different proof, and with a factor

√
2 on the right-hand side). Here,

the vector-valued case I am interested in is fi,z = ki,z-pool and g = exp, which is covered
by Lemma C.3.1. I could not find it stated elsewhere.

In the proof of Lemma C.3.1, I reduce to the simpler case where |Z| = 1 and |I| = 1
that corresponds to the next lemma. Again, the scalar input case is given by Ledoux and
Talagrand [1991, Equation (4.20)] while the ∗-max-pooling case is apparently new. This
corresponds to the contraction lemma given in Lemma 4.4.1.

Lemma C.3.2. Consider a finite set W , a set T of elements t = (t1, t2) ∈ RW ×R and a
function f : RW → R. Consider also a convex non-decreasing function F : R→ R and a
family of iid Rademacher variables (εj)j∈J where J will be clear from the context. Assume
that we are in one of the two following situations.

Scalar input case. f is 1-Lipschitz, satisfies f(0) = 0 and has a scalar input
(|W | = 1).
∗-max-pooling case. There is k ∈ N>0 such that f computes the k-th largest coor-

dinate of its input.
Denoting t1 = (t1,w)w∈W , it holds:

E sup
t∈T

F (ε1f(t1) + t2) ⩽ E sup
t∈T

F

(∑
w

ε1,wt1,w + t2

)
.

The proof of Lemma C.3.2 is postponed. I now prove Lemma C.3.1.

Proof of Lemma C.3.1. First, because of the Lipschitz assumptions on the fi’s and the
convexity of g, everything is measurable and the expectations are well defined.

I prove the result by reducing to the simpler case of Lemma C.3.2. This is inspired
by the reduction done in the proof of Ledoux and Talagrand [1991, Theorem 4.12] in the
special case of scalar ti’s (|W | = 1).

Reduce to the case |Z| = 1 by conditioning and iteration. For z ∈ Z, define

Az := sup
t∈T z

g

(∑
i∈I

εi,zfi,z(ti)
)
,

Bz := sup
t∈T z

g

 ∑
i∈I,w∈W

εi,w,zti,w

 .
Lemma C.3.3 applies since these random variables are independent. Thus, it is enough
to prove that for every c ∈ [−∞,∞):

Emax(Az, c) ⩽ Emax(Bz, c).

Define F (x) = max(g(x), c). This can be rewritten as (inverting the supremum and the
maximum)

E sup
t∈T z

F

(∑
i∈I

εi,zfi,z(ti)
)
⩽ E sup

t∈T z
F

 ∑
i∈I,w∈W

εi,w,zti,w

 . (C.4)

I just reduced to the case where there is a single z to consider, up to the price of replacing
g by F . Since g and x 7→ max(x, c) are non-decreasing and convex, so is F by composition.
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Alternatively, note that I could also have reduced to the case |Z| = 1 by defining S :=
{s(z, t), z ∈ Z, t ∈ T z} just as it is done right after the statement of Lemma C.3.1. In
order to apply Lemma C.3.2, it remains to reduce to the case |I| = 1.

Reduce to the case |I| = 1 by conditioning and iteration. Lemma C.3.4 shows
that in order to prove Equation (C.4), it is enough to prove that for every i ∈ I and every
subset R ⊂ RW ×R, denoting r = (r1, r2) ∈ RW × R, it holds

E sup
r∈R

F (εi,zfi,z(r1) + r2) ⩽ E sup
r∈R

F

( ∑
w∈W

εi,w,zr1,w + r2

)
.

I just reduced to the case |I| = 1 since one can now consider the indices i one by one. The
latter inequality is now a direct consequence of Lemma C.3.2. This proves the result.

Lemma C.3.3. Consider a finite set Z and independent families of independent real ran-
dom variables (Az)z∈Z and (Bz)z∈Z. If for every z ∈ Z and every constant c ∈ [−∞,∞),
it holds Emax(Az, c) ⩽ Emax(Bz, c), then

Emax
z∈Z

Az ⩽ Emax
z∈Z

Bz.

Proof of Lemma C.3.3. The proof is by conditioning and iteration. To prove the result,
it is enough to prove that if

Emax
z∈Z

Az ⩽ Emax
(

max
z∈Z1

Az,max
z∈Z2

Bz

)
for some partition Z1, Z2 of Z, with Z2 possibly empty for the initialization of the induc-
tion, then for every z0 ∈ Z1:

Emax
z∈Z

Az ⩽ Emax
(

max
z∈Z1\{z0}

Az, max
z∈Z2∪{z0}

Bz

)
,

with the convention that the maximum over an empty set is −∞. Indeed, the claim would
then come directly by induction on the size of Z2.

Now, consider an arbitrary partition Z1, Z2 of Z, with Z2 possibly empty, and consider
z0 ∈ Z1. It is then enough to prove that

Emax
(

max
z∈Z1

Az,max
z∈Z2

Bz

)
⩽ Emax

(
max

z∈Z1\{z0}
Az, max

z∈Z2∪{z0}
Bz

)
. (C.5)

Define the random variable C = max
(
maxz∈Z1\{z0} Az,maxz∈Z2 Bz

)
which may be equal

to −∞ when the maximum is over empty sets, and which is independent of Az0 and Bz0 .
It holds:

max
(

max
z∈Z1

Az,max
z∈Z2

Bz

)
= max (Az0 , C)

and
max

(
max

z∈Z1\{z0}
Az, max

z∈Z2∪{z0}
Bz

)
= max (Bz0 , C) .

Equation (C.5) is then equivalent to

Emax(Az0 , C) ⩽ Emax(Bz0 , C)
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with C independent of Az0 and Bz0 . For a constant c ∈ [−∞,∞), denote A(c) =
Emax(Az0 , c) and B(c) = Emax(Bz0 , c). We have:

Emax(Az0 , C) = E (E (max (Az0 , C) |Az0)) law of total expectation
= EA(C) independence of C and Az0 .

and similarly Emax(Bz0 , C) = EB(C). It is then enough to prove that A(C) ⩽ B(C)
almost surely. Since C ∈ [−∞,∞), this is true by assumption. This proves the claims.

Lemma C.3.4. Consider finite sets I,W and independent families of independent real
random variables (εi)i∈I and (εi,w)i∈I,w∈W . Consider functions fi : RW → R and F :
R→ R that are continuous. Assume that for every i ∈ I and every subset R ⊂ RW × R,
denoting r = (r1, r2) ∈ R with r1 = (r1,w)w ∈ RW and r2 ∈ R the components of r, it
holds

E sup
r∈R

F (εifi(r1) + r2) ⩽ E sup
r∈R

F (
∑

w∈W

εi,wr1,w + r2).

Consider an arbitrary T ⊂ (RW )I and for t = (ti)i∈I ∈ T , denote ti,w the w-th coordinate
of ti ∈ RW . It holds:

E sup
t∈T

F (
∑
i∈I

εifi(ti)) ⩽ E sup
t∈T

F (
∑

i∈I,w∈W

εi,wti,w).

Proof of Lemma C.3.4. The continuity assumption on F and the fi’s is only used to make
all the considered suprema measurable. The proof goes by conditioning and iteration. For
any J ⊂ I, denote εJ the family that contains both (εj)j∈J and (εj,w)j∈J,w∈W . Define

hJ(t, εJ) :=
∑
j∈J

εjfj(tj),

HJ(t, εJ) :=
∑

j∈J,w∈W

εj,wtj,w,

with the convention that an empty sum is zero. To make notations lighter, if J = {j}
then I may write hj and Hj instead of hJ and HJ . I also omit to write the dependence
on εJ as soon as possible. What I want to prove is thus equivalent to

E sup
t∈T

F (hI(t)) ⩽ E sup
t∈T

F (HI(t)).

It is enough to prove that for every partition I1, I2 of I, with I2 possibly empty, if

E sup
t∈T

F (hI(t)) ⩽ E sup
t∈T

F (hI1(t) +HI2(t)),

then for every j ∈ I1,

E sup
t∈T

F (hI(t)) ⩽ E sup
t∈T

F (hI1\{j}(t) +HI2∪{j}(t)).

Indeed, the result would then come by induction on the size of I2. Fix an arbitrary
partition I1, I2 of I with I2 possibly empty, and j ∈ I1. It is then enough to prove that

E sup
t∈T

F (hI1(t) +HI2(t)) ⩽ E sup
t∈T

F (hI1\{j}(t) +HI2∪{j}(t)). (C.6)
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Denote ε−j := εI\{j} and φ(t, ε−j) := hI1\{j}(t, εI1\{j}) +HI2(t, εI2)). It holds:

hI1(t) +HI2(t) = hj(t, εj) + φ(t, ε−j)

and, writing εj,· = (εj,w)w∈W :

hI1\{j}(t) +HI2∪{j}(t) = Hj(t, εj,·) + φ(t, ε−j).

Consider the measurable functions

g(εj, ε−j) := sup
t∈T

F (hj(t, εj) + φ(t, ε−j))

and
G(εj,·, ε−j) := sup

t∈T
F (Hj(t, εj,·) + φ(t, ε−j)).

Denote ∆ the ambiant space of ε−j and consider a constant δ ∈ ∆. Define ĝ(δ) = Eg(εj, δ)
and Ĝ(δ) = EG(εj,·, δ). It holds

E sup
t∈T

F (hI1(t) +HI2(t)) = Eg(εj, ε−j) by definition of g

= E (E (g(εj, ε−j)|ε−j)) law of total expectation
= Eĝ(ε−j) independence of εj and ε−j

and similarly E supt∈T F (hI1\{j}(t) + HI2∪{j}(t)) = EĜ(ε−j). Thus, Equation (C.6) is
equivalent to Eĝ(ε−j) ⩽ EĜ(ε−j). For every δ ∈ ∆, we can define R(δ) = {(tj, φ(t, δ)) ∈
RW × R, t ∈ T} and it holds

ĝ(δ) = E sup
r∈R

F (εjfj(r1) + r2)

and
Ĝ(δ) = E sup

r∈R
F (
∑
w∈
εj,wr1,w + r2).

Thus, ĝ(δ) ⩽ Ĝ(δ) for every δ ∈ ∆ by assumption. This shows the claim.

Proof of Lemma C.3.2. Recall that we want to prove

E sup
t∈T

F (ε1f(t1) + t2) ⩽ E sup
t∈T

F

( ∑
w∈W

ε1,wt1,w + t2

)
. (C.7)

Scalar input case. In this case, |W | = 1, that is the inputs t1 are scalar and the
result is well-known, see Ledoux and Talagrand [1991, Equation (4.20)].

k-max-pooling case. In this case, f computes the k-th largest coordinate of its input.
Computing explicitly the expectation where the only random thing is ε1 ∈ {−1, 1}, the
left-hand side of Equation (C.7) is equal to

1
2 sup

t∈T
F (f(t1) + t2) + 1

2 sup
s∈T

F (−f(s1) + s2) .

Consider s, t ∈ T . Recall that s1, t1 ∈ RW . Denote s1,(k) the k-th largest component
of vector s1. The set {w ∈ W : s1,w ⩽ s1,(k)} has at least |W | − k + 1 elements, and
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{w ∈ W : t1,(k) ⩽ t1,w} has at least k elements, so their intersection is not empty. Consider
any1 w(s, t) in this intersection. I am now going to use that both f(t1) = t1,(k) ⩽ t1,w(s,t)
and −f(s1) = −s1,(k) ⩽ −s1,w(s,t). Even if we are not going to use it, note that this implies
f(t)− f(s) ⩽ t1,w(s,t) − s1,w(s,t): we are exactly using an argument that establishes that f
is 1-Lipschitz. Since f(t1) = t1,(k) ⩽ t1,w(s,t) and F is non-decreasing, it holds:

F (f(t1) + t2) ⩽F
(
t1,w(s,t) + t2

)
=

ε centered
F

t1,w(s,t) + E

 ∑
w ̸=w(s,t)

ε1,wt1,w

+ t2


⩽

Jensen
EF

t1,w(s,t) +
∑

w ̸=w(s,t)
ε1,wt1,w + t2

 .
Moreover, −f(s1) = −s1,(k) ⩽ −s1,w(s,t) so that in a similar way:

F (−f(s1) + s2) ⩽F
(
−s1,w(s,t) + s2

)
⩽F

−s1,w(s,t) + E

 ∑
w ̸=w(s,t)

ε1,ws1,w

+ s2


⩽EF

−s1,w(s,t) +
∑

w ̸=w(s,t)
ε1,ws1,w + s2

 .
At the end, we get

1
2F (f(t1) + t2) + 1

2F (−f(s1) + s2)

⩽
1
2EF

t1,w(s,t) +
∑

w ̸=w(s,t)
ε1,wt1,w + t2


+ 1

2EF
−s1,w(s,t) +

∑
w ̸=w(s,t)

ε1,ws1,w + s2


⩽

1
2E sup

r∈T
F

r1,w(s,t) +
∑

w ̸=w(s,t)
ε1,wr1,w + r2


+ 1

2E sup
r∈T

F

−r1,w(s,t) +
∑

w ̸=w(s,t)
ε1,wr1,w + r2


= E sup

r∈T
F

ε1,w(s,t)r1,w(s,t) +
∑

w ̸=w(s,t)
ε1,wr1,w + r2


= E sup

r∈T
F

(∑
w

ε1,wr1,w + r2

)
.

The latter is independent of s, t. Taking the supremum over all s, t ∈ T yields Equa-
tion (C.7) and thus the claim.

1The choice of a specific w has no importance, unlike when defining the activations of k-max-pooling
neurons.
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C.4 Peeling argument for Theorem 4.4.1
This section proves a new peeling argument used in the proof of Theorem 4.4.1. First, I
state a simple lemma that will be used several times.

Lemma C.4.1. Consider a vector ε ∈ Rn with iid Rademacher coordinates, meaning
that P(εi = 1) = P(εi = −1) = 1/2. Consider a function g : R → R⩾0. Consider a set
X ⊂ Rn. It holds:

Eε sup
x∈X

g

(∣∣∣∣∣
n∑

i=1
εixi

∣∣∣∣∣
)
⩽ 2Eε sup

x∈X
g

(
n∑

i=1
εixi

)
.

Proof of Lemma C.4.1. Since g ⩾ 0, it holds g(|x|) ⩽ g(x) + g(−x). Thus

Eε sup
x∈X

g

(∣∣∣∣∣
n∑

i=1
εixi

∣∣∣∣∣
)
⩽ Eε sup

x∈X
g

(
n∑

i=1
εixi

)
+ Eε sup

x∈X
g

(
n∑

i=1
(−εi)xi

)
.

Since ε is symmetric, that is −ε has the same distribution as ε, we deduce that the latter
is just 2Eε supx∈X g (∑n

i=1 εixi). This proves the claim.

Notations I now fix for all the next results of this section n vectors x1, . . . , xn ∈ Rdin ,
for some din ∈ N>0. I denote by xi,u the coordinate u of xi.

For any neural network architecture, recall that v(θ, x) is the output of neuron v for
parameters θ and input x, and antd(v) is the set of neurons u for which there exists a
path from u to v of distance d. For a set of neurons V , denote RV (θ, x) = (v(θ, x))v∈V .

Introduction to peeling This section shows that some expected sum over output
neurons v can be reduced to an expected maximum over ant(v), and iteratively over an
expected maximum over antd(v) for increasing d’s. Eventually, the maximum is only over
input neurons as soon as d is large enough. I start with the next lemma which is the
initialization of the induction over d: it peels off the output neurons v to reduce to their
antecedents ant(v).

Lemma C.4.2. Consider a neural network architecture as in Definition 2.2.2 with Nin ∩
Nout = ∅. Consider an associated set Θ of parameters θ such that ∑

v∈Nout
∥θ→v∥1 + |bv| ⩽ r.

Consider a family of independent Rademacher variables (εj)j∈J with J that will be clear
from the context. Consider a non-decreasing function g : R → R⩾0. Consider a new
neuron vbias and set by convention xvbias = 1 for every input x. It holds

Eεg

sup
θ∈Θ

∑
i=1,...,n,
v∈Nout

εi,vv(θ, xi)


⩽ Eεg

(
r max

v∈Nout
max

u∈(ant(v)∩Nin)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,vxi,u

∣∣∣∣∣
)

+ Eεg

(
r max

v∈Nout
max

u∈ant(v)\Nin
sup

θ

∣∣∣∣∣
n∑

i=1
εi,vu(θ, xi)

∣∣∣∣∣
)

where in the last term if ant(v) \ Nin = ∅, by convention maxu∈ant(v)\Nin = −∞, and
g(−∞) := 0.
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Proof of Lemma C.4.2. Recall that for a set of neurons V , we denoteRV (θ, x) = (v(θ, x))v∈V .
Recall that by Definition 2.2.2, output neurons v have ρv = id so for every v ∈ Nout, θ ∈ Θ
and every input x:

v(θ, x) =
〈(

θ→v

bv

)
,

(
Rant(v)(θ, x)

1

)〉
.

Denote by vbias a new neuron that computes the constant function equal to one (vbias(θ, x) =
1), we get:

Eεg

sup
θ

∑
i=1,...,n
v∈Nout

εi,vv(θ, xi)


= Eεg

sup
θ

∑
v∈Nout

〈(
θ→v

bv

)
,

n∑
i=1

εi,v

(
Rant(v)(θ, xi)

1

)〉

⩽
Hölder

Eεg

sup
θ

 ∑
v∈Nout

∥θ→v∥1 + |bv|


︸ ︷︷ ︸

⩽r by assumption

max
v∈Nout

(∣∣∣∣∣
n∑

i=1
εi,v

∣∣∣∣∣ , max
u∈ant(v)

∣∣∣∣∣
n∑

i=1
εi,vu(θ, xi)

∣∣∣∣∣
)

⩽ Eεg

(
r max

v∈Nout
max

u∈ant(v)∪{vbias}
sup

θ

∣∣∣∣∣
n∑

i=1
εi,vu(θ, xi)

∣∣∣∣∣
)
.

Everything is non-negative so the maximum over u ∈ ant(v)∪ {vbias} is smaller than the
sum of the maxima over u ∈ (ant(v)∩Nin)∪{vbias} and u ∈ ant(v)\Nin. Note that when
u is an input neuron, it simply holds u(θ, xi) = xi,u. This proves the result.

I now show how to peel neurons to reduce the maximum over antd(v) to antd+1(v).
Later, I will repeat that until the maximum is only on input neurons. Compared to the
previous lemma, note the presence of an index m = 1, . . . ,M in the maxima. This is
because after d steps of peeling (when the maximum over u has been reduced to u ∈
antd(v)), we will have M = Kd−1 where K is the kernel size. Indeed, the number of
copies indexed by m gets multiplied by K after each peeling step. The next lemma is the
formal version of Lemma 4.4.2.

Lemma C.4.3. Consider a neural network architecture with an associated set Θ of pa-
rameters θ such that every neuron v /∈ Nout ∪ Nin satisfies ∥θ→v∥1 + |bv| ⩽ 1. Assume
that bv = 0 for every v ∈ N∗-pool. Consider a family of independent Rademacher variables
(εj)j∈J with J that will be clear from the context. Consider arbitrary M,d ∈ N and a
convex non-decreasing function g : R → R⩾0. Take a symbol vbias which does not corre-
spond to a neuron (vbias /∈ N) and set by convention xvbias = 1 for every input x. Define
P := |{k ∈ N>0, ∃u ∈ Nk-pool}| as the number of different types of ∗-max-pooling neurons
in G, and K := maxu∈N∗-pool | ant(u)| the maximal kernel size of the network (K := 1 if
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P = 0). It holds:

Eεg

 max
v∈Nout,

m=1,...,M

max
u∈antd(v)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣


⩽ (3 + 2P )Eεg

 max
v∈Nout,

m=1,...,KM

max
u∈(antd+1(v)∩Nin)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣


+ (3 + 2P )Eεg

 max
v∈Nout,

m=1,...,KM

max
u∈antd+1(v)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣


with similar convention as in Lemma C.4.2 for empty maxima.

Proof. Step 1: split the neurons depending on their activation function. In
the term that we want to bound from above, the neurons u ∈ antd(v) \ Nin are not
input neurons so they compute something of the form ρu(. . . ) where ρu is the activation
associated with u, 1-Lipschitz, and satisfies ρu(0) = 0. The first step of the proof is to get
rid of ρu using a contraction lemma similar to Theorem 4.12 in Ledoux and Talagrand
[1991]. However, here, the function ρu depends on the neuron u, what we are taking a
maximum over so that classical contraction lemmas do not apply directly. To resolve this
first obstacle, I split the neurons according to their activation function. Below, I highlight
in orange what is important and/or the changes from one line to another. Denote Nρ the
neurons that have ρ as their associated activation function, and the term with a maximum
over all u ∈ Nρ is denoted:

e(ρ) := Eεg

 max
v∈Nout,

m=1,...,M

max
u∈(antd(v)∩Nρ)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣
 ,

with the convention e(ρ) = 0 if Nρ is empty. This yields a first bound

Eεg

 max
v∈Nout,

m=1,...,M

max
u∈antd(v)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣
 ⩽ e(ReLU) + e(id) +

∑
k

e(k-pool)

where the sum of the right-hand side is on all the k ∈ N>0 such that there is at least
one neuron in Nk-pool. Define E(ρ) to be the same thing as e(ρ) but without the absolute
values:

E(ρ) := Eεg

 max
v∈Nout,

m=1,...,M

max
u∈(antd(v)∩Nρ)\Nin

sup
θ

n∑
i=1

εi,v,mu(θ, xi)

 .
Lemma C.4.1 gets rid of the absolute values by paying a factor 2:

e(ρ) ⩽ 2E(ρ).

I now want to bound each E(ρ).
Step 2: get rid of the ∗-max-pooling and ReLU activation functions. Since

the maximal kernel size is K, any ∗-max-pooling neuron u must have at most K an-
tecedents. When a u ∈ N∗-pool has less than K antecedents, I artificially add neurons
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w to ant(u) to make it of cardinal K, and I set by convention θw→u = 0. I also fix an
arbitrary order on the antecedents of u and write ant(u)w for the antecedent number w,
with Rant(u)w the function associated with this neuron. For a ReLU or ∗-max-pooling
neuron u, define the pre-activation of u to be

preu(θ, x) :=


〈(

θ→u

bu

)
,

(
Rant(u)(θ, x)

1

)〉
if u ∈ NReLU,(

bu + θant(u)w→uRant(u)w(θ, x)
)

w=1,...,k
otherwise when u ∈ N∗-pool.

where I recall that bu = 0 for u ∈ N∗-pool by assumption. I nevertheless keep bu in
the computation until the point where this assumption is apparently actually needed to
continue. Note that the pre-activation has been defined to satisfy u(θ, x) = ρu(preu(θ, x)).
When ρ is the ReLU or k-pool, we can thus rewrite E(ρ) in terms of the pre-activations:

E(ρ) = Eεg

 max
v∈Nout,

m=1,...,M

max
u∈(antd(v)∩Nρ)\Nin

sup
θ

n∑
i=1

εi,v,mρ(preu(θ, xi))

 .
Consider the finite set Z = {(v,m), v ∈ Nout,m = 1, . . . ,M} and for every z = (v,m) ∈ Z,
define T z = {(preu(θ, xi))i=1,...,n : u ∈ (antd(v) ∩ Nρ) \ Nin, θ ∈ Θ}. An element of T z

will be denoted t = (ti)n
i=1 ∈ T z ⊂ Rn if ρ = ReLU, and t = (ti)n

i=1 ∈ T z ⊂ (Rk)n with
ti = (ti,w)k

w=1 ∈ Rk if u ∈ N∗-pool. We can again rewrite E(ρ) as

E(ρ) = Eεg

(
max
z∈Z

sup
t∈T z

n∑
i=1

εi,zρ(ti)
)
.

We now want to get rid of the activation function ρ with a contraction lemma. There is a
second difficulty that prevents us from directly applying classical contraction lemmas such
as Theorem 4.12 of Ledoux and Talagrand [1991]. It is the presence of a maximum over
multiple copies indexed by z ∈ Z of a supremum that depends on iid families (εi,z)i=1...n.
Indeed, Theorem 4.12 of Ledoux and Talagrand [1991] only deals with a single copy (|Z| =
1). This motivates the contraction lemma established for the occasion in Lemma C.3.1.
Once the activation functions removed, we can conclude separately for ρ = ReLU, id and
ρ = k-pool.

Step 3a: deal with ρ = k-pool via rescaling. In the case ρ = k-pool, Lemma C.3.1
shows that

Eεg

(
max
z∈Z

sup
t∈T z

n∑
i=1

εi,zk-pool(ti)
)

⩽ Eεg

max
z∈Z

sup
t∈T z

∑
i=1,...,n,
w=1,...,K

εi,z,wti,w

 .
The right-hand side is equal to

Eεg

 max
v∈Nout,

m=1,...,M

sup
u∈(antd(v)∩N∗-pool)\Nin,

θ∈Θ

∑
i=1,...,n,
w=1,...,K

εi,v,m,w(bu + θant(u)w→uRant(u)w(θ, xi))

 . (C.8)
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I now deal with this using the assumption on the norm of incoming weights. Recalling
that bu = 0 for every u ∈ N∗-pool:

∑
i=1,...,n,
w=1,...,K

εi,v,m,w( bu︸︷︷︸
=0

+θant(u)w→uRant(u)w(θ, xi))

=
∑

w=1,...,K

θant(u)w→u

 ∑
i=1,...,n

εi,v,m,wRant(u)w(θ, xi)


⩽
Hölder

∥θ→u∥1︸ ︷︷ ︸
⩽1 by assumption

max
w=1,...,K

∣∣∣∣∣∣
∑

i=1,...,n

εi,v,m,wRant(u)w(θ, xi)
∣∣∣∣∣∣

⩽
decoupling w and ant(u)w

max
w∈ant(u)

max
w′=1,...,K

∣∣∣∣∣
n∑

i=1
εi,v,m,w′w(θ, xi)

∣∣∣∣∣ .
Note for the curious reader that this inequality is the current obstacle when the biases
are nonzero since we would end up with K|bu| + ∥θ→u∥1 and we could not anymore use
that this is ⩽ 1.

We deduce that Equation (C.8) is bounded from above by

Eεg

 max
v∈Nout,

m=1,...,M

sup
u∈(antd(v)∩N∗-pool)\Nin,θ∈Θ

max
w∈ant(u)

max
w′=1,...,K

∣∣∣∣∣
n∑

i=1
εi,v,m,w′w(θ, xi)

∣∣∣∣∣
 .

Instead of having εi,v,m,w′ with m = 1, . . . ,M and w′ = 1, . . . , K, I re-index it as εi,v,m

with m = 1, . . . , KM . Note also that u ∈ (antd(v)∩N∗-pool) \Nin and w ∈ ant(u) implies
w ∈ antd+1(v), so considering a maximum over w ∈ antd+1(v) can only yield something
larger. Moreover, we can add a new neuron vbias that computes the constant function
equal to one (vbias(θ, x) = 1) and add vbias to the maximum over w. Implementing all
these changes, Equation (C.8) is bounded by

H := Eεg

 max
v∈Nout,

m=1,...,KM

sup
w∈antd+1(v)∪{vbias}

sup
θ∈Θ

∣∣∣∣∣
n∑

i=1
εi,v,mw(θ, xi)

∣∣∣∣∣
 .

I now derive similar inequalities when ρ = id and ρ = ReLU.
Step 3b: deal with ρ = id,ReLU via rescaling. In the case ρ = ReLU, Lemma C.3.1

shows that

Eεg

(
max
z∈Z

sup
t∈T z

n∑
i=1

εi,zReLU(ti)
)

⩽ Eεg

max
z∈Z

sup
t∈T z

∑
i=1,...,n

εi,zti

 .
The difference with the ∗-max-pooling case is that each ti is scalar so this does not
introduce an additional index w to the Rademacher variables. The right-hand side can
be rewritten as

Eεg

 max
v∈Nout,

m=1,...,M

sup
u∈(antd(v)∩NReLU)\Nin,θ∈Θ

∑
i=1,...,n

εi,v,m

〈(
θ→u

bu

)
,

(
Rant(u)(θ, xi)

1

)〉
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I can only increase the latter by considering a maximum over all u ∈ antd(v), not only
the ones in NReLU. I also add absolutes values. This is then bounded by

F := Eεg

 max
v∈Nout,

m=1,...,M

sup
u∈antd(v)\Nin,θ∈Θ

∣∣∣∣∣ ∑
i=1,...,n

εi,v,m

〈(
θ→u

bu

)
,

(
Rant(u)(θ, xi)

1

)〉 ∣∣∣∣∣
 .
(C.9)

This means that E(ReLU) ⩽ F . Let me also observe that e(id) ⩽ F . Indeed, recall that
by definition

e(id) = Eεg

 max
v∈Nout,

m=1,...,M

max
u∈(antd(v)∩Nid)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣
 .

I can only increase the latter by considering a maximum over all u ∈ antd(v). Moreover,

for an identity neuron u, it holds u(θ, x) =
〈(

θ→u

bu

)
,

(
Rant(u)(θ, x)

1

)〉
. This shows

that e(id) ⩽ F . It remains to bound F using that the assumption on the norm of the
parameters. Introduce a new neuron vbias that computes the constant function equal to
one: vbias(θ, x) = 1. Note that

∑
i=1,...,n

εi,v,m

〈(
θ→u

bu

)
,

(
Rant(u)(θ, xi)

1

)〉

=
〈(

θ→u

bu

)
,
∑

i=1,...,n

εi,v,m

(
Rant(u)(θ, xi)

1

)〉

⩽
Hölder

(∥θ→u∥1 + |bu|)︸ ︷︷ ︸
⩽1 by assumption

max
w∈ant(u)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mw(θ, xi)

∣∣∣∣∣ .
This shows that

F ⩽ Eεg

 max
v∈Nout,

m=1,...,M

sup
u∈antd(v)\Nin,θ∈Θ

max
w∈ant(u)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mw(θ, xi)

∣∣∣∣∣
 .

Obviously, introducing additional copies of ε to make the third index going from m = 1
to KM can only make it larger. Moreover, u ∈ antd(v) \ Nin and w ∈ ant(u) implies
w ∈ antd+1(u), so we can instead consider a maximum over w ∈ antd+1(v). This gives the
upper-bound

F ⩽ Eεg

 max
v∈Nout,

m=1,...,KM

max
w∈antd+1(v)∪{vbias}

sup
θ∈Θ

∣∣∣∣∣
n∑

i=1
εi,v,mw(θ, xi)

∣∣∣∣∣


= H.

Step 4: putting everything together. At the end, recalling that there are at most
P different k ∈ N>0 associated with an existing k-max-pooling neuron, we get the final
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bound

Eεg

 max
v∈Nout,

m=1,...,M

max
u∈antd(v)\Nin

sup
θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣


⩽ e(id) + e(ReLU) +
∑

k

e(k-pool)

⩽ e(id) + 2E(ReLU) + 2
∑

k

E(k-pool)

⩽ F + 2F + 2
∑

k

E(k-pool)

⩽ H + 2H + 2
∑

k

H

⩽ H + 2H + 2PH = (3 + 2P )H.

The term (3+2P )H can again be bounded by splitting the maximum over w ∈ antd+1(v)∪
{vbias} between the w’s that are input neurons, and those that are not, since everything
is non-negative. This yields the claim.

Remark C.4.1 (Improved dependencies on the kernel size). Note that in the proof of
Lemma C.4.3, the multiplication of M by K can be avoided if there are no ∗-max-pooling
neurons in antd(v). Because of skip connections, even if there is a single ∗-max-pooling
neuron in the architecture, it can be in antd(v) for many d’s. A more advanced version of
the argument is to peel only the ReLU and identity neurons, by leaving the ∗-max-pooling
neurons as they are, until we reach a set of ∗-max-pooling neurons large enough that we
decide to peel simultaneously. This would prevent the multiplication by K every time d is
increased.

I can now state the main peeling theorem, which directly result from Lemma C.4.2
and Lemma C.4.3 by induction on d. Note that these lemmas contain assumptions on
the size of the incoming weights of the different neurons. These assumptions are met
using Algorithm 3.2.1, that normalizes the parameters without changing the associated
function nor the path-norm (Lemma 3.2.1).

Theorem C.4.1. Consider a neural network architecture as in Definition 2.2.2 with
Nout ∩ Nin = ∅. Assume that bv = 0 for every v ∈ N∗-pool. Define P := |{k ∈
N>0,∃u ∈ Nk-pool}| the number of different types of ∗-max-pooling neurons in G, and
K := maxu∈N∗-pool the maximum kernel size (K := 1 by convention if P = 0). Denote by
vbias a new input neuron and define xvbias = 1 for any input x. For any set of parameters
Θ associated with the network, such that ∥Φ(θ)∥1 ⩽ r for every θ ∈ Θ, it holds for every
convex non-decreasing function g : R→ R⩾0

Eεg

sup
θ∈Θ

∑
i=1,...,n,
v∈Nout

εi,vv(θ, xi)



⩽
(3 + 2P )D

2 + 2P Eεg

r max
v∈Nout,

m=1,...,KD−1

max
u∈Nin∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣
 .
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Proof of Theorem C.4.1. Without loss of generality, we can replace Θ by its image under
Algorithm 3.2.1 with q = 1, as Algorithm 3.2.1 does not change the associated func-
tion Rθ nor the path-norm ∥Φ(θ)∥1 (Lemma 3.2.1) so that we still have ∥Φ(θ)∥1 ⩽ r
and the supremum over θ ∈ Θ on the left-hand side can be taken over rescaled pa-
rameters. By Lemma 3.2.1, the parameters are 1-normalized (Definition 3.2.1), so we
will be able to use Lemma C.4.2 and Lemma C.4.3. Indeed, 1-normalized parameters
θ satisfy ∑

v∈Nout ∥θ→v∥1 + |bv| = ∥Φ(θ)∥1 ⩽ r so Lemma C.4.2 applies. We also have
∥θ→v∥1+|bv| ⩽ 1 for every v /∈ Nin∪Nout, by definition of 1-normalization, so Lemma C.4.3
also applies.

By induction on d ⩾ 1, I prove that (highlighting in orange what is important)

Eεg

sup
θ∈Θ

∑
i=1,...,n,
v∈Nout

εi,vv(θ, xi)



⩽
d∑

ℓ=1
(3 + 2P )ℓ−1Eεg

r max
v∈Nout,

m=1,...,Kℓ−1

max
u∈(antℓ(v)∩Nin)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣


+ (3 + 2P )d−1Eεg

r max
v∈Nout,

m=1,...,Kd−1

max
u∈antd(v)\Nin

sup
θ∈Θ

∣∣∣∣∣
n∑

i=1
εi,v,mu(θ, xi)

∣∣∣∣∣
 ,

with the same convention as in Lemma C.4.2 for maxima over empty sets. This is true for
d = 1 by Lemma C.4.2. The induction step is verified using Lemma C.4.3. This concludes
the induction. Applying the result for d = D, and since antD(v) \Nin = ∅, we get:

Eεg

sup
θ∈Θ

∑
i=1,...,n,
v∈Nout

εi,vv(θ, xi)



⩽
D∑

d=1
(3 + 2P )d−1Eεg

r max
v∈Nout,

m=1,...,Kd−1

max
u∈(antd(v)∩Nin)∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣
 .

We can only increase the right-hand side by considering maximum over all u ∈ Nin ∪
{vbias} and by adding independent copies indexed from m = 1 to m = KD−1. Moreover,∑D

d=1(3 + 2P )d−1 = ((3 + 2P )D − 1)/(2 + 2P ). This shows the final bound:

Eεg

sup
θ∈Θ

∑
i=1,...,n,
v∈Nout

εi,vv(θ, xi)



⩽
(3 + 2P )D

2 + 2P Eεg

r max
v∈Nout,

m=1,...,KD−1

max
u∈Nin∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣
 .
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C.5 Proof of Theorem 4.4.1
Proof of Theorem 4.4.1. The proof is given directly in the general case with nonzero bi-
ases on every v /∈ N∗-pool and uses an additional input neuron vbias. I highlight along
the proof where improved results can be obtained assuming zero biases, yielding The-
orem 4.4.1 as a consequence. Define the random matrices E = (εi,v)i,v ∈ Rn×dout and
R(θ, S) = (v(θ, xi))i,v ∈ Rn×dout so that ⟨E,R(θ, S)⟩ = ∑

i,v εi,v(Rθ(xi))v. By definition of
the Rademacher complexity (Equation (4.9)), we have

R(FΘ, µx) = ES,ε

(
sup

θ
⟨E,R(θ, S)⟩

)

where S = (xi)n
i=1 ∼ (µx)⊗n.

I condition on S and denote Eε the conditional expectation. For any random variable
λ(S) > 0 measurable in S, it holds

Eε

(
sup

θ
⟨E,R(θ, S)⟩

)
= 1
λ(S) log exp

(
λ(S)Eε

(
sup

θ
⟨E,R(θ, S)⟩

))

=
λ measurable in S

1
λ(S) log exp

(
Eε

(
λ(S) sup

θ
⟨E,R(θ, S)⟩

))

⩽
Jensen

1
λ(S) logEε exp

(
λ(S) sup

θ
⟨E,R(θ, S)⟩

)
.

For a deterministic s = (xi)n
i=1 ∈ (Rdin)n, denote

e(s) = Eε exp
(
λ(s) sup

θ
⟨E,R(θ, x)⟩

)
.

Since S is independent of ε, the expectation conditioned to S is simply equal to

Eε exp
(
λ(S) sup

θ
⟨E,R(θ, S)⟩

)
= e(S).

Denote r = supθ∈Θ ∥Φ(θ)∥1. For s as above, simply denote λ := λ(s). Since Nin ∩
Nout = ∅ and the biases of ∗-max-pooling neurons are null, the peeling argument given
by Theorem C.4.1 for g : t ∈ R 7→ exp(λt) guarantees:

e(s) ⩽ (3 + 2P )D

2 + 2P Eε exp

λr max
v∈Nout,

m=1,...,KD−1

max
u∈Nin∪{vbias}

∣∣∣∣∣
n∑

i=1
εi,v,mxi,u

∣∣∣∣∣
 ,

where xi,u is coordinate u of vector xi ∈ Rdin , and where vbias is an added neuron for which
I set by convention xvbias = 1 for any input x. It is easy to check that the same bound
holds true with a maximum only over u ∈ Nin (not considering vbias in the maximum)
when all biases are constrained to be null. In such a setting, all the maxu∈Nin∪{vbias} below
can be replaced by maxu∈Nin . Denote

σ(s) := max
u∈Nin∪{vbias}

(
n∑

i=1
x2

i,u

)1/2

⩾
√
n.

192



C.5. Proof of Theorem 4.4.1

Using Lemma C.5.1, it holds

Eε exp

λr max
v∈Nout,

u∈Nin∪{vbias},

m=1,...,KD−1

∣∣∣∣∣
n∑

i=1
εi,v,m(xi)u

∣∣∣∣∣
 ⩽ 2KD−1(din + 1)dout exp

(
(rλ(s)σ(s))2

2

)
.

When biases are constrained to be null, din + 1 is replaced by din. Putting everything
together, we get:

Eε

(
sup

θ
⟨E,R(θ, S)⟩

)
= e(S) ⩽

(1
λ

log(C1) + λ(S)C2(S)
)

with

C1 = 2KD−1(din + 1)dout ×
(3 + 2P )D

2 + 2P = 3 + 2P
1 + P

((3 + 2P )K)D−1(din + 1)dout

(again with din + 1 replaced by din when all biases are null) and

C2(S) = 1
2(rσ(S))2.

Choosing λ(S) =
√

log(C1)
C2(S) yields:

Eε

(
sup

θ
⟨E,R(θ, S)⟩

)
⩽ 2

√
log(C1)C2(S)

⩽
√

2σ(S)r︸ ︷︷ ︸
=2
√

C2(S)

(
log

(3 + 2P
1 + P

(din + 1)dout

)
+D log ((3 + 2P )K)

)1/2

︸ ︷︷ ︸
⩾
√

log(C1)

with din +1 replaced by din when all biases are null. Taking the expectation on both sides
over S yields Theorem 4.4.1.

The next lemma is classical [Golowich et al., 2018, Section 7.1] and is here only for
completeness.

Lemma C.5.1. For any d, k ∈ N>0 and λ > 0, it holds

Eε exp

λ max
m=1,...,k,
u=1,...,d

∣∣∣∣∣
n∑

i=1
εi,m(xi)u

∣∣∣∣∣
 ⩽ 2kd max

u=1,...,d
exp

(
λ2

2

n∑
i=1

(xi)2
u

)
.

Proof. It holds

Eε exp

λ max
m=1,...,k,
u=1,...,d

∣∣∣∣∣
n∑

i=1
εi,m(xi)u

∣∣∣∣∣
 ⩽

∑
m=1,...,k,
u=1,...,d

Eε exp
(
λ

∣∣∣∣∣
n∑

i=1
εi,m(xi)u

∣∣∣∣∣
)
.
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For given u and m:

Eε exp
(
λ

∣∣∣∣∣
n∑

i=1
εi,m(xi)u

∣∣∣∣∣
)

⩽
Lemma C.4.1

2Eε exp
(
λ

n∑
i=1

εi,m(xi)u

)

= 2
n∏

i=1

exp (λ(xi)u) + exp (−λ(xi)u)
2 ⩽ 2 exp

(
λ2

2

n∑
i=1

(xi)2
u

)

using exp(x) + exp(−x) ⩽ 2 exp(x2/2) in the last inequality.

C.6 The cross-entropy loss is Lipschitz continuous
Theorem 4.1.1 applies to the cross-entropy loss with L =

√
2. To see this, first recall that

with C classes, the cross-entropy loss is defined as

ℓ : (x, y) ∈ RC × {0, 1}C 7→ −
dout∑
c=1

yc log
(

exp(xc)∑
d exp(xd)

)
.

Consider y ∈ {0, 1}C with exactly one nonzero coordinate and an exponent p ∈ [1,∞]
with conjugate exponent p′ (1/p+ 1/p′ = 1). For every x, x′ ∈ RC :

ℓ(x, y)− ℓ(x′, y) ⩽ 21/p′∥x− x′∥p.

Consider a class c ∈ {1, . . . , C} and take y ∈ {0, 1}C to be a one-hot encoding of c
(meaning that yc′ = 1c′=c). Consider an exponent p ∈ [1,∞] with conjugate expo-
nent p′ (1/p + 1/p′ = 1). The function f : x 7→ ℓ(x, y) = −∑c yc log

(
exp(xc)∑C

c′=1 exp(xc′ )

)
=

− log
(

exp(xc)∑C

c′=1 exp(xc′ )

)
is continuously differentiable so that for every x, x′ ∈ RC :

f(x)− f(x′) =
∫ 1

0
⟨∇f(tx+ (1− t)x′), x− x′⟩ dt ⩽ sup

t∈[0,1]
∥∇f(tx+ (1− t)x′)∥p∥x− x′∥p′ .

In order to differentiate f , let’s start to differentiate g(x) = exp(xc)∑C

c′=1 exp(xc′ )
. Denote ∂i the

partial derivative with respect to coordinate i. For i ̸= c:

∂cg(x) = exp(xc) (∑c′ exp(xc′))− exp(xc) (exp(xc))
(∑c′ exp(xc′))2

= g(x)
∑

c′ ̸=c exp(xc′)∑
c′ exp(xc′) .

∂ig(x) = 0 (∑c′ exp(xc′))− exp(xc) (exp(xi))
(∑c′ exp(xc′))2

= g(x) − exp(xi)∑
c′ exp(xc′) .

Since f(x) = (− log ◦h)(x):

∂if(x) = −∂ig(x)
g(x)

= 1∑C
c′=1 exp(xc′)

×
{
−∑c′ ̸=c e

xc′ if i = c,
exi otherwise.
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Thus

∥∇f(x)∥p
p =

C∑
i=1
|∂if(x)|p

=

(∑
c′ ̸=c exp(xc′)

)p
+∑

c′ ̸=c exp(xc′)p(∑C
c′=1 exp(xc′)

)p

⩽ 2

(∑
c′ ̸=c exp(xc′)

)p(∑C
c′=1 exp(xc′)

)p

⩽ 2

(∑
c′ ̸=c exp(xc′)

)p(∑
c′ ̸=c exp(xc′)

)p

= 2.

where I used in the first inequality that ∥v∥p
p ⩽ ∥v∥p

1 for any vector v. This shows that
for every x, x′ ∈ RC :

ℓ(x, y)− ℓ(x′, y) ⩽ 21/p∥x− x′∥p′ .

195





Appendix D
Supplemental material for Chapter 5

D.1 Related works
We now review the numerical results we found in the literature about time efficiency of
existing algorithms for Kronecker-sparse matrix multiplication.

It is reported in Dao et al. [2022a] that replacing dense matrices by a product of
two Kronecker-sparse matrices led to a twice faster training for image classification and
language modeling.

In Fu et al. [2023] is reported an acceleration of X 7→ W−1(U ⊙WX) where U is
some dense weight matrix, ⊙ is the element-wise multiplication, and W is the DFT matrix
(which admits a factorization in Kronecker-sparse matrices), as soon as the dimensions of
W are at least equal to 4096.

Our study is complementary to these observations: we extensively benchmark the
efficiency of the Kronecker-sparse matrix multiplication alone.

D.2 Experiments
This section provides additional details on the experiments presented in Chapter 5 and
complementary results.

D.2.1 Details on the experiments
The pytorch package version is 2.2 and pytorch-cuda is 12.1.

Matrix sizes. In all our experiments with matrices, we set the batch size to B =
128 × 196 = 25088, a very standard choice for ViTs, as this quantity corresponds to
the standard number of tokens per sequence (192) multiplied by the standard number
of sequences in a batch of inputs (128). When dealing with a batch of images in neural
networks, we choose the standard choice of batch size B = 128.

Matrix entries. The coordinates of any Kronecker-sparse matrix K ∈ Rabd×acd with
sparsity pattern (a, b, c, d) are drawn i.i.d. uniformly in [− 1√

c
, 1√

c
], corresponding to the

197



Chapter D. Supplemental material for Chapter 5

initialization used for training in Dao et al. [2022a]. The coordinates of the inputs X are
drawn i.i.d. according to a standard normal distribution N (0, 1).

Benchmarking time execution. All the experiments measuring time execution of a
Kronecker-sparse matrix multiplication algorithm (Tables 5.3 to 5.5 and D.2, Figures 5.5
to 5.8, 5.10 and D.2 to D.7) are performed on a NVIDIA A100-PCIE-40GB GPU associ-
ated with an Intel(R) Xeon(R) Silver 4215R CPU @ 3.20GHz with 377G of memory. The
full benchmark took approximately 3 days in an isolated environment, ensuring that no
other processes were running concurrently.

Measurements are done using the PyTorch tool torch.utils.benchmark.Timer. The
medians are computed on at least 10 measurements of 10 runs. In 94.2% of the cases,
we have an interquartile range (IQR) that is at least 100 times smaller than the median
(resp. 98% for 50 times smaller, and 99.7% for 10 times smaller).

Benchmarking energy consumption. Measurements of the energy consumption (Fig-
ure 5.9) is done on a NVIDIA Tesla V100-PCIE-16GB GPU associated with an Intel(R)
Xeon(R) Silver 4215R CPU @ 3.20GHz with 754G of memory. The full benchmark took
approximately 1.5 days in an isolated environment. Measurements are made using the
pyJoules software toolkit. The medians are computed on at 10 measurements of at least
16 runs. In 96% of the cases, the IQR is at least 10 times smaller than the median, and
5 times smaller in all the cases.

Kronecker sparsity patterns benchmarked for time measurements (Section 5.4).
The considered patterns are generated by the Python code written in Figure D.1. In all
the cases, we only consider patterns (a, b, c, d) with b = c or b = 4c or c = 4d to have an
input size din and an output size dout such that din = dout or din = 4dout or dout = 4din.
This choice is motivated by the fact that fully-connected layers in ViTs satisfy have input
and output sizes satisfying these constraints.

The first "for" loop in Figure D.1 generates a wide range of patterns (a, b, c, d) with
a = 1, as this represents the simplest scenario. Indeed, the case a > 1 simply corresponds
to repeating a times the case a = 1 in parallel.

The second "for" loop in Figure D.1 generates patterns with a > 1 offering fewer choices
for d to keep the benchmark concise in terms of execution time. This loop also imposes
additional conditions on b and c (line 28 of the code) that we now explain. Many graphs
are plotted based on the ratio (b+c)/bc, as introduced in Equation (5.2). Because of that,
our goal was to include as many distinct ratios (b + c)/bc as possible while keeping the
benchmark brief. We excluded certain (b, c) values because they resulted in a ratio that
was very close to one already in the benchmark and were more computationally intensive.

Patterns benchmarked for energy measurements (Section 5.4). For the energy
measurements, the goal is to have diverse sparsity patterns (a, b, c, d) corresponding to
many different ratios d(b + c)/bc to observe the trend in Figure 5.9, while keeping the
benchmark as short as possible. We chose to consider the cartesian product of

1 a_list = [1, 4, 16, 32, 64]
2 b_list = [48, 64, 96, 128, 192, 256, 384, 512, 768, 1024]

198



D.2. Experiments

3 c_list = [48, 64, 96, 128, 192, 256, 384, 512, 768, 1024]
4 d_list = [1, 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64]

by skipping as in Figure D.1 all the patterns with
1 (b,c) in [(1024 , 256) , (256 , 1024) , (128 , 512) , (512 , 128)

, (64 , 256) , (256 , 64)]

and also all the patterns such that
1 b != c and b != 4 * c and c != 4 * b

for the same reasons as explained above for time measurements.

Details on boxplots. In all boxplots (Figures 5.5 to 5.10 and D.2 to D.7), the orange
line corresponds to the median, the boxes to the first and third quartile and the whiskers
to the 5th and the 95th percentile. Outliers are not represented on the graph.

D.2.2 Estimating the time for memory rewritings in the bmm
implementation (Section 5.2)

Protocol. Given a Kronecker sparsity pattern π = (a, b, c, d), an associated π-Kronecker-
sparse matrix K (Definition 5.1.1) and an input X ∈ RB×acd for some batch size B, we
first measure the time ∆t to compute Y := XK⊤ using the bmm implementation. Then,
we measure the time ∆t̃ to perform only the multiplication operations Y[:, row] = X[:
, col]K⊤[col, row] in the bmm implementation (line 2 of Algorithm 5.1.2). Therefore,
the estimated relative time to perform the memory rewritings of lines 1 and 3 of Algo-
rithm 5.1.2 is simply ∆t−∆t̃

∆t
.

Results. Figure 5.5, which is replicated in the left part of Figure D.2, shows that the
relative time spent doing memory rewritings in bmm increases with the ratio (b+ c)/(bc),
in the batch-size-first memory layout. Figure D.2 shows that this is similar for both
batch-size-first and batch-size-last.

D.2.3 Time spent in linear layers in vision transformers
This section gives a numerical lower bound estimate on the time spent in fully-connected
layers in a Vision Transformer (ViT).

Results. Table D.1 shows that, for different ViTs, the fraction of computation time
solely dedicated to linear layers in feed-forward network modules varies between 31% and
53% in half-precision, and 46% and 61% in float-precision. This proportion increases with
the size of the architecture. This shows that a non-negligible amount of ViTs inference
is dedicated to fully-connected layers. Note that the time for the fully-connected linear
layers in the multi-head attention module is not included in our measurements, so our
estimate is only a lower bound on the time effectively devoted to all fully-connected layers
in transformer architectures.
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Table D.1: Median execution times (ms) of the forward-pass in a ViT, and the forward-
pass in an MLP containing only all the linear layers involved in the feed-forward network
modules of the ViT. The latter is reported with its ratio over the first. FP16 is half-
precision, FP32 is float-precision.

Architecture fp16 (s) fp32 (s)

Complete Linear in FFNs Complete Linear in FFNs

ViT-S/16 0.014 0.0046 (31%) 0.090 0.04 (46%)
ViT-B/16 0.036 0.015 (42%) 0.30 0.16 (54%)
ViT-L/16 0.11 0.050 (46%) 1.0 0.58 (58%)
ViT-H/14 0.31 0.16 (53%) 2.6 1.6 (61%)

Details on the estimation. The transformer architecture is composed of a sequence
of transformer blocks, where each block contains a multi-head attention module and a
feed-forward network module. The feed-forward network module is an MLP with one
hidden layer of neurons, involving two fully-connected linear layers. Table D.1 reports
the time to perform sequentially all the fully-connected linear layers (without biases)
appearing in feed-forward network modules of the considered ViT. This is compared to
the total forward time of the transformer network. This is expected to yield a lower bound
since we did not measure the time spent in fully-connected linear layers in the multi-head
attention module.

Experimental settings. The architecture ViT-S/16 corresponds to the one in Zhai
et al. [2022], while the architecture ViT-B/16, ViT-L/16 and ViT-H/14 correspond to
those in Dosovitskiy et al. [2021]. Input images are of size 224 × 224. In float-precision,
the PyTorch implementation of ViT architecture are taken from Wang [2024b]. In half-
precision, the considered implementation of the transformer architecture uses FlashAtten-
tion [Dao et al., 2022b] to compute the scaled dot product attention, like in Wang [2024a].
The MLP containing only the linear layers of the feed-forward modules in the trans-
former architecture is implemented using torch.nn.Sequential and torch.nn.Linear.
Experiments are done on a single A100-40GB GPU on AMD EPYC 7742 64-Core Pro-
cessor. Measurements are done using the PyTorch tool torch.utils.benchmark.Timer
for benchmarking. The image batch size is set at 128.

D.2.4 Additional results in half-precision

For the sake of completeness we perform the benchmark described in Section 5.4 in half-
precision. The equivalent of Table 5.3, Figure 5.8, Figures 5.6, 5.7, 5.10 and D.2 in
half-precision are Table D.2, Figure D.3, Figures D.4 to D.7, respectively. Note that just
as Figure 5.8, the Figure D.3 only considers sparsity patterns for which min time(kernel,
bmm, bsr, einsum) < min time(dense, sparse). This corresponds to 87% of the tested
patterns in half-precision, cf. Table D.2.
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Table D.2: Percentage out of 600 patterns (a, b, c, d) where algo1 is faster than the algo2
in half-precision (denoted by time(algo1) < time(algo2)), and the median acceleration
factor in such cases (that is, the median ratio time of algo2

time of algo1). For each implementation, we
take the minimum time between the batch-size-first and the batch-size-last memory layout.
Experiments are carried in half-precision.
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Figure D.5: Speed-up factor of min
time(kernel, bmm, bsr, einsum) compared
to min time(dense, sparse) vs. the matrix
size dout × din. Experiments are carried in
half-precision.
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Figure D.6: Speed-up factor of time(bmm)
compared to min time(einsum, bsr) vs. the
matrix size dout × din. Experiments are car-
ried in half-precision.
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D.3 Details on perfect shuffle permutations
The goal is to prove Equation (5.1), which we recall here for convenience:

Sπ = (Ia ⊗Pb,d)︸ ︷︷ ︸
:=P

(Iad ⊗ 1b×c)︸ ︷︷ ︸
=Sπ̃

(Ia ⊗Pc,d)⊤︸ ︷︷ ︸
:=Q

= PSπ̃Q,

where the matrix Pp,q is the so-called (p, q) perfect shuffle permutation introduced below.
To prove this formula, we will use the next lemma.

Lemma D.3.1. For any positive integers b, c, d:

Pb,d
⊤(1b×c ⊗ Id)Pc,d = Id ⊗ 1b×c,

where Pp,q denotes the (p, q) perfect shuffle of r := pq [Van Loan, 2000], which is the
permutation matrix of size r × r defined as:

Pp,q :=


Ir[R0, :]
Ir[R1, :]

...
Ir[Rq−1, :]

 , (D.1)

where Ri := {i+ qj | j ∈ J0, p− 1K} for i ∈ J0, q − 1K.

Proof of Lemma D.3.1. This is a direct consequence of a more general result claiming
that the Kronecker product commutes up to some perfect shuffle permutation matrices
[Van Loan, 2000, Section 1].

We now turn to the proof of Equation (5.1).

Proof of Equation (5.1). By definition, Sπ = Ia ⊗ 1b×c ⊗ Id when π = (a, b, c, d). By
Lemma D.3.1,

Sπ = Ia ⊗ 1b×c ⊗ Id = Ia ⊗
(
Pb,d(Id ⊗ 1b×c)Pc,d

⊤
)
.

By the equality (AB)⊗(CD) = (A⊗C)(B⊗D) for any matrices A,B,C,D of compatible
sizes, we get the result:

Sπ = Ia ⊗
(
Pb,d(Id ⊗ 1b×c)Pc,d

⊤
)

= (Ia ⊗Pb,d)
(
Ia ⊗

(
(Id ⊗ 1b×c)Pc,d

⊤
))

= (Ia ⊗Pb,d)(Ia ⊗ Id ⊗ 1b×c)(Ia ⊗Pc,d
⊤)

= (Ia ⊗Pb,d)(Iad ⊗ 1b×c)(Ia ⊗Pc,d
⊤).
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D.4 Implementations
This section gives details on the baseline GPU implementations presented in Section 5.1.2
(Appendix D.4.1) and on the new kernel presented in Section 5.3 (Appendix D.4.2).

D.4.1 Details on baseline GPU implementations
To keep it short, we only give the code in the case of the batch-size-first memory layout
(except for dense and sparse where the codes are small). The case of batch-size-last can
simply be obtained by inverting the first and last positions in all tensor reshapings.

einsum implementation. This implementation uses tensor contractions with the high-
performance einops library. The abcd nonzero entries of the Kronecker-sparse matrix
K (Figure 5.2) are stored in a PyTorch 4D-tensor K_einsum of shape (a, b, c, d). The
implementation uses Einstein notations.

1 def kronecker_einsum (X_bsf , K_einsum ):
2 X_perm = einops . rearrange (X_bsf , "... (a c d) -> ... a c d",

a=a, c=c, d=d)
3 Y_perm = einops . einsum (X_perm , K_einsum , "... a c d, a b c d

-> ... a b d")
4 Y_bsf = einops . rearrange (Y_perm , "... a b d-> ... (a b d)")
5 return Y_bsf

The second line of this code does at the same time all the matrix multiplications
Y[:, row]← X[:, col]K⊤[col, row] for all the pairs (row, col) in Algorithm 5.1.1.

bsr implementation. This is an implementation of Algorithm 5.1.2 using the high-
performance Block compressed Sparse Row (BSR) PyTorch library. The matrix K̃ is
stored as a tensor K_bsr stored in the BSR format.

1 def kronecker_bsr (X_bsf , K_bsr):
2 batch_size = X_bsf.shape [0]
3 X_perm = (
4 X_bsf.view(batch_size , a, c, d)
5 . transpose (-1, -2)
6 . reshape (batch_size , a * c * d)
7 )
8 Y_perm = torch.nn. functional . linear (
9 X_perm , K_bsr

10 )
11 Y_bsf = (
12 Y_perm .view(batch_size , a, d, b)
13 . transpose (-1, -2)
14 . reshape (batch_size , a * b * d)
15 )
16 return Y_bsf
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bmm implementation. This is an implementation of Algorithm 5.1.2 using the high-
performance Block compressed Sparse Row (BSR) PyTorch library. The matrix K̃ is
stored as a tensor K_bsr stored in the BSR format. This implementation using torch.bmm,
which is based on high-performance batched matrix multiplication NVIDIA routines. The
non-zero entries of K̃ are stored in a four-dimensional PyTorch tensor K_bmm of shape
(a ∗ d, b, c).

1 def kronecker_bmm (X_bsf , K_bmm):
2 batch_size = X_bsf.shape [0]
3 X_perm = (
4 X_bsf.view(batch_size , a, c, d)
5 . transpose (-1, -2)
6 . reshape (batch_size , a * d, c).
7 contiguous ().
8 transpose (0, 1)
9 )

10 Y_perm = torch.empty(batch_size , a * d, b, device =x.device ,
dtype=x.dtype). transpose (0, 1)

11 Y_perm = torch.bmm(X_perm , K_bmm. transpose (-1, -2))
12 Y_bsf = (
13 Y_perm . transpose (0, 1)
14 . reshape (batch_size , a, d, b)
15 . transpose (-1, -2)
16 . reshape (batch_size , a * b * d)
17 )
18 return

dense implementation. This ignores the sparsity of the Kronecker-sparse matrix K,
that is stored as a dense matrix in a 2d-tensor K_dense.

batch-size-first: torch.nn.functional.linear(X_bsf, K_dense)
batch-size-last: torch.matmul(K_dense, X_bsl)
The implementation in batch-size-first is the default PyTorch implementation of a

forward-pass of a linear layer. For batch-size-last, we had to choose an implementation
since Pytorch uses batch-size-first by default. We made our choice based on a small
benchmark of different alternatives.

sparse implementation. This exploits the sparsity of the Kronecker-sparse matrix K
but not its structure (recall that the support are not arbitrary, they are structured since
they must be expressed as Kronecker products, see Definition 5.1.1).

batch-size-first: torch.nn.functional.linear(X_bsf, K_csr)
batch-size-last: torch.matmul(K_csr, X_bsl)

D.4.2 Details on the kernel implementation
Classical optimizations that we build upon. The proposed implementation use
vectorization as soon as an operation can be vectorized. Concretely, the float4 and half2
vector types are used to mutualize read/write operations [NVIDIA, 2023b,a, 2024, Boehm,
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2022]. An epilogue [NVIDIA, 2023a] is also implemented to avoid writing in global memory
in a disorganized way. Indeed, after having accumulated the output in registers, each
thread has specific rows and columns of the output to write to global memory, and may
finish its computation before the others. To avoid that, the epilogue starts to write in
the shared memory, in a disorganized way, and then organize the writing from shared to
global memory. Another implemented optimization is double buffering [NVIDIA, 2023b,a,
Boehm, 2022, Li et al., 2019]: a thread block is always both computing the output of a
tile, and loading the next tile from global to shared memory. This allows us to hide some
latency that arises when loading from the global memory.

Note that as with any CUDA kernel, the constants (such as the number of threads)
need to be tailored to each specific case of use —here, each Kronecker sparsity pattern
π = (a, b, c, d)— and to each GPU.
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1 import itertools
2

3 batch_size = 25 _088
4 size_limit = 2 _147_483_647
5

6 a_list = [1, 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128]
7 b_list = [48, 64, 96, 128, 192, 256, 384, 512, 768, 1024]
8 c_list = [48, 64, 96, 128, 192, 256, 384, 512, 768, 1024]
9 d_list1 = [1, 2, 3, 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, 128]

10 d_list2 = [4, 16, 64]
11

12 def get_patterns_benchmark ():
13 patterns_list = []
14

15 def add_pattern (a, b, c, d):
16 if batch_size * a * c * d <= size_limit and \
17 batch_size * a * b * d <= size_limit and \
18 a * b * c * d <= size_limit :
19 patterns_list . append ((a, b, c, d))
20

21 for b, c, d in itertools . product (b_list , c_list , d_list1 ):
22 a = 1
23 if (b == c or b == 4 * c or c == 4 * b):
24 add_pattern (a, b, c, d)
25

26 for a, b, c, d in itertools . product (a_list , b_list , c_list ,
d_list2 ):

27 if a != 1 and \
28 (b, c) not in [(1024 , 256) , (256 , 1024) , (128 , 512) ,

(512 , 128) , (64, 256) , (256 , 64)] and \
29 (b == c or b == 4 * c or c == 4 * b):
30 add_pattern (a, b, c, d)
31

32 return patterns_list

Figure D.1: Python code to generate the patterns benchmarked for the execution time in
the numerical experiments of Section 5.4.
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(a) Batch-size-first (same as Figure 5.5).
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(b) Batch-size-last.

Figure D.2: Estimated relative time spent on memory rewritings in bmm for the multipli-
cation with K ∈ Σπ, for several π = (a, b, c, d). We regroup patterns by their value of
(b+ c)/(bc), and plot a boxplot to summarize the corresponding measurements.
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Figure D.3: Speedup factor of kernel compared to min(bmm, einsum, bsr) in half-
precision. For each implementation, we take the minimum time between the batch-size-
first and the batch-size-last memory layout. We regroup the (a, b, c, d) patterns by their
value of (b + c)/(bc), and use a boxplot to summarize the corresponding measurements.
Experiments are carried in half-precision.
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(a) Batch-size-first.
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Figure D.4: Estimated relative time spent on memory rewritings in bmm for the multipli-
cation with K ∈ Σπ, for several π = (a, b, c, d). We regroup patterns by their value of
(b + c)/(bc), and plot a boxplot to summarize the corresponding measurements. Experi-
ments are carried in half-precision.
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E.1 Details on the experiments
This section provides additional details on the experiments of Section 7.2 and Section 3.5.
I start by describing the general setup of the experiments, and then provide specific details
for each chapter in Appendix E.1.1 and Appendix E.1.2. Let me recall that the code is
available at github.com/agonon/pathnorm_toolkit.

Model and data. I train a dense ResNet18 [He et al., 2016] on ImageNet-1k, using
99% of the 1,281,167 images of the training set for training, the other 1% for validation.
The PyTorch code for normalization at inference is standard:

1 inference_normalization = transforms . Compose ([
2 transforms . Resize (256) ,
3 transforms . CenterCrop (224) ,
4 transforms . ToTensor (),
5 transforms . Normalize (
6 mean =[0.485 , 0.456 , 0.406] ,
7 std =[0.229 , 0.224 , 0.225]
8 ),
9 ])

Optimization. I use SGD for 90 epochs, learning rate 0.1, weight-decay 0.0001, batch
size 1024, and a multi-step scheduler where the learning rate is divided by 10 at epochs
30, 60 and 80. The epoch out of the 90 ones with maximum validation top-1 accuracy
is considered as the final epoch. Doing 90 epochs took me about 18 hours on a single
A100-40GB GPU.

Pruning. At the end of the training phase, I prune (i.e. set to zero) p% of the remaining
weights of each convolutional layer, and p

2% of the final fully connected layer for a layerwise
method. For a global pruning method, I prune the same amount of weights but globally.
I save the mask and rewind the weights to their values after the first 5 epochs of the
dense network, and train for 85 remaining epochs. Section 3.5 discusses results obtained
by applying this pruning method once, while Section 7.2 discusses results relative to a
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varying number k of iterations corresponding to Figure E.2. This exactly corresponds to
the hyperparameters and pruning algorithm of the lottery ticket literature [Frankle et al.,
2021].

E.1.1 Details specific to Section 7.2
Details for Table 7.1. I estimate B = 2.6400001 by taking the maximum of the L∞

norms of the training images normalized for inference.
For Table 7.1, I consider ResNets. They have a single max-pooling layer of kernel size

3 × 3 so that K = 9. The depth is D = 3 + # basic blocks × # conv per basic block,
where 3 accounts for the conv1 layer, the average-pooling layer, the fc layer, and the rest
accounts for all the convolutional layers in the basic blocks. Note that the average-pooling
layer can be incorporated into the next fc layer as it only contains identity neurons, see
the paragraph "Improving Theorem 4.4.1" right after Theorem 4.4.1, so we can actually
consider D = 2 + # basic blocks×# conv per basic block. Table E.1 details the relevant
values related to basic blocks.

Table E.1: Number of basic blocks, of convolutional layer per basic blocks and associated
D for ResNets [He et al., 2016, Table 1].

ResNet 18 34 50 101 152
# basic blocks 8 16 33 50

# conv per basic block 2 3
D 18 34 50 101 152

Pretrained ResNets. The PyTorch pretrained weights that have been selected are the
ones with the best performance: ResNetX_Weights.IMAGENET1K_V1 for ResNets 18 and 34,
and ResNetX_Weights.IMAGENET1K_V2 otherwise.

Choice of γ > 0 for Theorem 4.1.2. In Equation (4.14), note that there is a trade-off
when choosing γ > 0. Indeed, the first term of the right-hand side is non-decreasing
with γ while the second one is non-increasing. The first term is simply the proportion of
datapoints that are not correctly classified with a margin at least equal to γ. Defining the
margin of input i on parameters θ to be Rθ(Xi)Yi

−arg maxc̸=Yi
Rθ(Xi)c, this means that

the first term is (approximately) equal to q if γ = γ(q) is the q-quantile of the distribution
of the margins over the training set.

Note that since the second term in Equation (4.14) is of order 1/
√
n, it would be

desirable to choose the 1/
√
n-quantile (up to a constant) for γ. However, this is not

possible in practice as soon as the training top-1 accuracy is too large compared to 1/
√
n

(eg. on ImageNet). Indeed, if the training top-1 error is equal to e ∈ [0, 1], then at least
a proportion e of the data margins should be negative1 so that any q-quantile with q < e
is negative and cannot be considered for Theorem 4.1.2

The distribution of the margins on the training set of ImageNet can be found in
Figure E.1. The maximum training margin is roughly of size 30, which is insufficient to

1A data margin is negative if and only if it is misclassified.
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Figure E.1: Distribution of the margins on the training set of ImageNet, with the pre-
trained ResNets available on PyTorch.

compensate the size of the ℓ1-path-norm of pretrained ResNets reported in Table 7.2. For
γ > 30, the first term of the right-hand side of Theorem 4.1.2 is greater than one, so that
the bound is not informative. This shows that there is no possible choice for γ > 0 that
makes the bound informative on these pretrained ResNets. Table E.2 reports a quantile
for these pretrained ResNets.

Table E.2: The q-quantile γ(q) for q = 1
3e+ 2

3 , with e being the top-1 error, on ImageNet,
of pretrained ResNets available on PyTorch.

ResNet 18 34 50 101 152
γ(q) 5.0 5.6 4.2 5.6 5.8

Details for increasing the train size. Instead of training on 99% of ImageNet (n =
1268355), I trained a ResNet18 on n/2k samples drawn at random, for 1 ⩽ k ⩽ 5. For
each given k, the results are averaged over 3 seeds. The hyperparameters are the same
as for sparse networks (except that I do not perform any pruning here): 90 epochs etc.
Results are in Figure E.3.

E.1.2 Details specific to Section 3.5
Random rescaling. Consider a pair of consecutive convolutional layers in the same
basic block of the ResNet18 architecture, for instance the ones of the first basic block:
model.layer1[0].conv1 and model.layer1[0].conv2 in PyTorch, with model being
the ResNet18. Denote by C the number of output channels of the first convolutional
layer, which is also the number of input channels of the second one. For each channel
c ∈ J1, CK, I choose uniformly at random a rescaling factor λ ∈ {1, 128, 4096} and multiply
the output channel c of the first convolutional layer by λ, and divide the input channel c
of the second convolutional layer by λ. In order to preserve the input-output relationship,
I also multiply by λ the running mean and the bias of the batch normalization layer that
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Figure E.2: ℓq-path-norm (q = 1, 2, 4), test top-1 accuracy, training top-1 accuracy, and
the top-1 generalization error (difference between test top-1 and train top-1) during the
training of a ResNet18 on ImageNet. The pruning iteration is indicated in legend, with 0
corresponding to the dense network. The color also indicates the degree of sparsity: from
dense (black) to extremely sparse (yellow).
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Figure E.3: ℓ1-path-norm, and empirical generalization errors for both the top-1 accuracy
and the cross-entropy during the training of a ResNet18 on a subset of the training
images of ImageNet. The legend indicates the size of the subset considered, e.g., 1/m
corresponds to 1/m of 99% of ImageNet, leaving the other 1% out for validation. The
color also indicates the size of the subset: from small (black) to large (yellow).
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is in between (model.layer1[0].bn1 in the previous example). Here is an illustrative
Python code (that should be applied to the correct layer weights as described above):

1 factors = np.array ([1, 128, 4096])
2

3 out_channels1 , _, _, _ = weights_conv1 .shape
4

5 for out in range( out_channels1 ):
6 factor = np. random . choice ( factors )
7 weights_conv1 [out , :, :, :] *= factor
8 weights_conv2 [:, out , :, :] /= factor
9 running_mean [out] *= factor

10 bias[out] *= factor

E.2 Existing evaluations of the path-norms in the lit-
erature

I could not find reported numerical values of the path-norm except for toy examples [Dz-
iugaite, 2018, Furusho, 2020, Zheng et al., 2019]. The details are given below. Remember
also that before Theorem 3.1.1, there were no known formula to compute the path-norm
on modern networks (previous formulas were false if directly extended in the presence of
max-pooling neurons).

Details on previous numerical evaluations of path-norms. In Dziugaite [2018,
Section 2.9.1] is reported numerical evaluations after 5 epochs of SGD on a one hidden
layer network trained on a binary variant of MNIST. Furusho [2020, Figure 9 and Section
3.3.1] deals with 1d regression with 5 layers and 100 width. Experiments in Zheng et al.
[2019] are on MNIST. Note that it is not clear whether the path-norm used in Zheng et al.
[2019] corresponds to the one defined in Definition 2.3.3. Indeed, the references given in
Zheng et al. [2019] for the definition of the path-norm are both Neyshabur et al. [2015]
and Neyshabur et al. [2017], but these two papers have two different definitions of the
path-norm. The one in Neyshabur et al. [2015] corresponds to the norm of the path-lifting
as defined in Definition 2.3.3 (but in simpler settings: no pooling etc.), while the one in
Neyshabur et al. [2017] corresponds to the latter divided by the margin of the estimator.

For completeness, let me also mention that it is reported in Dziugaite et al. [2020],
Jiang et al. [2020] whether the path-norm correlates with the empirical generalization
error or not, but there is no report of numerical values of the path-norm. In Neyshabur
et al. [2017] are reported the quotient of path-norms with margins, but not the path-norms
alone.
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