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Chapter 1

Introduction

Physics describes the structure of matter and the interactions between the fundamental con-
stituents of the observable universe [1919] using mathematical language [77]. Specifically, the
physical world is represented through mathematical models that are constructed consid-
ering both the resemblance of reality and the insight into nature. Very often, models are
constructed to explain a given phenomenon, but are then used to predict other phenomena
in the physical world. However, mathematical models of physical reality can be very dif-
ficult to ”solve” and even only to ”understand”. To explain what we refer to as a solution,
Onsager famously derived the expression for the partition function of the two-dimensional
Ising model, thereby granting access to quantities related to the equilibrium phase transi-
tion [9595]. The fact that such a phase transition must exist had already been proven (that
is, ”understood”) by Peierls using an indirect argument [9898]. In physics, models can be ex-
actly solved in the above sense only in exceptional circumstances [99], and it may be even
very difficult to arrive at a certain level of understanding. In this thesis, we examine the role
of computation (in particular, stochastic computation) to arrive at a level of understanding
that approaches the solution of models.

Stochastic computation dates back to 1777, when the French naturalist Buffon imagined
the needle-throwing experiment in order to estimate the value of the number π [6262]. Still,
it was the invention of the computer that marks the practical beginning of stochastic com-
putation in the Sciences,1 in shape of Monte Carlo methods that date back to the 1940s [8585].
Markov-chain Monte Carlo (MCMC) and molecular dynamics (MD), the numerical solu-
tion of Newton’s equations on the computer, originated in the 1950s. Both methods rely
on the concept of sampling. In this context, the use of the computer creates a number of
problems. First, programs are complicated. Although a program can be formally verified,
the vast majority of programs is not. Traditionally, the implementation detail of programs is
also not public. In this thesis, we have been directly in contact with both problems. On the
one hand, we have formally verified amultithreaded programwhose behavior is erratic. On
the other hand, we have led a consistent effort to publish our computer programs alongside
our publications.

Second, there is randomness in stochastic computation. On a deterministic machine,
creating true randomness is fundamentally impossible. This has posed a serious problem

1Computers may also produce symbolic output, as for example in computer algebra [126126]. However, this
mere extension of analytical derivations is not the focus of this thesis.

1



2 CHAPTER 1. INTRODUCTION

decades ago [6161], but is considered less relevant now. Still, the output of the program re-
mains fundamentally stochastic and hard to interpret. In this thesis, we have worked on the
analysis of stochastic outputs from the programs. The randomness in Markov-chain Monte
Carlo and molecular dynamics changes over time, and the correctness of the output is guar-
anteed only in the infinite-time limit. This is a fundamental and complicated problemwhich
we are also in direct contact with in this thesis.

In this thesis, we study the computation for the hard-disk model, perceived by us as an
example of sampling-based computation in general. From our experience, we break down
this computation (for the hard-disk model but we believe also in general) into multiple as-
pects with a stair-case structure as shown in Fig. 1.11.1. The first level is the sampling algo-
rithm, represented by a Markov-chain Monte Carlo or a molecular-dynamics algorithm. Al-
gorithms feature vastly differing convergence times after which their sample outputs can be
used. In this thesis, we have investigated various Markov-chain Monte Carlo algorithms
and the molecular-dynamics algorithm for sampling hard-disk configurations. We have
contributed to the algorithms by developing a multithreaded Markov-chain Monte Carlo
algorithm. Also, we have studied a fundamental aspect of the algorithms, namely their
convergence time, in specific circumstances. The second level is that of the observable. In
the hard-disk model, one of the simplest observable is the pressure. We have contributed
to a better understanding of the pressure by deriving various pressure estimators from its
definition and reviewing the historical pressure computations. The third level is the im-
plementation. The implementation is to produce computer programs for algorithms. In
this thesis, we have implemented the Markov-chain Monte Carlo algorithms in Python, Go,
C++, and CUDA. The programs run on a variety of hardware, including singlethread CPU,
multithread shared memory CPU of both x86 and ARM architecture, and GPUs that al-
low for massive parallelization. We have formally verified our parallel implementation of
a Markov-chain Monte Carlo in difficult circumstances by mapping the program onto an
absorbing Markov chain. The fourth level in Fig. 1.11.1 is the statistical analysis of the output
of the program. As an example, computing error bars for pressure estimates is difficult due
to the correlation in the output. The final level is the interpretation of results of the statis-
tical analysis, that is, to give meaning to the numbers and to draw conclusions relevant for
physics. The phase behavior of the hard-disk model is itself complicated, and its behavior
varies with respect to system sizes. Even if all of the previous steps are performed correctly,
wrong qualitative conclusions can be drawn if the result of the computations is not correctly
interpreted.

Not all computation problems require exactness as in the hard-disk model. Oftentimes,
an efficient approximation can be useful. The structural convergence problem of the protein,
a long-standing problem for thermodynamic or kinetic simulation of protein physics [1818],
has recently been tackled by AlphaFold [5454]. AlphaFold is a model based on an artificial
neural network that predicts the structure of the protein, and is an example of deep learn-
ing, a subject that we have also studied during the thesis. Artificial neural networks can
approximate any function [4747], and the use of multiple-layer neural network is generally
referred to as ”deep learning”. Unlike sampling algorithms that only consist of explicit op-
erations, the artificial neural network is a black box. Furthermore, the mechanism behind
the performance of neural network is not well understood. This motivates our analysis sim-
plified deep-learning models and optimization algorithms from a theoretical perspective in
this thesis.
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In the remainder of this introductory chapter, we summarize and motivate the five pub-
lications that have originated in this thesis. In the subsequent chapters, we synthesize the
contents in the publications according to the stair-case structure.2 In chapter 2chapter 2, we provide
an introduction to the hard-disk model from both a kinematic and a statistical-physics point
of view. Moreover, we introduce sparse packings of hard disks, which play a crucial role
in understanding and benchmarking the sampling algorithms. In chapter 3chapter 3, we survey the
hard-disk sampling algorithms, and discuss the correctness criteria of Markov-chain Monte
Carlo algorithms, that is, the balance conditions, the irreducibility and the aperiodicity. We
also describe our multithreaded sampling algorithm, published in [7171]. Furthermore, we
study the convergence time of the algorithms and their relation to sparse packings. The
relevant results are published in [4646]. In chapter 4chapter 4, we introduce the observables for the
hard-disk model. Notably, we describe the derivation of different hard-disk pressure esti-
mators, published in [7070]. In chapter 5chapter 5, we discuss the implementation of algorithms. Par-
ticularly, we consider the formal verification and software tests for the computer programs
and present the current state of the performance of programs. In chapter 6chapter 6, we list the sta-
tistical analyses involved in the pressure computation of hard-disk model. In chapter 7chapter 7, we
interpret the outputs of the pressure computation from the computation point of view. We
also discuss the historic results, and their interpretation in their epoch and today. The rele-
vant content is the subject of the manuscript [7070].

Sampling
Algorithm

Observable

Implementation

Statistical
Analysis

Interpretation

Chapter 3 Chapter 4 Chapter 5
Chapter 6
Chapter 7

Fig. 1.1 The stair-case structure of sampling-based computations for the hard-disk model,
and the correspondence between the steps and chapters.

1.1 Multithreaded event-chain Monte Carlo with local times

In this subsection, wemotivate and summarize our first publicationour first publication, which presents the first
multithreaded (parallel) program for the event-chain Monte Carlo algorithm.

The history of the hard-disk model dates back to Daniel Bernoulli [1313], and computer
calculations have been performed since the 1950s [8484]. As will be discussed throughout

2The publications are attached at the end of the thesis. Hyperlinks throughout the text connect the text to
relevant contents in the attached publications in order to avoid duplication.



4 CHAPTER 1. INTRODUCTION

Fig. 1.2 Hard-disk pressure computations. (a) The original equation of state computed
by Alder and Wainwright in 1962, figure taken from [22]. (b) The hard-disk model at high
density, demonstrating a rather ordered structure. (c) The hard-disk model at low density,
having a disordered look compared with the high-density one. (d) The comparison of Alder
and Wainwright’s original result with the modern reproduction of the same computation.
(Figure from [7070].)

this thesis, the model has the simplest possible short-range interactions: no two disks can
overlap (see chapter 2chapter 2 for a discussion). Whendisks are not overlapping, they are equivalent
to ideal gas particles. Snapshots of the hard-disk model are shown in Fig. 1.21.2(b)(c).

Although the interaction between individual hard disks is easy to understand, the hard-
disk model shows complicated collective behavior and, most interestingly, two phase transi-
tions. Even today, our understanding of these phase transitions relies heavily on simulations,
and no qualitative results corresponding to Onsager’s and Peierls’s work in the Ising model
has been produced. We believe that progress in our understanding of the hard-disk model
will continue to depend on the further development of algorithms.

The simulation of the hard disks is done by three algorithms, the event-chain Monte
Carlo algorithm [1111], massively parallel Monte Carlo algorithms [55], and modern event-
driven molecular dynamics [4949]. Both the massively parallel Monte Carlo algorithm and
event-chain Monte Carlo algorithm outperform the Metropolis algorithm, the first Markov-
chain Monte Carlo algorithm for sampling hard-disk configurations, by orders of magni-
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tudes. The massively parallel Monte Carlo algorithm benefit from massively parallel hard-
ware, while the event-chainMonteCarlo algorithmbenefits from the efficiency of eachmove.

Similar to molecular-dynamics calculations of hard disks, the event-chain Monte Carlo
algorithm is event-driven. The parallelization of event-driven molecular dynamics is noto-
riously hard since the causality can be easily broken. An event-driven algorithm computes
the position of the disks at each collision, and the times between collisions are in general
different. As a consequence, a given disk can be ahead of the other disks in time, and its col-
lisions are computed using the out-of-date trajectories of the other disks. The event-driven
molecular-dynamics algorithm has not been successfully parallelized. In contrast, we were
able to show in [7171], that the event-chainMonte Carlo algorithm can be consistently and effi-
ciently parallelized, using an inherently different approach than previous attempts based on
domain decomposition [5656, 5757]. Here, [5757] proposed the key insight: "The primary obstacle
in parallelizing event-chain Monte Carlo consists in preserving the correct causal relations
between subsequent chains." In [7171], we resolve the causality issue by introducing a ”local
time” for each disk and a ”horizon condition” that is checked for each potential collision.
Checking the horizon condition is computational possible even for large systems, since the
number of potential collisions is less than three for each moving disk. The details of the
algorithm are discussed in chapter 3chapter 3.

Besides the algorithmic problem, the parallelization of event-chain Monte Carlo algo-
rithm is technically challenging because of the computer architecture. Our algorithm has
to be implemented on a multithreaded shared-memory machine. Multiple independent
computers work in the very same system in memory. These ”independent computers” are
referred to as threads, each of which moves a disk. Multiple moving disks may collide with
the same disks, and multiple threads may access the same place in memory. Having mul-
tiple threads writing into the same place in memory, referred to as data racing, must be
avoided. In computer programs, this problem is commonly solved by locks—a thread locks
some memory location, thus forbidding writing to this place by other threads. However,
the implementation of locks greatly hurts the performance of the program. In [7171], we have
solved the data racing problemwhilemaintaining a superior performance by using lock-free
programming featuring atomic operations [1414].

Furthermore, multithreaded computer programs are difficult to validate. Each of the
threads runs at its own pace, and the order of operations on different threads cannot be
controlled. This creates a type of ”implementation randomness” that is different from the
randomness in the stochastic computation. The correct output of the program has to be
irrelevant to the implementation randomness. We rigorously prove the correctness of our
program by formal verification using the framework of sequential consistency proposed by
Lamport [6565]. This is an example of how the issues related to the ”implementation” level in
the stair-case can be resolved (see Fig. 1.11.1).

1.2 Sparse hard-disk packings and local Markov chains

In this subsection, we motivate and summarize our second publicationour second publication, which presents the
sparse packing of hard disks and their relation to theMarkov-chainMonte Carlo algorithms.

The optimal packing of hard disks in 2D is a triangular lattice of packing fraction π
2
√
3
,

in which not a single disk can be moved. At low density, there are less-known jammed
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configurations in which no infinitesimal single-disk moves are allowed. One exemplary
sparse packing of hard disks is the Böröczky packing, constructed first by Böröczky [1616]
and later also discussed by Kahle [5555]. In the Böröczky packing, each disk is blocked by at
least three of its neighbors. The Böröczky packing is only locally stable and not collectively
stable, as collective moves of the disks can break it. In [4646], we proposed it as a model for
creating a bottleneck in Markov-chain Monte Carlo algorithms.

...

t=0 t > tesc

t →∞

Fig. 1.3 Escaping the ε-relaxed Böröczky configuration with ε = 10−10. The initial con-
figuration is a Böröczky packing with disks shrunk by a factor of 1 − ε. After tesc, a disk
breaks free, but the structuremay still be intact. In the limit t→∞, the structure originated
from Böröczky packing is broken, and typical configurations are sampled. For the variants
of event-chain Monte Carlo algorithms, tesc has different scalings. The time it takes to es-
cape the ε-relaxed Böröczky configuration serves as an indicator of the performance of the
algorithm.

In [4646], we start simulation of the Metropolis algorithm, as well as the (straight) event-
chainMonte Carlo algorithm, and its reflective [1111], forward [8787], andNewtonian [6060] vari-
ants from ε-relaxed Böröczky configurations, the Böröczky packing after shrinking the disk
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radii by 1−ε. We thenmeasure the tesc, the number of steps it takes for a single disk to escape
the structure is measured. As ε approaches 0, the escape time tesc of different Markov-chain
Monte Carlo algorithms diverges with different scalings with respect to ε. In the limit of
t → ∞, the structure originated from Böröczky packing disappears completely. Fig. 1.31.3
shows how the structure disassembles. The ε-relaxed Böröczky configuration can be seen
as a bottleneck of the sampling algorithm, and it serves as a benchmark of the algorithms, a
useful tool in the first level of the stair-case (see Fig. 1.11.1).

Although no event-chain Monte Carlo algorithm can escape the (non-relaxed)Böröczky
packing, in [4646] we discuss why this is not relevant for the practical use of the algorithms.
The infinite escape time indicates infinite pressure, which is not the case of interest in physics.
Escaping the Böröczky packing is impossible in an NV T simulation, but relatively easy
in an NPT simulation [6262, 128128]. Also, the sample space of the hard-disk model is high-
dimensional, and its connectivity is likely not affected by Böröczky packings.

1.3 Hard-disk computer simulations—a historic perspective

In this subsection, we motivate and summarize our third publicationour third publication, which discusses the
computation of pressure in the hard-disk model.

Pressure is a priori a simple (that is, unambiguous) observable that has been computed
since the 1950s. In fact, Metropolis et al. calculated the pressure using a MCMC algorithm
and a polynomial extrapolation [8484]. Several years later, Alder and Wainwright computed
pressure in event-driven molecular dynamics simulations using the collision rate [22]. After
these first results, pressure was computed for larger and larger systems [1010, 2929, 5050, 5151, 7878,
102102, 135135]. Astonishingly, despite new results appearing, the values of the pressure (that
is, of the equation of state) long remained contradictory. The discussion of the physical
properties of the hard-disk model concentrated on the behavior of correlation functions,
but in the absence of converged pressures, they were themselves biased.

In this thesis, we try to solve the pressure-computation problem from multiple perspec-
tives. We have derived pressure estimators from the two definitions of pressure. These exact
estimators coincide even for finite systems. They are then used to compute the pressure to
high precision. We also trial the statistical analysis of computing the error bar of pressure.
By using state-of-the-art sampling algorithms, exact estimator formulas, and a reliable sta-
tistical analysis, we compute the pressure to more than five digits, which can be used as a
reference for potential future works.

Our high-precision results are published together with the digitized historic results in
an open-source program, and can be compared visually by plotting a synopsis figure. Our
database contains the pressure values and their error bars taken from the literature [22, 1010, 2929,
5151, 5252, 7878, 8484, 102102, 135135]. Some of the historic computations are reproduced, and the modern
reproduction is compared with the original results. The results are presented in [7070]. This
paper addresses two aspects of the stair-case structure in Fig. 1.11.1, namely the observable and
the statistical analysis. We succeeded in obtaining, after decades, reliable five-digit precision
estimates of the pressure. We believe our estimates can last decades, just like the works by
Onsager and Peierls for the Ising model, although, of course, this cannot be mathematically
proven.
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1.4 Simplified models and optimization algorithms in deep learn-
ing

In this subsection, we motivate and summarize our works related to deep learning, con-
tained in the fourth publicationfourth publication and the fifth publicationfifth publication. In particular, in the fourth publicationfourth publication,
we study the stochastic gradient descent algorithm in simple and fine-tuned models, and in
the fifth publicationfifth publication we find the exact expression for the minima of the loss function of a
general deep linear network. Either the fourth publicationfourth publication or the fifth publicationfifth publication has its
own context and has appendices containing all the detailed discussion. Unlike the publi-
cations studying the hard-disk computation, their contents are not discussed separately in
this thesis.

Deep learning allows for computational models that are composed of multiple process-
ing layers to learn representations of data with multiple levels of abstraction [6868], which
finds its use in various fields, as for example in natural language processing [1515, 2222, 125125],
computer vision [3232, 6464], and optimal control [8989, 9090]. Deep learning is also implemented
for the problems used to be solved by simulations (Alphafold [5454] as discussed previously).
The generative models are designed with sampling problems in mind [113113], serving the
same purpose as theMarkov-chainMonte Carlo algorithms. However, not all computational
tasks require exactness. Also, the importance sampling technique, widely used in MCMC,
benefits from deep learning. A deep learning model can approximate the probability distri-
bution of the proposed move and boost the performance of the MCMC algorithm [3838, 9292].
There are a large number of models in deep learning [6868, 110110]. In this thesis, we analyze
deep learning in restrictive settings, limiting ourselves to the prediction problem using a
fully connected neural network. Nevertheless, we believe that the conclusion of our studies
apply to deep learning in general.

The fully connected neural network of Fig. 1.41.4 has a simple structure compared to other
models. The model can be divided into multiple layers, whose output is the input of the
next layer. Nodes in any layer connect to all nodes in the previous and next layer. Each
connection is associatedwith a parameter. The first layer is the input, represented by a (high-
dimensional) vector inwhich each component is viewed as a node. The value at each node of
the input layer is determined by first summing over all of the values at the connected nodes
in the previous layer, each multiplied by the parameter associated with the connection, then
inputting the result of the sum into an (usually non-linear) activation function. The final
layer is the output layer, and the in-between layers are referred to as hidden layers. The
number of layer is referred to as depth, and the number of nodes in a layer is referred to as
the width of that layer.

We study deep learning in the settings of a prediction problem, one of the simplest prob-
lems that can be solved by deep learning. The prediction problem is presented as following:
given a collection of pairs consisting of a vector input and a scalar output as training data,
predict the output of an input absent in the training data. This problem is solved by tuning
the parameters in the neural network such that the relation between the input and output in
the training data is approximated by the neural network. The neural network is a universal
approximator [2323, 4747]. A deep neural network approximately describes any relation. The
parameters are tuned byminimizing the difference between the predicted output computed
from the input vector and the output in the training data, expressed by the mean square
error. Finding the optimal parameter, referred to as training in the context of machine learn-
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Fig. 1.4 A visualization of the structure of a fully connected deep neural network. The
each arrow corresponds to a weight. The arrow comes out of a node carries the value of
the node multiplied by the weight. Multiple arrow going into a node indicates the value
of the node depends on the sum of all of the values carried by the arrows. The value of
the node is given by the activation function using the sum as input. We study the min-
ima of the loss function of this model when the activation function is linear. (Figure from
https://www.ibm.com/cloud/learn/neural-networkshttps://www.ibm.com/cloud/learn/neural-networks.)

ing, is thus an optimization problem of minimizing the mean square error, referred to as the
training loss in the same context. Usually the sum of squared parameters are added into the
loss function to prevent the parameters from growing indefinitely, and this term is referred
to as regularization. The performance of a trained network is evaluated by how accurate
the prediction is, which is expressed as the least square error evaluated in the test data, a
data set that shares no data point with the training data. The neural network may learn the
undesired relation unique to the training data, resulting in small training loss but large test
loss. Such neural networks, or such parameters in the neural network, are referred to as
being unable to generalize.

The loss function, due to its complicated dependence on the parameters, has a large num-
ber ofmaxima andminima [5858, 116116, 123123]. The loss function is thus referred to as a landscape.
An example of a loss landscape is shown in Fig. 1.51.5. The optimal choice of the parameters
must lie in one of theminima. However, it is believed that the weights in different minima of
similar loss value do not describe the relation between input and output equallywell. Practi-
cal observation shows that when the training loss already reaches its minimum, continuing
to train improves generalization [9393]. Thus, finding the optimal parameters requires asking
the question of which minimum generalizes the best.

Identifying the best minimum is not the end of the story. In practice, reaching the best

https://www.ibm.com/cloud/learn/neural-networks
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Fig. 1.5 A visualization of the loss function (landscape) of neural networks. The loss
function has a large number of local maxima, local minima, and saddle points. The goal of
training in deep learning is finding a minimum that generalizes well. This is a complicated
optimization problem. Some of the local minima in the landscape generalize badly and are
not desired. Also, the optimization algorithm may converge to a local maximum in fine
tuned cases. (Figure from [7272].)

minimum is not an easy task. In deep learning, the optimization is based on gradient cal-
culation. In the gradient descent algorithm (GD), the parameters are updated by moving
along the gradient in each iteration. The size of the displacement is controlled by a pa-
rameter called the learning rate. In the more popular stochastic gradient descent algorithm
(SGD) [108108, 109109], the gradient is calculated using a fraction sampled from all the training
data, and can be perceived as a noisy gradient. The convergence of SGD requires the learning
rate to decrease gradually [111111]. To further boost the performance, one can take advantage
of the stochastic gradient calculated in previous iterations and use an adaptive learning rate,
resulting in the Adam [5959] and AMSGrad [105105] method. Regardless of which minimum is
the best, the optimization algorithmmust be able to escape local maxima and saddle points.
Escaping a saddle point and a local maximum is guaranteed, only with assumptions for the
loss function and noise in SGD [8383, 9999, 118118].

The neural network is usually considered a black box. The dimensionality of the input is
generally huge, and the model is too complicated, rendering it impossible to interpret how
the output depends on the input. The loss function lives in a high-dimensional space, and
the gradient is a high-dimensional vector. The training data contains noise, leading to ran-
dom training loss. Thus, understanding a realistic model is almost impossible. In response
to this problem, we propose artificial data sets and simplified models whose behavior re-
mains controlled. We study the loss landscape and behavior of optimization algorithms.

Firstly, we try to understand the loss landscape of a deep neural network. The simplified
model we have chosen is a deep linear network [2121] with dropout [115115] and regularization.
The deep linear network has the same structure as a deep neural network, but all activa-
tion functions are linear. We have found the closed-form expression for the minima in the
training loss of the deep linear network. We first find the minima of the loss function for a
two-layer linear network. The expression of theminimum is found by identifying the redun-
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dant degree of freedom in the parameters in a loss function without regularization, which
is also known as gauge symmetry in the context of physics. The regularization term then
enforces gauge fixing and reduces the effective dimension of the parameters to 1. This so-
lution implies that when increasing the strength of the regularization, the global minimum
approaches the origin gradually, and stays there if the regularization strength is larger than
a specific value calculated from the training data. This process is similar to a continuous
phase transition [6666]. Then, the expression of the minima is generalized to an arbitrarily
deep linear network by induction. From the solution we draw the conclusion that the origin
can be a local minimum, and initializing the weights near the origin may not be a good idea
in deep learning.

We also study the optimization algorithms, notably the SGD, also referred to as the
Robbins-Monroe algorithm [108108, 109109]. Understanding SGD is believed to be a crucial step
in deep learning [44, 1717, 2626, 3434, 3737, 3939, 7373, 9191, 123123, 124124, 132132, 133133, 134134, 136136]. It is generally
difficult not only because the landscape is complicated, but also that the noise is state-
dependent [134134]. A large number of prior works studied how SGD escapes saddle point,
but they take place in a restricted setting [3636, 8383, 9999, 118118]. To better understand SGD, we
test these results in models containing one or two parameters and having an erratic loss
function. In particular, we explicitly examine the behavior of SGD in a one-dimensional
problem with a non-convex loss function containing two local minima and a local maxi-
mum. We model the fluctuation in SGD as a multiplicative noise [4444]. We allow the SGD
noise to vanish at the local maximum, which is not allowed in relevant works to our knowl-
edge [3636, 8383, 9999, 118118]. Also, we assume that the learning rate of SGD is constant. Our simple
setting allows us to calculate analytical how the SGD behaves. We also study the same prob-
lem in the continuous-time limit by solving a Fokker-Planck equation [103103] to cross-check
with our discrete-time results.

In our setting, we have observed that the SGD could converge to a local maximumwhen
two of the crucial assumptions are broken: we assume that the noise is allowed to vanish,
and the learning rate is kept constant. Our observation confirms the established results [3636,
8383, 9999, 118118], emphasizing the condition needed for SGD to escape a saddle point or a local
maximum. TheAdam andAMDGrad are examined numerically, and they can also converge
to a local maximum. We also test SGD against the opinion that SGD has good generalization
because it prefers a flat minimum, and that the flat minima generalizes better than sharp
ones [4242, 7474, 8181, 9191, 112112, 124124, 131131]. We show both analytically and numerically that the SGD,
with specific noise, can converge to a sharp minimum. Throughout our investigation of
SGD, we notice that the noise in SGD is no less important than the loss function.
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Chapter 2

Hard disks in statistical physics

The hard-disk model is one of the simplest models in physics. It has a simple interaction
and is specified, in the thermodynamic limit, by a single parameter, namely the density.
Although the interaction of hard disks is repulsive, an effective attractive entropy-driven
short-range force emerges from depletion [6262].

There are only a few analytical results for the hard-disk model. The model is rigorously
fluid at low density, and the virial expansion, which is proven to converge, is good enough
to describe the model [4141, 6767]. The crystalline order is formed at the close packing [3333].
Such order does not exist at any density lower than the fully-packed density as it is bro-
ken by large-scale fluctuations [106106, 107107]. At intermediate density, especially at the transi-
tion density, nothing holds rigorously even though insightful phase-transition scenarios are
proposed [4040]. Computation thus serves as the principal tool for investigating the hard-disk
model.

In this chapter, we introduce to the hard-disk model. In section 2.12.1, we define the model
and give an overview of its properties. In section 2.22.2, we describe sparse packings of hard
disks, that is, non-fully-packed hard-disk configurations forbidding infinitesimal moves of
independent disks. This chapter follows closely the introductory section IIintroductory section II in the attached
publication 3 [7070], and the introductory section 2introductory section 2 in the attached publication 2 [4646]. These
publications then go on to discuss, on the one hand, pressure computation in detail, and on
the other hand, benchmark Markov-chain Monte Carlo algorithms using the configurations
derived from the sparse packing, which are also discussed in the chapter 4chapter 4 and chapter 3chapter 3 in
this thesis.

2.1 Hard-disk model

In this section, we introduce the interaction and statistical ensembles of the hard-diskmodel.
Then, we discuss its physical properties in statistical physics.

2.1.1 Definition of hard-disk model

The hard-disk model consists ofN classical impenetrable two-dimensional disks of radius σ
in a box of sidesLx,Ly andvolumeofV = LxLy, eitherwith hardwalls or periodic boundary
conditions. The disk i is described by the coordinates of its center xi = (xi, yi), where i =

13
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1, 2, 3, ..., N is the index of the disk. The disks are hard, in the sense that their interaction is
characterized by a hard-core potential. Each disk carries a velocity vi if necessary.

2.1.1.1 Hard-disk dynamics

In the hard-disk model, each disk is described by two parameters: its massm and radius σ.
The mass of each disk is located at the very center of the disk such that the momentum of a
disk is carried by its center. The interaction between the disks is described by the hard-core
potential, taking the form

V (r) =

{
∞, r ≤ 2σ;

0, r > 2σ,
(2.1)

where r denotes the distance between disk centers. The disks have no rotational degree of
freedom.

When there are no collisions between the disks, they all move in straight lines according
to

xi = xi,c + vi(t− tC), (2.2)

where t is the time, tC is the time of the last collision, and xi,C is the position of the disk
i at time t = tC . Collisions take place when the two disks are in contact with each other,
namely |xi − xj | = 2σ. The velocities of disks involved in collisions are updated according
toNewtonian dynamics.1 Let (i, j) be the pair of disks at collision. It is convenient to express
their velocities in the center-of-mass frame before collision as [6262]{

v−i = v‖ + v⊥;

v−j = −v‖ − v⊥.
(2.3)

Define∆xmin
ij = xi−xj to be the vector connecting two disks at contact. Then, v‖ is the com-

ponent of the velocity of disk i aligning with ∆xmin
ij , while v⊥ is the other component per-

pendicular to ∆xmin
ij . The transferred momentum between disk i and j is m|∆v⊥pair|, where

|∆v⊥pair| = 2|v⊥|. The velocities after the collision in the center-of-mass frame are [6262]{
v+
i = v‖ − v⊥;

v+
j = −v‖ + v⊥.

(2.4)

A pair collision is illustrated in Fig. 2.12.1(a).
The disks can collide with the walls in a box with hard walls. Analogous to the pair

collision, let n be the direction perpendicular to the wall involved in the collision. For a disk-
wall collision involving disk i, the sign of the component of vi in the direction of collision is
inverted at the collision, namely v−i · n = −v+

i · n. A wall collision is shown in Fig. 2.12.1(b).
The rules of the velocity update presented here also appear in molecular dynamics and
Newtonian event-chain Monte Carlo algorithm, as further discussed in chapter 3chapter 3.

1We assume that only two disks are involved in the collision, as the probability of observing multiple-disk
collision is zero.
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a) b)

Fig. 2.1 Illustrations of hard-disk collisions. The velocities of the disks are updated ac-
cording to Newton’s laws. The configurations in this figure are taken from an event-driven
molecular dynamics run. In event-driven molecular dynamics, only the configurations at
collisions are computed. (a) A collision between a pair of disks. (b) A collision between a
disk and the wall.
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2.1.1.2 Statistical ensembles for the hard-disk model

Like the Ising model [4848], the hard-disk model can be described by its configurations and
their probability distribution. Each configuration is a 2N -dimensional vector of positions of
disks

x = (x1,x2, ...,xN ). (2.5)

In the hard-disk model, the total potential energy U , being the sum of the potential (2.12.1)
between all pairs of hard disks, takes the form of

U(x) =

{
∞, if there are overlaps;
0, if there is no overlap,

(2.6)

where an overlap between disk i and j is present if |xi−xj | < 2σ. We adopt the convention of
setting the Boltzmann constant to 1. The statistical weight of the configurations is specified
by the Boltzmann weight µ(x) = exp (−βU(x)), where β = 1/T > 0 is the inverse temper-
ature. The weight of a configuration containing overlap is zero, and all configurations free
of overlap have the same probability weight, that is, configurations with Θ(x) = 1, where
Θ(x) is the member function of the set of legal configurations:

Θ(x) =

{
1, ∀(i, j), |xi − xj | > 2σ

0, otherwise.
(2.7)

The sample space, i.e. the space of configurations such that Θ(x) = 1, depends on the
boundary conditions. For a non-periodic box with hard walls, disks cannot overlap with the
walls. In a periodic system, the box is equivalent to a torus. The sample space for a non-
periodic system is Ωnon-periodic = supp[Θ] ∩ [σ, Lx − σ]N × [σ, Ly − σ]N , and, for a system
implementing the periodic boundary condition, it isΩperiodic = supp[Θ]∩ [0, Lx]N× [0, Ly]N .
In a non-periodic box with hard walls, the partition function is defined such that

Znon-periodic(V, σ) =

∫
Ωbox

dµ(x). (2.8)

For periodic boundary conditions, the partition function is defined as

Zperiodic(V, σ) =

∫
Ωperiodic

dµ(x). (2.9)

In principle, the partition function depends on the number of disks N , the disk radius σ,
and the box geometry (Lx, Ly). As will be shown in section 2.1.2.32.1.2.3, the aspect ratio α =
(Lx :Ly) is not a relevant parameter in the thermodynamic limit N →∞. Furthermore, the
system can be rescaled, and σ can be set to 1

2 . In this case, the parameters of the model are
further reduced to N and V . The hard-disk model is uniquely determined when N and V
are specified. As will be discussed in section 2.1.2.12.1.2.1, the temperature T is not relevant for
the hard-disk model. However, conventionally, this ensemble is still referred to as theNV T
ensemble.

The free energy F of the hard-disk model is

F = −T log(Z). (2.10)
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The pressure, namely the response to changing volume V , is calculated as

βP = −∂F
∂V

. (2.11)

The pressure will be further discussed in section 4.34.3, especially the different ways to change
the volume in a finite system. Alternatively, one can treat the pressure P as the control
parameter and the volume V as the response of changing P . Such an ensemble is referred
to as the NPT ensemble. Although specific algorithms exist for hard-disk simulations in
the NPT ensemble [6262, 127127, 129129], simulations in the NPT ensemble are less efficient than
inNV T ensemble. TheNPT ensemble resolves problems posed by the sparse packings, as
they corresponds to effectively infinite-pressure configurations (discussed in section 2.22.2).
A detailed discussion about the Böröczky packing and the NPT ensemble can be found in
section 4.2.2section 4.2.2 in the attached publication 2 [4646].

For large system sizes, the physical properties of the hard-diskmodel (as for any statistical-
physics model with short-range interactions) are independent of N , and the volume V is
the only relevant parameter. By rescaling, systems of σ = 1

2 and different volumes can be
mapped to systems of the same volume and different σ, that is, systems of different density.
The volume is equivalent to the density of the system. The volume (density) has four equiv-
alent expressions. The first is the ratio of the volume and fully-packed (minimal) volume
V0 = 2

√
3N . The second is the covering density η, that is, the area (volume) occupied by the

disks compared to the area (volume) of the box. Third is the reduced density ρ, the number
N of disks of radius 1

2 divided by the volume and, finally, the inverse normalized density
ν/(2σ)2 with ν = (2σ)2/ρ. Useful relations between these quantities are as follows:

V

V0
=

π

2
√
3

1

η
=

2√
3

ν

(2σ)2
≥ 1

η =
π

2
√
3

V0
V

=
N

V
πσ2 ≤ 0.907

ν

(2σ)2
=

√
3

2

V

V0
=
π

4

1

η
=

1

ρ
≥ 0.866

ρ = η
4

π
=
V0
V0

2√
3
=

(2σ)2

ν
≤ 1.155.

(2.12)

The historic pressure computations use a variety of units for the volume (density). We
provide a program that allows comparing directly the data in various units, presented in
appendix B.1appendix B.1 in the attached publication 3 [7070].

In circumstances when velocities of hard disks have to be considered, for example in
molecular dynamics, the hard-disk model is represented by the positions of hard disks to-
gether with their velocities, expressed by a tuple (x,v), where

v = (v1, ...,vN ). (2.13)

is a 2N dimensional vector. As the velocity has its own space and probability distribu-
tion, the statistical ensemble of the hard-disk model contains a velocity space, and param-
eters N and V no longer fully determine the ensemble. In the NV T ensemble, the velocity
space is R2N , and the probability distribution for the velocities is the Maxwell distribution
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pMarwell(v) ∝ exp
(
−1

2βm|v|2
)
. In the NV E ensemble, in which the total energy E of the

system is specified instead of the temperature T , the velocity is constrained on an energy
shell defined by relation

E =
1

2
m|v|2, (2.14)

and the probability density is the same for all configurations. There are ensembles that have
even more constraints. For example, in the NV EMR ensemble of systems with periodic
boundary conditions, the totalmomentumM and the center-of-mass positionR is specified.
Thus, the velocity space in the NV EMR ensemble is defined by the following conditions:∑

i

vix = Mx/m, (2.15)∑
i

viy = My/m, (2.16)

E =
1

2
m|v|2. (2.17)

Event-drivenmolecular dynamics with periodic boundary condition andwithout a thermo-
stat takes place in this ensemble [130130]. Due to the additional conservation, the distribution
for the velocity of a single disk differs in different ensembles, as will be discussed in sec-
tion 2.1.2.12.1.2.1. Also, as will be discussed in chapter 4chapter 4, the choice of the ensemble modifies the
pressure and its estimators, but only in finite systems with periodic boundary conditions.
As this thesis mainly concerns the Markov-chain Monte Carlo algorithm, the velocity in the
hard-disk model is ignored in this thesis unless stated explicitly.

2.1.2 Properties of hard-disk model

The hard-disk model has many distinct properties. For example, the temperature can be
factored out by the rescaling of time in the hard-diskmodel; the analytical distribution of the
velocity is known; the phase-transition is driven by the depletion interaction; the aspect ratio
plays an important role in finite systems, etc. This subsection, following closely section IIsection II in
the attached publication 3 [7070], introduces to these properties.

2.1.2.1 Basic properties

Rescaling all disk velocities by a factor α, the entire trajectory of hard-disk dynamics trans-
forms as

{x1(t), . . . ,xN (t)} vi→αvi∀i−−−−−−→ {x1(
t
α), . . . ,xN (

t
α)}. (2.18)

The transformed trajectory is still the old one, but with a rescaled time. Since we are in-
terested in the equilibrium properties of the hard-disk model, the time is irrelevant, which
in turn indicates that the velocity is not relevant. Consequently, the hard-disk model is not
sensitive to temperature. This property of hard-sphere models was already remarked by
Daniel Bernoulli [1313].

A fast disk collidesmore frequentlywithwalls than a slow one. The probability distribu-
tion of the velocity perpendicular to a wall v⊥wall at wall collisions is biased by a factor |v⊥wall|
with respect to the Maxwell distribution (for N →∞):

p(|v⊥wall|) ∝ |v⊥wall| exp
(
−βm(v⊥wall)

2/2
)
, (2.19)
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which has been described through the ”Maxwell boundary condition” (see [6262, Sect. 2.3.1]).
For finite N , the distribution of the velocity perpendicular to a wall is derived from the
surface element on the hypersphere of radius R =

√
v21 + · · ·+ v2n (with R2 = 2N/(mβ)) in

the NV E ensemble. Following the detailed derivation in II.A.1II.A.1 in the attached publication
3 [7070], one obtains 〈

1

|v⊥wall|

〉
=

√
π

R

Γ (N + 1
2)

Γ (N)

N→∞−→
√
πmβ

2
, (2.20a)

〈
|v⊥wall|

〉
=
R
√
π

2N

Γ (N + 1
2)

Γ (N)

N→∞−→
√

π

2mβ
, (2.20b)

where in the limit of N → ∞ the ratio of the Γ functions approaches
√
N) in the NV T

ensemble.
The relative perpendicular velocities ∆v⊥pair is the component of the relative velocity

vi−vj perpendicular to the interface separating the disks i and j at their collision. A similar
expression to (2.202.20) can also be derived for the probability distribution of relative perpen-
dicular velocity |∆v⊥pair|. The positions are not correlated to the velocities, so the distribution
of the velocities for the disks at a pair collision is exactly the same as for all the disks. The
interface separating the disks at a collision can be viewed as a fictive wall, and the pair col-
lision of the disks can be viewed as a collision with it. The isotropic velocity distribution
guarantees that collisions with a fictive wall facing any direction is the same as the wall col-
lision in the x or y direction, allowing one to rotate the coordinate system such that the x-axis
after rotation is aligned with the line connecting the centers of the disks. We introduce the
transformation

v = (..., vi,x, ..., vj,x, ...)→ v′ = (..., (vi,x + vj,x)/
√
2, ..., (vi,x − vj,x)/

√
2, ...). (2.21)

This transformation amounts to reparameterizing the velocity of two colliding disks using
their relative velocity and their center-of-mass velocity. The probability weight of veloci-
ties is a function of E = 1

2m
∑

i |vi|2, and the transformation (2.212.21) leaves E unchanged.
Thus, pMaxwell(v) = pMaxwell(v

′), as the Jacobian of the transformation is 1. Thus, 〈∆v⊥pair〉 =√
2
〈
|v⊥wall|

〉
, since calculating 〈∆v⊥pair〉/

√
2 =

〈
(vi,x − vj,x)/

√
2
〉
follows exactly the same pro-

cedure as deriving 〈|v⊥wall|〉. The same idea also applies for 〈1/∆v⊥pair〉, and the mean values
related to the relative perpendicular velocity is found by inserting a factor of

√
2 into (2.202.20):

〈
1

|∆v⊥pair|

〉
=

√
2π

R

Γ (N + 1
2)

Γ (N)

N→∞−→
√
πmβ, (2.22a)

〈
|∆v⊥pair|

〉
=
R
√
π√

2N

Γ (N + 1
2)

Γ (N)

N→∞−→
√

π

mβ
. (2.22b)

Equation (2.222.22) is used in chapter 4chapter 4 to derive the pressure estimators.
In the NV E ensemble, the distribution of v⊥wall has a probability density function pv⊥wall

such that
pv⊥wall

(v⊥wall) ∝ v⊥wall(1− v⊥wall
2
)
2N−3

2 , (2.23)
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And consequently, the distribution function of 1/v⊥wall is given by

p1/v⊥wall
(x) ∝ 1

x3

(
1− 1

x2

) 2N−3
2

, (2.24)

where x = 1/v⊥wall possesses a diverging variance. As will be discussed in chapter 4chapter 4, some
pressure estimators of molecular dynamics suffer from a diverging variance. In practice,
they are substituted by equivalent estimators with finite variance after integrating over ve-
locities.

2.1.2.2 Hard-disk thermodynamics and phase transition

In the hard-diskmodel, the Boltzmannweights are the same for all configurations, and disks
not in contact do not directly sense each other. In consequence, the two possible fluid phases
(namely the gas and the liquid) are confounded. A ”depletion” interaction [66, 6262] between
disks nevertheless arises from the presence of other disks, effectively driving phase tran-
sitions. The three phases of the hard-disk model are solid (with long-range orientational
correlations and an algebraic decay of positional correlations), hexatic (with algebraic de-
cay of orientational correlation and exponential decay of positional correlation), and fluid
(with all correlation functions exponentially decaying). The hexatic and solid phases have
only been identified through numerical simulations. The system must be large enough to
distinguish the hexatic and the solid phase.

In statistical mechanics, a homogeneous system is described by an equation of state—
a quantity as a function of another. For the hard-disk model, they are conventionally the
volume and the pressure. In theNV T ensemble, for a system possessing a first-order phase
transition, the system may not be homogeneous for some volume. Two phases may coexist,
separated by an interface with its own interface free energy.

The phase transition between the fluid and the hexatic phase in the hard-disk model is
a first-order phase transition. In a periodic two-dimensional box for finite N , on increas-
ing the density, a first-order phase transition first creates a bubble of the denser phase in
the less dense phase (for hard disks: a hexatic bubble inside the fluid). An extra ”Laplace”
pressure is required to stabilize this bubble, rendering the overall pressure non-monotonous
with V [8080]. At larger density, the bubble of the minority phase grows to the size that is
comparable to the rest of the system. The two phases arrange themselves such that there is
a stripe winding around the periodic box. In this regime, the length of the two interfaces
and thus the interface free energy do not change with V , so that the pressure remains ap-
proximately constant. Finally, for even larger density, a bubble of the fluid phase is formed
in the surrounding hexatic phase (see Fig. 2.22.2). The phase coexistence through the first-
order transition is specific to the NV T ensemble as certain specific volumes V/V0 do not
correspond to densities η = (N/V )πσ2 of a homogenous stable phase for N → ∞. Phase
coexistence is absent in theNPT ensemble, and V/V0 is discontinuous at the transition. The
NPT ensemble thus has a simpler physical picture. However, when sampling in the NPT
ensemble, exploring possible volumes is slow, rendering the NPT simulation less efficient
than the NV T ones.

The phase coexistence and the non-monotonous equation of state are genuine equilib-
rium features at finite N . Moreover, the spatially inhomogeneous phase-separated equi-
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librium state is reached from homogeneous initial configurations through a slow coarsen-
ing process, whose dynamics depends on the sampling algorithm. As will be discussed in
chapter 3chapter 3, this process can benchmark the sampling algorithms.

A (Phase I)

B (Phase II)

2
3

4

5

Finite N

1

1

2

3

4

5

Fig. 2.2 First-order phase transition in theNV T ensemble. (a) Free energy with increas-
ing second derivative and a monotonously decreasing pressure. (b) Free energy with—
for the infinite system—metastable branches starting at volumes V1 and V2, and a non-
monotonous equilibrium pressure P for finite N . (c) Sequence of five regimes in a finite
two-dimensional periodic box, with pure, ”bubble” and ”stripe” phases. (Figure from [7070],
see also [1212].)

2.1.2.3 Aspect ratio and N

For the hard diskmodel, it is easy to see that the aspect ratio plays an essential role in physics
for a small N . As shown in Fig. 2.32.3, for the same V and N = 72, the disks align as a perfect
crystal in the box with aspect ratio α = (9 : 8

√
3/2), but not in the box with aspect ratio

α=(1 :
√
3/2). As a consequence, at density extremely close to being fully packed, the box

with aspect ratio α=(9:8
√
3/2) can still host valid configurations, while in a boxwith aspect

ratio α = (1 :
√
3/2) no configuration is allowed. This is an example of the boundary free

energy in a finite system, whose share in total free energy vanishes in the thermodynamic
limit.

In a perfect crystal, the hard disks are on a triangular lattice. Conventionally, the straight
lines made up of Nx disks are aligned along the x direction, each of which is referred to as
a row. The number of rows is then referred to as Ny, and N = NxNy. For a box hosting a
fully packed configuration, the aspect ratio of the box is calculated by

α = (Nx : Ny

√
3/2). (2.25)

In the fully packed configuration, the parallelogram consisting of two rows appears repeat-
edly. Thus, Ny must be an even number in order to comply with the periodic boundary
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Fig. 2.3 Packings for N = 72 disks for different aspect ratios α. (a) Periodic box with
α = (1 :

√
3/2), with conjectured optimal packing. (b)Periodic box with α = (9 : 8

√
3/2)

at the close-packing density η = π/(2
√
3). (Figure from [7070].)

conditions.
As will be discussed in section 7.1.17.1.1, a square box is preferred over the rectangular one.

However, the square box does not host closed-packed configurations for small N . The idea
value of N is obtained by finding a decomposition of N = NxNy such that α = (Nx :
Ny

√
3/2) is close to (1 : 1). This is equivalent of finding a rational approximation of

√
3/2 ≈

0.866. The candidates are 6/7 = 0.8571, 7/8 = 0.875, 13/15 = 0.8667, 84/97 = 0.8660, ....
Since each disk in a row takes up 2σ and each row takes up

√
3σ, in a square box, the num-

ber of rows has to be the larger than the number of disks per row, and it has to be even.
The possible choices of (Nx, Ny) are limited to (12, 14), (14, 16), (26, 30), (168, 194), .... If the
upper limit of N is 500, the best choice is then Nx = 14, Ny = 16. Indeed, Metropolis et al.
chose N = 14× 16 = 224 for computations in a square box.

2.2 Sparse packings

In this section, we introduce to sparse hard-disk packings discovered byBöröczky in 1964 [1616].
They forbid any infinitesimal move of any individual disk and are conceptually and practi-
cally interesting in the context of the ergodicity of the sampling algorithms. In this section,
we provide a general introduction to these packings and describe their construction, the
consequences of their existence on the structure of sample space, and the collective moves
that can break these configurations. The content in this section closely follows section 2section 2 in
the attached publication 2 [4646]. Böröczky packings are closely related to fundamental as-
pects of Markov-chain Monte Carlo algorithms. The Böröczky packing, and the ε-relaxed
Böröczky configuration that are derived from Böröczky packings, can be viewed as bottle-
necks of the sampling algorithms. In particular, the ε-relaxed Böröczky configuration serves
as a benchmark of the sampling algorithm and will be discussed in chapter 3chapter 3. The behav-
ior of the Markov-chain Monte Carlo algorithms in the ε-relaxed Böröczky configuration
provides insight into how the algorithms perform in the case of difficult situations in more
complicated models.
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2.2.1 Definition

In the present section, we discuss Böröczky packings ofN disks of radius σ = 1 in a periodic
square box of sides L. The simulation box ranges from −L/2 to L/2 in both the x and the
y direction. A Böröczky packing is locally stable, and each of its N disks is blocked, at a
distance 2σ, by at least three other disks (taking into account periodic boundary conditions),
with the contacts not all in the same half-plane. The opening angle of a disk i, the largest
angle formed by the contacts to its neighbors, is then always smaller than π. In this thesis,
we are interested in ECMC algorithms which move a single disk at a time in a continuous
manner. Clearly, a locally stable packing cannot be escaped from through the infinitesimal
single-disk moves of ECMC.

In a nutshell, Böröczky packings consist in cores and branches (as visible in Fig. 2.42.4).
Böröczky packings can exist for different cores, and they depend on a bounding curve (more
precisely: a convex polygonal chain) which encloses the branches, and which can be chosen
more or less freely.

2.2.1.1 Construction of Böröczky packings

In the central simulation box, a finite-N Böröczky packing is built on a central core placed
around (0,0) (see the section 2.1.1section 2.1.1 in the attached publication 2 [4646] for a discussion of
cores). Such cores were for example proposed in the original work by Böröczky [1616] and by
Kahle [5555]. The positions of the disks in the core are considered constants and specified di-
rectly. This core connects to four periodic copies of the core centered at (L,0), (0, L), (−L,0),
and (0,−L) by branches that have k separate layers (see section 2.1.2section 2.1.2 in the attached publica-
tion 2 [4646] for a detailed discussion of branches). The Böröczky packing is then constructed
by completing the branches layer by layer. A Böröczky packing shares the symmetries of
the central simulation box. Thus, only constructing the upper half of the right branches (the
framed region in Fig. 2.42.4) is required. The other halves of the branches are constructed us-
ing symmetry. Depending on the y coordinate, the disks in the right upper half branch are
labeled as A, B, and C disks. The positions of A disks are specified by a convex polygonal
chain A, possibly controlled by a parameter and found by trial and error. The position of
B and C disks are determined iteratively. The position of each B disk is determined so that
it is in contact with the A disk in its layer and the C disk in the previous layer, while the
position of each C disk is determined so that it lies on the axis of symmetry and in contact
with the B disk in the previous layer. The bounding curve is determined so that the branch
approaches a crystal in the case of an infinite system and is able to join in the branch from the
neighboring image system in other cases. For an infinite system, cores with different shapes,
as for example that of a triangle, yield Böröczky packings in other geometries (see [1616, 5555]
and [9696, Section 9.3]).

2.2.2 Properties of Böröczky packings

The local stability of Böröczky packings only relies on the fact that allA disks lie on a largely
arbitrary convex polygonal chain A [1616]. The choice of A influences the qualitative prop-
erties of the packing. Although Böröczky packings are a big threat to ECMC algorithms,
its dimensionality is is lower than that of sample space, and it is conjectured that they do
not separate sample space into individual parts. Besides, if multiple disks move collectively,
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Fig. 2.4 Hard-disk Böröczky packings, composed of a core and of four branches with k = 5
layers, with contact graphs and highlighted opening angles. (a) Packing with the Böröczky
core [1616]. (b) Packing with the Kahle core [5555]. (c) Detail of a branch. (d) Convex
polygonal chainA, and referential horizontal lines g<2 , g2, and g3 for creating the polygonal
chain. (Figure from [4646].)
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the Böröczky packing can be escaped. This is guaranteed by having fewer constraints than
degrees of freedom. The escapemodes can be found by performing a singular-value decom-
position on the matrix representing the contacting disks. The existence of escape modes
indicates that the collective-move local algorithms, such as molecular dynamics, may es-
cape Böröczky packings. (The discussion of cluster Markov-chain Monte Carlo algorithms
is beyond the scope of this thesis and hence not considered.) Nevertheless, the local moves
in some Markov-chain Monte Carlo algorithms are arranged to achieve effective collective
moves. This is observed by running the sampling algorithms on a Böröczky packing with
slightly shrunk disks, introduced as ε-relaxed Böröczky configuration.

2.2.2.1 Contact graphs: local and collective stability

The contact graph of a Böröczky packing connects any two disks whose pair distance equals
2 (including periodic boundary conditions, see Fig. 2.42.4). In a Böröczky packing with k ≥
1 layers, the number N of disks and the number of contacts Ncontact can be expressed as
functions of k:

N Ncontact
Böröczky core 20k + 12 32k + 20
Kahle core 20k − 4 32k + 4

. (2.26)

Thus, for all values of k ≥ 1,N−1 < Ncontact < 2N−2, indicating that the contact graph is not
able to fix every degree of freedom in the system. This implies that collective displacements
can escape from a Böröczky packing, which is thus not collectively stable [5555]. However, the
contacts efficiently block unidimensional moves. The consequence of this will be discussed
in chapter 3chapter 3.

2.2.2.2 Dimension of the space of Böröczky packings

As discussed in section 2.2.3section 2.2.3 in the attached publication 2 [4646], the Böröczky packing may
exist for any density at large enoughN . The dimension of space B of locally stable packings
ofN disks in a given box is lower than that of sample space. As discussed in section 2.2.2.12.2.2.1,
the contacts in a Böröczky packing are described by a contact graph. Each independent
edge in the contact graph decreases the dimensionality of Böröczky packings by one. In
addition there is only a finite number (at most NN) of contact graphs for a given N . Any
configuration having disks in contact has infinite pressure. As the expectation of pressure is
finite (except for the densest packing), the set of packings (and the configurations containing
packings) must be of lower dimension. As the dimension of B, for large N , is much lower
than that of Ω, we conjecture Ω \ B to be connected for a given η below the densest packing
at large enough N although, in our understanding, this is proven only for a much lower
density η ∼ 1/

√
N (see [88, 2525]).

2.2.2.3 Escape modes

When all disks i, at positions xi, are moved to xi + ∆i, the squared distance between two
disks in contact changes from |xi − xj |2 to

|xi +∆i − (xj +∆j)|2 = |xi − xj |2 + 2(xi − xj) · (∆i −∆j)︸ ︷︷ ︸
first-order variation

+|∆i −∆j |2. (2.27)
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We are interested in displacements that have vanishing first-order variations, as these dis-
placements do not introduce overlaps. For such displacements, in general ∆i 6= ∆j . A
vanishing first-order variation indicates that the squared distance between disk i and j is
increased by |∆i −∆j |2, and the contact is lost. The first-order variation in eq. (2.272.27) can
be written as a product of twice a sparse ”escape matrix”Mesc of dimensionsNcontacts× 2N
with a 2N -dimensional vector∆ = {∆x

1 , ∆
y
1, ∆

x
2 , ∆

y
2, . . .}. Each row ofMesc corresponds to

a contact. The row r corresponding to the contact between i and j has four non-zero entries

Mesc
r,2i−1 = xi − xj ,

Mesc
r,2i = yi − yj ,

Mesc
r,2j−1 = −(xi − xj),

Mesc
r,2j = −(yi − yj).

(2.28)

The escape modes are found by solving

Mesc∆ = 0 (2.29)

using singular-value decomposition. Equation (2.292.29) allows factoring out the infinitesimal
amplitude of the displacements ∆ and expressing the escape modes as the directions of
the small displacements. For the k = 5 Böröczky packing with the Kahle core, we find 28
vanishing singular values. It follows from eq. (2.262.26) that, because of 28 = 2N −Ncontact, all
contacts are linearly independent. The 28 modes are ranked by the cost function:

L =
∑
i,j

(∆i −∆j)
2, (2.30)

where the sum is over all contact pairs i and j. This function, acting on the 2N displacements
∆, measures the non-uniformity of a deformation. The resulting two lowest eigenmodes
(with zero eigenvalue) of eq. (2.302.30) are due to the translational invariance in the periodic
box. Other low-lying eigenmodes give smooth large-scale deformations which collectively
escape the contact constraints (see Fig. 2.52.5). There are also escape modes that have positive
first-order variations. Finding such modes amounts to solving a difficult linear program-
ming problem. The escape modes point in the directions of going through the ”wall” of
locally stable packings in the sample space, suggesting that the locally stable packings do
not block the sample space.

2.2.2.4 ε-relaxed Böröczky configurations

An ε-relaxed Böröczky configuration is obtained by shrinking the disks in a Böröczky pack-
ing by a factor of 1−ε. Fig. 2.62.6 shows an example of a ε-relaxed Böröczky configuration. One
can also consider randomly displacedwithin a circle neighborhood of radius εσ. As we have
seen in section 2.2.2.32.2.2.3, collective moves can escape the Böröczky packing. On the contrary,
local Markov-chainMonte Carlo algorithmsmove one disk at a time, andmay be completely
blocked by the Böröczkypacking. However, subsequentmoves in the local algorithms can be
arranged into collective moves. We formalize this arrangement by the ε-relaxed Böröczky
configuration, as in practice individual moves accumulate only if there is space between
the disks. The ε-relaxed Böröczky configurations can be used as a benchmark of the sam-
pling algorithms and serve as a heuristic. It is discussed in the attached publication 2attached publication 2 and
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Fig. 2.5 Two orthogonal modes (represented as red arrows) out of the 28-dimensional
space of all collective escape modes ∆ for the k = 5 Böröczky packing with the Kahle core.
Lines are drawn between pairs of disks which are in contact. (Figure from [4646].)
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Fig. 2.6 (a) Contact graph for an isolated Böröczky core. (b) Constraint graph (to be
introduced in section 3.2.23.2.2) of an ε-relaxed Böröczky core with ε = 0.25. (Figure from
[4646].)

in chapter 3chapter 3 that, in terms of escaping a ε-relaxed Böröczky configuration, the forward and
Newtonian event-chainMonte Carlo algorithm outperform the straight variant qualitatively.
The superior performance of the forward and Newtonian variant is recreated in more com-
plicated systems [4545].



Chapter 3

Algorithms

The Boltzmann distribution of hard disks in the sample spaces described in chapter 2chapter 2 can
be sampled by algorithms implementing Markov-chain Monte Carlo [55, 1111, 6060, 7171, 8484, 8787]
or, equivalently, from the Newtonian evolution implemented in molecular dynamics [11,
7575, 104104]. Although both classes of methods were introduced decades ago for the hard-
disk model, the development of algorithms and of software implementing them has never
stopped. In this chapter, we thus introduce and analyze the algorithms that sample the con-
figurations in the hard-disk model, in particular, the event-chain Monte Carlo algorithms
that we use and contribute to throughout this thesis.

We first discuss the aspects of the Markov chain related to computation, most impor-
tantly, the ergodic theorem that guarantees the convergence of the estimators introduced in
chapter 4chapter 4. Then we discuss the sampling algorithms, notably the event-chain Monte Carlo
algorithms implementing a non-reversible Markov chain. On the one hand, we discuss our
work on the parallelization of the software implementation of event-chainMonte Carlo vari-
ants which, for a multithreaded algorithm, is far from trivial. The full solution to the par-
allelization problem we provide in the attached publication 1attached publication 1 involves both an algorithmic
aspect and an implementation aspect. In this chapter, only the algorithmic aspect is dis-
cussed. The algorithm is made practical by the techniques introduced in chapter 5chapter 5. On the
other hand, we discuss the dynamics of the Markov-chain Monte Carlo algorithm when es-
caping an ε-relaxed Böröczky configuration, introduced in chapter 2chapter 2, and its scaling theory.
This discussion follows closely the discussion in the section 3section 3 in the attached publication
2 [4646].

3.1 Markov-chain Monte Carlo: the basics

At low density η ∝ 1/N , a configuration can be sampled by placing N disks in the box
randomly and keeping the non-overlapping configuration. This procedure is referred to as
direct sampling. These algorithms have recently been generalized for a small constant den-
sity in the N → ∞ limit [121121]. At density η > 0.3, the rejection rate of these approaches
become too high, and practically no configuration can be sampled [6262]. The remedy for
this is to design algorithms modifying the existing configuration incrementally, referred to
as Markov-chain Monte Carlo algorithms. The Markov-chain Monte Carlo algorithm gener-
ates samples from the stationary distribution [6969]. For hard disks, the samples are the con-

29
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figurations, and the stationary distribution corresponds to the uniform weight discussed in
chapter 2chapter 2. A correct sampling process requires the global-balance condition, irreducibility,
and aperiodicity. If a Markov chain is irreducible, a unique stationarymeasure exists, which
is the limit of the time-dependent measure if the Markov chain is also aperiodic.

Two convergences are important in the Markov-chain Monte Carlo. The first one is the
convergence of distribution. At the beginning of the Markov chain, the distribution that a
Markov chain samples is not the stationary distribution. The sampled distribution converges
to the stationary distribution gradually, and this process is referred to as mixing. Mixing
implies that the initial results produced by the sampling algorithms have to be thrown away.
Usually, the result of computation is expressed as a numerical estimation of an interested
quantity in physics. This quantity, denoted by O, is formulated as a function of the hard-
disk configuration (more discussion on this topic in chapter 4chapter 4). The second convergence is
expressed in the form of the ergodic theorem for an irreducible Markov chain: the running
average ofO evaluated on the sampled configuration converges to the expectation ofO. This
theorem indicates that long enoughMarkov-chainMonte Carlo computations give unbiased
results. Although the sample space for the hard-disk model contains an infinite number of
configurations, only theMarkov chain in a finite sample space is discussed in this subsection
for simplicity. Also, the discussion is restricted to discrete-time Markov chains. As will be
discussed in section 3.2.23.2.2, the continuous-time algorithm can be viewed as the limit of a
discrete-time Markov chain.

3.1.1 Introduction to Markov chains

A Markov chain is a stochastic process in which the outcome of a step is only related to
the outcome of the previous step. Denote the Markov chain as a sequence of random vari-
ables X0, X1, ..., for an arbitrary finite sample space Ω, the transition matrix is a matrix of
conditional probabilities:

P (x, y) = P (Xt+1 = y|Xt = x), (3.1)

where x, y ∈ Ω are samples. P (x, y) is the probability of choosing sample y when the out-
come of the previous step is x. All of the entries of P are positive and∑

y∈Ω
P (x, y) = 1, (3.2)

which is referred to as the stochasticity of matrix P . Since the Markov chain has no mem-
ory of the outcome before the previous step, the transition matrix, together with the initial
condition, encodes all its information. Let the distribution of Xt be πt, a vector labeled by
all possible states in Ω, the distribution πt is obtained by repeatedly applying transitions to
the initial distribution π0:

πt = π0P
t. (3.3)

An aperiodic and irreducible Markov chain can visit the whole sample space. Define

T (x) = {t ≥ 1, P t(x, x) > 0}, (3.4)

which is the least possible time of revisiting a state in the sample space. The period of the
Markov chain is defined as the greatest common divisor of T (x), ∀x ∈ Ω. If the period of the
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Markov chain is 1, then the Markov chain is aperiodic. For a Markov chain, if ∃t such that
∀x, y ∈ Ω, P t(x, y) > 0, then the Markov chain is called irreducible. Irreducibility indicates
that all states can be reached starting from an arbitrary state.

For each Markov chain, if the measure π satisfies

π = Pπ, (3.5)

it is referred to as the stationary measure. As its name indicates, the stationary measure is
invariant after transitions. The stationary measure is the Boltzmann measure introduced in
chapter 2chapter 2, and equation (3.53.5) is referred to as the global-balance condition.

Practically, all commonly used Monte Carlo algorithms satisfy the detailed-balance con-
dition, a stronger condition than the global-balance condition. The detailed-balance condi-
tion is expressed as

π(x)P (x, y) = π(y)P (y, x). (3.6)

Summing the expression of the detailed-balance condition over x ∈ Ω yields the global-
balance condition: ∑

x∈Ω
π(x)P (x, y) =

∑
x∈Ω

π(y)P (y, x) (3.7)

πP = π. (3.8)

The right-hand side of the second equality makes use of the stochasticity. Define the prob-
ability flow going from state x to state y as π(x)P (x, y). The detailed-balance condition
implies that the probability flow going from x to y is the same as the inverse probability
flow going from y to x. Thus, when the direction of time is reversed, a Markov chain that
satisfies the detailed-balance condition is still the same Markov chain, thus referred to as a
reversible Markov chain. Checking the detailed-balance condition requires considering the
transition between two states, while checking the global-balance condition requires exam-
ining all the states. Thus, verifying the detailed-balance condition is easier than verifying
the global-balance condition. A Markov chain that breaks the detailed-balance condition
is referred to as a non-reversible Markov chain. In simple models, non-reversible Markov
chains accelerate sampling by turning the diffusive dynamics of reversible Markov chains
into ballistic dynamics [1010, 1111, 8686]. The event-chain Monte Carlo algorithms discussed in
section 3.2.23.2.2 are non-reversible.

3.1.2 Convergence of Markov chains

The correctness of Markov-chain Monte Carlo algorithms is guaranteed essentially by two
theorems: the convergence theorem and the ergodic theorem. The convergence theorem
states that the distribution πt converges exponentially to the stationary distribution if the
Markov chain is irreducible and aperiodic. Converging to the stationary distribution is re-
ferred to as mixing, and the time it takes to mix a Markov chain is referred to as the mixing
time. The ergodic theorem expresses that the running average of an observable converges
to its expectation when the run is long enough.
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3.1.2.1 Convergence theorem

The difference between two distributions π and π′ can be quantified inmanyways. One way
commonly used in the mathematical literature is the total-variance distance, defined as

||π − π′||TV =
1

2

∑
x∈Ω
|π(x)− π′(x)|. (3.9)

For a Markov chain that starts from a single state, for example x0, the probability weights of
the states at the time t is denoted as∑

x∈Ω
δ(x− x0)P t(x, y) := P t(x0, ·). (3.10)

The convergence theorem bounds the total-variance distance of the stationary distribution
and the sampled distribution at time t [6969]:

Theorem 1 For an irreducible and aperiodic Markov chain P with stationary distribution π, there
exist a constant α < 1 and C > 0 such that

max
x0∈Ω

||π − P t(x0, ·)||TV ≤ Cαt. (3.11)

The convergence theorem states that, for an irreducible and aperiodic Markov chain, even
if starting from the worst initial configuration, the difference between πt and the stationary
distribution decays exponentially with respect to t. The mixing time is defined as

tmix = min

{
t : max

x0∈Ω
||π − P t(x0, ·)||TV ≤ ε

}
, (3.12)

where ε is an arbitrary positive number less than 1/2. Configurations sampled before the
mixing time are not guaranteed to be sampled from the stationary distribution. In the prac-
tical cases that we will discuss in section 3.33.3, the mixing time can be as long as ten years and
is an important aspect regarding the performance of the algorithm.

The convergence theorem states that, for a long enoughMarkov chain, samples are prac-
tically identically distributed. However, it is not a statement regarding the independence of
the samples. The configurations sampled from the uniform distribution have strong corre-
lations in general, leading to difficulties in statistical analysis [114114], which we will discuss
in chapter 6chapter 6.

3.1.2.2 Ergodic theorem

LetO(x) be a real-valued function define in the sample spaceΩ. The ergodic theorem states
that [6969]

Theorem 2 For an irreducible Markov chain, for any initial distribution π0,

Pπ0

{
lim
T→∞

T−1∑
t=0

O(Xt) =
∑
x∈Ω

π(x)O(x)

}
= 1. (3.13)
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In chapter 4chapter 4, we introduce O(x) formally as an observable. The ergodic theorem states that,
if the Markov-chain Monte Carlo algorithm runs long enough, the time average over the
sampled configurations converges to the ensemble average. It implies that even though the
hard-disk computation features randomness, the asymptotic behavior of the result is con-
trolled. The ergodic theorem is a statement about a single run. It is not applicable to the
average of runs. The ergodic theorem generalizes trivially to complex-valued functions.

In practice, the running average may not include sample at every step. For a Markov
chain X ′t in the same sample space as Xt with transition matrix P ′ satisfying

P = P ′∆t, (3.14)

where P is the transition matrix of the Markov chain Xt in (3.133.13), the sample obtained at
each step for Xt is equivalent to the sample obtained every ∆t steps for X ′t. The expression
(3.133.13) can be written alternatively as

Pπ0

{
lim
T→∞

T−1∑
i=0

O(X ′i∆t) =
∑
x∈Ω

π(x)O(x)

}
= 1. (3.15)

Equation (3.153.15) implies that, if an observable is calculated every time interval∆t, its running
average still converges to its expectation. We referred to the time at which the observable
are calculated as t = t0, t1, ..., tnsample−1. This notation is particularly useful when discussing
legacy methods of sampling a finite number of hard-disk configurations.

3.2 Sampling algorithms

AMarkov-chain Monte Carlo algorithm generates a series of hard-disk configurations x(t),
labeled by the Markov-chain steps t = 0, 1, ..., T − 1 or continuous MCMC time introduced
in section 3.2.23.2.2. Any Markov-chain Monte Carlo algorithm simply has to satisfy the global-
balance condition of (3.53.5) and be irreducible. This implies that there is normally an enor-
mous degrees of freedom for the choice of the correct transitionmatrices, ofwhich, naturally,
we can discuss only a few. The transition matrix not only governs the evolution of probabil-
ity measures, but it also represents the algorithm which specifies how one sample evolves
into the next one. In this section, we introduce to the sampling algorithms used during this
thesis, in particular, the multithreaded event-chain Monte Carlo algorithm we have devel-
oped and presented in the attached publication 1attached publication 1. We also discuss the performance of local
sequential Markov-chain Monte Carlo algorithms for hard disks, and propose their scaling
theory, presented in section 3section 3 in the attached publication 2 [4646].

3.2.1 Metropolis algorithm and its massive parallelization

The earliest Markov-chain Monte Carlo algorithm is the Metropolis algorithm [8484]. At each
iteration of the algorithm, a random disk i is sampled from a uniform distribution among
1, ..., N . Then, amove δxi is proposed. The probability distribution Pδ(δx, δy) of δxi satisfies

Pδ(δx, δy) = Pδ(−δx,−δy). (3.16)

If the proposed move does not introduce any overlap with other disks or the wall (if any),
the new configuration is kept, otherwise, the move is rejected, and the old configuration
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at the beginning of the iteration is sampled again. In general, there is no constraint on the
probability distribution of the proposed move other than (3.163.16). However, the proposed
move in practice is usually small so that the rejection rate is kept low. In practice, the dis-
placement δxi can be, for example, a random vector aligned with êx or êy (cross move set)
or in a square centered at the origin (square move set).

Running the Metropolis algorithm in parallel amounts to moving multiple disks at the
same time. It is possible that independent moves of disks do not introduce any overlap,
while two of the moved disks overlap with each other. Such overlaps are avoided by con-
straining the position of the moved disk. The resulting algorithm is the Massively Parallel
Monte Carlo algorithm (MPMC), running on graphical processing units (GPUs), first pro-
posed by Engel et al. [55]. It uses a four-color checkerboard of rectangular cells whose sides
are larger than 2σ, aligned with the x and y axes, compatible with the periodic boundary
conditions.1 The distance between two disks in different cells of the same color is always
larger than 2σ, and moving two disks in different cells simultaneously never introduces
overlap between them. TheMPMC algorithm samples one of the four colors, and then inde-
pendently updates disks in all corresponding cells using the Metropolis algorithm with the
additional constraint that disks cannot leave their cells (see Fig. 3.13.1). After a certain time,
the color is resampled, and the checkerboard is reinitialized, which is necessary for the al-
gorithm to be irreducible. Each cell can be viewed as a non-periodic box. MPMC satisfies
the detailed-balance condition, as it is based on the Metropolis algorithm.

Fig. 3.1 Four-color checkerboard decomposition in a periodic box, with cells larger than
2σ. If the green color is chosen, highlighted disks may move, but cannot leave their cells.
Disks in different green cells do not communicate. The checkerboard allows massive paral-
lelization. (Figure from [7070].)

3.2.2 Event-chain Monte Carlo algorithms

The event-chain Monte Carlo (ECMC) algorithm is proposed in [1111]. It is a continuous-
time event-driven sampling algorithm described by an non-reversible lifted Markov chain.

1The MPMC usually treats the large-N case in a periodic box. We do not consider smallN and non-periodic
systems for MPMC.
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Except for parallelized ECMC, only one disk moves at a time. The moving disk is referred
to as ”active”. It moves in a straight line, while the other disks are at rest and referred to
as ”static”. The index of the active disk and its velocity are updated at collisions. At each
transition in terms of the Markov chain, the active disk moves by an infinitesimal amount.
The discrete Markov-chain steps are mapped onto continuous MCMC time, with two steps
separated by an infinitesimal time interval. For a finite period ofMCMC time, the active disk
moves a finite distance. The number of sampled configurations is infinite and proportional
to the interval of MCMC time. The infinite number of configurations are only conceptual,
and only configurations at collisions are computed.2 In each step, the system changes from
a configuration at collision to the configuration at the next collision. The ECMC algorithm
samples the lifted configurations space [6363], which is a product of the sample space of hard-
disk configurationsΩ, and the space of lifting variables. The latter are usually the index and
the velocity of the active disk. The detailed-balance condition is broken in ECMC, and there
are no rejections. Depending on the choice of lifting variables and the rule of updating the
velocities in collision, there are multiple variants of ECMC, namely straight, reflective [1111],
forward [8787], andNewtonian [6060]. Themoves in ECMC algorithms are deterministic, while
the lifting variables are resampled after a MCMC time interval. The time interval between
two resamplings is referred to as chain time (or chain length). It is shown that the random-
ness at resampling is essential for the ECMC algorithms [4545]. The Böröczky packings block
ECMCmoves. However, as discussed in section 4.2.1section 4.2.1 in the attached publication 2 [4646], the
ECMC algorithms can still be used in practice.

3.2.2.1 Straight ECMC

Straight ECMC [1111] is one of the first proposed ECMC algorithms, and it is one of the pri-
mary methods for hard-disk pressure computations [1010, 2929, 7070]. The lifted configuration in
straight ECMC is (x, a,d), where a denotes the index of the active disk, and d is a unit vector
denoting the direction of themove, conventionally taking values from {êx, êy} for a periodic
box and {±êx,±êy} for a non-periodic box. As the velocity is of unit norm, the MCMC time
in the straight ECMC is equivalent to the distance covered by the active disk. The active disk
moves along the direction d in a straight line until the collision takes place. For a collision
between the active disk a = i and another disk j, the velocity remains the same, and the ac-
tive disk becomes j after the collision. In the non-periodic box, when the active disk collides
with the wall, its direction d is updated such that the component perpendicular to the wall
changes sign.

The straight ECMC satisfies the global-balance condition. For systems with low density,
the active disk may not be able to find any collision partner, and it can go through the pe-
riodic box repeatedly, resulting in periodicity that is practically resolved by resampling. At
the phase-transition density, such periodic behaviors are not observed. Configurations with
strong symmetries, for example perfectly aligned disks, can also invoke periodicity even at
high density. In practice, this can be avoided by randomly displacing the perfectly aligned
disks by a tiny amount. It can also be avoided by making the chain length random. The
active disk moves in both x and y direction so that both the x and y components of the disk
positions are updated to achieve irreducibility.

2As discussed in chapter 4chapter 4, these conceptual configurations contribute to the computation of pressure. We
label these conceptual configurations by Markov-chain steps t = 0, 1, ..., T − 1.
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Straight ECMC is prone to gridlock. In a gridlock, the active-disk label loops through a
subset of N disks being in contact. The active disk get updated all the time, but there is no
displacement. As a consequence, the MCMC time remains the same during the gridlock.
As the resampling of the active disk and velocity takes place at specific MCMC time, it will
never take place to resolve the gridlock. The gridlock may happen in a number of config-
urations in straight ECMC, for example, for any configuration that has a ring of contacting
diskswinding around the periodic box. Gridlocks are also observed for straight ECMC from
tightly packed initial configurations [120120, Section 4.2.3]. We have further observed that the
gridlock occasionally appears when the straight ECMC starts from a ε-relaxed Böröczky
configuration in our arbitrarily precise implementation (see Appendix A.3Appendix A.3 in the attached
publication 2 [4646]). However, according to our experience, gridlock does not appear in the
practical usage of the straight ECMC.

The straight ECMC can be formulated in terms of a constraint graph [5757, 7171], a Verlet
list [117117] that remains unchanged forever if the active disk moves in only êx or êy. For
a given initial condition and velocity d = êx, arrows [i→ j] of the constraint graph Gêx
represent possible collision between disk i and disk j [5757]. When scheduling collisions,
only the disks pointed by the arrows are considered. Each disk has at most three arrows
(see an example in Fig. 3.23.2(a)). These arrows are found by identifying the nearest disk in
the x direction for the disks in three lanes, defined as intervals of the relative position in
the y direction. In the resulting constraint graph, referred to as G(3), every disk has three
disks that it can potentially collide with. As the three potential collision partners may block
each other, the number of arrows corresponding to potential collisions is less than three. As
demonstrated in Fig. 3.23.2(a), there are even non-local arrows. According to experiment, the
number of genuine collision arrows for each disk is on average approximately 2.1 at a density
around η = 0.7 (see Fig. 3.23.2(c)). The redundant arrows can be removed (see Fig. 3.23.2(b)),
but inmost cases the performance gain by having less arrow is smaller than the performance
loss by pruning the redundant arrows. In practice, the straight ECMC requires the direction
of the active disk to be changed after a rather small number of collisions [5757]. Thus, the
constraint graphs have to be recomputed frequently. A cell system can be implemented in
place of the constraint graph.

The straight ECMC can be parallelized, thanks to the restrictive direction of displace-
ments and the small number of potential collision partners. The parallel version of straight
ECMC is presented in section 3.2.33.2.3

3.2.2.2 Reflective ECMC

The reflective ECMC [1111] was proposed together with straight ECMC. The lifted variables
are an index of the active disk and a unit vector of arbitrary direction, serving as the velocity
of the active disk. At the collision, the velocity is reflectedwith respect to the line connecting
the center of the two involved disks. Let the velocity of the active disk be v and the jth disk
be hit by the active disk i. Denote the vector connecting two disks at collision as rij = xj−xi.
The new velocity v′ after the collision is

v′ = −v +
rij
2σ2

rij · v. (3.17)

The reflective ECMC is proven to satisfy the global-balance condition. Resampling is needed
after every fixed period of MCMC time. Similar to the straight variant, the reflective ECMC
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a b( ) ( ) ( )c

Fig. 3.2 ECMC constraint graphs for aN = 2562 system. (a): G(3) for this configuration
(detail), with highlighted non-local arrows. (b): Constraint graph after pruning. (c):
Number of solicited arrows found in a long cell-based ECMC run. The constraint graph
serves not only as a neighbor list but also as the key to enforcing causality in multithreaded
ECMC. (Figure from [7171].)

is vulnerable to gridlock.

3.2.2.3 Forward ECMC

The forward ECMC [8787] has the same lifting variables as the reflective ECMC. The only dif-
ference between the forward ECMC and reflective ECMC is how the velocity is updated at
the disk collisions. The component orthogonal to the line connecting the disks at contact is
uniformly sampled between 0 and 1, and its sign is chosen to preserve the overall direction
of the velocity before the collision. Its parallel component is determined such that the ve-
locity is of unit norm. The sign of the parallel component remains unchanged. Let u be a
randomnumber sampled from a uniform distribution in (0, 1). Denoting n as the unit vector
perpendicular to the line connecting two disks at collision, namely 1

2σ (rij,y,−rij,x), using the
same notations as in the discussion of the reflective ECMC, the velocity after collision v′ is
calculated such that

v′ = sgn(r · v)
√
1− u2 rij

2σ
− sgn(n · v)un (3.18)

The forward ECMC is proven to satisfy the global-balance condition. There is no proof
that the resampling can be waived for the forward ECMC, despite that it is the only ECMC
algorithm possessing per-event randomness. The per-event randomness prevents gridlocks
in forward ECMC.

3.2.2.4 Newtonian ECMC

In Newtonian ECMC [6060], each disk has a velocity which is, however, for the static disks
only a label, and does not always correspond to a change of position with time. There is
only one active disk, moving according to its own velocity. At a collision, the velocities of
two colliding disks are updated as in Newtonian dynamics, discussed in chapter 2chapter 2. As there
is only one disk moving, the slow disk is allowed to collide with a faster disk moving in the
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same direction, leading to impossible collisions in realistic Newtonian dynamics. Resam-
pling all of the velocities and the active disk is required in fixed intervals of MCMC time.
Besides that, it suffers from frequent gridlocks when the initial configuration is a ε-relaxed
Böröczky configuration with small ε.

3.2.3 Multithreaded ECMC

In the attached publication 1attached publication 1, we have parallelized the straight ECMC, resulting in the mul-
tithreaded ECMC algorithm. The first step of parallelizing the straight ECMC is to allow
multiple active disks. In multithreaded ECMC, each lifted configuration contains the hard-
disk configuration, the direction of all the active disks, and a setA of cardinalityNA contain-
ing indices of the active disk. In the continuous-time description of multithreaded ECMC,
all of the active disks move with the same velocity, and there is no collision between two
active disks. This is why we choose to begin the parallelization of ECMC algorithms from
the straight variant. When there is a collision between an active disk and a static disk, the
velocity is updated as in the straight ECMC. Similar to straight ECMC, the MCMC time
is the distance covered by each of the active disks, which is referred to as the global time.
The continuous-time process is referred to as the Continuous Process with Global TimeContinuous Process with Global Time in
the attached publication 1 [7171], and shown in Fig. 3.33.3(a). We have proven that this process
satisfies the global-balance condition.

Each of the active disks is associated with a thread, and the computation on each thread
is independent.3 All the threads access the same system, in the sense that a thread can ”see”
the displacements on all other threads. The independent moves on multiple threads should
process exactly the same collisions as in the Continuous Process with Global Time. This
requires the disks to be moved according to a specific order. In straight ECMC, the ECMC
time is equivalent to the distance covered by the active disk. However, in the multithreaded
ECMC, the active disks move independently, and there is no longer a well-defined time in
the system and across all threads. Each active disk has its own time. The position of active
disks are asynchronized, and an active disk being advanced in time can hit a static disk
which is supposed to collide with another active disk, breaking the order specified by the
continuous process with global time, and creating issues regarding causality. To solve this
problem, we assign a time to each of the disks, active or not, as the local time—the MCMC
time at the last moment when it is active. Let the disk i be an active disk, j be a potential
collision partner of disk i, and τij be the MCMC time it takes for disk i to hit disk j. The
horizon condition is defined as

ti + τij > tj , (3.19)

where ti and tj are the local times of disk i and j respectively. If the horizon condition is
violated by any potential collision partners (specified in the constraint graph), this collision
breaks causality. If the causality is preserved throughout the run, the outcome of the mul-
tithreaded process is identical to the outcome of the continuous process with global time.
The multithreaded ECMC is thus described as the following process: all of the active disks
move independently. The velocity and active disk are updated as in straight ECMC at each
collision. The horizon condition is checked before each collision. If there is no violation of

3There can be multiple active disks on a thread. However, for simplicity, we always assume a thread is in
charge of a single active disk in the discussion of algorithms.
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the horizon condition until the end of the run, all the output during the run is kept. Other-
wise, no output is recorded, and the run restart from the initial configuration. This process is
shown in Fig. 3.33.3(b). To keep the horizon-violation rate low, each chain in themultithreaded
ECMC is further broken by breakpoints. The time between two breakpoints is short, and the
multithreaded ECMC evolves the system from a breakpoint to the next one repeatedly. The
detailed discussion of the multithreaded ECMC can be found in section 2section 2 in the attached
publication 1 [7171].

The continuous processwith global time satisfies the global-balance condition. Thus, the
multithreaded ECMC algorithm with local time also satisfies the global balance condition.
The practical irreducibility and aperiodicity (when locally sparse packings are ignored) of
the multithreaded ECMC is inherited from the straight ECMC. In terms of parallelization,
we prefer the straight ECMC over the other variants mainly for two reasons. The first is
that the active disk never collides in the continuous process with global time. In straight
ECMC, the active disk moves in a single direction with the same velocity, while in other
variants, the active disk moves in arbitrary directions. We believe that there can be velocity-
update schemes that respect the global balance and allow collisions between active disks.
However, such a scheme has not been implemented. The second reason is the existence of
the constraint graph in the straight ECMC. The horizon condition requires comparing the
local time of the active and its possible neighbor. In straight ECMC, there are at most three
neighbors to be checked at each collision. However, the other variants require scanning the
whole system, leading to a O(N) complexity for each event at least if implemented naively.

3.2.4 Molecular Dynamics

The most intuitive sampling algorithm is to reproduce the hard-disk Newtonian dynamics.
This process is referred to as molecular dynamics (MD) [11]. For the hard-disk model, MD
can be implemented event-driven. The positions of the disks at the next collision, either
between the disks or between a disk and a wall, is computed. The velocities are updated
at collisions by the law of Newtonian dynamics. In practice, MD can be used for either
simulating realistic hard-disk trajectories or generating hard-disk configurations.

EDMD is, in its nature, asynchronized, rendering parallelization non-trivial. There is
currently no valid parallel implementation of EDMD, though a number of parallelization
schemeswere proposed [7676]. Although themultithreadedECMCand the EDMDare similar
in nature, the parallelization of ECMC is successful, because the number of moving disks is
of O(1), significantly smaller than N in EDMD.

3.3 Algorithm performance

In this section, we discuss the algorithm performance, measured by the number of iteration
in an algorithm to finish a specific task, of Markov-chain Monte Carlo algorithms. We are
interested in two tasks: escaping from an ε-relaxed Böröczky configuration and decoupling
from the initial (dis)order in a large hard-disk system. The former task highlights the benefit
of having a larger move set and no intrinsic scale in the reflective, forward, and Newtonian
variants of ECMC,while the latter task demonstrates the overwhelming speedup introduced
by the straight ECMC compared to the Metropolis algorithm. All the Markov-chain Monte
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Fig. 3.3 Examples trajectories related tomultithreaded ECMC in a system containing four
disks, of which two are active. The black triangle on the disks implies that the disk is active.
The number on each disk is its local time. (a) A demonstrative trajectory of the continuous
process with local time, presented in an event-driven way. Although the MCMC time is
well- defined for this process, the times on each disk are their local time. (b) A demonstrative
trajectory of the multithreaded ECMC. There is no violation of horizon condition, and the
final configurations of (a) and (b) are the same. (Figure from [7171].)
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Carlo algorithms that we discuss here differ only in some details, but their performance can
be drastically different.

3.3.1 Escaping performance

The Böröczky packing blocks the local Markov-chain Monte Carlo algorithms completely,
and it is also difficult to break the Böröczky packing structure in ε-relaxed Böröczky config-
urations. Clearly, if a sampling algorithm is trapped in a Böröczky packing, the distribution
of sampled configurations is different from the stationary distribution. The iterations it takes
to escape an ε-relaxed Böröczky configuration thus provides a lower bound of the mixing
time.4 We run the sampling algorithms using an ε-relaxed Böröczky configuration as the
initial configuration.

Define the maximum nearest-neighbor distance

d(t) = max
i

[
min
j(6=i)
|xij(t)|

]
, (3.20)

where |xij(t)| = |xj(t)− xi(t)| is the distance between disks i and j (possibly corrected for
periodic boundary conditions). The maximum nearest-neighbor distance implies how far
the loosest disk is away from the packing. When the maximum nearest-neighbor distance
is large enough, at least one disk has broken free. The packing will be completely broken
consequently. The t in (3.203.20) is the number of iterations, i.e. the number of proposed moves
in the Metropolis algorithm and the number of events in the ECMC algorithms. We define
the escape time tesc, an integer, as the time t at which d(t) has increased by ten percent:

tesc = t : d(t) > 2.2σ, (3.21)

More detailed discussion of escape time can be found in section 3.2.1section 3.2.1 in the attached publi-
cation 2 [4646].

As the distances between disks are small in the ε-relaxed Böröczky configuration, the re-
quired total displacement for escaping an ε-relaxed Böröczky configuration is small. In prac-
tice, the Newtonian ECMC, reflective ECMC, and forward ECMC do not require frequent
resampling, and their chain length can be viewed as infinite compared to the total displace-
ment. As the number of constraints in the Böröczky packing is larger than N , the single-
direction moves in straight ECMC are not efficient for the escape from ε-relaxed Böröczky
configurations. The direction in straight ECMC has to change frequently, introducing an in-
trinsic length τchain, the MCMC time of each chain, into the algorithm. Also, the Metropolis
algorithm has to propose small moves to keep the rejection rate low. The length scale δ of
the proposedmove is the intrinsic length scale in theMetropolis algorithm. We numerically
measure the escape time tesc of these algorithms for a wide range of their intrinsic parame-
ters and for small relaxation parameters ε (see Fig. 3.43.4, for the escape times from ε-relaxed
Böröczky configurations). The escape time is a ”V ”-shaped function with respect to the
intrinsic scale. We have proposed a scaling theory for this. To escape ε-relaxed Böröczky
configurations, the accumulated displacement has to be large enough, which favors large δ
or τchain. In the meantime, only moves on the scales ε are helpful, which favors small δ or

4In section 3.1.2.23.1.2.2, the mixing time is defined in Markov-chain steps. However, it is convenient to measure
the mixing time in the number of events in an event-driven algorithm or in computer time during benchmarks.
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τchain. The ”V ”-shaped function is a result of the competition of the two requirements. The
scaling of optimal intrinsic scale is achieved when the two requirement are equally strong.
The detailed discussion of the intrinsic scale can be found in section 3.2.2section 3.2.2 in the attached
publication 2 [4646]. When inserting the scaling of the optimal intrinsic scale, the scaling of
escape time is

tesc ∼


ε−1 (Metropolis—square),
ε−2/3 (Metropolis—cross),
ε−2/3 (straight ECMC),

(for optimal δmin, τmin
chain). (3.22)
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Fig. 3.4 Median escape times from the k = 5 ε-relaxed Böröczky configuration(N = 96
disks) for different ε. (a) tesc (in proposed moves) vs. range δ for the Metropolis algorithm
with the cross-shaped displacement set. (b) tesc (in events) vs. chain time τchain for straight
ECMC. Error bars are smaller than the marker sizes (Figure from [4646].)

The forward, reflective, and Newtonian variants of ECMC have no intrinsic scale when
escaping an ε-relaxed Böröczky configuration. Without an intrinsic parameter, the effective
free path between events may thus be adaptive. The free path is initially on the scale ε, but
then grows on average by a constant factor at each event, reaching a scale ε′ > ε after a
time (that is, after a number of events) that scales as ∼ ln(ε′/ε). The scale ε′ at which the
algorithms break free is independent of the initial scale ε. The theory of the effective free
path is confirmed by computation. The detailed discussion on the effective free path can be
found in section 3.2.3section 3.2.3 in the attached publication 2 [4646]. The theory of effective free path
predicts a logarithmic scaling of the escape time (measured in events):

tesc ∼ ln(1/ε) (reflective, forward, and Newtonian ECMC). (3.23)

The numerical scaling of escape time is shown in Fig. 3.53.5. The scaling of the escape
time indicates that, for specific initial configurations, the reflective, forward, andNewtonian
ECMC have a large advantage compared to the straight ECMC, leading us to conjecture that
the local Markov-chain Monte Carlo algorithms can have vastly different behaviors. The
straight ECMC benefits from quick computation for each event and parallelization, which
are the consequence of its unidirectional move. However, the scaling of escape time shows
that the unidirectional move and intrinsic scale can be harmful in specific circumstances.
Thus, the comparison of performance among all ECMC variants has no ultimate verdict.
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Fig. 3.5 Median escape time tesc from k = 5 ε-relaxed Böröczky configurations with
different cores for local MCMC algorithms (where applicable: with optimized intrinsic pa-
rameters). (a) tesc (Kahle core, N = 96 disks) for the Metropolis algorithm and straight
ECMC. Inset: log–lin plots suggesting logarithmic scaling for the forward, reflective, and
Newtonian ECMC. (b) tesc for the Böröczky core (N = 112 disks). Error bars are smaller
than the marker sizes. (Figure from [4646].)

3.3.2 Coarsening performance

For large N and at density η ∼ 0.708, the hard-disk model at equilibrium is at coexistence
of the liquid and hexatic phases. However, generating a configuration at coexistence is hard
because of the phenomenon of coarsening. The initial configuration is usually a perfect
crystal, or a disordered configuration obtained by the simulated annealing algorithm [7777]
for the hard disk model. It is thus interesting to see how long does it takes to reach the
mixture from either an ordered phase or an disordered phase. The phase of the system is
described by its global orientational order Ψ6 that will be introduced in detail in section 4.44.4.
For a perfect crystal |Ψ6| = 1, and for a disordered configuration |Ψ6| = 0.

Also, the coarsening provides a bound for the mixing time. At density η = 0.708, the
typical configuration has |Ψ6| ∼ 0.45. If the value of |Ψ6| during a run stays at roughly 0 or 1,
theMarkov chain is not mixed, as the distribution is biased significantly towards disordered
or ordered configurations.

The Ψ6 as a function of number of sweeps for density η = 0.708 and η = 0.718 is shown in
Fig. 3.63.6. For each setup, there is a run starting from the crystal initial configuration and a run
starting from a disordered configuration. Comparing the result given by Metropolis algo-
rithms (or MPMC) and by straight ECMC, one concludes that reaching the target |Ψ6| takes
roughly 103 more sweeps for the Metropolis algorithm and MPMC than the straight ECMC
for both densities. Therefore, in the range of density of interest, in terms of the number of
proposed moves (events), the straight ECMC is 103 faster than the Metropolis algorithm,
although their implementation only differ in some apparently minor details.
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Fig. 3.6 The |Ψ6| as a function of number of sweeps for density (a) η = 0.708 and (b)
η = 0.718, starting with an crystal or an disordered configuration. The data is obtained
using MPMC and straight ECMC. In terms of number of sweeps, the ECMC is 103 times
faster than the MPMC. (Figure from [7070].)



Chapter 4

Observables

Understanding the hard-disk model requires more than just obtaining the samples x in Ω,
namely the calculation of functions of the samples (what in mathematics are called ”statis-
tics”). The analysis of the model also requires computing quantities such as the distribution
of hard disks, the pressure, and the orientational order. These quantities are referred to
as observables which themselves have probability distributions. In the large-N limit, these
distributions become sharply peaked. Examples for functions of the data are distribution
functions, free energies, pressures, correlation functions, and are characterized by their ex-
pectation values. We are thus naturally interested in the estimators of expectation values
even for finite systems, and will simply call them ”estimators”. In this chapter, we introduce
the definition of observables and the corresponding estimators we have used in this thesis.

This chapter starts with the definition of observables, followed by discussions regarding
specific observables. In particular, we introduce to the position distributions of the hard
disks, whose computation is described in detail in Appendix A.1Appendix A.1 in the attached publica-
tion 3 [7070]. We then discuss the two definitions of pressure and derive pressure estimators,
that is, estimators of their expectation value verified by computations with unprecedented
precision in the attached publication 3attached publication 3. These observables avoid extrapolation and are not
sensitive to the choice of statistical ensemble. We also discuss the orientational order of hard
disks, an order parameter of the hard-diskmodel which correlates to pressure in a finite sys-
tem.

4.1 Overview of observables

Here we introduce the general ideas and notations regarding the observable and corre-
sponding estimator. Also, we show that the ergodic theorem of the Markov chain guar-
antees that the estimator of an observable converges to its expectation value. An observable
is a complex-valued function of hard-disk configurations defined in the sample space

O : Ω → C. (4.1)

The expectation of an observable is

〈O〉 =
∫
Ω
O(x)π(x)dx, (4.2)

45
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where π(x) is the probability density function of configuration x. The probability distribu-
tion ofO depends on parameters of themodel, and so does its expectation. Given a sequence
of samples {x(t), t = 0, 1, ..., T − 1}1, the estimator of the expectation is the observable eval-
uated and averaged in this sequence, namely

Ô =
1

T

∑
x′∈{x(t),t=0,1,...,T−1}

O(x′) =
1

T

T−1∑
t=0

O(x(t)). (4.3)

The ECMC algorithms and molecular dynamics are continuous methods and sample un-
countable numbers of configurations. (The sampled configurations are as much as the real
numbers.) In these algorithms, the estimator can be written in the forms not compatible to
(4.34.3). However, the derivation of these estimators still originates from (4.34.3) and requires
discretizing the continuous process. The probability density function in (4.24.2) disappears
in (4.34.3), since the sequence {x(t), t = 0, 1, ..., T − 1} is sampled from the stationary distri-
bution π(x) of the Markov chain. By the ergodic theorem of Markov chains, presented in
section 3.1.23.1.2, the running average of an observable O converges to its expectation 〈O〉. Al-
though the expectation is not the only aspect of an observable, it is the most important one.
Interesting properties such as equation of state and orientational order can both be formu-
lated as expectations. Also, in the thermodynamic limitN →∞, the probability measure of
an observable concentrates around its expectation value, which in turn carries all informa-
tion. Besides, we are not only interested in the estimation of expectation values. As will be
discussed in section 4.44.4, the expectation of the global orientational order is known. In this
case, the sequence {O(x(t)), t = 0, 1, ..., T − 1} be used as a diagnostic tool for ergodicity, as
will be discussed in chapter 7chapter 7.

4.2 Distributions

Distributions (of disk positions) are observables, and can either be represented by the prob-
ability density function or the cumulative distribution function. They are easy to evaluate
compared to the pressure and the orientational order. They show the preferred position in
the box, and are involved both in the computation of pressure (discussed in section 4.34.3) and
in the validation of sampling algorithms (discussed in chapter 6chapter 6). The position can refer to
either the absolute position in the box or the relative position with respect to another disk.
The distributions of the two possible choices of position are the position distribution and
pair-correlation function, respectively. We will show that the histogram of the distributions
of positions can be defined as an observable as formulated in section 4.14.1. The histogram,
with the help of extrapolation, can be used to approximate the continuous probability den-
sity function. As will be discussed in section 4.34.3, the probability density can be computed
without binning and extrapolation in the continuous sampling method such as ECMC. In
the attached publication 3attached publication 3, we use the method involving binning only for cross validation.
Nevertheless, the continuous-time methods are limiting cases of vanishing bin size and infi-
nite sampled configurations. In this section, we introduce the finite bin-size case to provide
a general picture.

1Sometimes, configurations are sampled after every sampled interval at t = t0, t1, ..., tnsample−1, instead of at
each step in the Markov chain t = 0, 1, ..., T − 1.
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4.2.1 Position distribution

The position distribution refers to the two-dimensional probability density function of the
position xi = (xi, yi) of a single disk i = 1, 2, ..., N . As all disks are identical, the distribu-
tions of all disks are the same. Usually, the position distribution is used in a non-periodic
box. In a periodic box, the position distribution is uniform due to the translational invari-
ance.2 The position distribution can be integrated in the x or y direction and yields the
marginal position distribution in either y or x direction, respectively. The aspect ratio other
than one leads to different marginal position distributions in the x and y direction. For sim-
plicity, we set the direction to x for the unidirectional discussion. In practical computations,
the position distribution is expressed by a histogram, and sometimeswith the help of a curve
fitting the histogram.

4.2.1.1 Overview of hard-disk position distribution

Here, we discuss the generals aspects of the position distribution, providing background
for the discussion of pressure estimators in section 4.34.3 and sampling algorithm compari-
son in chapter 6chapter 6. The position distribution is expressed by π(1)(x) (equivalently π(1)(x, y))
such that the probability of having a single disk in a small region [x, x+ dx]× [y, y + dy] is
π(1)(x, y)dxdy. π(1)(x, y) is a probability density function, meaning that it is positive every-
where in [0, Lx]× [0, Ly], and ∫ Lx

0

∫ Ly

0
π(1)(x, y)dxdy = 1. (4.4)

Function π(1)(x, y) is discretized by dividing the box into bins. Let nb be the number
of bins in both x and y direction. A mesh of spacing ∆x = Lx/nb in the x direction and
∆y = Ly/nb in the y direction split the box into n2b bins. Denote the bin [(i − 1)∆x, i∆x] ×
[(j − 1)∆y, j∆y], i, j = 1, 2, ..., nb, as the bin (i, j), the probability of having a disk in the bin
(i, j) is

Probij =
∫ i∆x

(i−1)∆x

∫ j∆y

(j−1)∆y
π(1)(x, y)dxdy. (4.5)

The corresponding observable is

pij(x) =
N∑
k=1

Θij(xk)/N, (4.6)

where the bin member function

Θij(xk) =

{
1, (i− 1)∆x < xk < i∆x and (j − 1)∆y < yk < j∆y;

0, otherwise.
(4.7)

It is readily checked that the expectation of pij is Probij . For n sampled configurations, the
estimator for the observable pij is

p̂ij =
nij

Nnsample
, (4.8)

2In MD, if the center-of-mass frame is chosen, the position distribution is not uniform.
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where nsample denotes the total number of sampled configurations, and nij denotes the total
number of disks among all the sampled configurations that appear in the bin (i, j). Clearly,
p̂ij is an unbiased estimator of Probij [119119]. The nsample is conventionally a finite number.
However, we will show that nsample can be as much as T , the total number of transitions in
the Markov chain that diverges in a continuous-time sampling algorithm.

The marginal probability density function is obtained by integrating π(1)(xi) over one
direction

π(1)x(x) =

∫ Ly

0
π(1)(x, y)dy. (4.9)

Similarly, it is discretized by dividing the interval [0, Lx] into nb bins, each of size ∆x =
Lx/nb. The probability of having a disk in the bin i, namely [(i− 1)∆x, i∆x], is

Probx,i =
∫ i∆x

(i−1)∆x
π(1)x(x)dx. (4.10)

The associated observable is

px,i(x) =

N∑
k=1

Θx,i(xk)/N, (4.11)

where

Θx,i(xk) =

{
1, (i− 1)∆x < xk < i∆x;

0, otherwise.
(4.12)

The corresponding estimator is
p̂x,i =

ni
Nnsample

, (4.13)

where ni denotes the total number of disks that appears in the bin i in all sampled config-
urations. The value of π(1)x (x) in the bin i is approximated by p̂x,i/∆x. To obtain a better
approximation, one can approximate the value of π(1)x ((i− 1/2)∆x) by p̂x,i/∆x, and obtain
the value of π(1)x(x) at other points by fitting using the values at (i− 1/2)∆x.

The probability density function scales implicitly as O(1/V ), as integrating this func-
tion over the whole box yields one. Consequently, the marginal probability density function
scales implicitly asO(1/Lx). It is convenient to define the rescaled probability density func-
tion that removes the scaling. Let

ρ(xi) = V π(1)(xi), (4.14)

and
ρx(x) = Lxπ

(1)
x(x). (4.15)

The rescaled probability density function ρ(x) normalizes to V , and the rescaled marginal
probability density function normalizes to Lx. The rescaled probability density functions
appear in the pressure computation discussed in section 4.34.3.

The marginal position distribution can also be described by the cumulative distribution
function, defined as

Π(1)(x) =

∫ x

−∞
π(1)x(x

′)dx′. (4.16)
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The cumulative distribution function needs no discretization. Define an observable

Π(x;x) =

∑N
i=1 I[0,x](xi)

N
, (4.17)

where I is the indicator function [119119]. The expectation of this observable is Π(1)(x). The
corresponding estimator is the empirical distribution function, defined as

Π̂(x) =

∑nsample−1
k=0

∑N
i=1 I[0,x](xi(tk))

nsampleN
, (4.18)

The asymptotic behavior of the empirical distribution function is constrained by the DKW
inequality [2727, 7979]. The empirical distribution always interpolates between 0 and 1, thus
free of scaling with respect to V (Lx). The empirical distribution is used when comparing
two sampling algorithms (discussed in detail in chapter 6chapter 6).

4.2.1.2 Extrapolation of hard-disk position distribution

Here, we discuss how the precise estimation of the rescaled probability density function is
performed at x = σ and x = Lx − σ, where the probability density function is no longer
continuous and reaches zero for a non-periodic box. These estimations are obtained by ex-
trapolation, conventionally using a fourth-order polynomial [2929]. In practice, the extrapo-
lation is only performed in the neighborhood of x ' σ and x / Lx − σ. The histogram is
built for disks whose distances to the wall are less than 0.1σ. The interval of 0.1σ is further
divided into 100 bins to build the histogram. In order to use the sampled configurations
efficiently, disks near both walls at x = 0 and x = Lx are taken into account. The number
of disks in the bin (0.1σ, 0.101σ) is the number of disks whose distance between either of
the walls falls in the interval of (0.1σ, 0.101σ). Although the histogram is built for only a
small fraction of all sampled distances, the probability of having a disk in each of the bins
is obtained by normalizing the histogram by dividing a factor of 2Nnsample. The probability
density function is obtained by further dividing the normalized histogram by the bin size,
and the 100 values obtained from the 100 bins, each associated to each center of the bins, are
fitted by a fourth-order polynomial. In the attached publication 3attached publication 3, we use an estimator of
the pressure which relies on the density at the wall, and that we develop an estimator that
requires absolutely no binning. This method is essentially having a bin of vanishing size
at x = σ, and the discussion of normalization in this section inspires the derivation of the
estimator.

4.2.2 Pair-correlation functions

The rescaled probability density function of the relative position between two arbitrary disks
is referred to as the pair-correlation function. Similar to the position distribution, it also
appears in pressure computations.

Define the 2D pair-correlation function as g(r) = V ĝ(r) so that
∫
g(x, y)dxdy = V , where

ĝ(r) = ĝ(x, y) is the probability density function such that, for a disk located at (x0, y0), the
probability of finding a disk at [x0 + x, x0 + x + dx] × [y0 + y, y0 + y + dy] is ĝ(x, y)dxdy.
Similar to the position distribution, g(r) can be approximated by a histogram, which we do
not elaborate on.
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The probability of finding a pair of disks whose distance is smaller than r is

G(r) =
1

V

∫ r

0

∫ 2π

0
g(r′)r′dθdr′. (4.19)

The pair-correlation function g(r) satisfies

G(r) =
1

V

∫ r

0

∫ 2π

0
g(r′)r′dθdr′ =

2π

V

∫ r

0
g(r′)r′dr′, (4.20)

leading to the definition of the radial pair-correlation function

g(r) =
V

2πr

dG(r)

dr
. (4.21)

The relation (4.214.21) is howpractically g(r) is obtained. Let the bin size be∆r. The probability
of finding a pair of disks having a distance falling in the bin i, namely [(i − 1)∆r, i∆r], is
Probr,i = G(i∆r)−G ((i− 1)∆r). Define an observable

pr,i(x) =
2
∑N

i=1

∑N
j=i+1 I[(i−1)∆r,i∆r](|xi − xj |)

N(N − 1)
. (4.22)

The expectation of this observable is Probr,i, and the corresponding estimator is

p̂r,i =
2
∑nsample−1

k=0

∑N
i=1

∑N
j=i+1 I[(i−1)∆r,i∆r](|xi(tk)− xj(tk)|)
nsampleN(N − 1)

. (4.23)

The value of g(r) at r = (i− 1/2)∆r is approximated by V p̂r,i
2π(i−1/2)∆r , and the values at other

points are approximated by a polynomial fit.
The value of g(r)when two disks are at contact, namely g(2σ), appears in pressure com-

putation. It is approximated by extrapolating g(r) computed from the histogramof distances
in the neighborhood of r ' 2σ. Conventionally, the histogram is built only using disks with
distances less than 2.1σ andwith bin size 0.001σ. The number of disks in each bin is counted,
then divided by nsampleN(N − 1)πri/V , where ri is the distance at the center of each bin.
Then, the value of g(2σ) is obtained by extrapolating the histogram using a fourth-order
polynomial. The pressure estimator depending on g(2σ) has been first used by Metropolis
et al. and remains as a primary method of obtaining pressure in hard-disk Markov-chain
Monte Carlo computation for a long time. In the attached publication 3attached publication 3, we have developed
an estimator of the pressure which relies on the pair-correlation function. Combined with
the continuous sampling methods, the extrapolation and binning can be avoided, thanks to
the infinite number of sampled configurations.

4.3 Pressure

In this section, we present the definitions of pressure for hard disks in a box, which can
be periodic or have hard walls. Also, we derive the estimators for pressure by removing
a piece of the box in various ways. Depending on the sampling algorithm, some of the
estimators reduce into simple formulas. Although pressure is estimated for decades, we
still manage to find new formulas that rely on the continuous-time nature of ECMC and
molecular dynamics.
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4.3.1 Definitions of pressure

Pressure can be either a quantity in mechanics or statistical physics. Depending on the con-
text, pressure has two different definitions. However, in a non-periodic box, the different
definitions of pressure lead to the same estimator of pressure and are equivalent. For a box
of general aspect ratio, the pressures in the x direction and the y direction are different. The
direction-free pressure is defined as the average of the two.

4.3.1.1 Kinematic definition

For the hard-disk model, the pressure is the force exerted per unit length by the hard disks
on the wall. Since the collision is elastic and the disks are rigid, the force during the collision
diverges. However, we will show that the time average of the force is finite. For a hard disk
i traveling toward a wall located at Lx with velocity vi,x, according to Newton’s second law,
the force, expressed as a function of time, is

F (t) = −2mvi,x(t)

dt
= −2mvi,xδ(t− tc), (4.24)

where tc denotes the time of the collision. Instead of writing force as a delta function, it is
possible to express (4.244.24) by the integral form of Newton’s second law, namely

− 2mvi,x =

∫ tc+ε

tc−ε
F (t)dt, (4.25)

where ε is a small time interval guarantees that there is only one collision between [tc−ε, tc+
ε]. Summing over all of the collisions on the wall, one obtains

− 2m
∑

w:(i,+êx)

vi,x =

∫ t′

0
F (t)dt. (4.26)

wherew : (i,+êx)denote the collision of disk iwith thewall in the xdirectionwhen traveling
towards the wall at Lx, and t′ is the total time of counting collisions. We are interested in
the pressure at equilibrium, which remains as a constant over time and can be measured
in experiments. The pressure in the x direction Px = −FLy is thus treated as a constant.3
Inserting (4.264.26) and expressing the force by its time average, one obtains an expression of
the pressure Px:

Px =
2m

t′Ly

∑
w:(i,+êx)

vi,x. (4.27)

For a square system, due to the symmetry of flipping the system with respect to the line
y = x, one has Px = Py. In general, Px 6= Py. Also, this definition of pressure requires that
there are walls in the system. Thus, it is not applicable to the periodic systems.

3The force exerted by the disk on the wall has a different sign than the force exerted by the wall on the disks.
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4.3.1.2 Statistical-mechanics definition

In statistical mechanics, the pressure is defined as the response of Helmholtz free energy to
the change of the volume, namely

βP =
∂ lnZ

∂V
, (4.28)

also written as

βP = lim
∆V→0

1− Z(V−∆V )
Z(V )

∆V
. (4.29)

This expression has the following interpretation: pressure is the fractional change of the
partition function when removing a small piece of the system divided by the size of the
small piece. Removing a small piece of the system naturally introduces a transform of the
configuration. As the volume of the system change, some configurations are eliminated due
to either overlap or having disks in the removed piece, leading to changes in free energy.
However, there are various ways of removing the small piece, and we will demonstrate that
how to reduce the volume is relevant for the value of the pressure. The detail of changing
volume will be discussed in detail in section 4.3.24.3.2. Some possible ways of changing the
volume is sketched in Fig. 4.14.1.

For hard disks, the temperature is not relevant and the energy of all allowed configu-
rations are the same. So the partition function simply measures the ”number” of config-
urations. And 1 − Z(V−∆V )

Z(V ) has a straightforward interpretation, that is, the fraction of
configurations that become invalid after removing a small piece of the system. Define an
observable

P ∗∆V (x) =

{
1

β∆V , configuration x is eliminated after the volume reduction;
0, configuration x remains valid after the volume reduction.

(4.30)

Fig. 4.1 Volume reductions for a non-periodic Lx × Ly box. (a) Reducing V from the
corners eliminates no samples, for sufficiently large σ. (b) Taking out a horizontal wall
rift to estimate the wall density ηy(Ly − σ) and the pressure Py. (c) Taking out a vertical
rift to estimate Px. (d) Homothetic reduction of the box. Clearly, the pressure obtained as
demonstrated in (a) is zero. (Figure from [7171].)
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It is readily verified that the expectation of P ∗∆V is P after taking the limit of ∆V → 0.
The pressure estimator is thus

βP̂ = lim
∆V→0

∑T−1
t=0 βP

∗
∆V (x(t))

T
. (4.31)

The derivation of the pressure estimator relies on choosing a volume-reduction procedure
and identifying configurations to be eliminated. The trajectory x(t) of the sampling algo-
rithm also plays a role in the derivation.

We have shown that, for a non-periodic box, certain ways of changing the volume lead
to the equivalence between the statistical-mechanics pressure and the kinematic pressure.

4.3.2 Pressure estimators

In the present subsection, we reduce the volume by removing rifts, averaging over rifts, and
uniformly shrinking the box and derive corresponding pressure estimators. We also derive
pressure estimators by considering the momentum exchange with the wall and through
the virial formula. Both derivations yield the same pressure estimator, indicating that the
pressure is well-defined, and the discrepancies in the historic pressure computation are un-
related to the difference in the pressure definitions. The pressure estimators derived in this
section are then used for high-precision pressure computations.

4.3.2.1 Wall rifts

Reducing the volume by rifts is first discussed in [8888]. In this section, we discuss the straight-
forward alternative derivationwe provide in the attached publication 3attached publication 3. Removingwall rifts
is not the most efficient way of reducing the volume, but the equivalence of two definitions
of pressure is shown via the wall-rifts pressure estimator.

Wall rifts refer to removing one slice at the boundary of a non-periodic box, as shown
in Fig. 4.14.1(b). In an Lx × Ly box, the volume may be reduced through a vertical ”rift”
[0, ε]× [0, Ly] with disk positions transforming as:

{x, y} →
{
∅ if x < σ + ε

{x− ε, y} if x ≥ σ + ε,
(4.32)

where ”∅”means that the disk is eliminated. Tomotivate themuchmore evolved estima-
tors that we discussed in detail in attached publication 3attached publication 3, we start with the naive ”binning”
approach discussed in section 4.2.14.2.1. The pressure can be estimated for finite ε from a finite
number of samples, but then requires an extrapolation towards ε → 0. According to sec-
tion 4.3.1.24.3.1.2, one can calculate pressure by finding the probability of being eliminated. This
probability is approximated by the histogram, and the probability of eliminating a configu-
ration by removing a rift is obtained by building a histogram of bin size ε → 0 and finding
the probability of being in the bin located at x = σ or x = Lx − σ. The result, as a func-
tion of ε, is summarized in Table 4.14.1. As ε→ 0, the pressure approaches the reference value
10.7963 shown in Table ITable I in the attached publication 3 [7070]. The discrepancy is due to having
multiple disks in the wall rift.
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ε βP

0.1 6.968543(3)
0.01 10.3242(2)
0.001 10.7676(6)

Table 4.1 – Thermodynamic pressure estimations for four disks of radius σ = 0.15 in a non-
periodic square box of sides 1 using wall rift at Lx − ε of width ε. The error bar is obtained
from 10 independent runs starting from the same initial configuration. As ε → 0, the pres-
sure approaches the reference value shown in Table ITable I in the attached publication 3 [7070],
which is obtained with the same settings and which is obtained without binning.

Following the derivation in the limit of ε→ 0 in section III.C.1section III.C.1 in the attached publication
3 [7070], one obtains the wall-rift pressure estimator, expressed in the rescaled probability
density function:

β

[
P̂x
P̂y

]
=
N

V

[
ρx(Lx − σ)
ρy(Ly − σ)

]
. (4.33)

The boundary value of the rescaled line densities is obtained following the procedure dis-
cussed in section 4.2.14.2.1.

In EDMD and ECMC, the extrapolation can be avoided because of the infinite number of
samples produced in a given run-time interval τsim. The sampling algorithms are described
by Markov chains in the limit that the displacement of the active disk (or all disks in molec-
ular dynamics) at each step |dxi| = vidt is infinitesimal. For a run-time interval τsim, the
number of steps, also the number of configurations that can be sampled, is

nτsim = lim
dt→0

τsim
dt
∝ τsim. (4.34)

In a continuous sampling algorithm, the time plays the role of the number of sampled
configurations. For a distance interval ∆x, and for one of the moving disks at constant
velocity v, the number of sampled configurations is

n∆x = lim
dt→0

∆x

vdt
∝ ∆x

v
. (4.35)

For convenience, the unit of configuration count is set to 1/dt, and the number of sampled
configurations is τsim during τsim, and ∆x/v for displacement∆x.

In EDMD, the rescaled line densities of eq. (4.334.33) can be computed, without extrapola-
tion, by calculating the time spent by a disk when it is in the rift (the detailed discussion
about the rift and wall collision in molecular dynamics can be found in section III.C.1section III.C.1 in the
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attached publication 3 [7070]). The resulting EDMD wall-rift estimator takes the form of:

βP̂x =
1

2Lyτsim

∑
w:(i,±êx)

2

|v⊥(i)|
(4.36a)

=

〈
2

|v⊥wall|

〉 n̂±êx
wall︷ ︸︸ ︷

1

2Lyτsim

∑
w:(i,±êx)

1 (4.36b)

=
2
√
π√∑
v2i

Γ (N + 1
2)

Γ (N)
n̂±êxwall (4.36c)

N→∞−→
√

2πβmn̂±êxwall . (4.36d)

The sum in eq. (4.36a4.36a) goes over the wall collisions w of all disks i in ±êx direction, and
n̂±êxwall is the wall-collision rate per vertical unit line element. Each wall collision is an indi-
cation of sampling configurations that have at least a disk close to the wall. The number of
configurations having a disk in a fictive bin located at x = σ is proportional to the inverse
of its velocity in the x direction. In eq. (4.36a4.36a), 2/|v⊥wall| has an infinite variance. According
to the velocity distribution (2.202.20), 2/|v⊥wall| has a power-law tail of exponent −3. However,
with the analytical expression of the velocity distribution in section 2.1.2.12.1.2.1, this divergence is
avoided by finding the expectation of 2/|v⊥wall| and turning the sum into collision counting.
The pressure estimator of eq. (4.36c4.36c) can also be derived as a kinematic pressure estimator
through the momentum transfer with the walls (see section 4.3.2.44.3.2.4). Thermodynamic and
kinematic pressures thus agree already at finite N .

The same argument applies to straight ECMC (see section III.C.1section III.C.1 in the attached publi-
cation 3 [7070] for a detailed derivation). ECMC only detects the presence of the active disk
in the wall rifts, and a configuration to be eliminated is detected with a probability biased
by a factor of 1/N . This bias is corrected by multiplying the right-hand side of eq. (4.36a4.36a)
by N , resulting in the ECMC wall-rift estimator:

βP̂x =
N

2Lyτsim

∑
w:(a,±êx)

2

|v⊥wall|
= 2Nn̂±êxwall (4.37)

The same bias-correcting factor also applies to the reflective, forward, Newtonian vari-
ant of ECMC. The derivation of the contribution at each wall collision in these variants is
identical to the derivation of EDMD, and the bias-correction factor N is still needed. The
pressure estimator for the reflective, forward, and Newtonian ECMC is

βP̂x =
N

2Lyτsim

∑
w:(i,±êx)

2

|v⊥wall|
. (4.38)

The derivation of (4.384.38) uses exactly the same idea as the derivation of (4.36a4.36a). The num-
ber of the eliminated configurations after the transform is proportional to the inverse of the
active disk’s velocity in the x direction. The distribution of velocity for the three variants at
the wall is not known, and there is no further derivation rooted from eq. (4.384.38). Numeri-
cal experiment shows that the distribution of 2/|v⊥wall| has a power-law tail of exponent −3,
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thus a diverging variance. Although a diverging variance may result in persisting bias in
stochastic computation [6262], we have not observed such bias.

4.3.2.2 Rift averages

Fig. 4.2 Vertical rift [xr, xr + ε] × [0, Ly]. (a): Lx × Ly box with vertical rift of width
ε at position xr. (b): Transformed sample, which is eliminated because of a pair overlap.
(Figure from [7070].)

In an Lx × Ly box, the volume may be reduced through a vertical rift inside the box
[xr, xr + ε]× [0, Ly] with disk positions transforming as:

{x, y} →


{x, y} if x < xr

∅ if xr ≤ x < xr + ε

{x− ε, y} if x ≥ xr + ε.

(4.39)

The pressure should not depend on where the rift is removed. Thus, the pressures obtained
by removing a rift at any possible xr ∈ [0, Lx] are the same. Averaging these pressures
yields the same pressure as each of them, and, the average uses sampled configurations
more efficiently. The wall rift can eliminate a configuration only if there is a disk close to the
wall (for finite ε) or awall collision (for ε→ 0). Similarly, the pressure estimator obtained by
removing a random rift considers configurations possessing two disks close enough to each
other at the rift or has a disk in the rift (for finite ε). To use the sampled configurations more
efficiently, one can remove the rift at every possible place and average the corresponding
pressure estimators. In this way, as long as a configuration have two disks close to each
other, it contributes to the pressure estimator. The resulting estimator is the rift-average
pressure estimator.

The eliminated configurations having disks in the rift (demonstrated in Fig. 4.34.3) lead to
the ideal-gas contribution to the pressure estimator:

βP̂
ideal gas
x =

εN

Lx

1

εLy
=
N

V
. (4.40)

This term is always in the rift-average pressure estimator, even if the radius of the disk is
zero.
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Fig. 4.3 Having a disk in the rift [xr, xr+ε]×[0, Ly]. In the limit of σ → 0, configurations
can only be eliminated in this way. The contribution of these configurations to pressure is
thus identical to the ideal gas pressure. (a): Lx × Ly box with vertical rift of width ε
at position xr and a disk whose center is in the rift. (b): Transformed sample, which is
eliminated because of a missing disk.

Fig. 4.4 Two disks that are close to each other. When in contact, the distance between
the disks in the x direction is ∆xmin

ij . Displacing one of the disks in the x direction such
that removing a rift of width ε between the disks leads to contact, the distance between the
centers of the disks is 2σ +

∆xmin
ij

2σ ε at precision O(ε).

Furthermore, the configuration is eliminated if the transformed configuration contains
overlaps, indicated by disk collisions in the limit ε→ 0. The overlap contribution of pressure
is derived considering the sample shown in Fig. 4.24.2. When the distance in the x direction
is ∆xmin

ij + ε, where ∆xmin
ij is the x-separation at contact, the distance between center of the

disks is approximately 2σ +
∆xmin

ij

2σ ε. This is due to (demonstrated in Fig. 4.44.4)

(∆xmin
ij +ε)2+4σ2−(∆xmin

ij )2 = 4σ2+2ε∆xmin
ij +ε2 =

(
2σ +

∆xmin
ij

2σ
ε

)2

+

(
1−

(∆xmin
ij )2

4σ2

)
ε2,

(4.41)
indicating the distance to be 2σ +

∆xmin
ij

2σ ε at precision O(ε). If there are disks i and j whose
distance is less than 2σ + ε∆xmin

ij /(2σ), the configuration is eliminated. Let the relative ve-
locity between two disks at collision be ∆vpair, and its component on the line connecting
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the disk centers at collision be ∆v⊥pair. The time spent in to-be-eliminated configurations is
(2/|∆v⊥pair|)[ε∆xmin

ij /(2σ)]. The factor 2 is due to that the two disks at collisions approach
each other before the collision and leave each other after it. The configurations sampled
during approaching contributes (1/|∆v⊥pair|)[ε∆xmin

ij /(2σ)] to the pressure estimator, and so
does configurations sampled during leaving in EDMD. The probability of having a rift be-
tween two disks is bounded by ∆xmin

ij /Lx and (∆xmin
ij + ε)/Lx. Taking the limit ε → 0,

only configurations having two disks colliding with each other contribute to the pressure
estimator for an amount of

|∆xmin
ij |2
2σ

2

∆v⊥pair
. (4.42)

Following the derivation in section III.C.1section III.C.1 in the attached publication 3 [7070], one obtains the
EDMD rift-average estimator for Px:

βP̂x =
N

V
+

1

V τsim

∑
p:(ij)

|∆xmin
ij |2
2σ

〈
2

∆v⊥pair

〉
+

∑
w:(i,±êx)

〈
2σ

|v⊥wall|

〉 , (4.43)

and for P = (Px + Py)/2:

βP̂ =
N

V
+

σ

V τsim

∑
p:(ij)

〈
2

∆v⊥pair

〉
+

∑
w:(i,±êx,±êy)

〈
1

|v⊥wall|

〉 . (4.44)

In a non-periodic box, using the velocity distribution eqs (2.202.20) and (2.222.22), the EDMD rift-
average estimator takes the form of

βP̂ =
N

V
+

σ
√
π√∑
v2i V

Γ (N + 1
2)

Γ (N)
(n
±êx±êy
wall +

√
2npair) (4.45a)

N→∞−→ N

V

(
1 +

σ
√
πmβ

N
npair

)
, (4.45b)

where n±êx±êywall is the wall-collision rate, the number of all wall collisions per time interval,
and similarly for the pair-collision rate npair. In theN →∞ limit of eq. (4.45b4.45b), wall collision
play no role.

Rift-average pressure estimators for ECMC detect wall and pair collisions with biases
(see eq. (4.374.37)), that must again be corrected, namely by a factor N for each wall event and
by a factor N/2 for each pair event. The latter is because a lifted sample of N disks to be
eliminated is detected only if either i or j are active (see Fig. 4.54.5c). The factor N/2 also has
an alternative interpretation. There are N(N − 1)/2 pairs of disks that can be close to each
other, but only 1(N − 1) can be detected as only a single active disk is moving. The factor is
thusN(N −1)/2 divided by 1(N −1), yieldingN/2. Taking into account the bias-correction
factors, the straight-ECMC rift-average estimator is obtained:

βP̂x =
N

V
+

N

V τsim

∑
p:(ij)

∆xmin
ij +

∑
w:(i±êx)

2σ

 . (4.46)
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Fig. 4.5 ECMC rift estimators. (a): The ECMCwall-rift estimator only detects rift over-
laps of the active disk, explaining the factor N in eq. (4.374.37), that is absent in eq. (4.36a4.36a).
(b): A pair of disks (i,j) leading to the elimination of the sample is detected only if ei-
ther i or j are active, explaining a factor N/2 entering eq. (4.464.46). (c): Illustration of the
x-separation at contact∆xmin

ij (also relevant for EDMD). (Figure from [7171].)

The details and alternative forms of this estimator can be found in section III.C.1section III.C.1 in the at-
tached publication 3 [7070]. In a periodic box, the wall collision terms in (4.464.46) is dropped,
leading to

βP̂x =
N

V
+

N

V τsim

∑
p:(ij)

∆xmin
ij . (4.47)

In practice, P̂x is computed when the active disk moves in êx, and P̂y is computed when the
active disk moves in êy. The original rift formula proposed in [8888] is the same as (4.474.47), and
is has beenmuch used. In the attached publication 3attached publication 3, we put its derivation onto a firm basis.
As will be shown, there are also a number of generalizations that we are able to derive. In
our practical calculations, the formula (4.474.47) can also be used even for simulation algorithms
that produce discrete sets of samples. This is done by running tiny-chain-length straight
ECMC in sampled configurations.

For multithreaded ECMC, as there are multiple active disks, the contact ofNA(N −NA)

pairs of disks are detectable. The bias-correcting factor thus becomes N(N−1)
2NA(N−NA) , leading to

the pressure estimator in multithreaded ECMC:

βP̂x =
N

V
+

N(N − 1)

[NA(N −NA)]V τsim

∑
p:(ij)

∆xmin
ij . (4.48)

We have derived the pressure formula of reflective, forward, andNewtonian ECMC, dis-
cussed in chapter 3chapter 3, also by calculating the time spent in the rift. Each collision contributes

|∆xmin
ij |

2σ

(
1

∆v⊥in
+

1

∆v⊥out

)
=
|∆xmin

ij |
2σ

(
1

|v⊥in|
+

1

|v⊥out|

)
(4.49)

to the pressure estimator, where v⊥in and v⊥out denote the velocity of the active disk when the
active disk approaches its collision partner and the new active disk leaves the stopped active
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disk, respectively. Here, the relative velocity is substituted by the absolute value of velocity,
since, in ECMC, one of the disks in collision is always at rest. The configurations sampled
when the old active disk approaches the target disk contribute the term proportional to
1/|v⊥in|, and the ones sampled when the new active disks leaving the stopped active disk
contribute the term proportional to 1/|v⊥out|. As in (4.464.46), there is a factorN/2 to correct the
bias for disk collision. The contribution at the wall is identical to EDMD when there is a
collision at the wall. Summing over all the contributions, one finds

βP̂x =
N

V
+

N

V τsim

∑
p:(ij)

|∆xmin
ij |2
4σ

〈
1

|v⊥in|
+

1

|v⊥out|

〉
+

∑
w:(i,±êx)

〈
2σ

|v⊥wall|

〉 . (4.50)

The distribution of velocity at collision is unknown, so this formula cannot be further re-
duced. Computation shows that the distribution of 1/|v⊥in| and 1/|v⊥out| has a power-law tail
of scaling −3, indicating a diverging variance.

4.3.2.3 Homothetic volume reductions

Besides by rifts, the volume V of an Lx × Ly box can be reduced by a homothetic transfor-
mation, where the box and all positions xi are homogeneously scaled by a factor 1− εα < 1,
while the disk radii σ remain unchanged. The transformation of the box corresponds to
simultaneous removing horizontal and vertical rifts of equal rift volume, but the disk posi-
tions then transform inhomogeneously, as in eq. (4.394.39).

A homothetic volume reduction yields the pressure βP = β(Px + Py)/2, rather than Px
or Py. It may be performed in two steps. In a first step (from (σ, V ) to (σ′,V ), see Fig. 4.64.6),
the box and the xi are unchanged, but the disks are swollen by a factor 1/(1− εα), possibly
eliminating samples. In a second step, all lengths are rescaled by 1 − εα, so that the radii
return to σ. This second step (from (σ′, V ) to (σ, V ′)) is rejection-free, and its reduction of
sample-space volume, with Z(σ,V ′) = (V ′/V )NZ(σ′, V ), constitutes the ideal-gas term of
the pressure.

Fig. 4.6 A homothetic volume reduction performed through a swelling of disks followed
by a uniform reduction of all lengths (box, positions, radii). (Figure from [7070].)

In the two-stage transitionZ(σ, V )→ Z(σ′, V )→ Z(σ, V ′), the two-step procedure turns
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eq. (4.294.29) into

βP
V ′→V
=

log [Z(σ, V )]− log [Z(σ, V ′)]
V − V ′

=
N

V
+

1

V − V ′
Z(σ, V )− Z(σ′, V )

Z(σ, V )
.

(4.51)

The final term again divides the elimination probability of a sample by the change of volume
(see also [33, 2020, 2424, 3030]).

The pair-elimination probability is related to the pair-correlation function, and the wall-
elimination probability is related to the rescaled line density. Following the derivation in
section III.C.2section III.C.2 in the attached publication 3 [7070], the pressure estimator is obtained:

βP̂ =
N

V
+
N

V

[
2π

(N − 1)σ2

V
g(2σ) + σ

ρx(σ)

Lx
+ σ

ρy(σ)

Ly

]
(4.52a)

N→∞−→ N

V
[1 + 2ηg(2σ)] . (4.52b)

Eq. (4.52b4.52b) has long been used for estimating pressures in MCMC [8484].
EDMD and ECMC can estimate the pressure without extrapolations of the pair correla-

tion functions and the wall densities by tracking the time during which close pairs exist, or a
disk is close to the wall. This simply reproduces eqs (4.444.44) and (4.454.45) for EDMD. The corre-
sponding homothetic pressure estimators for all variants of ECMC are readily derived, but
they have diverging variances. Besides, as the active disk cannot detect the wall in the y di-
rectionwhilemoving in the x direction in straight ECMC, the homothetic pressure estimator
in straight ECMC can only be applied to a periodic box.

4.3.2.4 Kinematic pressure estimators

The kinematic pressure estimators, implemented in EDMD, is derived based on the realistic
dynamics of hard disks. A wall estimator is derived following the kinematic definition of
pressure:

P̂x =
1

2Lyτsim

∑
w:(i,±êx)

2m|v⊥wall| (4.53a)

= 2m
〈
|v⊥wall|

〉
n̂±êxwall (4.53b)

=
mR
√
π

N

Γ (N + 1
2)

Γ (N)
n̂±êxwall , (4.53c)

N→∞−→
√
2πβmn̂±êxwall , (4.53d)

where in eq. (4.53c4.53c), we used the analytical expectation of velocity eq. (2.20b2.20b). At finite N ,
the estimator eq. (4.53c4.53c) is identical to the wall-rift pressure estimator of eq. (4.36c4.36c) derived
from the thermodynamic definition of pressure. Thus, different definitions of pressure lead
to the same estimator and the same numerical result.

An alternative estimator can be derived from the virial function

Gx = m

N∑
i=1

xivi,x, (4.54)
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which is strictly bounded during molecular dynamics. The time average of its time deriva-
tive is thus bounded by |Gx|/t′, which is zero in the limit that the run time t′ → ∞. Thus,
we have 〈

d

dt
Gx

〉
= m

〈
N∑
i=1

(xiv̇i,x + v2i,x)

〉
= 0. (4.55)

The derivation of velocity can be expressed in terms of the momentum exchange, thus as-
sociated to collisions. The exact expression of each terms in (4.554.55) is obtained by track-
ing the momentum exchange at collisions. Following the detailed derivation discussed in
section III.C.3section III.C.3 in the attached publication 3 [7070], a kinematic EDMD pressure estimator is
derived from (4.554.55)

βP̂x =
N

V
+

β

V τsim

∑
w:(i,±êx)

〈
2σ|v⊥wall|

〉
+
∑
p:(ij)

(∆xmin
ij )2

4σ2

〈
2σ∆v⊥pair

〉
. (4.56)

The pressure is introduced into (4.554.55) by relating the pressure to wall collision using (4.534.53).
Inserting the velocity distribution eqs (2.202.20) and (2.222.22), this kinematic estimator becomes
equivalent to the thermodynamic rift-average estimator of eq. (4.434.43).

The distribution of velocity plays a crucial role in the molecular dynamics, in partic-
ular, in the pressure calculation using kinematic pressure estimators. As discussed in sec-
tion 3.2.43.2.4, themolecular dynamics samples aNV EMR ensemble for a system implementing
a periodic box. In this case, an extra factor of N−1N appears in the pressure estimator, leading
to an expression of

βP̂x =
N

V
+
N − 1

N

∑
p:(ij)

(∆xmin
ij )2

4σ2

〈
2σ∆v⊥pair

〉
. (4.57)

This formula is obtained in [3131] and [130130] using two different methods. The high precision
computation in a four-disk system numerically confirms this formula. The factor (N −1)/N
vanishes in the thermodynamics limit, and the relative correction introduced by this factor
is lower than 10−6 for N = 10242. So, for large systems, this factor can be ignored.

4.4 Orientational order of hard disks

The orientational order is recognized as an important aspect of physics in two-dimensional
systems [8282]. It reflects the position of a disk relative to its neighbors, namely the orienta-
tion of the line connecting a disk and its neighbor. The orientational order parameter was
originally defined for triangular lattice in [4040] as

ψ6 = e6iφ, (4.58)

where φ is the angle of the line connecting an atom and its nearest neighbor relative to êx.
The factor 6 is due to the symmetry of rotating π/3 of the triangular lattice. The orientation
between 0 and π/3 is mapped onto [0, 2π] by the factor 6. As the fully packed configuration
in the hard-disk model is arranged as a triangular lattice, the idea of orientational order is
also applicable to the hard-disk model. The orientational order is a crucial observable for
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hard-disk phase transition, as the hexatic phase is characterized by the algebraic decay of
the orientational order.

For the hard disk model, the orientation order for each disk is defined as

ψ6(l) =
1

nbr(l)

nbr(l)∑
j=1

e6iφlj , (4.59)

where nbr is the number of neighbors in the Voronoi diagram of disk l, and φlj is the angle
of the line connecting disk l and its jth neighbor relative to êx. This local orientational order
can be used as a visual confirmation of the phase coexistence [1010]. The global orientation is
defined as the average of the local orientational order over all disks, namely

Ψ6 =
1

N

∑
l

ψ6(l). (4.60)

Ψ6 itself is defined in the form of an observable. Its estimator is the average of Ψ6 over all
sampled configurations. In a fluid, the system has no orientational order, and 〈|Ψ6|〉 is close
to 0. For a fully packed configuration possessing perfect orientational order, 〈|Ψ6|〉 = 1.

For a hard-disk ensemble, the probability density function of the configurations in the
sample space can be translated to a probability density function of orientational order in the
complex plane. The probability density possesses symmetries, inherited from the symme-
tries of the configurations. In a box with an arbitrary aspect ratio, flipping a configuration
with respect to the x axis or y axis yields another configuration. As a consequence, any Ψ6
and its complex conjugate have the same statistical weight, and the expectation of Ψ6 must
be on the real axis. In a square box, rotating a configuration by π/2 yields another config-
uration. The configuration containing hexagons pointing in êx is referred to as a ”base”
configuration, while the configuration containing hexagons pointing in êy is referred to as a
tip configuration. A typical base configuration and a typical tip configuration are shown in
Fig. 4.74.7. As a consequence, any Ψ6 has the same statistical weight as Ψ6 × eiπ. The complex
plane is thus divided into four partitions, specified by π

2 i < argΨ6 <
π
2 (i + 1), i = 0, 1, 2, 3.

The probability distribution of Ψ6 in each of the regions can be obtained from the probability
distribution in another region by rotation and reflection. Due to both symmetries, the ex-
pectation of global orientation is zero in a square box. Having a known expectation allows
one to use the global orientation as a probe for the convergence of the Markov chain (see
section 7.1.17.1.1).

The local orientational order is calculated following its definition by finding the angle
of the line connecting a disk and its neighbors in the Voronoi diagram. In practice, the
neighboring disks in the Voronoi diagram are found by Delaunay tessellation.
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a) b)

Fig. 4.7 Two typical configurations for N = 224, η = 0.71, with red line highlighting
the typical hexagons. (a) A typical base configuration whose Ψ6 = 0.70 − 0.01i. (b) A
typical tip configuration whose Ψ6 = −0.73 + 0.01i.



Chapter 5

Implementation of algorithms

Sampling algorithms and estimators (the first two steps in the stair-case structure of Fig. 1.11.1)
are implemented in computer programs. The implementation process itself is complicated
and merits separate attention. As an example, the velocity of a given disk after collisions in
forward ECMC can be expressed as a single formula containing a random number. How-
ever, in the computer program, the random number is generated from a complicated pro-
cedure that features arithmetic and logical operations. The use of random numbers has
become so common that one hardly realizes that it depends on amultitude of logicical oper-
ations. The gap between the abstract algorithm and its implementation is more apparent in
our multithreaded ECMC introduced in chapter 3chapter 3, in which we have implemented lock-free
programming that may introduce random infrequent wrong results that are practically un-
detectable. Furthermore, The implementation problems posed by GPU programming stem
from data parallelization, and are very different from the task parallelism in multithreaded
ECMC. The problem regarding the multithreaded ECMC is solved by describing our imple-
mentation in the sequential consistency andmapping our implementation onto an absorbing
Markov chain. So, in summary, an algorithm leads to an implementation, and again leads
to an abstract algorithm, whose behavior can be proven.

In this chapter, we first present the formal verification of the computer programs, es-
pecially the sequential consistency we have used to verify our multithreaded ECMC pro-
gram in C++. Our absorbing-Markov-chain analysis in the attached publication 1attached publication 1 is also
discussed, serving as a case study of formal verification. We further discuss the perfor-
mance of the implementation of sampling algorithms, especially the dependence of the per-
formance of multithreaded ECMC on the hardware. The present chapter follows closely the
section 2.3, 3.2, 3.3section 2.3, 3.2, 3.3 in the attached publication 1 [7171].

5.1 Formal verification

In multithreaded ECMC, both the position and the local time of an active disk are updated
at collisions. However, today’s computer architecture allows for only a single operation at
a time on a single thread. Therefore, the specific order of updating the two attributes of
the active disk has to be defined. Naturally a question arises: will any order of updates
leads to the same output as specified by the sampling algorithm? This question is answered
by the formal verification procedure, which refers to describing the implementation of the

65
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computer program by mathematical models and proving rigorously the correctness of this
formal implementation. In this section, wepresent our computer program formultithreaded
ECMC in C++ in the framework of sequential consistency and discuss the design of the
program and the language features we have implemented. Then we show that the order
of updating position and local time can lead to differing outcomes, and that there is no
deadlock in our program.

5.1.1 Sequential Consistency

Sequential consistency [6565] is a tool for describing the causal relation between operations in
multithreaded programs. It is a mathematical representation of a computer program. In the
sequential consistency, the program is represented by a sequence of basic operations such
as read, write, and arithmetic operations. The operations on each thread are executed by a
given order. However, the order of operations on different threads is not specified, and there
are numerous orders of executing operations onmultiple threads (demonstrated in Fig. 5.15.1).
An abstract operation in the sampling algorithm (for example, updating velocity) is usually
realized through a collection of operations on a computer. The causal relation of two collec-
tions of operations falls in one of the two cases: ”precedes” and ”can affect”. Let A and B
be collections of operations. A precedes B means all operations in A precede all operations
in B. In this case, B has no impact on A, as operations in A have already finished before
executing the first operation in B. A can affect B means that some of the operations in A
precede some of the operations inB, and it is hard to say whetherA andB affect each other.
The sequential consistency comes with six axioms that allow the derivation of the causal
relation between any two collections of operations. For example, the mutual exclusion of a
collection of operationsC, i.e. only one of the threads is allowed to execute operationsC at a
time, can be proven via mathematical derivation showing that the operations C on different
threads precede each other.1 The sequential consistency takes into account that, when run-
ningmultithreaded program on a real processor, the order of operations on different threads
cannot be controlled, and that running a program repeatedly does not exhaust all possible
orders. It solves the problem that sometimes an undesired behavior is too infrequent to be
observed.

5.1.2 Example: Sequential consistency of multithreaded ECMC

The implementation of the multithreaded ECMC algorithm is abstracted as Algorithm 11.
Operations 1ι to 20ι are executed repeatedly before the active disk associated to the thread
covers a given distance. In each iteration, the thread first computes the time it takes for
its active disk to collide with the three potential targets specified by the constraint graph
(2ι,3ι,4ι). In themeantime, horizon violations, introduced in chapter 3chapter 3, are checked for (5ι).
A horizon violation terminates all threads. One of the three potential targets, which has the
lowest time of flight, is identified as the target of collision (6ι, 7ι, 8ι, 9ι). Then, the thread
tries to acquire the target by a compare-and-swap (CAS) operation (10ι). Acquiring the
target disk requires it being static. If it is successfully acquired, the thread checks whether
the position of the target disk is updated since the time of flight was computed (13ι). If

1In multithreaded programs, the operations on each thread are usually implemented in loops. Thus, the
collection of operationsC can be executed repeatedly, both before and after specific operations on other threads.
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it remains the same, the local time and the position of the active disk are increased by the
time of flight (15ι, 16ι), and the local time of the target disk becomes the same as the active
disk (14ι). At last, the thread releases the active disk before the collision by setting its tag to
static (17ι). If the target disk is active or its position has changed since the calculation of the
time of flight, the thread directly enters the next iteration and starts from the time-of-flight
computation.

Algorithm 1 (Multithreaded ECMC (abstraction of implementation)) This algorithm is taken
from [7171]. The operations in this algorithm take place between two breakpoints. Before the run starts,
all local times are set to 0, and all tags are put to static, except for the active spheres, whose tags cor-
respond to their thread ι. The buffer is set to {1a, 1b}. A random switch selects one buffer element.
The corresponding statement is executed on its thread, and the buffer is replenished. The following
provides pseudo-code for the multithreading stage (iι is the active sphere, jι the target sphere, and
distanceι the difference between the chain length and the local time, all on thread ι):

1ι τι ← distanceι; jι ← iι; xι ←∞
2ι for ̃ in {1,2,...,n} \ iι :
3ι x̃ ← ̃.x
4ι τi̃ ← x̃ − iι.x− bi̃
5ι if iι.t+τi̃< ̃.t : abort
6ι if τi̃ < τι :
7ι jι ← ̃
8ι xι ← x̃
9ι τι ← τi̃
10ι jι.tag.CAS(static,ι)
11ι if jι.tag = ι :
12ι if τι < distanceι :
13ι if xι = jι.x :
14ι jι.t← iι.t+ τι
15ι iι.t← iι.t+ τι
16ι iι.x← iι.x+ τι
17ι iι.tag ← static
18ι distanceι ← distanceι − τι
19ι iι ← jι

else :
20ι jι.tag ← static

goto 1
else :

21ι iι.t← iι.t+ τι
22ι iι.x← iι.x+ τι
23ι distanceι ← 0
24ι iι.tag ← stalled

else : goto 1
25ι if distanceι > 0 : goto 1
26ι wait

When all k threads have reached their wait statements, the algorithm terminates.
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The implementation is based on a data structure in which each disk is defined as an
object, which contains the position, three arrows in the constraint graph, local time, and tag.
The tag denotes whether the disk is active or static. The disk objects are stored together
as an array. The multithreaded ECMC is implemented on a shared-memory multithreaded
computer. The operations in Algorithm 11 are executed simultaneously on multiple threads
(logical processors) which are labeled by their identity ι. The array storing the disk objects
can be read from and written into by all threads, so each thread ”sees” the work done by
other threads in real-time.

A common issuewith the shared-memoryprogram is data racing, that is, multiple threads
trying to write to the same location in the memory. Data racing leads to undefined behav-
ior such that the involved memory location stores an unpredictable value. Data racing is
avoided by forbidding two threads from moving a single disk at the same time. This is
achieved by defining the tag as an ”atomic” variable and using the atomic ”compare-and-
swap” operation to update its value. The tag of an active disk is the thread identity ι, and is
stalled when the active disk reaches the next breakpoint. In other cases, the disk tag is static.
At collisions, the thread (of identity ι) reads the tag of the target. If it is the identity of an-
other thread (for example ι′), thread ιwaits until thread ι′ moves its active disk away. If it is
static, the collision is allowed to take place, and thread ιwrites its identity ι to the tag of the
target. If the compare-and-swap operation is not implemented, reading the tag and writing
a new value into it are performed as two separate operations. Between the two operations,
thread ι′ can write its identity into the tag of the target disk on thread ι, and consequently,
thread ι and ι′ move the same disk. The atomic compare-and-swap operation solves this
problem by allowing no operation between the read and write. A detailed discussion on the
compare-and-swap operation can be found in Remark 9Remark 9 in the attached publication 1 [7171].

The C++ compiler sometimes rearranges operations for better performance. However,
the position and the local time of an active disk must be updated before the disk is re-
leased and becomes static. This is guaranteed by the implementation of the memory order
memory_order_seq_cst in the atomic compare-and-swap operation, which forbids moving
operations across the CAS. Furthermore, when a thread acquires a disk, it checks whether
the position of the disk is unchanged since the time-of-flight computation, in order to con-
firm that the disk has not been moved and then released by other threads before being ac-
quired. The CAS, together with the check, serves as an effective lock, implemented in place
of a true lockwhich blocks the code accessing the local time andposition and slows down the
program. This is referred to as lock-free programming, discussed inRemark 10 and Remark 12Remark 10 and Remark 12
in the attached publication 1 [7171]. As only the position is checked in the effective lock, the
order of updating the position and local time is crucial. This will be proven below by formal
verification.

The Algorithm 11 is complicated, and it is difficult to answer the following questions: if
the program finishes without any violation of horizon conditions, is the final configuration
always the same? Is there any deadlock in the program? Also, we are interested in knowing
whether changing the order of updating the position and the local time impacts the pro-
gram. All of these questions can be answered by sequential consistency of multithreaded
ECMC. We study two-thread runs in a four-disk and a five-disk system for a short chain
length by mapping them to absorbing Markov chains. We process the two-thread run using
a single-thread program simulating a multithreaded processor. The operation to be exe-
cuted is referred to as a buffer. For the two-thread case, the buffer is expressed as a pair of
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Fig. 5.1 Examples of orders of executions for a two-thread run. Both threads can either run
at the same pace or totally be de-synchronized with each other. The probability of observing
a specific order that leads to the wrong outcome (if it exist) may be vanishing.

. . .

state 1

. . .

state m

. . .

state 2 state 3

. . . abort
state x

terminate statestate y state n

Fig. 5.2 How the 3670 states are created. Starting from the initial state, two choices of
threads generate two states. All the unique states are stored to generate new states. This
process is repeated until all the states have been discovered.

operation indices. The state of the program, which allows for describing how the program
runs, contains the disk objects, all local variables, and the buffer. The state contains all the in-
formation of the program, in the sense that executing an operation on a given thread evolves
a state to another in a deterministic manner. There is a unique state ”abort”, indicating that
the program is terminated due to the violation of horizon condition. The ”abort” state does
not have buffer content. The simulated multithreaded processor randomly selects one of
the two threads and processes the buffer content on the selected thread. In a single run, the
operations can be executed following a large number of possible orders (as for example in
Fig. 5.15.1).
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Fig. 5.3 The 3670 states in Alg. 11 for a 4-disk system projected onto the buffer. The ter-
minate buffer {26a, 26b} corresponds to a single state. (Figure from [7171].)

We exhaust all possible orders and find all possible states. Denoting the threads by a
and b, when the simulated multithreaded processor makes a move, the state of the program
either transits to the state obtained by executing an operation on thread a or thread b. When
the violation of the horizon condition is detected, the state leading to horizon violation tran-
sits to the state ”abort”. For each discovered state, we find the two possible states obtained
by executing the buffer content on either of the threads. All the discovered states are stored
in a set. We repeat this process until all the new states are in the set of explored states. This
procedure is demonstrated in Fig. 5.25.2. There are 3670 states in the 4-disk case we study.
A buffer can correspond to multiple states. The ”terminate” buffers {26a, 26b} have only
one state, indicating that the lifted configuration when the program terminates without any
horizon violation is always the same. All states that are not ”abort” or ”terminate” die out
at large times, indicating that there is no deadlock in the program. All states may be pro-
jected onto their buffer and visualized (see Fig. 5.35.3). When applying the same analysis to
a 5-disk configuration, exchanging operation 15ι and 16ι in Alg. 11 leads to two terminate
states. This result indicates that the order of operation 15ι and 16ι is crucial, as exchanging
them can lead to a wrong final configuration. The detailed discussion related to sequential
consistency of the multithreaded ECMC can be found in Section 2.3 and 2.4Section 2.3 and 2.4 in the attached
publication 1 [7171].

This case study of multithreaded ECMC demonstrates the strength of formal verifica-
tion. When running the C++ program, exchanging operations 15 and 16 produce virtually
no wrong output. Also, the rare wrong output is not reproducible, as the randomness in
the multithreaded processor cannot be seeded. Running the program repeatedly and not
seeing undesired output does not prove the program is correct. Yet the reordering problem
is detected by formal verification.



5.2 PERFORMANCE OF COMPUTER PROGRAMS 71

1 5 10 20 40
# of physical threads (OMP_NUM_THREADS)

1.1e+11
2.4e+11
3.2e+11

6.3e+11

1.1e+12

1.6e+12
Ab

so
lu

te
 sp

ee
d 

(e
ve

nt
s/

ho
ur

)

Multi-thread x86
Serial x86 (single-thread code)

1 4# of thr.
1.2e+10

4.7e+10

Ab
s.

sp
. ARM

2.2
1.0

2.9

5.7

10.3

14.3

Re
la

tiv
e 

sp
ee

d

1.0

3.8

Re
l.

sp
.

Fig. 5.4 The EPH for multithreaded ECMC between two breakpoints for a 20 cores (40
threads) Intel x86 CPU and an ARM CPU. The number of active disks is always 80. The
single-thread code implements the pre-computed constraint graph but no atomic variable.
Compared to the cell-based version, the constraint graph introduces a speedup of 10. The
speed on the x86 CPU increases linearly for 1 to 20 threads and 21 to 40 threads with two
different slopes. At 40 threads, the program reaches 1.6 × 1012 EPH. On an ARM CPU,
the absolute speed is ten times slower. However, the performance scale perfectly with respect
to the number of threads and is better than the x86 CPU. This may be due to the various
frequency of the x86 CPU. (Figure from [7171].)

5.2 Performance of computer programs

In chapter 3chapter 3, we discussed the performance measured in the number of moves. However,
depending on the implementation, the computer time it takes to process amove differs dras-
tically. We measure the performance of the computer programs by the number of moves
(events) performed per hour (EPH).

The multithreaded ECMC has multiple implementations, all in C++, using OpenMP,
benchmarked on Intel Xeon 6230, 20 cores (40 threads) @ 2.10(3.90)GHz. The implemen-
tation discussed in section 3.3section 3.3 in the attached publication 1 [7171], whose performance is
shown in Fig. 5.45.4, treats only the run between two breakpoints. The constraint graph is pre-
calculated, and the horizon violation is ignored. This implementation manages to achieve
1.6×1012 EPH, 100 times the performance of the serial implementation. Combining the EPH
with the performance discussed in chapter 3chapter 3, we arrive at the conclusion that the |Ψ6| can
decouple with the extreme initial condition in hours. With this implementation, we show
that ECMC algorithms can be parallelized, even though this was finalized only partially, as
the horizon violations have to be taken care of for practical use. Our work-in-preparation
implementation of multithreaded ECMC is able to back up the lifted configuration at each
breakpoint, and rewind to the last breakpoint if a horizon violation is detected. When the
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Fig. 5.5 The EPH for multithreaded ECMC between two resamplings in an implemen-
tation that rewinds the system to the last breakpoint in the case of a horizon violation,
measured on the same x86 CPU as in Fig. 5.45.4. The blue curve is the reference between-
breakpoint performance. This curve is lower than the curve in Fig. 5.45.4 due to the overhead
related to rewinding. The impact of the horizon violation manifests as the two-thread per-
formance being worse than the single-thread performance. The performance scales linearly
with respect to the number of threads until 10 threads, then the return of adding more
threads becomes diminishing. At 40 threads the program reaches 1.8× 1011 EPH, roughly
ten times slower than the implementation in Fig. 5.45.4.
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horizon violation takes place, the program has to restart from the last breakpoint, and some
of the computation has to be repeated. Preparing and recovering from backup are also time-
consuming. As a consequence, as shown in Fig. 5.55.5, this implementation is only 10 times
faster than the serial implementation.

However, as the direction of velocity is required to change frequently, the constraint
graph has to be computed frequently. The third implementation of multithreaded ECMC
takes into account the computation of constraint graphs, which introduces a huge bottleneck
and bring the performance down to ≤ 1011 EPH. Again, this is also a work in preparation.
In the third implementation, the constraint graph is computed on the CPU. In the constraint
graph computation, the hard-disk configuration is read-only, and each memory location in
the constraint graph is written to only once, allowing for massive parallelization. We have
attempted themassively parallel constraint-graph computation on the GPU. Still, the perfor-
mance is limited by the bandwidth of transmitting data between the GPU andCPUmemory.
We are waiting for further hardware that may solve the bandwidth problem. Nevertheless,
we have shown that the full implementation of a parallelized ECMC is possible.

The state-of-the-art single-thread program for hard disks is straight ECMC implemented
in C++. The number of events per hour is roughly 1010. This means evolving the |Ψ6| of an
ordered or a disordered configuration to its typical value takes roughly several days. This
implementation of ECMC features a cell system. The constraint graph is not implemented,
as the direction has to be changed frequently, and the constraint graph needs to be recalcu-
lated [5757]. Implementing the constraint graph can speed up ECMC for ten times, but the
computer time consumed by the serial constraint-graph computation is huge.

By the time when this thesis is written, the best-performing program is the GPU imple-
mentation of MPMC in C++. On a single NVIDIA GeForce RTX3090 GPU, the MPMC code
reaches 2.1 × 1013 moves per hour [7070], indicating that evolving the |Ψ6| of a completely
ordered (or completely disordered) initial configuration to its typical value takes roughly
two days. The performance of the MPMC program is an order of magnitude better than an
earlier implementation [2929, Table II], and it is likely to further increase. Compared to the
Metropolis algorithm, the massive parallelization has a price to pay. The disks are confined
in the checkerboard cells in MPMC, and the checkerboard needs to be repositioned. Repo-
sitioning the checkerboard is computationally cheap. However, it still make the each move
in MPMC slightly less efficient than in the Metropolis algorithm.

Now, it would be interesting to seewhether other variants of ECMC (and of event-driven
algorithms in general) can be parallelized as was described in the present chapter. One of
the main limitations of our approach is the reliance on the constraint graph (which appears
restricted to the straight variant of ECMC). Clearly, much work is required to understand
whether ECMC algorithms can be successfully parallelized.
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Chapter 6

Statistical analysis

In the example of the hard-disk problem, that is the subject of this thesis, the computer out-
puts a correlated sequence of hard-disk configurations, that is, of samples or of observables
such as the pressure. To simplify, we consider only observables that can be expressed as
functions of a single sample. Statistical analysis of the sequence guarantees that the running
averages roughly correspond to the expectations (as guaranteed in the infinite-time limit)
by the ergodic theorem for Markov chain, and that the uncertainty is correctly treated. As
for any Markov chain, the computer outputs correlated data. Although samples spaced
by more than the correlation time are practically independent, it is usually not optimal to
analyze only decimated data (for which the most naive methods that assume the sample
to be independent can be used). In this chapter, we introduce the statistical analysis used
throughout this thesis.

In the present chapter, we introduce to the statistical analysis in the hard-disk simulation,
especially pressure computation, as well as the statistical tools required in the analysis. We
verify our implementation of the sampling algorithm by comparing the disk-position distri-
bution, which can be done by performing a variant of the Kolmogorov–Smirnov test [119119].
We are also interested in the error bar of pressure, which is given either by blocking [3535, 5353]
or stationary bootstrap [9494, 9797, 100100, 101101]. The content in this chapter is only alluded to in
the Appendix A.2Appendix A.2 in the attached publication 3 [7070]. It was however used in all our pub-
lications but not treated in detail. The analysis discussed in the present chapter applies to
mixed Markov chains. As will be discussed in chapter 7chapter 7, in realistic settings, the length of
the run is usually shorter than the mixing time. Reliable analysis relies on not only rigorous
methods discussed in the present chapter but also studying special observables as discussed
in chapter 7chapter 7.

6.1 Distribution comparison

As an example of inference problems typically appearing in this thesis, we want to test
whether two implementations of the reflective ECMC algorithms, one with resampling and
the other without resampling, sample the same distribution. These implementations can
be compared by examining the difference between their spatial density. As discussed in
chapter 4chapter 4, the comparison is usually done on the level of observables (that is, on a statis-
tic of the samples, rather than the configurations themselves). A convenient statistic is the
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distribution of one-dimensional projections of disk positions, represented by the empirical
distribution (4.184.18), which is rewritten as

F̂n(x) =

∑n
i=1 I(Xi ≤ x)

n
, (6.1)

where

I(Xi ≤ x) =
{
1, if Xi ≤ x;
0, else.

(6.2)

There Xi are the sampled x positions, and n = Nnsample is their total number. Let the cu-
mulative distribution function be F (x), the Dvoretzky-Kiefer-Wolfowitz inequality for inde-
pendent samples,

P

(√
n sup

x
|F (x)− F̂n(x)| > ε

)
≤ e−2ε

2
, (6.3)

suggests that the empirical distribution converges to the cumulative distribution, and the
statistic supx |F (x)− F̂n(x)| scales as n−

1
2 [2727, 7979, 119119]. As the positions of the disks may be

correlated, the bound in (6.36.3) may no longer be true for the hard-disk position distribution.
Nevertheless, the n− 1

2 scaling remains.
The DKW inequality and the scaling of the statistic supx |F (x)− F̂n(x)| provide a simpli-

fied example of what happens in reality. In practice, the true distribution is not known, and
two empirical distributions are compared with each other. The difference of two empirical
distributions F̂n(x) and Ĝm(x) is characterized by the statistics defined as

Dn,m = sup
x
|F̂n(x)− Ĝm(x)|. (6.4)

In the limit of n→∞ andm→∞, if F = G, the statistics Dn,m satisfies [4343]

P

(√
mn

m+ n
Dn,m ≥ ε

)
→ 2

(
e−2ε

2 − e−2(2ε)
2
+ e−2(3ε)

2 − ...
)
. (6.5)

Assuming that we use only a fraction k < 1 of all the samples to construct the empirical
distributions such that n = kn′,m = km′, where the total number of samples are n′ andm′.
Equation (6.56.5) becomes

P

(√
k
m′n′

m′ + n′
Dk,n′,m′ ≥ ε

)
→ 2

(
e−2ε

2 − e−2(2ε)
2
+ e−2(3ε)

2 − ...
)
. (6.6)

In the limit kn′ → ∞ and km′ → ∞, the statistics Dk,n′,m′ scales as k− 1
2 . In practice, we

prepare two big samples of size n′ and m′, respectively. Then we chose a fraction k out of
both samples, and calculate the statistic Dk,n′,m′ . If both samples are statistically the same,
the statisticsDk,n′,m′ scales as k−

1
2 . If the samples are obtained from different distributions,

there will be persisting deviation from zero in Dk,n′,m′ . Practically, we confirms that two
distributions are identical if the scaling k− 1

2 is observed and D1,n′,m′ becomes sufficiently
small (typically 10−4 for the density distribution of (6.16.1)). We use this method to validate
implementations of sampling algorithms, and also to study the necessity of resampling in
ECMC algorithms. This method assumes that configurations are sampled from the station-
ary distribution. The scaling is not observed if the Markov chain is not mixed.
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6.2 Confidence interval of correlated sequences

To continue with the description of the hard-disk model as an example of a general estima-
tion problem, the pressure is the expectation of its estimator. To characterize the fluctuation
of this value, we calculate its confidence interval, that is, to find an interval (P̂α,low, P̂α,high)
such that, for a probability larger than 1−α, the expectation of pressure falls inside this inter-
val [119119]. If the distribution of the pressure estimator is symmetric, the confidence interval
is centered at the expectation. The half-length of a confidence interval is usually referred to
as the ”error bar” for α ≈ 0.32.

In order to get hold of the fluctuation of the pressure estimator P̂ , the whole run is bro-
ken into nsequence consecutive small runs, and the pressure estimator is evaluated in each of
them. The pressure is given as a correlated time series P̂1, P̂2, ..., P̂nsequence . The value of the
estimator during the whole run is the average of the time series, P̂ =

∑nsequence
t=1 P̂t/nsequence.

For independent time series, the error bar of its average is the standard error σ/√nsequence
of the time series, where

σ =

√∑nsequence
t=1 (P̂t − P̂ )2
nsequence − 1

(6.7)

is the standard deviation of the time series. In pressure computation, there are usually cor-
relations in the time series that complicates the problem. The correlation is characterized by
the auto-correlation function C(τ) defined as

C(τ) =

∑nsequence−τ
t=1 (P̂t − P̂ )(P̂t+τ − P̂ )

(nsequence − τ)σ2
. (6.8)

Usually the auto-correlation functionC(τ) approaches 0 as τ approaches∞. It defines a time
scale referred to at the auto-correlation time, beyond which two elements in the time series
are practically independent. For a correlated time series, the standard deviation is larger
than (6.76.7), since (6.76.7) treats every element in the series as independent, thus over-estimated
the information carried by each element. The error bar of a correlated time series is obtained
mainly by two methods: blocking and stationary bootstrap. The error bar is also obtained
by doing independent runs and finding the standard error of their results. However, these
runs usually starts from correlated (if not identical) initial configurations, and the corre-
lation of these ”independent” runs is not well controlled. Thus, obtaining the results in a
long run and presenting the result in a consistently correlated time series is preferred over
”independent” runs, unless the independence of the runs has been thoroughly studied.

Inspired by the renormalization group theory [122122], the blocking method is first pro-
posed in [3535] to analyze correlated time series. In the blockingmethod, the operation of aver-
aging two pressures next to each other is applied to the time series repeatedly. For example,
the time series P̂1, P̂2, ..., P̂nsequence becomes P̂ ′1, P̂ ′2, ..., P̂ ′nsequence/2

, where P̂ ′i = (P̂2i−1 + P̂2i)/2.
Each operation reduces the length of the time series by half. The number of original ele-
ments, namely P̂1, ..., P̂nsequence , in each transformed element is thus 1, 2, 4, 8, ... as the oper-
ation is applied repeatedly to the time series. The transformed element can be seen as a
sub-series. The auto-correlation function of the transformed elements is calculated using
(6.86.8) after substituting the original elements in the formula into transformed elements. So,
if the length of the sub-series, referred to as the block size, is much larger than the auto-
correlation time, the auto-correlation function of the transformed time series is zero except
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for at τ = 0. In this case, the standard error of the transformed time series is the error bar,
and further transform keeps it unchanged. The computed standard error has its own un-
certainty. If the block size becomes too large compared to the length of the original series,
the transformed series has too few elements. The uncertainty of the standard error becomes
too large, resulting in large fluctuation in the computed error bar. In practice, the blocking
is performed by plotting the standard error, together with the uncertainty of the standard
error, as a function of the block size. The standard error increases with respect to the block
size at the beginning. Then, a plateau emerges. At last, when the block size is comparable
with the length of the series, the standard error of the transformed series can take any value
due to the fluctuation. The error bar of the time series is the value of standard error at the
plateau. If the fluctuation becomes significant before the plateau showing up, the time series
is too short for statistical analysis. The optimal block size can be obtained automatically [5353].

Another method of calculating the error bar is the stationary bootstrap [100100]. Similar to
the idea in the bootstrap [2828], the stationary bootstrap duplicates the time series as pseudo
bootstrap time series {P̂ bt , t = 1, ..., nsequence}, b = 1, ..., nb by shuffling. Denote the average of
the pseudo bootstrap time series as P̂ b, the standard deviation of the average of the bootstrap
time series

σb =

√√√√∑nb
b=1

(
P̂ b − 1

nb

∑nb
b=1 P̂

b
)2

nb − 1
(6.9)

is the error bar of the original time series. As it is possible to generate an infinite number
of the bootstrap time series, the uncertainty of σb can be arbitrarily small. Shuffling in the
stationary bootstrap takes into account the correlation between the elements. There is a pa-
rameter p ∈ (0, 1) in the stationary bootstrap, namely the probability of choosing a random
element in the original time series when adding an element into the bootstrap time series.
The bootstrap time series is created starting from choosing a random element in the origi-
nal time series and adding it to the empty bootstrap time series. Denoting the last element
added to the bootstrap time series as P̂t, with probability 1− p, P̂t+1 is added into the boot-
strap time series. P̂nsequence+1 is regarded as P̂1. With probability p, a random element in
the original time series is added to the bootstrap time series. Repeat this process until the
length of the bootstrap time series is equal to the length of the original time series. The
value of p is chosen such that the mean square error of the error bar calculated by (6.96.9) is
minimized [9494, 9797, 100100, 101101].

The blocking method and stationary bootstrap are the statistical analyses we have per-
formed in the attached publication 3attached publication 3. The cross-validation of pressure estimators in the
same publication also relies on the precise computation of error bars. The error bars con-
stitute an interval estimator, while the running average of the pressure is a point estimator.
Both of the methods we present in this section yield reliable confidence interval for mixed
Markov chains. However, as will be discussed in chapter 7chapter 7, these methods along can under-
estimate error bars and lead to biased results if the Markov chain is not mixed well.



Chapter 7

Interpreting simulations

Interpreting the output of computer programs is the uppermost step in the stair-case struc-
ture in Fig. 1.11.1, where conclusions in physics are drawn from the numbers obtained from an
algorithm (step 1), that correspond to a certain observable (step 2), implemented in soft-
ware (step 3), that are validated (step 3), and that have reliable error bars (step 4). For
example, the numerical equation of state, that is, the computed pressure as a function of
volume, has once served as an evidence of the phase transition. However, in the work of
this thesis, we focus on the method of hard-disk simulation instead of the physics, and we
are still using the conceptual framework of the phase transition scenario proposed in [1010]
and confirmed in [2929]. We are interested in the information encoded in the numerical out-
puts about computation itself. In this chapter, we discuss the information in the output that
concerns the convergence of the computation and the reliability of results in the case of non-
convergence. The present chapter discusses again the statistical analysis. However, in this
chapter, the analysis is performed after, and based on the statistical analysis discussed in
chapter 6chapter 6, as it is more about the implication of the numerical results.

In this chapter, we discuss the statistics that characterize the ergodicity and the non-
equilibrium behavior of a Markov chain. We present two well-monitored example runs
(shown in Fig. 7.17.1 and Fig. 7.27.2) using state-of-the-art programs taking place in a N = 870
and a N = 1282 system at density η = 0.716, at which the majority of the system is hexatic.
Based on our observations in these runs, we demonstrate that: the global orientational order
is able to be used as a diagnostic tool for the convergence of Markov chains; the convergence
of pressure and the ”rotation” of global orientational order are connected to each other as
they are statistically correlated in small systems; the long-lasting fluctuation in pressure
may lead to biased computation. Also, we show that even today, for large systems, conver-
gence in the strict sense of that the probability distribution at large times is independent
of the initial configuration is impossible. But the pressure computation in these systems
remains valid, as the pressure is virtually independent of the global orientational order.
In the attached publication 3attached publication 3, we perform hard-disk simulations for parameters that were
previously considered in the literature, show the synopsis of published results and their
modern reproduction, and interpret the possible difference between them. We also provide
our precise computation of pressures in a wide range of systems as a benchmark for future
works.
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7.1 Functions of pressure and global orientational order

In this section, we introduce to the functions of pressure and orientational order that are
crucial for the statistical validity of computation. Unlike our discussion in chapter 6chapter 6, we
discuss the meaning of these functions in stochastic computation rather than how the anal-
ysis is performed. The relevant discussion can be also found in section IVsection IV in the attached
publication 3 [7070].

Fig. 7.1 Pressure P and global orientational order Ψ6 for a three-hour ECMC run (N =
870, η = 0.716, α=(1 :1)). (a): Values of Ψ6 in the complex plane. Highlighted clusters
with invertedΨ6 (such asα1 andα3) have the same statistical weight. (b): Cluster averages
for P vs. arg(Ψ6). (c): Trajectories of Im(Ψ6) and Re(Ψ6) with indicated clusters. (d):
Running average and window average for P . (Figure from [7070].)
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Fig. 7.2 PressureP and global orientational orderΨ6 for a singleMPMC run (N = 1282,
η = 0.716, α = (1 : 1)). (a): Histogram of Ψ6 in the complex plane. Clusters α, α′
satisfies Ψα6 = −Ψα′6 and have equal weight. (b): Cluster averages for P vs. arg(Ψ6).
(c): Trajectory of Re(Ψ6) and Im(Ψ6) with first visits to clusters indicated (cf Fig. 7.17.1).
(d): Running average and window average of the pressure, showcasing slow convergence.
(Figure from [7070].)

7.1.1 The sequence of global orientational order Ψ6

As discussed in section 4.44.4, the global orientation has symmetry, and its expectation in a
square box is known to vanish. Suppose that the global orientational order is computed
for configurations sampled at discrete times labeled by t = t0, t1, ..., tnsample−1, the ergodic
theorem of Markov chain guarantees that the running average of the sequence {Ψ6(x(t)),
t0, t1, ..., tnsample−1} approaches 0 for nsample → ∞. In practice this is realized in two steps.
In the first step, the |Ψ6(xt)| decouples from the initial condition |Ψ6(x0)|, as demonstrated
in chapter 3chapter 3. In the second step, the Ψ6(x(t)) stays in the ring of the typical |Ψ6| in equilib-
rium, and explores the space of argΨ6.1 In small systems, the exploration features jumps

1Nothing prevents the two steps takes place together. However, for high enough densities, in the hexatic
phase, the convergence of |Ψ6| always happens before the full exploration of the space of argΨ6.
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from one side to the other side on the ring and prolonged exploration in a cluster, as shown
in Fig. 7.17.1(a)(c). For large systems, the exploration features fast local oscillations and slow
global drifts, as shown in Fig. 7.27.2(a)(c). If the run if long enough for the ergodic theorem to
manifest, the whole ring is explored in a symmetric manner, as shown in Fig. 7.17.1(a). How-
ever, in practical pressure computations, the system is too large such that days of computer
time still leave an opening in the ring, as shown in Fig. 7.27.2(a) for a N = 1282 system. It can
be even worse, for example, for a even larger system of N = 10242, shown in Fig. 7.37.3(b),
that the argΨ6 remains almost the same throughout the whole run. This is observed for
multiple initial argΨ6 almost equally spread within the interval [0, π/2]. Strictly speaking,
if the running average of Ψ6 does not reach 0 or the ring is not fully explored, the Markov
chain is too short to be ergodic. However, the symmetry discussed in chapter 4chapter 4 indicates
that exploring one fourth of the complex plane amounts to sampling configurations having
all possible orientation.

Fig. 7.17.1(a) shows the scattering plot of Ψ6(x(t)) during a run for a N = 870 system at
density η = 0.716 in a square box. The Ψ6 mainly locates in several clusters which complies
with its symmetry. For small systems like this, configurations with specific orientations are
more compatible with the box than other configurations. In order words, the boundary free
energy, which likely plays an important role in the total free energy, is smaller in these clus-
ters. Fig. 7.27.2(a)(c) shows the evolution of Ψ6 in a N = 1282 system at the same density in a
square box. The whole space of Ψ6 is not fully explored, but at least one of the four symmet-
ric regions is well explored. The clusters in the complex plane are less pronounced, as for
large system the boundary free energy becomes less significant compared to the volume free
energy. For both system sizes the |Ψ6| is clearly away from zero, as themajority of the system
is in hexatic phase. Fig. 7.37.3(b) demonstrates the scatter plot of pressure versus argΨ6 in a
N = 10242 system in a square box. The Ψ6 does not rotate at all, indicating that the sample
space is not explored well.

The ergodic theorem of Markov chain discussed in chapter 3chapter 3 states that, in the limit of
nsample → ∞, the running average of {Ψ6(x(t)), t = t0, t1, ..., tnsample−1

} converges to zero.2
Whatwefinduseful in practice is its contraposition: if the running average ofΨ6 ismanifestly
away from zero, the Markov chain is not long enough to achieve ergodicity. This proposi-
tion leads to a practical criterion we use to check the ergodicity of a run: if the argΨ6(x(t))
fails to cover a angle more than π/2, the run is not ergodic. This criterion has already been
implemented in previous works [1010, 1111]. For a non-ergodic run, the running average of all
other observables may not converge to their expectation. As we will shortly discuss, the
non-convergence of pressure is observed in this case.

7.1.2 Correlation between pressure and global orientational order

The correlation between the pressure and arg(Ψ6) is shown in Fig. 7.17.1(b), Fig. 7.27.2(b), and
Fig. 7.37.3(a)(b) for N = 870, 1282, 5122, 10242, respectively. For N = 870, the correlation
between the pressure and arg(Ψ6) is clearly observed, as there are clusters in the scatter plot,
and the difference of pressure in each of them ismuch larger than the fluctuation of pressure

2This statement has to be taken with a grain of salt because it is strictly valid only for irreducible Markov
chains. The Böröczky packing blocks the ECMC algorithms, and none of the variants is strictly irreducible.
However, as discussed in chapter 2chapter 2, Böröczky packings are assumed to play no role.
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in each cluster.3 The clusters in Fig. 7.17.1(b) correspond to clusters in Fig. 7.17.1(a). If the Ψ6 is
trapped within one of the clusters in the complex plane, the result of pressure is the biased
cluster pressure. In this case, a non-rotating Ψ6 indicates explicitly a biased pressure.

For the N = 1282 system, there are still clusters in the scatter plot Fig. 7.27.2(b). How-
ever, the difference between the pressure in various clusters becomes much smaller. The
dependence is still detectable as the pressure of some clusters clearly differ from that of
other clusters, but the relative difference is quantitatively smaller than in the N = 870 case.
As shown in the Fig. 7.37.3(a), there is no visible dependence between the pressure and the
argΨ6. Fig. 7.37.3(b) shows that, in a N = 10242 system, which is the largest system in which
pressure is calculated precisely by the time this thesis is written, the systematic deviation
in the clusters is comparable with the fluctuation of pressure in each of the clusters. Thus,
although no algorithm can rotate Ψ6 in a N = 10242 system at the phase-transition density,
we can still trust their pressure computation.

Fig. 7.3 Convergence analysis for the hard-disk model at η = 0.708 and η = 0.718
(square box α= (1 : 1)) for MPMC. (a): Scatter plot of the pressure as a function of the
orientational order parameter (N = 5122). (b) Cluster averages obtained from indepen-
dent runs from initial configurations at specific values of Ψ6. (N = 10242) The difference,
smaller than 10−3, estimates the systematic error. The rotation of Ψ6 is not relevant for large
systems. (Figure from [7070].).

7.1.3 Window average of pressure

The window average refers to a sequence of length nsequence − tw, where tw is the window
size, derived from a sequence of pressure {P̂t, t = 1, 2, ..., nsequence}. The window average is
calculated as

P̂ twt =

∑t+tw−1
t′=t P̂ ′t
tw

, t = 1, 2, ..., nsequence − tw − 1. (7.1)

The window average is calculated to average out the short-term fluctuation in the sequence
of pressure, and is plotted in Fig. 7.17.1(d) and Fig. 7.27.2(d). ForN = 870 in straight ECMC, there
are two period in which the window average of pressure is constantly out of its confidence
interval, each lasting for 2× 107 sweeps in straight ECMC, corresponding to thirty minutes
of computer time. If the total run time is shorter than thirty minutes, the pressure can be

3The clusters subject to symmetry are considered as one cluster.
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biased. This bias can be detected by tracking the argΨ6 in the same run, but is impossible to
be detected by studying only the sequence of pressure. For N = 1282 in MPMC, there are
periods of significant deviation lasting for roughly 0.5×1010 sweeps, corresponding tomore
than a day. As the MPMC is faster than the Metropolis algorithm by a factor of thousands,
the deviated interval corresponds to ten years in the Metropolis algorithm, which indicates
that having non-biased results usingMetropolis algorithm inN = 1282 systems is very hard.
Nevertheless, comparing Fig. 7.27.2(d) and Fig. 7.27.2(c) one again concludes that the deviation
is correlated to a non-rotating Ψ6, and this deviation is detectable if Ψ6 is computed together
with the pressure.

7.2 Previous results

To highlight the limitation in the legacy pressure computations, we compare them to our
computations done by modern tools. For small systems, the limitation can be the depen-
dence of the aspect ratio, and for large systems, this can be the large mixing time. For both
small and large systems, the computation may suffer from non-convergence due to limited
computational resource, as well as inefficient pressure estimators using legacymethods pre-
sented in chapter 4chapter 4.

The hard-disk pressure computation is pioneered by Metropolis et al. [8484] and Alder
and Wainwright [22]. Their results were published more than sixty years ago, when the
computational resource was strictly limited. It was impossible to reach equilibrium, as the
mixing time was not manageable on the computers back then. Thus, the pioneering works
are considered as ”computer experiments”. They were supposed to provide insights, and
the precision of pressure computation was never their priority. However, with the com-
putational resource available to us today, we can obtain reliable numerical pressure in the
systems considered in the pioneering works. The synopsis of the historic result and their
modern reproduction is shown in Fig. 7.57.5(a). The Metropolis et al.’s result is systematically
lower than the modern results. According to Metropolis et al.’s description of their runs,
they start from an approximately crystalline configuration and last at most for eighty cycles.
In each cycle, each disk is moved at least once. The Ψ6 of a reproduced run usingMetropolis
et al.’s setup and the Metropolis algorithm, implemented (without a cell system) in Python
and running in Pypy, is shown in Fig. 7.47.4. Metropolis et al.’s run finishes in less than twenty
seconds on a modern laptop. The crystalline order in the initial configuration is relaxed.
However, the space of orientational order is not explored. As in small systems the pressure
and orientational order are strongly correlation, the pressure of the computation is likely
to be biased. As the runs are short, the simulation of Metropolis et al. is similar to the
perturbation of a crystal. The pressure in Metropolis et al. is obtained by extrapolation,
and its systematic bias is not known. The Ψ6 of the reproduction of Metropolis et al.’s work
demonstrate the strength of using it as a diagnostic tool. Besides, Metropolis et al. has been
scanning a overly large density interval. As a consequence, the resolution of the equation of
state is not good enough to identify the Mayer-Wood loop indicating the phase transition.

For the result ofAlder andWainwright [22] shown in Fig. 7.57.5(b)(c), we first notice that the
equation of state depends qualitatively on the aspect ratio. For N = 72, the loop indicating
the phase transition appears for α = (9 : 8

√
3/2), but not in a square box. We experiment

with the aspect ratio and suppose that the original computation of Alder andWainwright is
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Fig. 7.4 Ψ6 for a N = 224 system in a square box at density η = 0.708 lasting for 80
cycles, starting from an approximate triangular lattice. The Ψ6 is plotted after every cycle.
The computation in [8484] is reproduced using the same parameters and the length of the
run in a modern Python program. |Ψ6| decreases during the run until reaching a cluster,
indicating the order in the initial configuration has relaxed. However, this run does not
explore the sample space well, since Ψ6 does not rotate. The resulting pressure of this run
is likely to be biased.

done with aspect ratios that allow for hosting fully packed configurations in periodic boxes.
The result of Alder and Wainwright also suffers from short run time. The first evidence is
that the there are two pressure for N = 72 as shown in Fig. 7.57.5(b). We suppose that this is
related to having different pressures in clusters corresponds to different Ψ6 in small systems,
as the modern result of pressure is between the two historic ones. ForN = 870, if the initial
configuration is a crystal and the run is short enough, we reproduce the equation of state
in [22]. If the Ψ6 of the run rotates well, the equation of state and Alder and Wainwright’s
results have a gap in between, as demonstrated in Fig. 7.57.5. We suppose that some clusters
of Ψ6 correspond to more ordered configurations that have lower pressure, and the system
is likely to be trapped in such clusters.

The synopsis of equations of state in N = 1282, 5122, 10242 systems is plotted in Fig. 7.67.6.
In large systems, the aspect ratio becomes irrelevant. Similar to the pioneering works, most
of the past works in the medium-large-size systems are "computer experiments". The sam-
pling algorithms used in these works are good enough to generate configurations in large
systems, inwhich some of the finite-size limitations are lifted, and newdiscussion in physics
is made possible. However, they are not good enough to reach equilibrium. This is not a
surprise, as our state-of-the-art program is not able to rotate Ψ6 in a N = 10242 system
even when this thesis is being written. Our computation of five-digit precision confirms the
historic results produced by ECMC and MPMC. This motivate us to believe that these re-
sults will be confirmed again after decades. We present the cross validation of our results
in Table IITable II in the attached publication 3 [7070]. However, even the best methods are not able
to treat the system larger than N = 10242 or η > 0.72, thus, a part of the physics of hard
disk still remains unknown. We are still waiting for an algorithm that surpasses all existing
methods to fully understand the hard-disk model.
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( )
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Fig. 7.5 Equations of state P (V ) for the hard-disk model at small N . (a): P (V ) for
N = 224 for α= (1 : 1) computed in 1953 [8484] compared with ECMC computations in
[7070]. (b): P (V ) for N = 72 computed in 1962 [22] (for unspecified aspect ratio α) and
ECMC pressures for α=(1:

√
3/2), (1 :1), and (9 :8

√
3/2). (c): P (V ) forN = 870. This

work’s square-box computations satisfy 〈Ψ6〉 ' 0, except for data points in parentheses (see
Fig. 7.17.1). (Figure from [7070].)

( )

Fig. 7.6 Equations of state P (V ) for the hard-disk model at large N . (a): P (V ) for
N = 1282 from [5050, 7070, 135135] for α = (1 :

√
3/2) and α = (1 : 1) where all but the

data point in parentheses satisfy the rotation criterion. (b): P (V ) for N = 5122 from
[2929, 5252, 7070, 7878, 7878] for aspect ratios α = (1 :

√
3/2) and α = (1 : 1), where runs with

η < 0.712 satisfy the rotation criterion. (c): P (V ) for 10242 from [1010, 2929, 7070, 7878, 102102],
for aspect ratios α=(1:

√
3/2) and (1 :1), where at density η > 0.708 the rotation criterion

is violated, but the systematic error thus committed is negligible. (Figure from [7070].)
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synchronize at infrequent breakpoints and otherwise scan for local horizon violations. Using a mapping
onto absorbing Markov chains, we rigorously prove the correctness of a sequential-consistency
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that uses compare-and-swap primitives for data access achieves considerable speed-up with respect
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1. Introduction

Event-chain Monte Carlo (ECMC) [1,2] is an event-driven re-
alization of a continuous-time irreversible Markov chain that has
found applications in statistical physics [3,4] and related fields [5].
Initially restricted to hard spheres and to models with piece-wise
constant pair potentials [6], ECMC was subsequently extended to
continuous potentials, such as spin models and all-atom particle
systems with long-range interactions [7,8]. Potentials need not

✩ The review of this paper was arranged by Prof. D.P. Landau.
✩✩ This paper and its associated computer program are available via the
Computer Physics Communication homepage on ScienceDirect (http://www.
sciencedirect.com/science/journal/00104655).
∗ Corresponding author.

E-mail address: werner.krauth@ens.fr (W. Krauth).

be pair-wise additive [9]. In opposition to standard Monte Carlo
methods, such as the Metropolis algorithm [10], ECMC does not
evaluate the potential U(x) of a configuration x (nor any ratio of
potentials) in order to sample the Boltzmann distribution π (x) =
exp [−βU(x)], with inverse temperature β .

For hard spheres, ECMC is a special case of event-driven
molecular dynamics [11,12]. In molecular dynamics, usually all
N spheres have non-zero velocities, and the number of candi-
date collision events at any time is O (N). A central scheduler,
efficiently implemented through a heap data structure, yields
the next collision with computational effort O (1), and it up-
dates the heap in at most O (log N) operations [13,14]. Event
times are global, and the CPU clock advances together with
the collision times. The global collision times and the required
communications at events complicate multithread implementa-
tions [15–19]. Domain decomposition, another strategy to cope
with synchronization, is also problematic [20].

https://doi.org/10.1016/j.cpc.2020.107702
0010-4655/© 2020 Elsevier B.V. All rights reserved.
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In hard-sphere ECMC, a set At of k < N ‘‘active’’ spheres
(all of radius σ ) have the same non-zero velocity v that changes
infrequently. All other spheres are ‘‘static’’. At a lifting [21] lt =
([i→ j], (x, x′), t), an active sphere i collides at time t with a
target sphere j at contact (|x′ − x| = 2σ , a condition that must be
adapted for periodic boundary conditions). The lifting lt connects
an in-state (the configuration just before time t , at time t−)
with an out-state (the configuration just after time t , at time
t+):

in-state :

⎡⎢⎢⎢⎢⎢⎢⎣

i ∈ At− , j ̸∈ At−

xi(t−) = x
xj(t−) = x′

vi(t−) = v
vj(t−) = 0

⎤⎥⎥⎥⎥⎥⎥⎦ ; out-state :

⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐

i ̸∈ At+ , j ∈ At+

xi(t+) = x
xj(t+) = x′

vi(t+) = 0

vj(t+) = v

⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐⏐
. (1)

We consider in this paper two-dimensional spheres in a square
box with periodic boundary conditions. In this system, the direc-
tion of vmust be changed at certain breakpoints for the algorithm
to be irreducible [22]. However, we restrict our attention to ECMC
in between two such breakpoints h and h′ with, for concreteness,
v = (vx, vy) = (1, 0). For a generic ‘‘lifted’’ [21] initial configu-
ration {Ch,Ah} at h, ECMC is deterministic up to h′. Generically
no two liftings take place at the same time t , so that they can be
identified by their time.

Our multithreaded ECMC algorithm propagates k = |A| active
spheres in independent threads, with shared memory. In between
h and h′, it only uses local-time attributes of each sphere. At a
lifting lti = ([i→j], (x, x′), ti), j synchronizes with i (the local time
tj is set equal to ti). For a sphere i to move, it must not violate
certain horizon conditions of nearby spheres j. In the absence of
horizon violations between h and h′, multithreaded ECMC will be
proven equivalent to the global-time process.

The motivation for our work is twofold. First, we strive to
speed up current hard-sphere simulations where, typically, N ∼
1×106. These simulations require weeks or months of run time
to decorrelate from the initial configuration [3,23]. Using a con-
nection to the generalized birthday problem in mathematics, we
will argue that such simulations can successfully run with k ≲√
N . Our approach to multithreading thus uses the freedom to

tune the number of active spheres. Second, by providing proof of
concept for multithreaded ECMC algorithms, we hope to motivate
the development of parallel ECMC algorithms for other system to
which sequential ECMC applies already.

The multithreaded ECMC algorithm is presented in two ver-
sions. One implementation uses the sequential-consistency model
[24]. Mapped onto an absorbing Markov chain, its correctness is
rigorously proven for small test suites. The C++ implementation
uses OpenMP to map active chains onto hardware threads, to-
gether with atomic primitives [25] for fine-grained control of in-
teractions between threads. Considerable speed-up with respect
to a single-threaded version is achieved. The few simultaneously
moving spheres (k ≪ N) avoid communication bottlenecks
between threads, even though each hard-sphere lifting involves
only little computation.

Subtle aspects of our algorithm surface through the confronta-
tion of the C++ implementation with the sequential-consistency
computational model on the same test suites. By reordering single
statements in the code, we may for example introduce rare bugs
that are not detected during random testing, but that are readily
exhibited in the rigorous solution, and that illustrate difficulties
stemming from possible compiler or processor re-ordering.

Code availability. Cell-based ECMC for two-dimensional hard
spheres is implemented (in Fortran90) as CellECMC.f90. Our ver-
sion is slightly modified from two original programs made available

in a Fortran90/Historic directory, written by E. P. Bernard (see
Acknowledgments). The code prepares initial configurations. It is
used in validation scripts.

2. Algorithms: from global-time processes to multithreaded
ECMC

In this section, we start with the definition of a continuous-
time process, Algorithm 1, that is manifestly equivalent to molec-
ular dynamics with the collision rules of Eq. (1). Its event-driven
version, Algorithm 2, provides the reference set Lref of liftings
used in our validation scripts (see Section 3). The single-threaded
Algorithm 3 relies on local times. It has correct output if no hori-
zon violation takes place. Its event-driven version, Algorithm 4,
yields a practical method that can be implemented and tested.
Algorithms 5 and 6 realize multithreaded ECMC, the latter in a
highly efficient C++ implementation.

2.1. Continuous processes and ECMC with global time

Algorithm 1 (Continuous Process with Global Time). At global time
t = h, an initial lifted configuration {Ch,Ah} is given (vi = v =
(1, 0) ∀i ∈ Ah and vi = 0 ∀i ̸∈ Ah). All spheres i carry local times
ti, with, initially, ti(h) = h ∀i. For active spheres (i ∈ At ), dti/dt =
1. At a lifting lt = ([i→j], (x, x′), t) the local time of sphere j is
updated as tj(t+) = t and, furthermore, At+ = At− \ {i} ∪ {j}.
The algorithm stops at global time t = h′, and outputs the lifted
configuration {Ch′ ,Ah′}, and the set Lh′ = {lt : h < t < h′} of
liftings that have taken place between h and h′.

Remark 1 (Meaning of Local Times). In Algorithm 1, the local time
ti(t) is a function of the global time t . It gives the global time at
which sphere i was last active (or ti(t) = h if i was not active for
[h, t]). Therefore ti(t) = t ∀i ∈ At and ti(t) < t ∀i ̸∈ At .

Remark 2 (Positivity of Local-time Updates). In Algorithm 1, at any
lifting lt , the update of tj is positive: tj(t+)− tj(t−) > 0.

Remark 3 (Time-reversal Invariance). Algorithm 1 is determinis-
tic and time-reversal invariant: If an initial lifted configuration
{Ch,Ah} generates the final lifted configuration {Ch′ ,Ah′} with v,
then the latter will reproduce the initial configuration with −v.
The set L of liftings is the same in both cases (with exchanged i
and j).

In order to converge towards a given probability distribution,
Markov-chain algorithms must satisfy the global-balance condi-
tion. It states that the probability flow into a configuration C
(summed over all liftings A) must equal the probability flow out
of it [22]. ECMC balances these flows for each lifting individually
(for the uniform probability distribution).

Lemma 1. Algorithm 1 satisfies the global-balance condition for any
lifted configuration {C,A}. All lifted configurations accessible from a
given initial configuration thus have the same statistical weight.

Proof. The algorithm is equivalent to molecular dynamics that
conserves one-dimensional momenta as well as the energy. The
claimed property follows for Algorithm 1 because it is satisfied
by molecular dynamics. The property can be shown directly for a
discretized version of Algorithm 1 on a rectangular grid aligned
with v with infinitesimal cell size such that each lifted configu-
ration {C,A} has a unique predecessor. The flow into each lifted
configuration equals one. This is equivalent to global balance for
the uniform probability distribution. □

2
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The event-driven version of Algorithm 1 is the following:

Algorithm 2 (ECMC with Global Time). With input as in
Algorithm 1, in each iteration I = 1, 2, . . ., the next global
lifting time is computed as tI+1 = tI + mini∈A,j̸∈A τij,1 where
τij is the time of flight from sphere i to sphere j. At time tI ,
local times as well as positions of active spheres are advanced to
t̃ = min

(
tI+1, h′

)
, and to xi(tI+1) = xi(tI )+ (t̃ − tI )v, respectively.

If t̃ = tI+1 (a lifting lI+1 = ({i, j}, {x, x′}, tI+1) takes place), the set
of active spheres is updated as AI+1 = AI \ {i} ∪ {j}. Otherwise
t̃ = h′, and the algorithm stops. Output is as in Algorithm 1.

Code availability. Algorithm 2 is implemented in GlobalTime-
ECMC.py and invoked in several validation scripts, for which it
generates the reference lifting sets Lref.

2.2. Single-threaded processes and ECMC with local times

Algorithm 3, that we now describe, is a single-threaded em-
ulation of our multithreaded Algorithms 5 and 6. A randomly
sampled active chain ι ∈ {1, 2, . . .} advances (in what corre-
sponds to a thread) for an imposed duration, at most until its
local time reaches h′. On thread ι, the active sphere i must remain
above the horizons of its neighboring spheres j (see Fig. 1a). The
horizon condition is

ti + τij > tj, (2)

where the time of flight is τij = xj − xi + bij, with bij the contact
separation parallel to v between spheres i and j. The horizon
condition must be checked for at most three spheres j for a given
i because all other spheres are either too far for lifting with i
in the direction perpendicular to v or are prevented from lifting
with i by other spheres (see Section 3.1). The algorithm aborts if
a horizon violation is encountered. The active chain ι stops if a
lifting would be to a sphere j that is itself active. The active chain
ι+ 1 is then started.

Remark 4 (Double Role of Horizon Condition). The horizon con-
dition of Eq. (2) has two roles. First, it is a necessary condition
for a lifting of i with j (if it effectively takes place) to produce
the required positive local-time update of tj at the lifting time t
(see Remark 2 and Fig. 1a). Second, it is a sufficient non-crossing
condition for any sphere k, ensuring that k was not at a previous
local time in conflict with i (see Fig. 1b).

It is for the second role discussed in Remark 4 that the horizon
condition is checked for all neighboring spheres j of an active
sphere i.

Remark 5 (False Alarms from Horizon Condition). The horizon
condition may lead to false alarms (see Fig. 1b), which could be
avoided through the use of the non-crossing condition. The latter
is more difficult to check, as it requires the history of past liftings.
Our algorithms only implement the horizon condition.

Algorithm 3 (Single-threaded Continuous Process with Local Times).
With input as in Algorithm 1, active chain ι = 1, 2, . . . is initial-
ized (sequentially) with an active sphere i, sampled from Ã = {i ∈
A, ti ̸= h′}, and for a local-time interval τmax

ι = min
(
ran, h′ − ti

)
,

where ran is a positive random number. In active chain ι, the
active sphere i moves with velocity v for τ ∈ [0, τmax

ι ] and

1 τij is infinite if i cannot lift with j for the given initial configuration C and
velocity v. The presence of an arrow [i→j] in the directed constraint graph G
indicates that τij can be finite (see Section 3.1).

Fig. 1. Horizon condition and non-crossing condition in local-time algorithms.
(a) Sphere i is above the horizon of sphere j (shaded area), so that at the lifting
of i with j, the local-time update of tj is positive. (b) Sphere i does not lift with
k. It does not cross the past trajectory of k, although it violates the horizon
condition with k (light shading) (supposing bik = 0). The lifting of i with j
could in principle be allowed under the non-crossing condition with k (dark
blue shading), supposing τjk = ∞.

dti/dτ = 1, if the horizon condition of Eq. (2) is satisfied for all
spheres j. (In case of a horizon violation, the algorithm aborts.)
If a lifting lti = ([i→j], (x, x′), ti) concerns an active sphere j, the
active chain ι stops with i at x. Otherwise, the local time of sphere
j is updated as tj(t+i ) = ti and A = A \ {i} ∪ {j}, with the active
chain ι now moving j. The algorithm terminates if Ã = ∅, that is,
if all the active spheres are stalled. Output is as for Algorithm 1.

Remark 6 (Stalled Spheres). ‘‘Stalled’’ spheres (active spheres i
with ti = h′) make up the set A \ Ã. Considering stalled spheres
separately simplifies the sampling of Ã and the restart from h′ for
the next leg of the ECMC run.

Lemma 2. If Algorithm 3 terminates without a horizon violation, its
output is identical to that of Algorithm 1.

Proof. We consider the final lifted configuration {Ch′ ,Ah′} of a
run that has terminated without a horizon violation, and that
has preserved a log of all local-time updates. The termination
condition is Ã = ∅, so that all active spheres are stalled with
local time h′. We further consider the final lifting lh′′ in Lh′ (so
that t < h′′ ∀ lt ∈ Lh′′ ). Local times of static spheres satisfy
ti ≤ h′′ ∀i ̸∈ Ah′ . When backtracking, using Algorithm 1 with −v,
from h′ to h′′+, no lifting takes place among active spheres (see
Fig. 2a). The area swept out by the active spheres cannot overlap
with a static sphere j because it must have tj < h′′ (local times
are smaller than the last lifting) and, on the other hand, tj > h′′,
because of Eq. (2) (see Fig. 2b). The lifting lh′′ = ([i→j], (x, x′), h′′)
can now be undone. (From j ∈ Ah′ and i ̸∈ Ah′ , we obtain
Ah′′ = Ah′ \ {j} ∪ {i}. The updated local time tj(h′′−) can be
reconstructed from the log. It is smaller than h′′. The lifting is then
itself eliminated: Lh′′ = Lh′ \ {lh′′}.) All active spheres at h′′− now
have local time h′′. Similarly, all liftings can be undone, effectively
running Algorithm 2 with−v from h′ to h. As Algorithm 1 is time-
inversion invariant, the local times at its liftings are the same as
those of Algorithm 3. □

For concreteness, in the following event-driven formulation of
Algorithm 3, the local-time interval τmax

ι of an active chain ι is
chosen equal to the time of flight towards the next lifting.

Algorithm 4 (Single-threaded ECMC with Local Times). With input
as in Algorithm 1, for each (sequential) active chain ι = 1, 2, . . .,
an active sphere i is sampled from Ã = {i ∈ A, ti ̸= h′}. The
horizon conditions of Eq. (2) are checked for all2 spheres j that

2 At most three spheres j can have finite τij for any i, see Section 3.1.

3
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Fig. 2. Backtrack using Algorithm 1 from the final configuration of Algorithm 3.
(a) Active spheres k and l do not lift among each other. (b) A static sphere j
crossing the trajectory of active sphere k. This crossing is impossible because of
the horizon condition (τ̃ < h′ − h′′ leading to tj > h′′ , in contradiction with the
condition tj < h′′).

can have finite time of flight τij. The algorithm aborts if a violation
occurs. Otherwise, i is moved forward to min

(
ti + τij, h′

)
, and

the local time of i and j are updated to that time. The active
chain stops if j is an active sphere or if the local time equals
h′. Otherwise, the move corresponds to a lifting lti+τij = ([i→
j], (x, x′), ti+ τij) and A = A \ {i} ∪ {j}, with the active chain now
moving j. The algorithm terminates if Ã = ∅. Output is as for
Algorithm 1.

Code availability. Algorithm 4 is implemented in SingleThread-
LocalTimeECMC.py and tested in the PValidateECMC.sh script.

Remark 7 (Partial Validation). In Section 3.2, a variant of
Algorithm 4 is used to validate part of a run, even if it does not
terminate correctly. When a sphere i detects a horizon violation,
its time ti is recorded. At h′, the set Lt∗ of all liftings up to the
earliest horizon violation, at t∗, agrees with the corresponding
partial list of liftings for Algorithm 1.

2.3. Multithreaded ECMC (sequential-consistency model)

Algorithm 5, the subject of the present section, is a model
shared-memory ECMC on k threads, that is, on as many threads
as there are active spheres. The algorithm adopts the sequential-
consistency model [24]. We rigorously prove its correctness for
small test suites by mapping the multithreading stage of this
algorithm to an absorbing Markov chain. The algorithm allows
us to show that certain seemingly innocuous modifications of
Algorithm 6 (the C++ implementation) contain bugs that are too
rare to be detected by routine testing.

The algorithm has three stages. In the (sequential) initializa-
tion stage, it inputs a lifted initial configuration and maps each
active sphere to a thread. This is followed by the multithreading
stage, where each active chain progresses independently, check-
ing the horizon conditions in its local environment. The algorithm
concludes with the (sequential) output stage.

At each step of the multithreading stage of Algorithm 5, a
switch randomly selects one of the k statements (one for each
thread a, b, . . .) contained in a buffer as {nexta, nextb, . . .}. The
selected statement is executed on the corresponding thread, and
then the buffer is updated. The random sequence of statements
mimics the absence of thread synchronization except at break-
points. All threads possess an absorbing wait statement. When
it is reached throughout, the algorithm progresses to the output
stage, followed by successful termination. The program aborts
when a thread detects a horizon violation. For our test suites, we
prove by explicit construction that each state is connected to at
least one of the absorbing states, but we lack a general proof of
validity for arbitrary configurations and general N .

In Algorithm 5, each sphere has three attributes, namely a tag,
a local time and a position. The sphere’s tag indicates whether it is
active on a thread ι, stalled, or static. All threads have read/write

access to the attributes of all spheres. A state of the Markov chain
is constituted by the spheres with their attributes, some local
variables and the buffer content.

Algorithm 5 (Multithreaded ECMC (Sequential-consistency Model)).
At breakpoint h = 0, a lifted initial configuration {Ch,Ah} is input
(see Fig. 3 for the example with four spheres). All local times
are set to h = 0, all tags are put to static, except for the active
spheres, whose tags correspond to their thread ι. The buffer is
set to {11, . . . , 1ι, . . . , 1k}. A random switch selects one buffer
element. The corresponding statement is executed on its thread,
and the buffer is replenished. The following provides pseudo-code
for the multithreading stage (iι is the active sphere, jι the target
sphere, and distanceι the difference between h′ and the local time,
all on thread ι):

1ι τι ← distanceι; jι ← iι; xι ←∞

2ι for ȷ̃ in {1, 2, ..., n} \ iι :
3ι xȷ̃ ← ȷ̃.x
4ι τiȷ̃ ← xȷ̃ − iι.x− biȷ̃
5ι if iι.t+τiȷ̃ < ȷ̃.t : abort
6ι if τiȷ̃ < τι :
7ι jι ← ȷ̃
8ι xι ← xȷ̃
9ι τι ← τiȷ̃

10ι jι.tag.CAS(static, ι)
11ι if jι.tag = ι :
12ι if τι < distanceι :
13ι if xι = jι.x :
14ι jι.t ← iι.t + τι

15ι iι.t ← iι.t + τι

16ι iι.x← iι.x+ τι

17ι iι.tag ← static
18ι distanceι ← distanceι − τι

19ι iι ← jι
else :

20ι jι.tag ← static
goto 1

else :
21ι iι.t ← iι.t + τι

22ι iι.x← iι.x+ τι

23ι distanceι ← 0
24ι iι.tag ← stalled

else : goto 1
25ι if distanceι > 0 : goto 1
26ι wait

When all k threads have reached their wait statements, the algo-
rithm proceeds to its output stage. Output is as for Algorithm 1.

Code availability. SequentialMultiThreadECMC.py imple-
ments Algorithm 5. It also constructs all states connected to the
initial state and traces them to the absorbing states. It is called by
SequentialC4.sh and SequentialC5.sh

Remark 8 (Illustration of Pseudocode). The multithreading stage
of Algorithm 5 corresponds to k identical programs running in-
dependently. In the sequential-consistency model, the space of
programming statements is thus k-dimensional (one sequence
(1ι, . . . , 26ι) per thread), and each displacement in this space pro-
ceeds along a randomly chosen coordinate axis. As an example, if
for a buffer {next1, . . . , nextι = 20ι, . . . , nextk} the switch selects
thread ι, then the tag of target particle jι is set to ‘‘static’’, and the
buffer is updated to {next1, . . . , nextι = 1ι, . . . , nextk}. The thread
ι will thus be restarted at its next selection.

4
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Fig. 3. Algorithm 5, as applied to the SequentialC4 test suite. (a) Reference set Lref from Algorithm 2. (b) Run of Algorithm 5 involving a ‘‘lock-less’’ lock rejection
on the position of sphere 3.

The compare-and-swap (CAS) statement in 10ι of Algorithm 5
amounts to a single-line if. It is equivalent to: ‘‘if jι.tag = static :
jι.tag = ι’’ (if j is static, then it is set to active on thread ι (see
Remark 9 for a discussion).

We prove correctness of Algorithm 5, for the SequentialC4
test suite with N = 2 and k = 2 (see Fig. 3), that we later extend
to the SequentialC5 test suite with N = 5.

Lemma 3. If Algorithm 5 terminates without a horizon violation,
its output (for the SequentialC4 test suite) is identical to that of
Algorithm 1.

Proof. In the SequentialC4 test suite with threads ‘‘a’’ and ‘‘b’’,
we suppose that the switch samples a and b with equal proba-
bilities. The two-thread stage of Algorithm 5 then consists in a
finite Markov chain with 3670 states Sn that are accessible from
the initial state. The abort state has no buffer content. All other
3669 states comprise the buffer {nexta, nextb}, the sphere objects
(the spheres and their attributes: tag, local time, position), and
some thread-specific local variables. One iteration of the Markov
chain (selection of nexta or nextb, execution of the corresponding
statement, buffer update) realizes the transition from Sn to a state
Sm with probability Tnm = 1/2. The 3670× 3670 transition matrix
T = (Tnm) has unit diagonal elements for the abort, and for the
unique terminate state with buffer {26a, 26b}, which are both
absorbing states of the Markov chain. Furthermore, we can show
explicitly that all 3670 states have a finite probability to reach
an absorbing state in a finite number of steps. This proves that
the Markov chain is absorbing. For an absorbing Markov chain,
all states that are not absorbing are transient, and they die out
at large times. The algorithm thus either ends up in the unique
terminate state that corresponds to successful completion, or
else in the abort state. □

All states of the Markov chain may be projected onto their
buffer {nexta, nextb} and visualized (see Fig. 4)).

Remark 9 (CAS Statement). The CAS statements (see 10ι in
Algorithm 5) acquire their full meaning in the multithreaded
Algorithm 6 The way in which they differ from simple if state-
ments can already be illustrated in the simplified setting. We
suppose two threads a and b. Then, with jι the target sphere on
thread ι, a buffer content {10a, 10b}:

...
...

10a ja.tag.CAS(static, a)
11a if ja.tag = a :

...
...

...
...

10b jb.tag.CAS(static, b)
11b if jb.tag = b :

...
...

Fig. 4. The 3670 states in Algorithm 5 for the SequentialC4 test suite
projected onto the buffer content {nexta, nextb} (see Fig. 3). The terminate
buffer {26a, 26b} corresponds to a single state.

can belong to a state with ja = 3 = jb = 3.3 If the statement
10a is selected, sphere 3 becomes active on thread a (through the
statement 3.tag = a). In contrast, if the switch selects 10b, sphere
3 becomes active on thread b. The program continues consis-
tently for both switch choices, because the selection is made in a
single (‘‘atomic’’) step on each thread and because the sequential-
consistency model avoids conflicting memory assignments. In
contrast, if the switch selection from {10a, 10b} is split as:

...
...

10′a if ja.tag = static :
10′′a ja.tag = a
11a if ja.tag = a :

...
...

...
...

10′b if jb.tag = static :
10′′b jb.tag = b
11b if jb.tag = b :

...
...

the sequence 10′a → 10′b → 10′′a → 11a → 10′′b → 11b re-
sults in sphere 3 first becoming active on thread a (and the thread
continuing as if this remained the case), and then on thread b,
which is inconsistent. In Algorithm 6, the C++ implementation
of multithreaded ECMC, the CAS likewise keeps this selection
step atomic, and likewise excludes memory conflicts among all
threads during this step. It thus plays the role of a lightweight
memory lock.

Algorithm 5 features lock-free programming, which is also a key
ingredient of Algorithm 6.

3 This corresponds to the lifted configuration of Fig. 3h.

5
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Remark 10 (Lock-free Programming). To illustrate lock-free pro-
gramming in Algorithm 5, we consider two threads, a and b.

7a ja ← ȷ̃
8a xa ← xȷ̃

...
...

10a ja.tag.CAS(static, a)
...

...

13a if xa = ja.x :
...

...

...
...

16b ib.x← ib.x+ τb
17b ib.tag ← static

...
...

The identification of the target sphere ja on thread a (statements
7a and 8a) would be compromised if, before locking through
the CAS statement at 10a, it was changed in thread b, where
the same sphere ib is active (see statements 16b, 17b). However,
the statement 13a checks that sphere ja has not moved. If this
condition is not satisfied, the thread a will be restarted (through
statement 20a). (See also Remark 12.)

2.4. Multithreaded ECMC (C++, OpenMP implementation)

Algorithm 6, discussed in this section, translates Algorithm 5
into C++ (OpenMP). The CAS statement and lock-free program-
ming assure its efficiency. A sphere’s attributes are again its
position, its local time, and its tag. The latter is an atomic variable.
We refer to line numbers in Algorithm 5.

Algorithm 6 (Multithreaded ECMC (C++, OpenMP)). With initial
values as in Algorithm 1, thread management is handled by
OpenMP. The number of threads can be smaller than the number
of active spheres. The multithreading stage transliterates the one
of Algorithm 5. Statement 2ι of Algorithm 5 is implemented
through a constraint graph (see Section 3.1). Statements 10ι
through 13ι are expressed as follows in MultiThreadECMC.cc:

10ι→ j->tag.compare_exchange_strong(...static,...
11ι→ if (j->tag.load(memory_order) == iota)
12ι→ if (tau < distance)
13ι→ if (x == j->x),

where the memory_order qualifier may take on different values
(see Section 3.2). Important differences with Algorithm 5 are
discussed in Remarks 11 and 12. Output is as for Algorithm 1.

Code availability. Algorithm 6 is implemented in MultiThread-
ECMC.cc. It is executed in several validation and benchmarking
scripts (see Section 3.2).

Remark 11 (Active-sphere Necklaces). Algorithm 5 restarts thread
ι if the target sphere j (for an active sphere i on the thread) is itself
active on another thread. With periodic boundary conditions,
active-sphere necklaces, where all target spheres are active, can
deadlock the algorithm. To avoid this, Algorithm 6 moves sphere
i up to contact with j before restarting (this is also used in
Algorithm 4).

The source code of Algorithm 6 essentially translates that of
Algorithm 5. The compiler may however change the order of
execution for some statements in order to gain efficiency. (The
memory access in modern multi-core processors can also be
very complex and, in particular, thread-dependent.) Attributes,
such as the memory_order qualifier in the CAS statement, may
constrain the allowed changes of order. The reordering directives
adopted in Algorithm 6 were chosen and validated with the
help of extensive runs from randomly generated configurations.
However, subtle pitfalls escaping notice through such testing can
be exposed by explicitly reordering statements in Algorithm 5.

Remark 12 (Memory-order Directives in Algorithms 5 and 6). In the
SequentialC5 test suite with N = 5, interchanging statements
15ι and 16ι in Algorithm 5 yields a spurious absorbing state, and
invalidates the algorithm. The same test suite can also be input
into Algorithm 6, where it passes the Ordering.sh validation
test, even if the statements in MultiCPP.cc corresponding to
15ι and 16ι are exchanged. However, a 1 µs pause statement
introduced in the C++ program between what corresponds to the
(interchanged) statements 15ι and 16ι produces a∼ 1% error rate,
illustrating that Algorithm 6 is unsafe without a protection of the
order of the said statements. Safety may be increased through
atomic position and local time variables, allowing the use of the
fetch_add() operation to displace spheres.

3. Tools, validation protocols, benchmarks, and extensions

We now discuss the implementations of the algorithms of
Section 2, as well as their validation protocols, benchmarks, and
possible extensions. We also discuss the prospects of this method
beyond this paper’s focus on the interval between two break-
points h and h′.

In our implementation of Algorithms 2, 4, and 6, a directed
constraint graph encodes the possible pairs of active and target
spheres as arrows [i→j] (see Section 3.1). The outdegree of this
graph is at most three, and a rough constraint graph G(3) with,
usually, outdegree three for all vertices is easily generated. G(3)

may contain redundant arrows that cannot correspond to liftings.
Our pruning algorithm eliminates many of them. We also prove
that Gmin, the minimal constraint graph, is planar. This may be
of importance if disjoint parts of the constraint graph are stored
on different CPUs, each with a number of dedicated threads. In
general, we expect constraint graphs to be a useful tool for hard-
sphere production codes, with typically O (N) liftings between
changes of v.

Validation scripts are discussed in Section 3.2. Scripts check
that the liftings of standard cell-based ECMC are all accounted
for in the used constraint graph. For the ECMC algorithms of
Section 2, the set L of liftings provides the complete history of
each run, and scripts check that they correspond to Lref.

In Section 3.3, we benchmark Algorithm 6 and demonstrate
a speed-up by an order of magnitude for a single CPU with 40
threads on an x86 CPU (see Section 3.3). The overhead introduced
by multithreading (∼ 2.4) is very reasonable. We then discuss
possible extension of our methods (see Section 3.4).

3.1. Constraint graphs

For a given initial condition Ch and velocity v, arrows [i→ j]
of the constraint graph Gv represent possible liftings lt = ([i→
j], (x, x′), t) [26]. Arrows remain unchanged between breakpoints
because spheres i and j with a perpendicular distance of less
than 2σ cannot hop over one another (this argument can be
adapted to periodic boundary conditions), and pairs with larger
perpendicular distance are absent from G. All constraint graphs Gv
are supersets of a minimal constraint graph Gmin

v ≡ Gmin
−v (where

the equivalence is understood as [i→j]v ≡ [j→i]−v).

Remark 13 (Constraint Graphs and Convex Polytopes). Each arrow
[i→ j] of the constraint graph Gv provides (for v = (1, 0)) an
inequality

xi ≤ xj − bij (3)

that is tight (xi = xj − bij) when i lifts to j at contact (if there are
configurations C where it is tight, then [i→ j] belongs to Gmin

v ).
The set of inequalities defines a convex polytope. With periodic
boundary conditions (unaccounted for in Eq. (3)), this polytope is

6
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Fig. 5. Constraint graphs, pruning, and planarity. (a) Corridors of an active
sphere i, with arrows [i→j−], [i→j0], and [i→j+] belonging to G(3)

(1,0) . (b) Pruning
of an arrow [i→j+] through a sphere jnext without there being an arrow [i→jnext].
(c) Spheres i and j, arrow [i→j], and impact path ⟨i, j⟩. Other spheres cannot
cover ⟨i, j⟩. (d) Spheres i, j, k, l with xi < · · · < xl and impact paths ⟨i, l⟩ and
⟨j, k⟩.

infinite in the direction corresponding to uniform translation of
all spheres with v (see [26]).

Remark 14 (Constraint Graphs and Irreducibility). Rigorously, we
define the constraint graph Gmin

v as the set of arrows [i → j]
that are encountered from Ch by Algorithm 1 (or, equivalently,
Algorithm 2) at liftings lt ∀t ∈ (−∞,∞). The liftings for t <

0 can be constructed because of time-reversal invariance (see
Remark 3). For the same reason, we have Gmin

v ≡ Gmin
−v , and the

set of arrows reached from Ch is equivalent to that reached from
any configuration that is reached from C (and in particular Ch′ ).
While we expect ECMC to be irreducible in the polytope defined
through the inequalities in Eq. (3), we do not require irreducibility
for the definition of Gmin.

Between breakpoints, the active sphere i can lift to at most
three other spheres, namely the sphere j0 minimizing the time
of flight τij in a corridor of width 2σ around the center of i,
and likewise the closest-by sphere j+ in the corridors [σ , 2σ ]
and sphere j− in the corridor [−2σ ,−σ ] (see Fig. 5a). The set
of arrows {[i→ j0], [i→ j−], [i→ j+] ∀i ∈ {1, . . . ,N}} consti-
tutes the constraint graph G(3)

v , which is thus easily computed.
Except for small systems (where the corridors may be empty),
G(3) has outdegree three for all spheres i. However, its indegree
is not fixed. The constraint graph G(3) is not necessarily locally
planar,4 and in the embedding provided by the sphere centers of a
given configuration, non-local arrows can be present (see Fig. 6a).
However, Gmin can be proven to be locally planar (see Fig. 6b).

Lemma 4. The graph Gmin is locally planar, and any sphere config-
uration that can be reached between breakpoints provides a locally
planar embedding.

Proof. We first consider two spheres i and j for v = (1, 0) in the
plane (without taking into account periodic boundary conditions).
The arrow [i→ j] is drawn by connecting the centers of i and j.
The impact path ⟨i, j⟩ is the horizontal line segment connecting
(xi, yimpact) and (xj, yimpact) where yimpact is the vertical position at
which the two spheres can touch by moving them with v (see
Fig. 5c). If the arrow [i→j] exists, no other sphere can intersect
the impact path ⟨i, j⟩.

4 ‘‘Locally planar’’ means that any subgraph that does not sense the periodic
boundary conditions is planar.

For four spheres i, j, k, l, we now show that no two arrows be-
tween spheres can cross each other. The x-values can be ordered
as xi < xj < xk < xl (again without taking into account periodic
boundary conditions). Two arrows between three spheres trivially
cannot cross. For arrows between two pairs of spheres, arrows
[i→j] and [k→l] cannot cross. Likewise, if there is an arrow [i→k],
then sphere j must be on one side of the impact path ⟨i, k⟩, and k
must be on the other side of ⟨j, l⟩, so that arrows [i→k] and [j→l]
cannot cross. Finally, if arrow [i→l] exists, then j and k must be on
the same side of the impact path ⟨i, l⟩ in order to have an impact
path. But then, [j→k] cannot cross [i→l] (see Fig. 5d). □

The minimal constraint graph Gmin is more difficult to compute
than G(3) because the underlying ‘‘redundancy detection’’ prob-
lem is not strictly polynomial in system size, although practical
algorithms exist [27]. However, G(3) can be pruned of redundant
constraints that correspond to pairs of spheres i and j that are pre-
vented from lifting by other spheres. For example, given arrows
[i→ j], [j→k] and [i→k], the latter can be ‘‘first-order’’ pruned
(eliminated with one intermediary, namely j) if bij + bjk > bik (in
Fig. 5, [i→j+] can be pruned for this reason). The presence of the
arrow [j→k] is not necessary to make this argument work (see
Fig. 5b). Pruning can be taken to higher orders. To second order, if
bij+bjk+bkl > bil, then the arrow [i→l] can be eliminated. Finally,
any arrow [i→j] in Gv can be pruned through symmetrization if
it is unmatched by [j→i] in G−v because Gmin

v ≡ Gmin
−v , with G[v]

and G[−v] obtained separately (see Remark 3).
Rarely, arrows can be eliminated by symmetrizing graphs that

were pruned to third or fourth order, and constraint graphs that
are obtained in this way appear close to Gmin (see Section 3.2).

Code availability. The constraint graph G(3) is constructed in
GenerateG3.py and pruned to G in PruneG.py. The program
GraphValidateCellECMC.cc runs cell-based ECMC to verify the
consistency of G.

3.2. Validation

Our programs apply to arbitrary density η = Nπσ 2/L2 and
linear size L of the periodic square box (with N = M2). We
provide sets of configurations and constraint graphs for validation
and benchmarking. One such set consists in a configuration C256

at M = 256, and for η = 0.708 and a fourth-order symmetrized
constraint graph G256. Where applicable, the number of active
spheres varies as k = 1, 2, 4, . . . , kmax and the number of threads
as nι = 1, 2, 3, . . . , nmax

ι . For fixed k and nι, there are nrun runs
that vary h and h′.

Constraint-graph validation. Constraint graphs are generated in
the Setup.sh script. The GraphValidateCellECMC test per-
forms cell-based ECMC derived from CellECMC.f90 [3,23],
where spheres are assigned to local cells and neighbor-
hood-cell searches identify possible liftings. Cell-based ECMC
must exclusively solicit liftings accounted for in G. The
GraphValidateCellECMC test also records the sweep (lifting
per sphere) at which an arrow [i→ j] ∈ G is first solicited in a
lifting and compares the time evolution of the average number of
solicited arrows with its average outdegree. The G256 constraint
graph passes the validation test with t = 2×107 sweeps. The
outdegree of G256 is 2.1, and 98.7% of its arrows are solicited dur-
ing the test. Logarithmic extrapolation (with 1/(ln t)α , α = 1.7)
suggests that G256 essentially agrees with Gmin (see Fig. 6c). Use
of G256 rather than G(3) speeds up ECMC, but further performance
gains through additional pruning are certainly extremely limited.

Validation of Algorithms 4 and 6. Our implementations of
Algorithms 4 and 6 are modified as discussed in Remark 7. Runs

7
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Fig. 6. ECMC constraint graphs for C256 (see Section 3.2 for definition). (a) G(3) for this configuration (detail), with highlighted non-local arrows. (b) G256 (same
detail), obtained from G(3) through fourth-order pruning followed by symmetrization. (c) Number of solicited arrows in G256 in a long cell-based ECMC run, compared
to its average outdegree.

compute the set Lt∗ to the earliest horizon-violation time t∗
(with t∗ = h′ if the run concludes successfully). The
PValidateECMC.sh test first advances C256

= Ct=0 to a random
breakpoint h (using Lref). Each test run is in the interval [h, h′],
where h′ is randomly chosen. To pass the validation test, Lt∗

must for each run agree with Lref (see Section 4 for details of
scripts used). Algorithm 4 passes the PValidateECMC.sh test
with nrun = 1×103 for kmax

= 8192.
Our x86 computer has two Xeon Gold 6230 CPUs with variable

frequency from 2.1 GHz to 3.9 GHz, each with 20 cores and
40 hardware threads. We use OpenMP directives to restrict all
threads to a single CPU. We consider again C256

= Ct=0 as the
initial configuration, and then run the program from h to h′. On
our x86 CPU, Algorithm 6 passes the CValidateECMC.sh test
with nrun = 1×103, kmax

= 8192 and nmax
ι = 40.

On our ARM CPU (Nvidia Jetson with Cortex A57 CPU (at
1.43 GHz) with four cores and four hardware threads), we again
consider C256

= Ct=0 as initial configuration. For the same system
parameters as above, Algorithm 6 passes the CValidateECMC.sh
test with nrun = 1× 103, kmax

= 8192 and nmax
ι = 4. The

ARM architecture allows dynamic re-ordering of operations, and
the separate validation test more severely scrutinizes thread
interactions than for the x86 CPU.

On both CPUs, Algorithm 6 passes the CValidateECMC.sh
test with the following choices of memory_order directives:

memory_order_relaxed. This most permissive memory order-
ing of the C++ memory model imposes no constraints on
compiler optimization or dynamic re-ordering of opera-
tions by the processors, and only guarantees the atomic
nature of the CAS operation. Such re-orderings are more
aggressive on ARM CPUs than on x86 CPUs. This memory
ordering does not guarantee that the statements consti-
tuting the lock-less lock are executed as required (see
Remark 12).

memory_order_seq_cst for all memory operations on the tag
attribute. This directive imposes the sequential-consistency
model (see Remark 12) for each access of the tag at-
tribute. It slows down the code by 40% compared to the
memory_order_relaxed directive.

memory_order_acquire on load, memory_order_release
on store. This directive implies ‘‘acquire–release’’ seman-
tics on the tag attribute. It imposes a lock-free exchange
at each operation on the tag attribute, so that all vari-
ables, including positions and local times, are synchro-
nized between threads during tag access. CAS remains
memory_order_seq_cst. This directive maintains speed

compared to memory_order_relaxed, yet provides bet-
ter guarantees on the propagation of variable modifica-
tion between threads. MultiThreadECMC.cc compiles by
default with this directive.

3.3. Benchmarks for Algorithm 6 (x86 and ARM)

Algorithm 6 is modified as discussed in Remark 7 (program ex-
ecution continues in spite of horizon violations) and used for large
values of h′. This measures the net cost of steady-state thread
interaction, without taking into account thread-setup times. We
report here on results of the BenchmarkECMC.sh script for C256

as an initial configuration and G256 with k = 40 active spheres.
The number of threads varies as nι = 1, 2, 3, . . . , nmax

ι , with
nrun = 20.

On our x86 CPU (see Section 3.2), the BenchmarkECMC.sh
script is parametrized with nmax

ι = 40. The benchmark speed
increases roughly linearly up to 20 threads (reaching a speed-up
of 10 for 20 threads), and then keeps improving more slowly with
a maximum for 40 threads at a speed-up of 14 and an absolute
speed of ∼ 1.6 × 1012 events/hour (see Fig. 7). The variable
frequency of Xeon processors under high load may contribute
to this complex behavior. On a single thread, our program runs
2.2 times slower than an unthreaded code, due to the eliminated
overhead from threading constructs. The original CellECMC.f90
cell-based production code generates 3×1010 events/hour. The
use of a constraint graph, rather than a cell-based search, thus
improves performance by almost an order of magnitude, if the
set-up of G is not accounted for.

On our ARM CPU, the BenchmarkECMC.sh script is
parametrized with nmax

ι = 4. The benchmark speed increases as
the number of threads, reaching a speed-up of 3.8 for nι = 4. The
absolute speed is about six times smaller than for our x86 CPU
for a comparable number of threads, as may be expected for a
low-power processor designed for use in mobile phones.

3.4. Birthday problem, full ECMC, multi-CPU extensions

In this section, we treat some practical aspects for the use of
Algorithm 6.

Birthday problem. We analyze multithreaded ECMC in terms of
the (generalized) birthday problem, which considers the probabil-
ity p that two among k′ integers (modeling individuals) sampled
from a discrete uniform distribution in the set {1, 2, . . . ,N ′}
(modeling birthdays) are the same. For large N ′, p ∼ [1 −
exp (−k′2/(2N ′))] [28], which is small if k′ ≲

√
N ′. At constant

density η, sphere radius σ , velocity v, and time interval h′ − h,
each active chain ι is almost restricted to a region of constant
area, whereas the total area of the simulation box is ηN . We may
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Fig. 7. Output of the BenchmarkECMC.sh script for Algorithm 6 (five-number
summary of 20 runs) for k = 80 on an x86 CPU with 20 cores and 1, . . . , 40
threads, and for serial code that processes active chains sequentially. Inset:
Output of the script for a four-core ARM CPU.

suppose that the k active spheres are randomly positioned in the
simulation box broken up into a grid of ∝ N constant-area cells.
For k ≲

√
N , we expect the probability that one of these cells

contains two active spheres to remain constant for N → ∞,
and therefore also the probability of an update-order violation for
constant h′ − h.

Restarts. Our algorithms reproduce output of Algorithm 2 only
if they do not abort. In production code, the effects of horizon
violations will have to be repaired. Two strategies appear feasible.
First, the algorithm may restart the run from a copy of {Ch,Ah}

at the initial breakpoint h, and choose a smaller breakpoint h′′,
for example the time of abort. The successful termination of this
restart is not guaranteed, as the individual threads may organize
differently. Second, the time evolution may be reconstructed from
Lt∗ to the earliest horizon-violation time t∗ (see Remark 7), and
t∗ may then be used as the subsequent initial breakpoint. Besides
an efficient restart strategy, a multithreaded production code will
also need an efficient parallel algorithm for computing G after a
change of v.

Multi-CPU implementations. Algorithm 6 is spelled out for a single
shared-memory CPU and for threads that may access attributes
of all spheres (see statement 10ι in Algorithm 5 and Remark 11).
However, thread interactions are local and immutable in between
breakpoints (as evidenced by the constraint graphs). This invites
generalizations of the algorithm to multiple CPUs (each of them
with many threads). Most simply, two CPUs could administer
disjoint parts of the constraint graph, for example with interface
vertices doubled up on both of them (see Fig. 8). In this way,
an active sphere arriving at an interface would simply be copied
out to the neighboring CPU. The generalization to multiple CPUs
appears straightforward.

4. Available computer code

All implemented algorithms and used scripts that are made
available on GitHub in ParaSpheres, a public repository which
is part of a public GitHub organization.5 Code is made available
under the GNU GPLv3 license (for details see the LICENSE file).

The repository can be forked (that is, copied to an outside
user’s own public repository) and from there studied, modified

5 The organization’s url is https://github.com/jellyfysh.

Fig. 8. A constraint graph doubled up for a multi-CPU implementation of
Algorithm 6 (detail of C256 configuration shown). Interface vertices appear on
both sides.

and run in the user’s local environment. Users may contribute to
the ParaSpheres project via pull requests (see the README.md
and CONTRIBUTING.md files for instructions and guidelines). All
communication (bug reports, suggestions) take place through
GitHub ‘‘Issues’’, that can be opened in the repository by any user
or contributor, and that are classified in GitHub projects.

Implemented algorithms. The following programs are located in
the directory tree under their language (F90, Python or CPP)
and in similarly named subdirectories, that all contain README
files for further details. Some of the longer programs are split into
modules.
Code/Directory Algorithm/Usage
CellECMC.f90 Cell-based production

ECMC [3]
GenerateG3.py Generate G(3)

(Section 3.1)
PruneG.py Prune G (Section 3.1)
GraphValidateCellECMC.cc Validate G against

cell-based ECMC
GlobalTimeECMC.py Algorithm 2

(Section 2.1)
SingleThreadLocalTimeECMC.py Algorithm 4

(Section 2.2)
SequentialMultiThreadECMC.py Algorithm 5

(Section 2.3)
MultiThreadECMC.cc Algorithm 6

(Section 2.4)

Scripts and validation suites. The Scripts directory provides the
following bash scripts to compile and run groups of programs and
to reproduce all our results:

Script Summary of usage
Setup.sh Prepare Ct=0, G, Lref

SequentialC4.sh Test suite for Algorithm 5 with
N = 4

SequentialC5.sh Test suite for Algorithm 5 with
N = 5 (see Remark 12)

Ordering.sh Test suite for Algorithm 6 with
N = 5 (see Remark 12)

ValidateG.sh Validate constraint graph
PValidateECMC.sh Validate Algorithm 4 against Lref

CValidateECMC.sh Validate Algorithm 6 against Lref

BenchmarkECMC.sh Benchmark MultiThreadECMC.cc,
generate Fig. 7

In the Setup.sh script, CellECMC.f90 first produces a sam-
ple C0 such that the unidirectional dynamics in C0 is practi-
cally aperiodic. It then generates G(3) with GenerateG3.py,
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and runs PruneG.py to output G. Finally, it runs GlobalTime-
ECMC.py for each set A0, in order to generate several
Lref. The ValidateG.sh script uses GraphValidate-
CellECMC.cc to run cell-based ECMC, and verifies that all liftings
are accounted for in G. It also tracks the solicitation of arrows
as a function of time. The PValidateECMC.sh script validates
SingleThreadLocalTimeECMC.py by comparing the sets of
liftings with Lref from Setup.sh. The CValidateECMC.sh script
does the same for MultiThreadECMC.cc. BenchmarkECMC.sh
benchmarks MultiThreadECMC.cc for different numbers of
threads. The test suites are concerned with small-N configura-
tions.

5. Conclusions and outlook

In this paper, we presented an event-driven multithreaded
ECMC algorithm for hard spheres which enforces thread synchro-
nization at infrequent breakpoints only. Between breakpoints,
spheres carry and update local times. Possible inconsistencies
are locally detected through a horizon condition. Within ECMC,
our method avoids the scheduling problem that has historically
plagued event-driven molecular dynamics. This is possible be-
cause in ECMC only few spheres move at any moment, and all
have the same velocity. Conflicts are thus exceptional, and little
information is exchanged between threads. We relied on the
generalized birthday problem to show that our algorithm remains
viable up to a number of threads that grows as the square root
of the number of spheres, a setting relevant for the simulation
of millions of spheres for modern commodity servers with ∼100
threads. The mapping of Algorithm 5 onto an absorbing Markov
chain allowed us to prove its correctness (for a given lifted ini-
tial configuration) and to rigorously analyze side effects of code
re-orderings in the multithreaded C++ code.

Our algorithm is presently implemented between two global
breakpoint times, where it achieves considerable speed-up with
respect to sequential ECMC. A fully practical multithreaded
ECMC code that greatly outperforms cell-based algorithms ap-
pears within reach. It is still a challenge to understand whether
multithreaded ECMC applies to general interacting-particle
systems.
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Abstract
We propose locally stable sparse hard-disk packings, as introduced by Böröczky, as a model
for the analysis and benchmarking of Markov-chain Monte Carlo (MCMC) algorithms. We
first generate such Böröczky packings in a square box with periodic boundary conditions and
analyze their properties. We then study how local MCMC algorithms, namely theMetropolis
algorithm and several versions of event-chain Monte Carlo (ECMC), escape from configu-
rations that are obtained from the packings by slightly reducing all disk radii by a relaxation
parameter.We obtain two classes of ECMC, one in which the escape time varies algebraically
with the relaxation parameter (as for the local Metropolis algorithm) and another in which
the escape time scales as the logarithm of the relaxation parameter. A scaling analysis is
confirmed by simulation results. We discuss the connectivity of the hard-disk sample space,
the ergodicity of local MCMC algorithms, as well as the meaning of packings in the context
of the N PT ensemble. Our work is accompanied by open-source, arbitrary-precision soft-
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ware for Böröczky packings (in Python) and for straight, reflective, forward, and Newtonian
ECMC (in Go).

Keywords Hard-disk packings · Stability · Markov chains · Hard-disk model · Event-chain
Monte Carlo · Mixing times

1 Introduction

The hard-disk system is a fundamental statistical-physics model that has been intensely stud-
ied since 1953. Numerical simulations, notablyMarkov-chainMonte Carlo [1] (MCMC) and
event-driven molecular dynamics [2], have played a particular role in its study. The existence
of hard-disk phase transitions [3] was asserted as early as 1962. The recent identification
of the actual transition scenario [4] required the use of a modern event-chain Monte Carlo
(ECMC) algorithm [5, 6].

The hard-disk model has been much studied in mathematics. Even today, the existence of
a phase transition has not been proven [7, 8]. A fundamental rigorous result is that the densest
packing of N equal hard disks (for N → ∞) arranges them in a hexagonal lattice [9]. This
densest packing is locally stable, which means that no single disk can move infinitesimally
in the two-dimensional plane. The densest packing is furthermore collectively stable, which
means that no subset of disks can move at once, except if the collective infinitesimal move
corresponds to symmetries, as for example uniform translations in the presence of periodic
boundary conditions [10–12]. In 1964, Böröczky [13] constructed two-dimensional disk
packings that are sparse, that is, have vanishing density in the limit N → ∞. The properties
of these Böröczky packings are very different from those of the densest hexagonal lattice.
Infinitesimal motion of just a single disk remains impossible, so that Böröczky packings
are locally stable. However, coherent infinitesimal motion of more than one disk does allow
escape from Böröczky packings so that they are not collectively stable.

In this work, we construct finite-N Böröczky packings in a fixed periodic box and use
them to build initial configurations for localMarkov-chainMonteCarlo (MCMC) algorithms,
namely the reversible Metropolis algorithm [1, 14] and several variants [5, 15, 16] of non-
reversible ECMC. In the Metropolis algorithm, single disks are moved one by one within a
given range δ. A Böröczky packing traps the local Metropolis algorithm if δ is small enough,
because all single-disk moves are rejected. ECMC is by definition local. It features individual
infinitesimal displacements of single disks, and it also cannot escape from a Böröczky pack-
ing. We thus consider ε-relaxed Böröczky configurations that have the same disk positions
as the Böröczky packings but with disk radii reduced by a factor (1 − ε). Here, ε � 0 is the
relaxation parameter.Our scaling theory for the escape times from ε-relaxedBöröczky config-
urations predicts the existence of two classes of local Markov-chain algorithms. In one class,
escape times grow as a power of the relaxation parameter ε, whereas the other class features
only logarithmic growth.Numerical simulations confirmour scaling theory,whose power-law
exponents we conjecture to be exact. The ε-relaxed Böröczky configurations are representa-
tive of a finite portion of sample space. For a fixed number of disks, the growth of the escape
times thus leads to the existence of a small but finite fraction of sample space that cannot be
escaped from or even accessed by local MCMC in a given upper limit of CPU time. More
generally, we discuss the apparent paradox that the lacking proof for the connectedness of the
hard-disk sample space, on the one hand, might render local MCMC non-irreducible (that
is, “non-ergodic”) but, on the other hand, does not invalidate their practical use. We resolve
this paradox by considering the N PT ensemble (where the pressure is conserved instead of
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the volume). We moreover advocate the usefulness of ε-relaxed Böröczky configurations for
modeling bottlenecks inMCMCand consider the comparison of escape times from these con-
figurations as an interesting benchmark.We provide open-source arbitrary-precision software
for Böröczky packings and for ECMC. Several of the ECMC algorithms can evolve towards
numerical gridlock, that can be diagnosed and studied using our arbitrary-precision software.

This work is organized as follows. In Sect. 2, we construct Böröczky packings following
the original proposal [13] and a variant due to Kahle [17], and we analyze their properties. In
Sect. 3, we discuss local MCMC algorithms and present analytical and numerical results for
the escape times from the ε-relaxed Böröczky configurations. In Sect. 4, we analyze algo-
rithms and their escape times and discuss fundamental aspects, among them irreducibility,
statistical ensembles, as well as the question of bottlenecks, and the difference between local
and non-local MCMC methods. In the conclusion (Sect. 5), we point to several extensions
and place our findings into the wider context of equilibrium statistical mechanics, the physics
of glasses and themechanics of granular materials. In Appendix A, we present further numer-
ical analysis and, in Appendix B, we introduce our open-source arbitrary-precision software
package BigBoro for Böröczky packings and for ECMC.

2 Böröczky Packings

In the present section, we discuss Böröczky packings of N disks of radius σ = 1 in a periodic
square box of sides L . The density η is the ratio of the disk areas to that of the box:

η = Nπσ 2/L2. (1)

For concreteness, the central simulation box ranges from −L/2 to L/2 in both the x and the
y direction. The periodic boundary conditions map the central simulation box onto an infinite
hard-disk system with periodically repeated boxes or, equivalently, onto a torus. A Böröczky
packing is locally stable, and each of its N disks is blocked—at a distance 2σ—by at least
three other disks (taking into account periodic boundary conditions), with the contacts not all
in the same half-plane. The opening angle of a disk i , the largest angle formed by the contacts
to its neighbors, is then always smaller than π . The maximum opening angle is the largest
of the N opening angle of all disks. Clearly, a locally stable packing cannot be escaped from
through the infinitesimal single-disk moves of ECMC or, in Metropolis MCMC, through
steps of small enough range. Only collective infinitesimal moves of all disks may escape
from the packing.

In a nutshell, Böröczky packings (see Sect. 2.1 for their construction) consist in cores and
branches (as visible in Fig. 1). The original Ref. [13] mainly focused on Böröczky packings
in an infinite plane, but also sketched how to generalize the packings to the periodic case.
Böröczky packings can exist for different cores, and they depend on a bounding curve (more
precisely: a convex polygonal chain) which encloses the branches, and which can be chosen
more or less freely (see Sect. 2.2 for the properties of Böröczky packings, including the
collective infinitesimal escape modes from them).

2.1 Construction of Böröczky Packings

In the central simulation box, a finite-N Böröczky packing is built on a central core placed
around (0, 0) (see Sect. 2.1.1 for a discussion of cores). This core connects to four periodic
copies of the core centered at (L, 0), (0, L), (−L, 0), and (0,−L) by branches that have k
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separate layers (see Sects. 2.1.2 and 2.1.3 for a detailed discussion of branches). A Böröczky
packing shares the symmetries of the central simulation box. Cores with different shapes, as
for example that of a triangle, yield Böröczky packings in other geometries (see [13, 17] and
[18, Sect. 9.3]).

2.1.1 Böröczky Core, Kahle Core

We consider Böröczky packings with two different cores, either the Böröczky core or
the Kahle core. Both options are implemented in the BigBoro software package (see
Appendix B). The Böröczky core [13] consists of 20 disks (see Fig. 1a). Using reflec-
tion symmetry about coordinate axes and diagonals, this core can be constructed from
four disks at coordinates (

√
2, 0), (2 + √

2, 0), (2 + √
6/2 + 1/

√
2,

√
6/2 + 1/

√
2), and

(2+√
6/2+1/

√
2, 2+√

6/2+1/
√
2) (see highlighted disks in Fig. 1a). TheKahle core [17],

with a total of 8 disks, is constructed from two disks at coordinates (1, 1), and (1 + √
3, 0),

using the same symmetries (see highlighted disks in Fig. 1b). The Böröczky core for k = 0,
that is without the branches included in Fig. 1a, is only locally stable if repeated periodically
in a central simulation box that fully encloses the core disks, with L/2 = 3+√

6/2+1/
√
2.

The Kahle core, again without branches, can be embedded in two non-equivalent ways into
a periodic structure. When the outer-disk centers are placed on the cell boundaries, with
L/2 = 1+ √

3, it forms a collectively stable packing with no remaining degrees of freedom
other than uniform translations. Alternatively, it only forms a locally stable packing, with the
possibility of non-trivial collective deformations, if the outer disks are enclosed in a larger
simulation cell, with L/2 = 2 + √

3. These two cores are the seeds from which larger and
less dense Böröczky packings are now constructed and studied.

2.1.2 Branches—Infinite-Layer Case (Infinite N)

Following Ref. [13], we first construct infinite branches (k = ∞) that correspond to the
N → ∞ and η → 0 limits, without periodic boundary conditions. One such branch is
attached to each of the four sides of the central core so that all disks are locally stable. The
horizontal branch that extends from the central core in the positive x-direction is symmetric
about the x-axis. Thehalf branch for y ≥ 0 uses three sets of disks {A1, A2, . . .}, {B1, B2, . . .},
and {C1,C2, . . .}, where i = 1, 2, . . . is the layer index.

For the branch that is symmetric about the x-axis, the construction relies on four horizontal
lines [13]:

horizontal line g g1 g2 g3
y-value 0

√
3 2

√
3

√
3 + 2

. (2)

The disks A1 and B1 are aligned in x at heights g3 and g1, respectively. All A disks lie on a
given convex polygonal chainA between g2 and g3. The chain segments onA are of length 2
so that subsequent disks Ai and Ai+1 block each other, and the position of A1 fixes all other
A disks. All C disks lie on g, and Ci blocks Bi from the right (in particular, C1 is placed
after B1). The disk Bi , for i > 1, lies between g and g1 and it blocks disks Ai and Ci−1 from
the right. With the position of g2, the branch approaches a hexagonal packing for i → ∞.
After reflection about the x-axis, all disks except A1 and B1 are locally stable in the infinite
branch.

The Böröczky packing is completed by attaching the four branches along the four coor-
dinate axes to a core. For the Böröczky core, both A1 and B1 are blocked by core disks (see
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Fig. 1a). For the Kahle core, B1 is blocked by a core disk, and A1 is locally stable as it also
belongs to another branch (see Fig. 1b).

2.1.3 Branches—Finite-Layer Case (Finite N), Periodic Boundary Conditions

Branches can also be constructed for periodic simulation boxes, with a finite number k
of layers and finite N (see [13]). The branch that connects the central core placed around
(0, 0) with its periodic image around (L, 0) is then again symmetric about the x-axis but, in
addition, also about the boundary of the central simulation box at x = L/2. We describe the
construction of the half-branch (for y ≥ 0) up to this boundary (see Fig. 1).

For half-branches with a finite number of layers k and a finite number of disks
{A1, . . . , Ak}, {B1, . . . , Bk}, and {C1, . . . ,Ck−1} (with their corresponding mirror images),
the convex polygonal chain A lies between g<

2 and g3 where g<
2 is an auxiliary horizontal

line placed slightly below g2. The horizontal lines g and g1 and the algorithm for placing
the disks are as in Sect. 2.1.2 (see Fig. 1c, d). By varying the distance between g2 and g<

2 ,
one can make disk Bk satisfy the additional requirement xBk = xAk + 1 that allows for
periodic boundary conditions. The position of Bk then fixes the boundary of the square box
(xBk = L/2) and Bk blocks Ak as well as the mirror image Ak+1 of Ak (see Fig. 1c again).

2.2 Properties of Böröczky Packings

The local stability of Böröczky packings only relies on the fact that all A disks lie on a largely
arbitrary convex polygonal chainA [13]. The choice ofA influences the qualitative properties

(b)

L

2

(a)

−L

2
−L

2

L

2

(c)

A
g

g1
g2
g3
g<
2

A1 Ak

(d)

Core disk

A disk

B disk

C disk

Fig. 1 Hard-disk Böröczky packings, composed of a core and of four branches with k = 5 layers, with contact
graphs and highlighted opening angles. a Packing with the Böröczky core [13]. b Packing with the Kahle core
[17]. c Detail of a branch. d Convex polygonal chain A, and horizontal lines g<

2 , g2, and g3. Two different

classes of polygonal chains, called Ageo andAcirc, are considered in this work
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of the packing. The BigBoro software package (see Appendix B) implements two different
classes of convex polygonal chains that we discuss in Sect. 2.2.1. Another computer program
in the package explicitly determines the space of collective escape modes from a Böröczky
packing, which we discuss in Sect. 2.2.2.

2.2.1 Convex Polygonal Chains (Geometric, Circular)

In the convex geometric chain Ageo (which is for instance used in Fig. 1), the disks Ai

approach the line g<
2 exponentially in i . In contrast, in the convex circular chain Acirc, all A

disks lie on a circle (including their mirror images after reflection about x = L/2) so that
their opening angles are all the same.

For the convex geometric chainAgeo, the distance between Ai and g<
2 follows a geometric

progression:

dist(Ai+1, g
<
2 ) = φ dist(Ai , g

<
2 ), φ ∈ (0, 1), (3)

with the attenuation parameter φ. (For a horizontal branch, the distances in Eq. (3) are
simply the difference between y-values.) The densities ηBör and ηKahle of the Böröczky
packings that either use the Böröczky or the Kahle core vary with φ, and they decrease as
∼ 1/k for large k (see Table 1). The geometric sequence for Ai induces that the maximum
opening angle, usually the one between Ak−1, Ak , and Ak+1, approaches the angle π as
θk = φk−2(1 − φ)(g3 − g<

2 )/2 ∼ φk , that is, exponentially in k and in L . This implies that
the Böröczky packing with the convex geometric chain Ageo is for large number of layers k
exponentially close to losing its local stability (see fifth column of Table 1).

The convex circular chain Acirc improves the local stability of the Böröczky packing, as
the maximum opening angle onA approaches the critical angle π only algebraically with the
number of layers k. Here, all A disks lie on a circle of radius R. This includes A1, which by
construction lies on g3 (see Sect. 2.1.2). The circle is tangent to g<

2 at x = L/2. The center

Table 1 Parameters of Böröczky packings for different numbers k of layers with N ∼ 20k given by Eq. (4)

Layers k Density ηBör Density ηKahle Def. anglecirc Def. anglegeo

5 0.3957 ± 3.1×10−4 0.4660 ± 4.3×10−4 8.3×10−1 3.8×10−1

6 0.3625 ± 2.9×10−4 0.4204 ± 3.9×10−4 5.3×10−1 2.5×10−1

7 0.3338 ± 2.6×10−4 0.3820 ± 3.3×10−4 3.8×10−1 1.8×10−1

8 0.3089 ± 2.2×10−4 0.3496 ± 2.8×10−4 2.8×10−1 1.3×10−1

9 0.2873 ± 1.9×10−4 0.3219 ± 2.4×10−4 2.2×10−1 9.9×10−2

10 0.2683 ± 1.7×10−4 0.2982 ± 2.1×10−4 1.7×10−1 7.6×10−2

15 0.2010 ± 9.5×10−5 0.2171 ± 1.1×10−4 7.3×10−2 2.2×10−2

20 0.1604 ± 6.0×10−5 0.1704 ± 6.7×10−5 4.1×10−2 7.0×10−3

30 0.1141 ± 3.0×10−5 0.1190 ± 3.2×10−5 1.8×10−2 7.4×10−4

50 0.0722 ± 1.2×10−5 0.0741 ± 1.2×10−5 6.3×10−3 8.5×10−6

100 0.0376 ± 3.1×10−6 0.0381 ± 3.2×10−6 1.6×10−3 1.2×10−10

1000 0.0039 ± 3.3×10−8 0.0039 ± 3.3×10−8 1.5×10−5 7.4×10−98

Second and third columns: Density window for the Böröczky and Kahle cores with Ageo, obtained from φ

between 0.0001 and 0.9. Fourth and fifth columns: Deficit angle with respect to 180◦ of the maximum opening
angle (in degrees, same for both cores) forAcirc and forAgeo with attenuation parameter φ = 0.8
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of the circle lies on the vertical line at x = L/2. It follows from elementary trigonometry
that for large k, the radius of the circle R scales as∼ k2 and that the maximum opening angle
approaches the angle π as ∼ k−2 (see fourth column of Table 1).

2.2.2 Contact Graphs: Local and Collective Stability

The contact graph of a Böröczky packing connects any two disks whose pair distance equals
2 (including periodic boundary conditions, see Fig. 1). In a Böröczky packing with k ≥ 1
layers, the number N of disks and the number Ncontact of contacts are:

N Ncontact

Bpöröczky core 20k + 12 32k + 20
Kahle core 20k − 4 32k + 4

. (4)

For all values of k > 1, the number of contacts is smaller than 2N − 2. This implies that
collective infinitesimal two-dimensional displacements, with 2N − 2 degrees of freedom
(the values of the displacements in x and in y for each disk avoiding trivial translations), can
escape from a Böröczky packing, which is thus not collectively stable [17].

When all disks i , at positions xi = (xi , yi ), are moved to xi + Δi with Δi = (Δx
i ,Δ

y
i ),

the squared separation between two touching disks from the contact graph i and j changes
from |xi − x j |2 to

|xi + Δi − (x j + Δ j )|2 = |xi − x j |2 + 2(xi − x j ) · (Δi − Δ j )
︸ ︷︷ ︸

first-order variation

+|Δi − Δ j |2. (5)

If the first-order term in Eq. (5) vanishes for all contacts i and j , the separation between
touching disks cannot decrease. It then increases to second order in the displacements, if
Δi 	= Δ j , so that contact is lost. Distances between disks that are not in contact need not be
considered because the displacementsΔi are infinitesimal. The first-order variation in Eq. (5)
can be written as a product of twice an “escape matrix” Mesc of dimensions Ncontacts × 2N
with a 2N -dimensional vectorΔ = (Δx

1,Δ
y
1,Δ

x
2,Δ

y
2, . . .). The row r ofMesc corresponding

to the contact between i and j has four non-zero entries

Mesc
r ,2i−1 = xi − x j ,

Mesc
r ,2i = yi − y j ,

Mesc
r ,2 j−1 = −(xi − x j ),

Mesc
r ,2 j = −(yi − y j ).

(6)

The BigBoro software package (see Appendix B) solves for

MescΔ = 0 (7)

using singular-value decomposition. The solutions of Eq. (7) are the directions of the small
displacements that break the contacts but do not introduce overlapping disks. For the k = 5
Böröczky packing with the Kahle core, we find 28 vanishing singular values. It follows from
Eq. (4) that, because of 28 = 2N −Ncontact, all contacts are linearly independent. We classify
the 28 modes by studying the following cost function on the contact graph:

L =
∑

i, j

(Δi − Δ j )
2, (8)
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31 Page 8 of 25 P. Höllmer et al.

Fig. 2 Two orthogonal modes (represented as red arrows) out of the 28-dimensional space of all collective
escape modes Δ for the k = 5 Böröczky packing with the Kahle core and the convex geometric chain Ageo

with attenuation parameter φ = 0.7. Lines are drawn between pairs of disks which are in contact

where the sum is over all contact pairs i and j . This function, acting on the 2N displacements
Δ, measures the non-uniformity of a deformation. It acts as a quadratic form within the
28-dimensional space of vanishing singular values, and can be diagonalized within this
space. The resulting two lowest eigenmodes (with zero eigenvalue) of Eq. (8) describe rigid
translation of the packing in the plane. Other low-lying eigenmodes give smooth large-scale
deformations which collectively escape the contact constraints (see Fig. 2).

For k ≥ 1, the number of contacts in Eq. (4) is larger than N − 1. Böröczky packings
are thus collectively stable for displacements that are constrained to a single direction, as for
example the x or y direction. This strongly constrains the dynamics of MCMC algorithms
that for a certain time have only one degree of freedom per disk.

2.2.3 Dimension of the Space of Böröczky Packings

As discussed in Sect. 2.2.2, each Böröczky packing has a contact graph. Conversely, a given
contact graph describes Böröczky packings for a continuous range of densities η. As an
example, changing the attenuation parameter φ of the convex polygonal chainAgeo in Eq. (3)
continuously moves all branch disks, and in particular disk Bk and, therefore, the value of
L and the density η (see Table 1 for density windows that can be obtained in this way). We
conjecture that locally stable packings exist for any density at large enough N . Sparse locally
stable packings can also be part of dense hard-disk configurations where the majority of disks
are free to move.

Moreover, the space B of locally stable packings of N disks of radius σ in a given central
simulation box is of lower dimension than the sample space Ω: For each contact graph, each
independent edgedecreases thedimensionality byone. In addition there is only afinite number
of contact graphs for a given N . The low dimension of B also checks with the fact that any
packing, andmore generally, any configurationwith contacts, has effectively infinite pressure
(see the detailed discussion in Sect. 4.2.2). As the ensemble-averaged pressure is finite (except
for the densest packing), the packings (and the configurations containing packings) must be
of lower dimension. As the dimension of B, for large N , is much lower than that of Ω , we
conjecture Ω \ B to be connected for a given η below the densest packing at large enough
N although, in our understanding, this is proven only for η ∼ 1/

√
N (see [19, 20]).
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3 MCMC Algorithms and "-relaxed Böröczky configurations

In this section, we first introduce to a number of local MCMC algorithms (see Sect. 3.1). In
Sect. 3.2, we then determine the escape times (in the number of trials or events) after which
these algorithms escape from ε-relaxed Böröczky configurations, that is, from Böröczky
packings with disk radii multiplied by a factor (1 − ε) (see Fig. 3a, b). A scaling theory
establishes the existence of two classes of MCMC algorithms, one in which the escape time
from an ε-relaxed Böröczky configurations scales algebraically with ε, with exponents that
are predicted exactly, and the other inwhich the scaling is logarithmic. Numerical simulations
confirm the theory.

3.1 Local Hard-Disk MCMC Algorithms

We define the reversible Metropolis algorithm with two displacement sets, from which the
trial moves are uniformly sampled (see Sect. 3.1.1). We also consider variants of the non-
reversible ECMC algorithm that only differ in their treatment of events, that is, of disk
collisions (see Sect. 3.1.2). An arbitrary-precision implementation of the discussed ECMC
algorithms (in theGoprogramming language) is contained in theBigBoro software package
(see Appendix B).

3.1.1 Local Metropolis Algorithm: Displacement Sets

The N disks are at positions x = (x1, . . . , xN ). In the local Metropolis algorithm [1], at each
time t = 1, 2, . . ., a trial move is proposed for a randomly chosen disk i , from its position
xi to xi + Δxi . If the trial produces an overlap, disk i stays put and x remains unchanged.
We study two sets for the trial moves. For the cross-shaped displacement set, the trial moves
are uniformly sampled within a range δ along the coordinate axes, that is, either along the x-
axis (Δxi = (ran(−δ, δ) , 0)) or along the y-axis (Δxi = (0,ran(−δ, δ))). Alternatively,
for the square-shaped displacement set, the trial moves are uniformly sampled as Δxi =
(ran(−δ, δ) ,ran(−δ, δ)). A Böröczky packing traps the local Metropolis algorithm if the
range δ is smaller than a critical range δc. This range is closely related to the maximum
opening angle (see the discussion in Sect. 2.2.1 and Fig. 3c). For these packings, the critical
range vanishes for N → ∞ independently of the specific core or of the convex polygonal
chain, simply because the maximum opening angle approaches π in that limit. On the other
hand, for large range δ, the algorithm can readily escape from the stable configuration. For
δ = L/2, theMetropolis algorithmwith a square-shaped displacement set proposes a random
placement of the disk i inside the central simulation box. This displacement set leads to a
very inefficient algorithm at the densities of physical interest, but it mixes very quickly at
small finite densities (see Sect. 4.2.1). For the scaling theory of the escape of the Metropolis
algorithm from ε-relaxed Böröczky configurations, we consider ranges δ smaller than the
critical range δc.

3.1.2 Hard-Disk ECMC: Straight, Reflective, Forward, Newtonian

Straight ECMC [5] is one of the two original variants of event-chain Monte Carlo. This
Markov chain evolves in (real-valued) continuous Monte-Carlo time tMCMC, but its imple-
mentation is event-driven. The algorithm is organized in a sequence of “chains”, each with
a chain time τchain, its intrinsic parameter. In each chain, with Monte-Carlo time between
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31 Page 10 of 25 P. Höllmer et al.

tMCMC and tMCMC+τchain, disks move with unit velocity in one given direction (alternatively
in+x or in+y). A randomly sampled initial disk thus moves either until the chain time τchain
is used up, or until, at a collision event, it collides with another disk, which then moves in
its turn, etc. This algorithm is highly efficient in some applications [4, 5, 21]. During each
chain (in between changes of direction), any disk can collide only with three other disks
or fewer [22, 23]. A constraint graph with directed edges may encode these relations. This
constraint graph (defined for hard-disk configurations) takes on the role of the contact graph
(that is defined for packings) (see Fig. 3a, b). As the moves in a chain are all in the same
direction, straight ECMC has only N − 1 degrees of freedom, fewer than there are edges in
the constraint graph. It is for this reason that it may encounter the rigidity problems evoked
in Sect. 2.2.2.

In reflective ECMC [5], in between events, disks move in straight lines with unit velocity
just as in straight ECMC. At a collision event, the target disk does not continue in the
same direction as the active disk. Rather, the target-disk direction is the original active-disk
direction reflected from the line connecting the two disk centers at contact (see [5]). As all
ECMC variants, reflective ECMC satisfies the global-balance condition. Irreducibility (for
connected sample spaces) requires in principle resamplings of the active disk and its velocity
in intervals of the chain time τchain [15, 24, 25]. However, this seems not always necessary
[15, 25]. Numerical experiments indicate that reflective ECMC requires no resamplings in
our case as well. It is also faster without them (see Appendix A.2). A variant of reflective
ECMC, obtuse ECMC [16], has shown interesting behavior.

Forward ECMC [15] updates the normalized target-disk direction as follows after an event.
The component orthogonal to the line connecting the disks at contact is uniformly sampled
between 0 and 1 (reflecting the orthogonal orientation). Its parallel component is determined
so that the direction vector (which is also the velocity vector) is of unit norm. The parallel
orientation remains unchanged. In contrast to reflective ECMC, the event-based randomness
renders forward ECMC practically irreducible for the considered two-dimensional hard-disk
systems even without resamplings. Resamplings in intervals of the chain time τchain can still
be considered but slow the algorithm down (see Appendix A.2). We thus consider forward
ECMC without resampling.

(a) (b)

Ak−1

Ak Ak+1

Bk

δ

L

2

δc

(c)

Fig. 3 Contact graphs, constraint graphs and minimal escape range. a Contact graph for a packing consisting
solely of the Böröczky core. b Constraint graph in x-direction for an ε-relaxed Böröczky configurations
derived from the same packing with ε = 0.25. The edges indicate all possible collisions of straight ECMC in
x-direction. c Escape move δ and minimal escape range δc of the Metropolis algorithm with a square-shaped
displacement set
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Newtonian ECMC [16] mimics molecular dynamics in order to determine the velocity
of the target disk in an event. It initially samples disk velocities from the two-dimensional
Maxwell distribution with unit root-mean-square velocity. However, at each moment, only
a single disk is actually moving with its constant velocity. At a collision event, the veloc-
ities of the colliding disks are updated according to Newton’s law of elastic collisions for
hard disks of equal masses, but only the target disks actually moves after the event. In this
algorithm, the velocity (which indexes the Monte-Carlo time) generally differs from unity.
Similar to reflective ECMC, we tested that resamplings appear not to be required in our
case (and again yield a slower performance, see Appendix A.2), although Newtonian ECMC
manifestly violates irreducibility in highly symmetric models [25]. As in earlier studies for
three-dimensional hard-sphere systems [16] and for two-dimensional dipoles [25], Newto-
nian ECMC is typically very fast for ε-relaxed Böröczky configurations. However, it suffers
from frequent gridlocks (see Sect. 3.2.4).

3.2 Escape Times from "-relaxed Böröczky configurations

The principal figure of merit for a Markov chain is its mixing time [26], the number of
steps it takes from the worst-case initial condition to approach the stationary probability
distribution to some precision level. Böröczky packings trap the local Metropolis dynamics
(of sufficiently small range) as well as ECMC dynamics, so that the mixing time is, strictly
speaking, infinite. Although they cannot be escaped from, the packings make up only a set
of measure zero in sample space, and might thus be judged irrelevant.

However, as we will discuss in the present subsection, the situation is more complex. For
every Böröczky packing, an associated ε-relaxed Böröczky configurations keeps the central
simulation box and the disk positions, but reduces the disk radii from 1 to 1−ε. An ε-relaxed
Böröczky configurations effectively defines a finite portion of the sample space (the spheres
of radius ε around each disk position of the packing). All MCMC algorithms considered in
this work escape from these configurations in an escape time that diverges as ε → 0 (see
Sect. 3.2.1 for a definition of escape times). Numerical results and a scaling theory for the
escape times are discussed in Sects. 3.2.2 and 3.2.3, and a synopsis of our results is contained
in Sect. 3.2.4. The divergent escape times as ε → 0 are specific to the NVT ensemble (as
we will discuss in Sect. 4.2.2).

3.2.1 Nearest-Neighbor Distances and Escape Times

In a Böröczky packing, disks are locally stable, and they all have a nearest-neighbor distance
of 2. The packings are sparse, and the nearest-neighbor distance is thus smaller than its
∼ 1/

√
η equilibrium value. To track the escape from an ε-relaxed Böröczky configurations,

we monitor the maximum nearest-neighbor distance:

d(t) = max
i

[

min
j(	=i)

|xi j (t)|
]

, (9)

where |xi j (t)| = |x j (t) − xi (t)| is the distance between disks i and j (possibly corrected
for periodic boundary conditions). The maximum nearest-neighbor distance signals when a
single disk breaks loose from what corresponds to its contacts. In the further time evolution,
the configuration then falls apart. For the Metropolis algorithm, we compute d(t) once every
N trials, and t denotes the integer-valued number of individual trial moves. For ECMC,
we sample d(t) and the number of events in intervals of the sampling Monte-Carlo time. In
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31 Page 12 of 25 P. Höllmer et al.

Eq. (9), t then denotes the integer-valued number of events. Both discrete times t increment by
one with a computational effort O(1), corresponding to one trial in the Metropolis algorithm
and to one event in ECMC. Starting from an ε-relaxedBöröczky configurations, d(t) typically
remains at d(t) ∼ 2 + O (ε) for a long time until it approaches the equilibrium value in a
way that depends on the algorithm. We define the escape time tesc, an integer, as the time t
at which d(t) has increased by ten percent:

tesc = min
[

t : d(t) > 2(1 + γ )
]

, (10)

with γ = 0.1. All our results for the scaling of the escape time with the relaxation parameter
ε in the following subsections were reproduced for γ = 0.025 (see Appendix A.1). The
definition of the escape time based on the maximum nearest-neighbor distance d(t) is cer-
tainly not the only one to monitor the stability of ε-relaxed Böröczky configurations. It may
not be equally well-suited for all considered algorithms. Still, our scaling theory suggests
that the algorithms with an intrinsic parameter show a distinctly different behavior than the
algorithms without them, which appears to be independent of the precise definition of the
escape time.

3.2.2 Escape-Time Scaling for Metropolis and Straight ECMC

The local Metropolis algorithm and straight ECMC both have an intrinsic parameter, namely
the range δ of the displacement set or the chain time τchain. These two parameters play a
similar role. We numerically measure the escape time tesc of these algorithms for a wide
range of their intrinsic parameters and for small relaxation parameters ε (see Fig. 4, for the
escape times from ε-relaxed Böröczky configurations with k = 5 layers and the Kahle core).
The escape time diverges for δ, τchain → 0. For straight ECMC and small ε, tesc also diverges
for τchain → ∞ so that the function is “V ”-shaped with an optimal chain time τmin

chain. For
the Metropolis algorithm, tesc increases until around the critical range δc so that there is an
optimal range δmin < δc.

Two limiting cases can be analyzed in terms of the intrinsic parameter δ < δc or τchain,
and the internal length scales ε, and σ . For the Metropolis algorithm at small δ, a trajectory
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Fig. 4 Median escape times from the k = 5 ε-relaxed Böröczky configurations (Kahle core and convex
geometric chain Ageo with attenuation parameter φ = 0.7, N = 96 disks) for different ε. a tesc (in trials) vs.
range δ for the Metropolis algorithm with the cross-shaped displacement set. b tesc (in events) vs. chain time
τchain for straight ECMC. Asymptotes are from Eqs. (11) and (12). Error bars are smaller than the marker
sizes
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spanning a constant distance is required to escape from an ε-relaxedBöröczky configurations.
This constant distance can be thought of as the escape distance δc in Fig. 3, which is on a
scale σ and independent of ε for small ε. As the Monte-Carlo dynamics is diffusive, this
constant distance satisfies const = δ

√
tesc. For straight ECMC with small chain times τchain,

the effective dynamics (after subtraction of the uniform displacement), is again diffusive.
This leads to:

tesc ∼
{

const/δ2 (Metropolis),

const/τ 2chain (straight ECMC),
(for small δ < δc, τchain). (11)

The independence of tesc of the relaxation parameter ε for small intrinsic parameters is clearly
brought out in the numerical simulations (see Fig. 4).

On the other hand, even for large δ < δc or τchain, the Markov chain must make a cer-
tain number of moves on a length scale ε in order to escape from the ε-relaxed Böröczky
configurations. In the Metropolis algorithm, the probability for a trial on this scale is ε/δ for
the cross-shaped displacement set and ε2/δ2 for the square-shaped displacement set. For the
straight ECMC with large τchain, all displacements beyond a time ∼ ε (or, possibly, ∼ Nε)
effectively cancel each other, because the constraint graph is rigid. This leads to:

tesc ∼

⎧

⎪
⎨

⎪
⎩

δ2/ε2 (Metropolis—square),

δ/ε (Metropolis—cross),

τchain/ε (straight ECMC),

(for large δ < δc, τchain). (12)

The scaling of tesc as ∼ 1/ε or ∼ 1/ε2 for large intrinsic parameters is confirmed in the
numerical simulations for small relaxation parameters ε (see Fig. 4). For large ε, the critical
range δc of the Metropolis algorithm (that slightly decreases with ε) falls below the region
of large δ. For large ε, the constraint graph of straight ECMC loses its rigidity, and τchain no
longer appears as a relevant intrinsic parameter. The scaling theory no longer applies.

The two asymptotes of Eqs. (11) and (12) form a “V ” with a base δmin (or τmin
chain) that is

obtained by equating the two expressions for tesc(δ) (or tesc(τchain)). This yields δmin ∼ 3
√

ε

for the Metropolis algorithm with a cross-shaped displacement set, and likewise τmin
chain ∼ 3

√
ε

for straight ECMC. For the Metropolis algorithm with a square-shaped move set, one obtains
δmin ∼ √

ε. The resulting optimum, the minimal escape time with respect to ε, is

tesc ∼

⎧

⎪
⎨

⎪
⎩

ε−1 (Metropolis—square),

ε−2/3 (Metropolis—cross),

ε−2/3 (straight ECMC),

(for optimal δmin, τmin
chain). (13)

These scalings balance two requirements: to move by a constant distance (which favors large
δ or τchain) and to move on the scale ε (which favors small δ or τchain).

3.2.3 Time Dependence of Free Path—Reflective, Forward, and Newtonian ECMC

The forward, reflective, and Newtonian variants of ECMC move in any direction, even in
the absence of resamplings, so that their displacement sets are 2N -dimensional. This avoids
the rigidity problem of straight ECMC (the fact that the number of constraints can be larger
than the number of degrees of freedom). We consider these algorithms without resamplings,
that is, for τchain = ∞. Finite chain times yield larger escape times that approach the value
at τchain = ∞ (see Appendix A.2). Without an intrinsic parameter, the effective free path
between events may thus adapt as the configuration gradually escapes from the ε-relaxed
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Böröczky configurations. The free path is initially on the scale ε, but then grows on average
by a constant factor at each event, reaching a scale ε′ > ε after a time (that is, after a
number of events) that scales as ∼ ln(ε′/ε). The scale ε′ at which the algorithms break free
is independent of the initial scale ε, and we expect a logarithmic scaling of the escape time
(measured in events):

tesc ∼ ln(1/ε) (reflective, forward, and Newtonian ECMC). (14)

The absence of an imposed scale for displacements manifests itself in the logarithmic
growth with time of the average free path, that is, the averaged displacement between events
over many simulations starting from the same ε-relaxed Böröczky configurations (see Fig. 5
for the example of the escape of forward ECMC from ε-relaxed Böröczky configurations
with k = 5 layers and the Kahle core). Individual evolutions as a function of time t for small
relaxation parameters ε and ε′ overlap when shifted by their escape times. Starting from
an ε-relaxed Böröczky configurations with ε = 10−30, as an example, the same time is on
average required to move from an average free path of ∼ 10−30 to 10−25, as from an average
free path ∼ 10−25 to 10−20. The time t in this discussion refers to the number of events
and not to the Monte-Carlo time tMCMC. As discussed, the velocity in reflective and forward
ECMC, and the root-mean-square velocity in Newtonian ECMC, have unit value. The free
path between subsequent events—which, as discussed, grows exponentially with t—then
equals the difference of Monte-Carlo times tMCMC(t + 1) − tMCMC(t). The Monte-Carlo
time tMCMC thus grows as a geometric series and depends exponentially on the number of
events t . This emphasizes that the escape from an ε-relaxed Böröczky configurations is a
non-equilibrium phenomenon.
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Fig. 5 Free path (equivalently: Monte-Carlo time between events) for the forward ECMC algorithm started
from three k = 5 ε-relaxed Böröczky configurations (Kahle core and convex geometric chain Ageo with
attenuation parameter φ = 0.7, N = 96 disks) with ε = 10−30, 10−25 and 10−20. Integer time t (lower
x-axis) counts events, while tMCMC (upper x-axis) is the real-valued continuous Monte-Carlo time. Event
times are shifted. Expanded light curves show single simulations for each ε, dark lines average over 10,000
simulations
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Fig. 6 Median escape time tesc from k = 5 ε-relaxedBöröczky configurationswith different cores (with convex
geometric chain Ageo and attenuation parameter φ = 0.7) for local MCMC algorithms (where applicable:
with optimized intrinsic parameters). a a tesc for the Kahle core (N = 96 disks). TheMetropolis algorithm and
straight ECMC show an algebraic scaling. Inset: log–lin plots suggesting logarithmic scaling for the forward,
reflective, and Newtonian ECMC. b tesc for the Böröczky core (N = 112 disks). Newtonian ECMC has
frequent gridlocks for small ε so that its logarithmic scaling is distorted. Error bars are smaller than the marker
sizes.

3.2.4 Escape Times: Synopsis of Numerical Results and Scaling Theory

Overall, escape times tesc(ε) (with intrinsic parameters optimized through a systematic scan
for the Metropolis algorithm and for straight ECMC) validate the algebraic scalings of
Eq. (13), on the one hand, and the logarithmic scaling of Eq. (14), on the other (see Fig. 6
for the escape times from ε-relaxed Böröczky configurations with k = 5 layers with either
the Kahle core or the Böröczky core). Our arbitrary-precision implementation of reflective,
forward, and Newtonian ECMC confirms their logarithmic scaling down to ε = 10−29.
Newtonian ECMC appears a priori as the fastest variant of ECMC. However, it frequently
gets gridlocked, i.e., trapped in circles of repeatedly active disks with a diverging event rate.
Gridlocks also rarely appear in straight and reflective ECMC. In runs that end up in gridlock,
escape times are very large, possibly diverging. (In Figs. 4 and 6, median escape times rather
than the means are therefore displayed for all algorithms. Mean and median escape times
are similar for the Metropolis algorithm and forward ECMC where gridlocks play no role.)
The gridlock rate increases with 1/ε. For the Kahle core, this effect is negligible for all ε.
For the Böröczky core, the gridlock rate of Newtonian ECMC is ∼ 30% for ε = 10−29 (see
Fig. 6b, the logarithmic scaling is distorted even for the median). We observe no clear depen-
dence of the gridlock rate on the floating-point precision of our arbitrary-precision ECMC
implementation, and it thus appears unlikely that gridlocks are merely numerical artifacts
(see Appendix A.3).

Gridlock is the very essence of ECMC dynamics from a locally stable Böröczky packing,
but it can also appear as a final state from an ε-relaxed Böröczky configurations. We observe
gridlocks in all hard-disk ECMCvariants that feature deterministic collision rules. Theywere
previously observed for straight ECMC from tightly packed initial configurations [27, Sect.
4.2.3]. Only forward ECMC with its event-based randomness is free of them. In a gridlock,
the event rate diverges at a given Monte-Carlo time, which then seems to stand still so that
no finite amount of Monte-Carlo time is spent in a configuration with contacts. Because
of the divergence of the event rate, gridlocks cannot be cured through resamplings at fixed
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Monte-Carlo-time intervals. To overcome them in Newtonian ECMC, which appears a priori
as the fastest of our ECMC variants, one can probably introduce event-based randomness as
is done in forward ECMC. Nevertheless, gridlocks play no role in large systems at reasonable
densities. Also, ECMC algorithms for soft potentials introduce randomness at each event so
that gridlocks should not appear.

4 Discussion

In the present section, we discuss our results for the escape times (Sect. 4.1), as well as
a number of more fundamental aspects of Böröczky packings in the context of MCMC
(Sect. 4.2). We in particular clarify why a packing effectively realizes an infinite-pressure
configuration that in a constant-pressureMonte-Carlo simulation is instantly relaxed through
a volume increase.

4.1 Escape Times: Speedups, Bottlenecks

ECMC is a continuous-time MCMC method, and its continuous Monte-Carlo time tMCMC

takes the place of the usual count of discrete-time Monte-Carlo trials. However, ECMC
is event-driven. The time t , and especially the escape time tesc, are integers, and they
count events. The computational effort in hard-disk ECMC is O (1) per event, using a cell-
occupancy system that is also implemented in the BigBoro software package. In several
of our algorithms, the times t and tMCMC are not proportional to each other, because the
free path (roughly equivalent to the Monte-Carlo time between events) evolves during each
individual run.

4.1.1 Range of Speedups

The speedup realized by lifted Markov chains, of which ECMC is a representative, corre-
sponds to the transition from diffusive to ballistic transport [6, 28, 29]. This speedup refers
to what we call the “Monte-Carlo time” tMCMC, that is the underlying time of the Markov
process, and not to the time t that is measured in events. For Markov chains in a finite sample
space Ω , the Monte-Carlo time for mixing of the lifted Markov chain cannot be smaller
than the square root of the mixing time for the original (collapsed) chain. The remarkable
power-law-to-logarithm speedup in ε realized by some of the ECMC algorithms concerns
escape times which measure the number of events. The Monte-Carlo escape times probably
conform to the mathematical bounds, although it is unclear how to approximate hard-disk
MCMC for ε → 0 through a finite Markov chain. Mathematical results for the Monte-Carlo
escape times from locally blocked configurations would be extremely interesting, even for
models with a restricted number of disks.

4.1.2 Space of "-Relaxed Böröczky Configurations

The definition of an ε-relaxed Böröczky configurations can be generalized. Equivalent legal
hard-disk configurations are obtained by reducing the disk radii and choosing random disk
positions in a circle of radius ε around the original disk positions in the Böröczky packing.
These configurations also feature the escape-time scalings given in Eqs. (13) and (14). Any
ε-relaxed Böröczky configurations is thus merely a sample in a space Bε of volume ∼ ε2N .

123



Sparse Hard-Disk Packings and Local... Page 17 of 25 31

For a given upper limit tcpu of CPU time at fixed N , this corresponds to a volume of Bε

(that cannot be escaped from in tcpu) scaling with the computer-time budget as ∼ t−3N
cpu for

the straight ECMC and scaling as ∼ exp
(−2Ntcpu

)

for the forward ECMC. We expect Bε

to have a double role, as a space of configurations that the Monte-Carlo dynamics cannot
practically escape from, but maybe also a space that it cannot even access. The volume of Bε

(with ε chosen such that it cannot be escaped from in a reasonable CPU time) as well as the
corresponding changes in the free energy per disk are probably unmeasurably small except,
possibly, at very small N . The existence of a finite fraction of sample space that cannot be
escaped from in any reasonable CPU time at finite N is however remarkable. InmanyMCMC
algorithms for physical systems, as for example the Ising model, parts of sample space are
practically excluded because of their lowBoltzmannweight, but they feature diverging escape
times only in the limit N → ∞.

In this context,wenote thatMarkov chains canbe interpreted in termsof a single bottleneck
partitioning the sample space into two pieces [26, Sect. 7.2]. The algorithmic stationary
probability flow across the bottleneck sets the conductance of an algorithm, which again
bounds mixing and correlation times. Ideally, MCMC algorithms would be benchmarked
through their conductances. In the hard-disk model, the bottleneck has not been identified, so
that the benchmarking and the analysis of MCMC algorithms must rely on empirical criteria.
However, Böröczky packings and the related ε-relaxed Böröczky configurations may well
model a bottleneck, from which the Markov chain has to escape in order to cross from one
piece of the sample space into its complement. The benchmarks obtained by comparing
escape times from an ε-relaxed Böröczky configurations may thus reflect the relative merits
of sampling algorithms.

4.2 Böröczky Packings and Local MCMC: Fundamental Aspects

We now discuss fundamental aspects of the present work, namely the question of the irre-
ducibility of local hard-sphere Markov chains and the connection with non-local MCMC
algorithms (see Sect. 4.2.1), as well as regularization of Böröczky packings and ε-relaxed
Böröczky configurations in the N PT ensemble (see Sect. 4.2.2).

4.2.1 Irreducibility of Local and Non-local Hard-Disk MCMC

Strictly speaking, ECMC can be irreducible only if Ω \B is connected, where B is a suitably
defined space of locally stable configurations. Packings in B (a space of low dimension) are
certainly invariant under any version of the ECMC algorithm, so that they cannot evolve
towards other samples in Ω . Connectivity in Ω \ B would at least assure that this space
can be sampled. In addition it appears necessary to guarantee that a well-behaved initial
configuration cannot evolve towards an ε-environment around B (e.g., the space Bε of ε-
relaxed Böröczky configurations that makes up a finite portion of Ω) or to gridlocks with
diverging event rates. These properties appear not clearly established for finite densities η and
for large N . In other models, for example the Ising model of statistical physics, irreducibility
can be proven for any N .

These unresolved mathematical questions concerning irreducibility do not shed doubt on
the practical usefulness of MCMC for particle systems. First, the concept of local stability is
restricted to hard disks and hard spheres (that is, to potentials that are either zero or infinite).
The phase diagram of soft-disk models can be continuously connected to the hard-disk case
[30]. For soft disks, irreducibility is trivial, but the sampling speed of algorithms remains
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crucial. Second, in applications, one may change the thermodynamic ensemble. In the N PT
ensemble, the central simulation box fluctuates in size and can become arbitrarily large. In
this ensemble, irreducibility follows from the fact that large enough simulation boxes are free
of steric constraints. Again, the question of mixing and correlation time scales is primordial.
Third, practical simulations that require some degree of irreducibility are always performed
under conditionswhere the simulation box houses a number of effectively independent copies
of the system. This excludes the crystalline or solid phases. Monte Carlo simulations of such
phases are more empirical in nature. They require a careful choice of initial states, and are
then not expected to visit the entire sample space during their time evolution. Fundamental
quantitative results can nevertheless be obtained [31].

In thiswork,we concentrate on localMCMCalgorithms, because global-move algorithms,
as the cluster algorithms in spin systems, rely onapriori probabilities formany-particlemoves
that appear too complicated. Also, global single-particle moves are related to the single-
particle insertion probabilities, in other words to fugacities (the exponential of the negative
chemical potential) that are prohibitively small. At lower (finite) densities, however, placing
at each time step a randomly chosen disk at a random position inside the box corresponds to
the Metropolis algorithm of Sect. 3.1.1 with a square-shaped displacement set and a range
δ = L/2. This non-local algorithm easily escapes from a Böröczky packing. Moreover, it is
proven to mix in O (N log N ) steps at densities η < 1/6 [8, 32] (see also [33]), a result that
implies that the liquid phase in the hard-disk system extends at least to the density η = 1/6
[8]. The density bound for the algorithm (which yields a bound for the stability of the liquid
phase) is much smaller than the empirical density bound for the liquid phase, at η � 0.70.
At this higher density, the global-move Metropolis algorithm and the more general hard-
disk cluster algorithm [34] are almost totally stuck. For applications, we imagine structures
resembling ε-relaxed Böröczky configurations to be backbones of configurations at high
density, where global moves cannot be used.

4.2.2 Böröczky Packings and the NPT Ensemble

The concepts of packings and of local and collective stability make sense only in the NVT
ensemble, that is, for a constant number of particles and for a simulation box with fixed
shape and volume (the temperature T = 1/β that appears in NVT plays no role in hard-
disk systems [14]). In the N PT ensemble, the pressure P is constant, and the size of the
simulation box may vary. The equivalence of the two ensembles is proven [35] for large N ,
so that the choice of ensemble is more a question of convenience than of necessity. As wewill
see, in the N PT ensemble, tiny relaxation parameters (as ε = 10−29 in Fig. 6) are instantly
relaxed to ε ∼ 10−3 for normal pressures and system sizes.

To change the volume at constant pressure, onemay, among others, proceed to “rift volume
changes” (see [36, Sect. VI]) or else to homothetic transformations of the central simulation
box. We discuss this second approach (see [14, Sect. 2.3.4]), where the disk positions (but
not the radii) are rescaled by the box size L as:

x = (x1, . . . , xN ) → α = (α1, . . . ,αN ) with αi = xi/L. (15)

Each configuration is then specified by an α vector in the 2N -dimensional periodic unit
square and an associated volume V = L2, which must satisfy V ≥ Vcut(α). A classic
MCMC algorithm [37] directly samples the volume at fixed α from a gamma distribution
above Vcut(α), below which (α, V ) ceases to represent a valid hard-disk configuration [14,
Eq. (2.19)]. Typical sample volumes are characterized by βP(V − Vcut) ∼ 1, and with
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V = (Lcut + ΔL)2, it follows that

ΔL

L
∼ ε ∼ 1

βPVcut
(at fixed α). (16)

This equation illustrates that a packing, with ε → 0, is realized as a typical configuration
only in the limit βP → ∞. For the Böröczky packings of Fig. 1, we have L � 20, and a
typical value for the pressure for hard-disk systems is βP ∼ 1, which results in ε ∼ 10−3.
In the N PT ensemble, as a consequence, escape times from a packing naturally correspond
to a relaxation parameter ε ∼ 1/(βPV ), in our example to tesc(ε ∼ 10−3), which is O (1).

The above N PT algorithm combines constant-volume NVT -type moves of α with the
mentioned direct-sampling moves of V at fixed α. In practice, however, N PT calculations
are rarely performed in hard-disk systems [38, 39]. This is because, as discussed in Eq. (16),
the expected single-move displacement in volume at fixed α is ΔV ∼ 1/(βP), so that
ΔV /V ∼ 1/N (because N ∼ V and βP ∼ 1). The fluctuations of the equilibrium volume
V eq (averaged over α) scale as

√
V eq, which implies ΔV eq/V eq ∼ 1/

√
N . The volume-

sampling algorithm requires ∼ N single updates of the volume to go from the 1/N scale of
volume fluctuations at fixed α to the 1/

√
N scale of the fluctuations of V eq at equilibrium.

This multiplies with the number of steps to decorrelate at a given volume. In practice, it has
proven more successful to perform single NVT simulations, but to restrict them to physical
parameterswhere the central simulation box houses a finite number of effectively independent
systems mimicking constant-pressure configurations.

5 Conclusion

Building on an early breakthrough by Böröczky, we have studied in this work locally stable
hard-disk packings. Böröczky packings are sparse, with arbitrarily small densities for large
numbers N of disks. We constructed different types of these packings to arbitrary precision
for finite N , namely Böröczky packings with the original Böröczky core [13] and those with
the Kahle core [17]. In addition to the core and the number k of layers, Böröczky packings
are defined by the convex polygonal chain which bounds their branches. We constructed
Böröczky packings in a continuous range of densities, andmade our software implementation
of the construction openly accessible. Böröczky packings are locally, but not collectively
stable. Using singular-value decomposition (in an implementation that is included in our
open-source software) we explicitly exposed the unstable collective modes. We furthermore
reduced the radius of Böröczky packings slightly, and determined the escape times from
ε-relaxed Böröczky configurations as a function of the parameter ε for a number of local
MCMCalgorithms, including several variants ofECMC, arbitrary-precision implementations
of which are also made openly available. Although the algorithms depart from each other in
seemingly insignificant details only,wewitnessedwidely different escape times, ranging from
1/ε to log(1/ε). Our theory suggested that the significant speedup of some of the algorithms
is rooted in their event-driven nature coupled to their lack of an intrinsic scale. We noted that
the space of ε-relaxed Böröczky configurations is a finite portion of the sample space, and that
a given computer-time budget implies such a finite fraction of sample space that is practically
excluded in local MCMC at finite N . Here, the excluded volume only vanishes in the limit
of infinite CPU time. More generally, connectedness of the hard-disk sample space is not
proven. We pointed to the importance of statistical ensembles to reconcile the possible loss
of irreducibility with the proven practical usefulness of local hard-disk MCMC algorithms.
Although Böröczky packings or ε-relaxed Böröczky configurations are sparse, they could
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form the locally stable (or almost locally stable) backbones of hard-disk configurations at
the much higher density which are of practical interest.

We expect the observed differences in escape times to carry over to real-world ECMC
implementations. Qualitatively similar performance differences were already observed in
autocorrelation times of hard-disk dipoles [25]. In statistical mechanics, bottlenecks and
escape times possibly play an important role in polymer physics and complex molecular
systems and some of the algorithms studied here may find useful applications. Escape times
may also play an important role in the study of glasses and in granular matter, where the
high or even infinite pressures favor local configurations that resemble the mutually blocked
disks in the ε-relaxed Böröczky configurations. We finally point out that the very concept of
locally stable packings naturally extends to higher dimensions.
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A Escape Times, Resamplings and Gridlocks

In this appendix we collect a number of numerical results that support statements made in
the main text.

A.1 Critical MaximumNearest-Neighbor Distance

In the escape time tesc of Eq. (10), the parameter γ sets the criticalmaximumnearest-neighbor
distance d(t) for the escape from an ε-relaxed Böröczky configurations. In Sect. 3.2, we use
γ = 0.1 which corresponds to a 10%-increase of the initial value d(t = 0) = 2. Using the
alternative value γ = 0.025, we find that the escape time of straight ECMC again varies
algebraically as tesc ∼ ε−2/3 and, for forward, reflective, and Newtonian ECMC we again
find tesc ∼ ln(1/ε) (see Fig. 7). Our conclusions thus appear robust with respect to the value
of γ .
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A.2 Escape Times with Resamplings

The reflective, forward and Newtonian variants of ECMC, at a difference of straight ECMC,
appear to not always require resampling. In the main text, we therefore use τchain = ∞,
which, given our discussion in Sect. 3.1, is appropriate. Moreover, resamplings after chain
times τchain considerably deteriorate the escape time for all three variants (see Fig. 8). This
again illustrates the power of liftedMarkov chains, inwhich the proposedmoves are correlated
over long Monte-Carlo times.

A.3 Gridlock Rates with Different Numerical Precisions

The straight, reflective, and Newtonian variants of ECMC feature deterministic collision
rules, and they may run into gridlocks if started from ε-relaxed Böröczky configurations for
very small ε (see Sect. 3.2.4). In a gridlock, the active-disk label loops through a subset of

Fig. 7 Median escape times tesc from k = 5 ε-relaxed Böröczky configurations (Kahle core and convex
geometric chain Ageo with attenuation parameter φ = 0.7, N = 96 disks) for ECMC algorithms. Solid
curves use γ = 0.1 for the definition of tesc (as in Sect. 3.2), dashed curves use γ = 0.025 (see Eq. (10)).
For both values of γ , straight ECMC with optimized chain time τchain shows algebraic scaling with identical
exponents, whereas forward, reflective, and Newtonian ECMC scale logarithmically. Error bars are smaller
than the marker sizes

chain

chain

Fig. 8 Median escape times tesc from k = 5 ε-relaxed Böröczky configurations (Kahle core and convex
geometric chain Ageo with attenuation parameter φ = 0.7, N = 96 disks) for forward, reflective, and
Newtonian ECMC vs. chain time τchain for two different relaxation parameters ε. Horizontal lines indicate
the escape times without any resamplings. Error bars are smaller than the marker sizes
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Fig. 9 Gridlock rate of Newtonian ECMC simulations with different numerical precisions starting from a
k = 5 ε-relaxed Böröczky configurations (Böröczky core and convex geometric chain Ageo with attenuation
parameter φ = 0.7, N = 112 disks). The inset shows the gridlock rate as a function of 1/ε for the Newtonian
ECMC simulations with 200 mantissa bits that were used to measure the escape times in Fig. 6b

the N disks which are in contact. The event rate diverges, and so does the CPU time spent in
the gridlock. The Monte-Carlo time, however, stands still. Newtonian ECMC starting from
k = 5 ε-relaxed Böröczky configurations with the Böröczky core appears particularly prone
to gridlocks.

It remains an open question whether gridlocks are a numerical artifact related to the finite-
precision computer arithmetic. In our arbitrary-precision BigBoro software, the number of
mantissa bits (in base 2) can be set freely. We have studied the gridlock rate of Newtonian
ECMC (the fraction of simulations that run into gridlock) for the problematic k = 5 ε-relaxed
Böröczky configurations (using the convex geometric chain Ageo with attenuation parameter
φ = 0.7) with the Böröczky core, and observed no clear influence of the numerical precision.
It thus appears unlikely that gridlocks are a precision issue (see Fig. 9).

B BigBoro Software Package: Outline, License, Access

The BigBoro software package is published as an open-source project under the GNU
GPLv3 license. It is available on GitHub as part of the JeLLyFysh organization.1

The software package consists of three parts: First, the arbitrary-precision Python script
construct_packing.py constructs finite-N Böröczky packings of hard disks in a peri-
odic square box. Second, the Python script collective_escape_modes.py computes
collective infinitesimal displacements of hard disks in a packing that result in an escape.
Third, the arbitrary-precision Go application go-hard-disks performs hard-disk ECMC
simulations that may start from ε-relaxed Böröczky configurations derived from Böröczky
packings.

B.1 Python Script construct_packing.py

The arbitrary-precision Python script construct_packing.py implements the con-
struction of Böröczky packings. It allows for the Böröczky or Kahle cores (see Sect. 2.1.1),
and connects them to branches with a finite number of layers (see Sect. 2.1.3). The con-

1 The url of repository is https://github.com/jellyfysh/BigBoro.
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vex geometric chain Ageo with different attenuation parameters φ, and the convex circular
chain Acirc are implemented (see Sect. 2.2.1). The core, the number of layers, and the con-
vex polygonal chain are specified using command-line arguments. The construction of the
Böröczky packings uses arbitrary-precision decimal floating-point arithmetic. Two additional
command-line options specify the number of decimal digits, and the precision of the bisection
search for the value g<

2 that renders the Böröczky packing compatible with periodic boundary
conditions (see Sect. 2.1.3). The final configuration and its parameters (as for example the
system length) are stored in a human-readable format in a specified output file.

The example_packings directory of BigBoro contains several Böröczky packings
in corresponding subdirectories (as for example kahle_geometric_5). The headers of
these files contain the values of the command-line arguments for construct_packing.
py. A plot of each example configuration is provided. The different packings in kahle_
geometric_5 and boro_geometric_5 (see Fig. 1) were used in this work. Although
the bisection search for the construction of theBöröczkypacking usually requires an increased
precision, the high-precision packings with small enough number of layers may be used as
input for standard double-precision applications. For simplicity and improved readability,
we provide packing_double.txt files that store the configurations in double precision,
where applicable.

B.2 Python Script collective_escape_modes.py

The double-precision Python script collective_escape_modes.py identifies the
orthonormal basis vectors of the escape matrix Mesc from a packing x (see Eq. (6)) that
have zero singular values. Afterwards, these modes are classified using the cost function in
Eq. (8). The resulting basis vectorsΔa form the solution space for 2N -dimensional displace-
mentsΔ = {Δx

1,Δ
y
1,Δ

x
2,Δ

y
2, . . .} that have a vanishingfirst-order term inEq. (5) and thus for

collective infinitesimal displacements Δ of all disks that escape from the packing. The basis
vectorsΔa are stored in a human-readable output file, and optionally represented as in Fig. 2.
The input filename of the packing, and the output filename for the collective escape modes
are specified in command-line arguments. Further optional arguments specify the filename
for the plots of the escape modes, and the system length of the central simulation box (that
is unnecessary for packings generated by the Python script construct_packing.py in
which case the system length is parsed from the packing file).

B.3 Go Application go-hard-disks

The Go application go-hard-disks relies on a cell-occupancy system for the efficient
simulations of large-N hard-disk systems using several variants of the ECMC algorithm.
Straight, reflective, forward, and Newtonian ECMC are implemented. After each sampling
interval, it samples the maximum nearest-neighbor distance d(t) (see Eq. (9)). All compu-
tations use a fixed number of mantissa bits (in base 2) that may exceed the usual 24 or 53
bits for single- or double-precision floating-point values. The ECMC variant, its parameters
(as for example the sampling time or chain time), and further specifications (the number of
mantissa bits, the cell specifications, the filename for the initial configuration, etc.) are again
set using command-line arguments.
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ABSTRACT

We discuss pressure computations for the hard-disk model performed since 1953 and compare them to the results that we obtain with a
powerful event-chain Monte Carlo and a massively parallel Metropolis algorithm. Like other simple models in the sciences, such as the
Drosophila model of biology, the hard-disk model has needed monumental efforts to be understood. In particular, we argue that the difficulty
of estimating the pressure has not been fully realized in the decades-long controversy over the hard-disk phase-transition scenario. We
present the physics of the hard-disk model, the definition of the pressure and its unbiased estimators, several of which are new. We further
treat different sampling algorithms and crucial criteria for bounding mixing times in the absence of analytical predictions. Our definite results
for the pressure, for up to one million disks, may serve as benchmarks for future sampling algorithms. A synopsis of hard-disk pressure data
as well as different versions of the sampling algorithms and pressure estimators are made available in an open-source repository.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0126437

I. INTRODUCTION

In fundamental physics, the most detailed descriptions of phys-
ical reality are not always the best. In our quantum-mechanical
world, many phenomena are, indeed, described classically, with-
out the elaborate machinery of wavefunctions and density matrices.
The exact thermodynamic singularities of helium, a quantum liq-
uid, at the famous lambda transition1 are, for example, obtained by a
seemingly unrelated model of classical two-component spins2–5 on a
three-dimensional lattice rather than by some quantum-mechanical
representation of all atoms in the continuum.6 Renormalization-
group theory7 guarantees that the simple classical spin model exactly
describes experiments in the quantum liquid.8,9 The universality of
simple models is also found in other sciences. In biology, the study
of the fruit fly Drosophila has gradually evolved from a subject of
entomology, the science of insects, to a parable for higher animals,
where it allows one to appreciate gene damage10 from radiation. In
recent decades, it was, moreover, understood that many of the genes

of Drosophila have exactly the same function as genes in vertebrates,
including humans. In physics as in biology, “(t)his remarkable con-
servation came as a big surprise. It had been neither predicted nor
expected,”11 to cite a Nobel-prize winner.

Paradoxically, even simple models in science, those stripped
to their bare bones, can take monumental efforts and decades of
research to be understood fully. This is the case for the Drosophila
fly that entered research laboratories around 190512 and then grad-
ually turned into a model organism.13 It is also what happened to
the simplest of all particle models, the hard-disk model, which is the
focus of the present work. The model consists of N identical clas-
sical disks with positions inside a box and with velocities. Disks fly
in straight-line trajectories, except when they collide with each other
or with an enclosing wall. The elementary collision rules are those of
elastic, friction-less, billiard balls. The hard-disk model caricatures
two-dimensional fluids: it lacks the explicit interparticle attractions
of more realistic descriptions, yet it shows almost all the interesting
properties of general particle systems. Moreover, its observed phase
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behavior14 was understood in terms of topological phase transitions,
just like classical continuous spin models in two dimensions.15 The
interpretation common to both cases was unsuspected from the
conventional Landau theory of phase transitions.

Only few characteristics of the hard-disk model are known
from rigorous mathematics. The first was proven by Daniel
Bernoulli in 1738,16 namely, that the temperature, which is linked
to the mean-square velocity of the disks, plays no role in their spa-
tial distribution. It was also proven17,18 that the hard-disk model,
as a dynamical system with positions and velocities evolving under
Newton’s laws, can be described statistically with positions that all
have equal statistical weight. It is furthermore shown rigorously
that, at small finite density, the model is fluid,19,20 justifying ana-
lytic expansions developed in the 19th century21 to link dilute hard
disks to the ideal gas of non-interacting particles. For high densities,
it was established that at close packing, the hard-disk model forms a
hexagonal crystal.22 However, for all densities below close packing,
this crystalline structure is destroyed23,24 by long-wavelength fluctu-
ations. The invention of simulation methods, and their application

to this very model of hard disks ever since the 1950s, was meant to
overcome the scarcity of analytical results.

With its stripped-down interactions, the hard-disk model is,
indeed, simple. In particular, the model lacks attractive forces that
would pull the disks together. It is for this reason that, for a long
time, hard disks and hard spheres (in three dimensions) were con-
sidered to be too simple to show a phase transition from a disordered
fluid to a solid.25,26 In two dimensions, furthermore, ordered phases
were expected not to exist for theoretical reasons that were consid-
ered sufficiently solid to formally exclude any transition.27 Initial
computer simulations, in 1953, in the same publication that intro-
duced the Metropolis algorithm,28 accordingly found that “(t)here
is no indication of a phase transition.” It thus came as an enor-
mous surprise29,30 when, in 1962, Alder and Wainwright14 identified
a loop in the equation of state (see Fig. 1), suggesting31 a phase
transition between a fluid at low density and a solid (that was not
supposed, at the time, to exist) at high density. This laid the ground
work for the Kosterlitz–Thouless–Halperin–Nelson–Young theory
of melting in two-dimensional particle systems.32–34 Even after this

FIG. 1. Hard disks in a periodic box. (a) Equation of state (pressure vs volume) computed in 1962 by Alder and Wainwright.14 (b) and (c) Samples of 870 disks at densities
η = 0.726 and η = 0.672. (d) Pressures for N = 870 from (a) compared with ECMC results (this work) for aspect ratio α = (9 : 8

√
3/2) (cf . Fig. 10 for an analysis of

convergence behavior).
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important conceptual advance, the phase behavior and the equa-
tion of state of the hard-disk model remained controversial for
another fifty years until an analysis35 based on the powerful event-
chain Monte Carlo (ECMC) algorithm36 showed that hard disks
melt through a first-order fluid–hexatic phase transition combined
with a Kosterlitz–Thouless transition between the hexatic and the
solid, thus proposing a new scenario.

In this work, we discuss the hard-disk model in a computa-
tional and historical context, concentrating on the pressure as a
function of the volume. The reason for this restriction of scope on
pressures rather than on phases is that the aforementioned 50-year
controversy on the hard-disk phases takes its origin in difficul-
ties in computing the pressure as the dependent variable in the
equation of state. After a short introduction to the physics of the
hard-disk model, we review the thermodynamic and kinematic pres-
sure definitions and show that they are perfectly equivalent even
for finite systems. Nevertheless, the pressure may be anisotropic
and depend on the shape of the system, rather than being only a
function of system volume. We discuss pressure estimators, with
a focus on those that are unbiased at finite N and are convenient
to use. We furthermore clarify that different sampling algorithms
[molecular dynamics, reversible and non-reversible Markov-chain
Monte Carlo (MCMC)] all rigorously sample the same equal-weight
Boltzmann distribution of positions although the time scales for
convergence can differ widely even for local algorithms and can
reach years and even decades of computer time for moderate sys-
tem sizes. This was not understood in many important historical
contributions. With all this material in hand, we confront past
results with massive computations performed for this work, thus
providing definite high-precision pressure estimates for the hard-
disk model that may serve as benchmarks for the future. With
its rich phenomenology and its intractable mathematics, this sim-
ple model has become the Drosophila for particle systems and for
two-dimensional phase transitions. It has served as a parable for dif-
ficult computing problems and as a platform for the development
of MCMC and of molecular dynamics. This fascinating model has
yet to be fully understood. We aim at providing a solid base for
future work.

The plan of this work is as follows: In Sec. II, we discuss the fun-
damentals of the hard-disk model, from the definitions of densities
and volumes to an overview of its physical properties. In Sec. III, we
discuss sampling algorithms molecular dynamics and MCMC and
pressure estimators for this model, concentrating on new develop-
ments. In Sec. IV, we digitize, discuss, and make available numerical
computations of the equation of state performed since the paper by
Metropolis et al., in 1953, and superpose them with large-scale com-
putations done for this work. Section V contains our conclusions.
We also provide information on statistical analysis (Appendix A)
and introduce to the HistoricDisks open-source software package
(Appendix B), which collects pressure data since 1953 and imple-
ments sampling algorithms and pressure estimators that were used
in this work.

II. HARD-DISK MODEL

The hard-disk model consists of N impenetrable, identical,
classical disks of radius σ and mass m, which are perfectly elastic.

Collisions are instantaneous; they cause no deformations and induce
no rotations. Pair collisions conserve momentum and energy. Disks
evolve in a fixed rectangular box of sides Lx and Ly [specified through
the aspect ratio α = (Lx : Ly)], which may have periodic boundary
conditions (“periodic” box), or else hard-wall boundary condi-
tions (“non-periodic” box). The two-dimensional volume (area) is
V = Lx × Ly. In the NVT ensemble that we consider here, N, Lx,
and Ly are fixed. For the hard-disk system, the microcanonical NVE
ensemble (of constant energy E) and the canonical NVT ensemble
(of constant temperature T) are almost equivalent, and we connect
the two throughout this work. In other ensembles, the box can be of
varying dimensions,37–39 and N might vary.40 The disk i is described
by the position of its center xi = (xi, yi) and possibly by a veloc-
ity vi = (vx,i, vy,i). We denote the set of positions and velocities by
x = {x1, . . . , xN} and v = {v1, . . . , vN}, respectively.

A. Basic definitions and properties
We now discuss additional characteristics of the hard-disk

model and define its Newtonian dynamics. Furthermore, we sum-
marize the physics of two-dimensional particle systems.

1. System definitions, basic properties
In the limit N →∞, the properties of a particle system with

short-range interactions are independent of the boundary condi-
tions. At finite N, in contrast, the bulk part of the free energy (that
scales as V) cannot be separated from the surface term (that, in
two dimensions, scales as

√
V). For example, a close-packed crys-

tal of N = 72 = 8 × 9 disks can fit into a periodic box of aspect ratio
α = (9 : 8

√
3/2), whereas the maximum density for the same N in

a box with α = (1 :
√

3/2) is slightly smaller (see Fig. 2). Evidently,
the pressure in a box containing a finite number of disks depends on
its aspect ratio.

The following conventions for the volume or its inverse, the
density, have been commonly used in the literature. The first is
the volume V = Lx × Ly normalized by that of a perfect hexagonal
packing V0 = N(2σ)2√3/2 [as in Fig. 2(b)]. Second is the covering
density η, the total volume of all disks normalized by the box vol-
ume V . Third is the reduced density ρ, the number N of disks of
radius 1

2 divided by the volume and, finally, the inverse normalized
density ν/(2σ)2 with ν = (2σ)2/ρ. These quantities are related as
follows:

FIG. 2. Packings for N = 72 disks for different aspect ratios α. (a) Periodic box
with α = (1 :

√
3/2), with conjectured optimal packing. (b) Periodic box with

α = (9 : 8
√

3/2) at the close-packing density η = π/(2√3).
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√
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η
= 1

ρ
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(1)

We will re-plot published equations of state with all four units, thus
simplifying the comparison of data.

In the hard-disk model, all configurations have zero poten-
tial energy, and the Newtonian time evolution conserves the kinetic
energy. Pairs of disks collide such that, in their center-of-mass
coordinate system, they rebound from their line of contact with
conserved parallel and reversed perpendicular velocities.41 At a wall
collision, the velocity component of a disk parallel to the wall
remains the same while the perpendicular velocity v�wall is reversed.
When, at the initial time t = 0, all velocities are rescaled by a factor
γ, the entire trajectory transforms as

{x1(t), . . . , xN(t)} vi→γvi∀iÐÐÐÐÐ→{x1( t
γ
), . . . , xN( t

γ
)}. (2)

This property of hard-sphere models was already noticed by Daniel
Bernoulli.16

Statistically, during the Newtonian hard-disk time evolution,
the sets of positions and of velocities are mutually independent.
All positions x that correspond to N-disk configurations have the
same statistical weight π with a Cartesian density measure and, in
a non-periodic box, the velocities are randomly distributed on the
surface of the hypersphere in the 2N-dimensional space with radius
Rv = √2E/m, where E is the conserved (microcanonical) energy
of the NVE ensemble. The measure in the 4N-dimensional sample
space of positions and velocities is, thus,

dπ ∝ Θ(x)dN x dN v δ(E −∑
i

mv2
i /2), (3)

where Θ(x) = 1 for positions that correspond to hard-disk configu-
rations and Θ(x) = 0 otherwise. In a periodic box, in addition, the
two components of the total velocity and the position of the cen-
ter of mass in the rest frame are conserved. For large N, where the
ensembles are equivalent, the microcanonical energy per disk cor-
responds to E/N = kBT = 1/β, where kB is the Boltzmann constant
and T is the temperature of the canonical ensemble. The spatial
part of the measure of Eq. (3) remains unchanged, and the uniform
velocity distribution on the surface of the hypersphere in 2N dimen-
sions implies that the one-particle, marginal distribution of velocity
components becomes Gaussian,

π(vi,x) ∝ exp(−βmv2
i,x/2) (N →∞) (4)

(and analogously for vi,y, see Ref. 41, Sec. 2.1.1).

The probability distribution of the velocity perpendicular to
a wall v�wall at the discrete wall-collision times (essentially the his-
togram of momentum transfers with the walls) differs from Eq. (3).
For N →∞, this distribution is biased by a factor ∣v�wall∣ with respect
to the Maxwell distribution,

π(∣v�wall∣) ∝ ∣v�wall∣ exp[−βm(v�wall)2/2], (5)

which has been described through the “Maxwell boundary
condition” [see (Ref. 41, Sec. 2.3.1)]. For finite N, the same biasing
factor appears. The distribution of the velocity perpendicular to a
wall is derived from the surface element on the hypersphere of radius
Rv = √v2

1 + ⋅ ⋅ ⋅ + v2
n in n = 2N dimensions,

dΩ = Rn−1
v sinn−2 ϕ1 sinn−3 ϕ2 ⋅ ⋅ ⋅ sin ϕn−2dϕ1 ⋅ ⋅ ⋅dϕn−1, (6)

where ϕ1, . . . , ϕn−2 ∈ [0, π] and ϕn−1 ∈ [0, 2π], and where only
v1 = Rv cos ϕ1 is expressed in terms of a single angle. It is thus con-
venient to identify v1 with v�wall. The radius Rv of the hypersphere
at the microcanonical energy E = mR2

v/2 is related to the inverse
temperature in the canonical ensemble as R2

v = 2N/(mβ). With the
integrals

A = ∫ π

0
dϕ1∣ cos ϕ1∣sinn−2 ϕ1 = 2

n − 1
,

B = ∫ π

0
dϕ1 sinn−2 ϕ1 = √π

Γ[(n − 1)/2]
Γ(n/2) ,

(7)

this yields

⟨ 1∣v�wall∣ ⟩ =
1

Rv

B
A
= √π

Rv

Γ(N + 1
2)

Γ(N) N→∞ÐÐÐÐ→
√

πmβ
2

, (8a)

⟨∣v�wall∣⟩ = Rv
B

2NA
= Rv

√
π

2N
Γ(N + 1

2)
Γ(N) N→∞ÐÐÐÐ→√ π

2mβ
, (8b)

where in the limit N →∞, the ratio of the Γ functions approaches√
N. The relative perpendicular velocities Δv�ij (the projection of

the relative velocity vi − vj perpendicular to the interface separating
disks i and j at their collision) are, similarly,

⟨ 1∣Δv�ij ∣ ⟩ =
√

2π
Rv

Γ(N + 1
2)

Γ(N) N→∞ÐÐÐÐ→√πmβ, (9a)

⟨∣Δv�ij ∣⟩ = Rv
√

π√
2N

Γ(N + 1
2)

Γ(N) N→∞ÐÐÐÐ→√ π
mβ

. (9b)

2. Pair correlations, entropic phase transition
In the hard-disk model, the Boltzmann weights are the same for

all sets of disk positions, since there are no explicitly varying inter-
actions. In consequence, the two possible fluid phases (namely, the
gas and the liquid) are confounded. A purely entropic “depletion”
interaction42 between disks, nevertheless, arises from the pres-
ence of other disks, effectively driving phase transitions. The three
phases of the hard-disk model are fluid (with exponential decays
of the orientational and positional correlation functions), hexatic
(with an algebraic decay of orientational and exponential decay of
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FIG. 3. Volume reductions for a non-
periodic box. (a) Pathological corner-
grind volume reduction that eliminates no
samples for sufficiently large σ. (b) Hori-
zontal wall rift used to estimate the pres-
sure Py . (c) Vertical rift used to estimate
Px . (d) Homothetic volume reduction.

positional correlations), and solid (with long-range orientational
correlations and an algebraic decay of positional correlations). The
hexatic and solid phases have only been identified through numeri-
cal simulations, and mathematical proofs of their existence are still
lacking.

B. Hard-disk thermodynamics
In statistical mechanics, a homogeneous system (composed

of, say, N particles in a fixed box) is described by an equation of
state connecting two quantities, for example, the volume and the
pressure. When for some volumes, a homogeneous phase may not
exist, two (or exceptionally three) phases may coexist. We now
link the definitions of the pressure from the thermodynamic and
kinematic viewpoints and then discuss phase coexistence in finite
systems.

1. Pressure, thermodynamic, and kinematic
definitions

In statistical mechanics, the pressure P is given by the change
in the free energy with the system volume,

βP = ∂ log Z
∂V

= lim
V′→V

1
V − V′

Z − Z′
Z

, (10)

with Z being the partition function and Z′ ≡ Z(V′). For hard disks
and related models, the rightmost fraction in Eq. (10) expresses the
probability that a sample in the original box of volume V is elim-
inated in the box of reduced volume V′ < V [see Figs. 3(a)–3(c)].
In rift-pressure estimators,43 the volume V of an Lx × Ly box is
reduced by removing an infinitesimal vertical or horizontal slab
(a “rift”), yielding the components Px and Py of the pressure. Rifts
can be placed anywhere in the box, and one may even average any
given hard-disk sample over all vertical or horizontal rift positions
(see Subsection III C). We will also discuss homothetic pressure esti-
mators, where all box dimensions and disk coordinates are scaled
down by a common factor [see Fig. 3(d)]. Used for decades, they
estimate the pressure P = (Px + Py)/2.

Besides the thermodynamic definition of the pressure, one can
also define the kinematic pressure as the exchange of momentum
with the enclosing walls. However, thermodynamic and kinematic
pressures are rigorously identical already at finite N, and the cor-
responding estimators can be transformed into each another. This
remains true for the pressure estimators built on the virial formalism
that we also discuss.

2. Equation of state, phase coexistence
In the thermodynamic limit, the stability of matter is expressed

through a positive compressibility κ = −(∂V/∂P)/V . For a finite
system in the NVT ensemble, this is not generally true in a pres-
ence of a first-order phase transition, where two coexisting phases
are separated by an interface with its own interface free energy.

In a periodic two-dimensional box for finite N, on increasing
the density (decreasing the volume), a first-order phase transition
first creates a bubble of the denser phase in the less dense phase
(for hard disks: a hexatic bubble inside the fluid). The stabilization
of this bubble requires an extra “Laplace” pressure corresponding
to the surface tension, which renders the overall pressure non-
monotonic with V .31 At larger densities, the bubble of the minority
phase transforms into a stripe that winds around the periodic box. In
the stripe regime, the length of the two interfaces and, thus, the inter-
face free energy do not change with V , so that the pressure remains
approximately constant. Finally, one obtains a bubble of the less
dense phase (the fluid) in the surrounding denser (hexatic) phase
(see Fig. 4). In the NVT ensemble, phase coexistence takes place at
certain specific volumes V/V0 that do not correspond to densities
η = (N/V)πσ2 of a homogeneous stable phase for N →∞. Phase
coexistence is absent in the NPT ensemble. The pressure is then
the control variable, and the volume V/V0 is discontinuous at the

FIG. 4. First-order phase transition in the NVT ensemble. (a) Free energy with
increasing second derivative and, thus, a monotonously decreasing pressure.
(b) Free energy with—for the infinite system—metastable branches starting at
volumes V1 and V2 and a non-monotonous equilibrium pressure P for finite N.
(c) Sequence of five regimes in a finite two-dimensional periodic box, with pure
(1, 5), bubble (2, 4), and stripe (3) phases.
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transition, providing a simpler physical picture. However, in the
NPT ensemble and its variants, sampling algorithms generally
converge even more slowly than in the NVT ensemble.

The phase coexistence and the non-monotonous equation of
state are genuine equilibrium features at finite N. Moreover, the spa-
tially inhomogeneous phase-separated equilibrium state is reached
from homogeneous initial configurations through a slow coarsening
process, where an extensive number of bubbles coalesce into a sin-
gle bubble or a single stripe [see Fig. 4(c)]. The coarsening dynamics
depends on the sampling algorithm.

III. SAMPLING ALGORITHMS
AND PRESSURE ESTIMATORS

In this section, we discuss sampling algorithms (molecular
dynamics, MCMC) and pressure estimators for the hard-disk model.
All algorithms are unbiased and correct to machine precision. For
example, molecular dynamics implements the Newtonian time evo-
lution of disks without discretizing time. The reversible Monte Carlo
algorithms, from the historic Metropolis algorithm to the recent
massively parallel Monte Carlo (MPMC) on graphics-card comput-
ers, satisfy the detailed-balance condition: the net equilibrium flow
vanishes between any two samples. The non-reversible ECMC algo-
rithms only satisfy the global-balance condition, and samples are
taken in an extended “lifted” sample space.

Besides the sampling algorithms, we also discuss pressure esti-
mators, including recent ones that overcome the limitations of the
traditional approaches. Thermodynamic pressure estimators com-
pute the probability with which a sample is eliminated as the box is
reduced in size while kinematic pressure estimators determine the
momentum fluxes at the walls or inside the box. Importantly, both
types of estimators have the same expectation value (the pressure
P or its components Px or Py), and they merely differ in their effi-
ciency and ease of use. Even at finite N, there is, thus, no ambiguity
in the definition of the pressure. The various estimators play a key
role in the equation-of-state computations in Sec. IV. All algorithms
and estimators are cross-validated for four disks in a non-periodic
square box (see Appendix B 2 a). These tiny simulations illustrate
the absence of any finite-N bias in the pressure estimators.

A. Event-driven molecular dynamics (EDMD)
Event-driven molecular dynamics (EDMD)44 implements the

Newtonian time evolution for the hard-disk model by stepping for-
ward from one event (pair collision or wall collision) to the next.
Between collisions, the disks move with constant velocities. Col-
lisions of more than two disks or simultaneous collisions can be
neglected. For large run times τsim, if the sample space is con-
nected, molecular dynamics samples the equilibrium distribution of
positions and velocities of Eq. (3).

1. Naive molecular-dynamics program
From a given set of positions and velocities for N = 4 disks in

a non-periodic box, our naive EDMD code computes the minimum
over all pair collision times for the N(N − 1)/2 pairs of disks and
over the wall collision times for the N disks. This minimum cor-
responds to a unique collision event (multiple overlaps appearing
with finite-precision arithmetic can be treated in an ad-hoc fash-
ion). The code then updates all the positions and the velocities of the

colliding disks. This algorithm is of complexity O(N2) per event. A
related naive program in a periodic box (with arbitrary N) is used
for cross-validation of other algorithms. Practical implementations
of EDMD process the collisions through floating-point arithmetic.
As the hard-disk dynamics is chaotic for almost all initial configu-
rations, trajectories for different precision levels quickly diverge and
only the statistical properties of the trajectories are believed to be
correct. Naive EDMD provides proof of concept, and it can yield
results for small N on modern computers. The EDMD code used by
Alder and Wainwright already implemented sophisticated optimiza-
tion strategies, for example, the tracking of neighbors, as required by
the then available machines.45

2. Modern hard-disk molecular dynamics
The complexity of EDMD can be reduced from the naive

O(N2) per event scaling toO(log N). This is because the collisions
of a given disk must only be tracked with other disks in a local neigh-
borhood [reducing by itself the complexity to O(N)] and because
the collision of two disks i and j only modifies the future collision
times for pairs involving i or j (see Refs. 45–47). This algorithm keeps
O(N) candidate events of which a finite number must be updated
after each event. Using a heap data structure, this is of complexity
O(log N), while the retrieval of the shortest candidate event time
(the next event time) is O(1). Although the update of the event
times involves elaborate book-keeping, and although the processing
of events according to collision rules is time-consuming, the EDMD
algorithm is thus fairly efficient.48,49 It has been successfully used
for the hard-disk model up to intermediate sizes (N ≲ 2562 in the
transition region). Open-source implementations of this algorithm
are available.50 The EDMD algorithm has not been successfully
parallelized, despite some efforts in that direction.51–53

B. Hard-disk Markov-chain Monte Carlo
Hard-disk Monte-Carlo algorithms consider a sample space

consisting of the N positions. Initial samples that are easy to con-
struct are modified through reversible or non-reversible schemes. In
the large-time limit, the equal-probability measure of the positions
in Eq. (3) is reached.

1. Local hard-disk Metropolis algorithm
In the local hard-disk Metropolis algorithm,28 at each time step,

a small random displacement of a randomly chosen disk is accepted
if the resulting sample is legal and is rejected otherwise. A move
and its inverse are proposed with the same probability, so that the
algorithm satisfies the detailed-balance condition with a constant
equilibrium probability, and the net probability flows vanish.

The local Metropolis algorithm has been much used to obtain
the hard-disk equation of state. On a modern single-core central-
processing unit (CPU), this algorithm realizes roughly ∼1010 moves
per hour. (For simplicity, we use “moves” for “proposed moves.”)
However, its convergence is very slow. In Sec. IV B 2, we will show
evidence of mixing times54 in excess of 10 years of CPU time for∼106 disks. The sequential variant of the local Metropolis algo-
rithm updates the disk i + 1 (identifying N + 1 ≡ 1) at time t + 1 after
having updated disk i at time t. This non-reversible version runs
slightly faster as it requires fewer random numbers per move, but
the performance gain is minimal.
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2. Massively parallel Monte Carlo (MPMC) algorithm
The MPMC algorithm generalizes the local Metropolis algo-

rithm for implementation on graphical processing units (GPU).55

It uses a four-color checkerboard of rectangular cells of sides larger
than 2σ, which is superposed onto the periodic box and is com-
patible with the periodic boundary conditions. Cells of the same
color are distant by more than 2σ. They are aligned with the êx and
êy axes. The MPMC algorithm samples one of the four colors and
then independently updates disks in all corresponding cells using the
local Metropolis algorithm with the additional constraint that disks
cannot leave their cells (see Fig. 5). After a certain time, the color is
resampled. The checkerboard is frequently detached from the box,
then randomly translated and repositioned, rendering the algorithm
irreducible.

On a single NVIDIA GeForce RTX3090 GPU, our MPMC code
reaches 2.1 × 1013 moves per hour, an order of magnitude more
than an earlier implementation (Ref. 56, Table II). Repositioning the
checkerboard is computationally cheap and is done often enough for
the convergence time, measured in moves, to be only slightly larger
than for the local Metropolis algorithm.

3. Hard-disk event-chain Monte Carlo (ECMC)
Hard-disk ECMC is a non-reversible continuous-time “lifted”

Markov chain36 in which—on a single processor—at each time
t, a single active disk moves with constant velocity, while all the
others are at rest. The identity and velocity of the active disk con-
stitute additional “lifting variables” in an extended (lifted) sample
space.57–59 At a collision event, the active disk stops, and the tar-
get disk becomes active. The variants of ECMC differ in how the
velocity is updated. In the “straight” variant of ECMC, the veloc-
ity of the active disks is maintained after a pair-collision event. It
is usually chosen to be either in the ±êx or the ±êy direction, i.e.,
along one of the coordinate axes. At a wall-collision event, the veloc-
ity is flipped, for example, from ±êx to ∓êx. In addition, resampling
events take place typically at equally spaced times separated by the
run-time interval τsim. At such resamplings, a new active disk is
sampled, and the new velocity is sampled from {±êx,±êy}. With

FIG. 5. Four-color checkerboard decomposition in a periodic box, with cells larger
than 2σ. If the green color is chosen, highlighted disks may move, but cannot leave
their cells. Disks in different green cells do not communicate.

periodic boundary conditions, the new velocity is sampled from{+êx,+êy}.
Under conditions of irreducibility and aperiodicity, ECMC

samples the equilibrium distribution of hard-disk positions with
non-zero net probability flows. However, the hard-sphere ECMC
and the hard-sphere local Metropolis algorithm are not strictly irre-
ducible.60 ECMC is much more powerful than the local Metropolis
algorithm, and in Sec. IV B 2, we will evidence speedup factors of∼103. The HistoricDisks software package (see Appendix B) con-
tains sample codes for straight ECMC, reflective ECMC,36 forward
ECMC,61 and Newtonian ECMC.62 Straight ECMC is fastest for the
hard-disk model, and it was successfully parallelized.63 The perfor-
mance of straight ECMC is roughly of 1010 events (collisions) per
hour on a modern single-core CPU. Its parallelized version reaches≲ 1011 events per hour. This performance is currently limited by a
hardware bandwidth bottleneck,64 which will be overcome in the
near future.

C. Hard-disk pressure estimators
As discussed in Subsection II B 1, the pressure describes, on one

hand, the change in the free energy when the volume is reduced and,
on the other hand, the time-averaged momentum exchange with the
walls. In this subsection, we reduce the volume through rifts and
rift averages and by uniformly shrinking the box. We also compute
the momentum exchange directly and through a virial formula. Our
motivation is two-fold. First, we obtain practical pressure estimators
that we implement in our algorithms. Second, we discuss in detail
that all the pressure estimators of Monte Carlo and of molecular
dynamics compute the same object, and this even for finite systems.
The decades-long discrepancies in the estimated pressures can thus
not be traced to differences in their definitions.

1. Rifts and rift averages
In an Lx × Ly box, the volume may be reduced through a vertical

“rift” [xr , xr + ϵ] × [0, Ly] with disk positions transforming as

{x, y} →
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
{x, y} if x < xr

∅ if xr ≤ x < xr + ϵ
{x − ϵ, y} if x ≥ xr + ϵ,

(11)

where “∅” means that the position is eliminated. A rift either trans-
forms a uniform hard-disk sample into a uniform sample in the
reduced box, or else eliminates it because a disk falls inside the
rift or because two disks overlap (see Fig. 6). In a non-periodic
box, wall rifts at xr = 0 or xr = Lx − ϵ (and likewise for y) chip
off a slice from the surface. Vertical rifts, as in Eq. (11), estimate
the pressure Px, and horizontal rifts ([0, Lx] × [yr , yr + ϵ]) estimate
the pressure Py. Simultaneous vertical and horizontal rifts with
Lyϵx = Lxϵy conserve the aspect ratio of the box. Equivalent to a
homogeneous (homothetic) rescaling of the box, they estimate the
pressure P = (Px + Py)/2.

The pressure can be estimated for finite ϵ from a finite number
of samples, but this then requires an extrapolation toward ϵ→ 0.
In EDMD and ECMC, the extrapolation can be avoided because
of the infinite number of samples produced in a given run-time
interval τsim.
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FIG. 6. Vertical rift [xr , xr + ϵ] × [0, Ly]. (a) Lx × Ly box with a vertical rift of width
ϵ at position xr . (b) Transformed sample, which is eliminated because of a pair
overlap.

We first reduce the volume V of a non-periodic Lx × Ly box
by a vertical wall rift with xr = Lx − ϵ or by a horizontal wall rift
with yr = Ly − ϵ. A sample in the original box is eliminated through
the wall rift with the probability that one of the disks overlaps
the wall rift. Disk i is at position xi with the normalized single-
disk probability density π(1)(xi) and at an x-position in the interval[Lx − σ − ϵ, Lx − σ] with probability ϵ ∫ dyπ(1)(Lx − σ, y). We nor-
malize the single-disk density ρ∗ to V , so that the normalized
probability density π(1)(xi) of a given disk i to be at position
xi equals π(1) (xi) = ρ∗(xi)/V . We then use the rescaled line density
ρ∗x (x) = ∫ dyρ∗(x, y)/Ly, and likewise for ρ∗y (y). With the vertical
rift volume ϵLy and analogously for the horizontal one, this gives the
wall-rift pressure estimator,

β
⎡⎢⎢⎢⎢⎣

Px

Py

⎤⎥⎥⎥⎥⎦ =
N
V

⎡⎢⎢⎢⎢⎣
ρ∗x (Lx − σ)
ρ∗y (Ly − σ)

⎤⎥⎥⎥⎥⎦. (12)

Naively, the rescaled line densities ρ∗x and ρ∗y are obtained from
a histogram of the x-coordinates, extrapolated to x = Lx − σ and
equivalently to x = σ (see Table I, line 1 and Appendix A).

Within EDMD, the rescaled line densities of Eq. (12) can
be computed, without extrapolation, from the time interval
Δt = 2ϵ/∣v�wall∣ before and after the collision during which a disk with
perpendicular velocity v�wall overlaps with the wall rift at xr = Lx − ϵ.
The time interval Δt here simply indexes equilibrium samples and
has no kinematic meaning. The change in volume (by the two rifts at

TABLE I. Thermodynamic pressure estimates for four disks of radius σ = 0.15 in a
non-periodic square box of sides 1. The kinematic estimators of Subsection III C 3
lead to identical expressions.

Line # Sampling method: pressure estimator βP

1 EDMD: wall-rift fit [see Eq. (12)] 10.74(7)
2 EDMD: wall rift [see Eq. (13c)] 10.796 25(4)
3 ECMC: wall rift [see Eq. (14)] 10.7962(4)
4 EDMD: rift average [see Eq. (19a)] 10.796 29(3)
5 ECMC: rift average [see Eq. (20)] 10.7962(4)
6 EDMD: homothetic fit [see Eq. (27a)] 10.74(4)

x = 0 and x = Lx) equals 2ϵLy. For ϵ→ 0, only a single disk overlaps
with the wall rift, leading to the EDMD wall-rift estimator,

βPx = 1
2Lyτ sim

∑
w:(i,±êx)

2∣v�(i)∣ (13a)

= ⟨ 2∣v�wall∣ ⟩
n̂±êx

wall³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
1

2Lyτ sim
∑

w:(i,±êx)
1 (13b)

= 2
√

π√∑ v2
i

Γ(N + 1
2)

Γ(N) n̂±êx
wall (13c)

N→∞ÐÐÐÐ→√2πβmn̂±êx
wall. (13d)

The sum in Eq. (13a) goes over the wall collisions w of all disks i in
the ±êx direction, and n̂±êx

wall is the wall-collision rate per vertical unit
line element. In Eq. (13), the right-hand sides are estimators, whose
expectation yields the pressure on the left-hand side. In this equation
and the following ones, the additional ⟨. . .⟩ [such as n̂±êx

wall → ⟨n̂±êx
wall⟩

in Eqs. (13c) and (13d)] are omitted. In Eq. (13a), the estimator
has infinite variance. It is regularized through its mean value in
Eq. (13b). The latter is evaluated in Eq. (13c) with the Maxwell-
boundary expression of Eq. (8) and tested to 4 × 10−6 in relative
precision against other estimators (see Table I, line 2). The pressure
estimator of Eq. (13c) can also be derived as a kinematic pressure
estimator through the momentum transfer with the walls (see Sub-
section III C 3). Thermodynamic and kinematic pressures thus agree
already at finite N.

The wall-rift pressure estimator adapts non-trivially to ECMC.
We consider straight ECMC with a single active disk that moves
with unit speed along the ±êx direction. As a lifted Markov chain,
ECMC splits the equilibrium probability of each “collapsed” sam-
ple x equally between the N lifted copies (consisting of x and
of the label of the active disk for a given displacement vector)
(see Refs. 59 and 65, Appendix A). ECMC only determines over-
laps with the walls for the active disk, and a lifted sample that must
be eliminated is detected with a biased probability 1/N. This bias
is corrected by multiplying the right-hand side of Eq. (13a) by N,
resulting in the ECMC wall-rift estimator,

βPx = N
2Lyτsim

∑
w:(a,±êx)

2∣v�wall∣ = 2Nn̂±êx
wall (14)

[see Fig. 7(a)]. It is tested to 4 × 10−5 in relative precision (see Table I,
line 3).

Within molecular dynamics and ECMC, pressures can also be
estimated by rifts inside the box and, in particular, by averages
over all rift positions xr in addition to the average over τsim already
contained in the wall-rift estimators. This can be written as

βPx = 1
ϵLy

1
Lxτsim

∫ t+τsim

t
dτ∫ Lx−ϵ

0
dxrΘ(τ, xr), (15)
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FIG. 7. ECMC rift estimators. (a) The ECMC wall-rift estimator only detects rift
overlaps of the active disk, explaining the factor N in Eq. (14), which is absent
in Eq. (13a). (b) A pair of disks (i, j) leading to the elimination of the sample is
detected only if either i or j is active, explaining a factor N/2 entering Eq. (20).
(c) Illustration of the x-separation at contact Δxmin

ij (also relevant for EDMD).

where Θ(τ, xr) is zero if the sample at time t + τ is maintained after
the reduction with parameter xr and one if it is eliminated. The ideal-
gas contribution to Eq. (15),

βP ideal gas
x = ϵN

Lx

1
ϵLy
= N

V
, (16)

counts the proportion of rifts that eliminate samples because the
centers of the disks fall inside. The pair-collision contribution to
Eq. (15) is derived considering the sample shown in Fig. 6. If the
distance between two disks i and j is in the interval [2σ, 2σ+ ϵΔxmin

ij /(2σ)], where Δxmin
ij is the x-separation at con-

tact, the corresponding samples are eliminated for a time(2/∣Δv�ij ∣)[ϵΔxmin
ij /(2σ)] for vertical rifts in the interval of length

Δxmin
ij between the two disks at contact. Together with the wall term

analogous to Eq. (13), the rift-average pressure estimator for EDMD
thus reads

βPx = N
V
+ 1

Vτ sim

⎡⎢⎢⎢⎢⎣ ∑p:(ij)
∣Δxmin

ij ∣2
2σ

⟨ 2
Δv�ij ⟩ + ∑

w:(i,±êx)
⟨ 2σ∣v�wall∣ ⟩

⎤⎥⎥⎥⎥⎦, (17)

where the mean values again involve Maxwell-boundary expres-
sions. Equation (17) can be combined with an analogous expression
for Py to obtain the EDMD rift-average estimator for P,

βP = N
V
+ σ

Vτ sim

⎡⎢⎢⎢⎢⎣ ∑p:(ij)⟨
2

Δv�ij ⟩ + ∑
w:(i,±êx ,±êy)

⟨ 1∣v�wall∣ ⟩
⎤⎥⎥⎥⎥⎦. (18)

In a non-periodic box, using Eqs. (8) and (9), the EDMD rift-average
estimator takes the form

βP = N
V
+ σ

√
π√∑ v2
i V

Γ(N + 1
2)

Γ(N) (n±êx±êy

wall +√2n pair) (19a)

N→∞ÐÐÐÐ→ N
V
(1 + σ

√
πmβ
N

n pair), (19b)

where n±êx±êy

wall is the wall-collision rate, the number of all wall colli-
sions per time interval, and similarly for the pair-collision rate npair.

In the N →∞ limit of Eq. (19b), wall collision plays no role. The
EDMD rift-average estimator of Eq. (19a) is tested to 3 × 10−6 in
relative precision (see Table I, line 4).

Rift-average pressure estimators for ECMC detect wall and pair
collisions with biases [see Eq. (14)], which must again be corrected,
namely, by a factor N for each wall event and by a factor N/2 for each
pair event, the latter because a lifted sample of N disks that must be
eliminated is detected only if either i or j is active [see Fig. 7(c)]. This
leads to the straight-ECMC rift-average estimator,

βPx = N
V
+ N

Vτ sim

⎛⎝ ∑p:(i,j)Δxmin
ij + ∑

w:(i,±êx)
2σ
⎞⎠, (20)

which again differs in the factors ∝ N from the corresponding
formulas of EDMD. Furthermore, it averages over a bounded dis-
tribution of Δxmin

ij , with the wall-velocity only taking the values ±1,
whereas in EDMD, the corresponding continuous distributions of
1/∣Δv�ij ∣ and of 1/∣v�wall∣ have infinite variance. The straight-ECMC
estimator of Eq. (20) is tested to 4 × 10−5 in relative precision (see
Table I, line 5).

In a periodic box, there are no wall collisions, and the direc-
tion of motion of straight ECMC is either +êx or +êy. In Eq. (20), all
the x-separations at contact Δxmin

ij and the chain length τsim (which,
because of the unit velocity, corresponds to the total displacement)
add up to the difference of the final position xfinal of the last disk
of the chain and the initial position xinitial of the chain’s first disk.
Here, periodic boundary conditions are accounted for so that in the
absence of collision, this distance equals τsim. For an event chain in
the +êx direction, Eq. (20) thus simplifies into the straight-ECMC
estimator for a periodic box,43

βPx = N
Vτ sim

(x final − x initial), (21)

that is easy to compute and that will be used extensively in Sec. IV.
There, we alternate event chains in +êx, which estimate Px, and
event chains in +êy, which estimate Py. Alternating the direction
of straight-ECMC chains is required for convergence towards equi-
librium. The rift-average estimator generalizes to other variants of
ECMC. The pressure Py can also be estimated through event chains
in ±êx and horizontal-rift averages, leading for the straight ECMC
in +êx to

βPy = N
V
+ N

Vτ sim
∑

p:(ij)
∣Δymin

ij ∣2
Δxmin

ij
. (22)

However, this estimator has infinite variance and is less convenient
than Eq. (21).

2. Homothetic volume reductions
Besides by rifts, the volume V of an Lx × Ly box can be reduced

by a homothetic transformation, where the box and all positions
xi are homogeneously scaled by a factor 1 − ϵα < 1, while the disk
radii σ remain unchanged. The transformation of the box corre-
sponds to simultaneous horizontal and vertical rifts of equal rift
volume, but the disk positions then transform inhomogeneously, as
in Eq. (11).
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A homothetic volume reduction yields the pressure βP= β(Px + Py)/2, rather than one of the components. It may be per-
formed in two steps. In the first step [from (σ, V) to (σ′, V), see
Fig. 8], the box and xi are unchanged, but the disks are swollen by a
factor 1/(1 − ϵα), possibly eliminating samples. In the second step,
all lengths are rescaled by 1 − ϵα, so that the radii return to σ. This
second step [from (σ′, V) to (σ, V′)] is rejection-free, and its reduc-
tion of sample-space volume, with Z(σ, V′) = (V′/V)N Z(σ′, V),
constitutes the ideal-gas term of the pressure.

In the two-stage transition Z(σ, V) → Z(σ′, V) → Z(σ, V′),
the two-step procedure turns Eq. (10) into

βP = lim
V′→V

log [Z(σ, V)] − log[Z(σ, V′)]
V − V′

= N
V
+ 1

V − V′
Z(σ, V) − Z(σ′, V)

Z(σ, V) . (23)

The final term again divides the elimination probability of a sample
by the change in volume (see also Refs. 66–69).

The pair-elimination probability is expressed by the normal-
ized probability density ĝ(rx, ry), with ĝ(rx, ry)drxdry the probability
that a given pair distance is in [rx, rx + dx][ry, ry + dy]. With ĝ(r) as
the average of ĝ(rx, ry) over the corresponding ring of radius r, the
probability that a given pair distance is in the interval [r, r + dr] is
thus 2πrĝ(r)dr. By convention, the pair correlation function g(r) is
normalized to g(r) = Vĝ(r). For our application, we have r = 2σ and
dr = 2σϵα, and there are N(N − 1)/2 pairs of disks. In addition, the
absolute change in volume for Lx → Lx(1 + ϵα) and Ly → Ly(1 + ϵα)
is 2Vϵα. The pair-collision contribution to the pressure is, thus,

βP pair = N
V

N − 1
V

2πσ2 g(2σ), (24)

an expression that is correct for finite N and in periodic or non-
periodic boxes. The extrapolation of g(2σ) from a histogram is
detailed in Appendix A. The range of distances to the wall that
are eliminated is [σ, σ(1 + ϵα)], and the change in volume remains
2ϵαV . The contribution to the pressure of the wall at x = 0 is then

βPwall,−ê x = Nσϵα

2ϵαV ∫ dyπ(1)(σ, y) = Nσ
2VLx

ρ∗x (σ), (25)

where we used the rescaled line densities ρ∗x and ρ∗y , which remain
O(1) for V →∞ (see Subsection III C 1). Summing over the four
wall terms, one arrives at

FIG. 8. A homothetic volume reduction performed through a swelling of disks
followed by a uniform reduction of all lengths (box, positions, and radii).

βPwall = Nσ
V
[ρ∗x (σ)

Lx
+ ρ∗y (σ)

Ly
]. (26)

The computation of the line densities ρ∗x (σ) and ρ∗y (σ) from a
histogram is detailed in Appendix A. The combined pair and
wall contributions yield the homothetic pressure estimator for a
non-periodic Lx × Ly box,

βP = N/V + N
V
[2π
(N − 1)σ2

V
g(2σ) + σ

ρ∗x (σ)
Lx

+ σ
ρ∗y (σ)

Ly
] (27a)

N→∞ÐÐÐÐ→ N
V
[1 + 2ηg(2σ)]. (27b)

Equation (27a) is tested by histogram fits and extrapolations to con-
tact of ρ∗x (σ), ρ∗y (σ), and g(2σ) to 4 × 10−3 in relative precision (see
Table I, line 6). Equation (27b) has long been used for estimating
pressures in MCMC.28

EDMD and ECMC can estimate the pressure without the
extrapolations of the pair correlation functions and the wall den-
sities by tracking the time during which pairs of disks are close to
contact, or a disk is close to the wall. The explicit computation for
EDMD simply reproduces Eqs. (18) and (19), both at finite N and in
the thermodynamic limit. The corresponding homothetic pressure
estimators for ECMC are readily derived, but they have diverging
variances that require specific care. For all variants except straight
ECMC, they correctly estimate wall contributions to the pressure
and can be used for non-periodic boxes. The velocities of straight
ECMC are always parallel to some walls, precluding the estimation
of all wall contribution to the pressure.

3. Kinematic pressure estimators
Kinematic pressure estimators of EDMD determine the time-

averaged exchange of momentum between disks, or between disks
and a wall. Their use goes back to Daniel Bernoulli,16 who pointed
out that under the scaling vi → γvi∀i of Eq. (2), both the number of
collisions per time interval and the momentum transmitted scaled
as γ, so that the pressure had to be proportional to the mean square
velocity (in other words to the temperature). In the non-periodic
Lx × Ly box, the transmitted momentum with, say, the vertical walls
at x = 0 and x = Lx gives the kinematic EDMD estimator,

Px = 1
2Lyτ sim

∑
w:(i,±êx)

2m∣v�wall∣ (28a)

= 2m⟨∣v�wall∣⟩n̂±êx
wall (28b)

= mRv
√

π
N

Γ(N + 1
2)

Γ(N) n̂±êx
wall (28c)

N→∞ÐÐÐÐ→√2πβmn̂±êx
wall, (28d)

where in Eq. (28c), we used Eq. (8b). Already at finite N, the
kinematic EDMD estimator of Eq. (28c) is identical to the thermo-
dynamic wall-rift pressure estimator of Eq. (13c), as we may identify
R2
v = 2N/(mβ).
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The EDMD kinetic pressure estimator can also be derived from
the virial function

Gx = m
N∑

i=1
xivi,x, (29)

which is strictly bounded during molecular dynamics, so that its
mean time derivative vanishes,

⟨ d
dt

Gx⟩ = ⟨ d
dt

G wall
x ⟩ + ⟨ d

dt
G pair

x ⟩ +m⟨ N∑
i=1

v2
i,x⟩

= m⟨ N∑
i=1
(xiv̇i,x + v2

i,x)⟩ = 0. (30)

The wall contribution to this expression stems from collisions with
the vertical walls at x = 0 and x = Lx, which are given by 2m⟨∣v�wall∣⟩σ
and −2m⟨∣v�wall∣⟩(Lx − σ), respectively. This results in

⟨ d
dt

G wall
x ⟩ = −2m⟨∣v�wall∣⟩(Lx/2 − σ)n±x

wall (31a)

= −VPx + 2mσ⟨∣v�wall∣⟩2Lyn̂±x
wall, (31b)

where we have used Eq. (28b).
For the pair-collision contribution to Eq. (30), we use that at the

collision of disks i and j, the distance Δxij = xi − xj satisfies ∣Δxij∣ =
2σ. With the unit vector ê� = Δxij/(2σ) and the velocity difference
Δv = vi − vj (before the collision), the change in the velocity of disk i
is −ê�(Δv ⋅ ê�) and the change in the velocity of disk j is ê�(Δv ⋅ ê�)
(see Ref. 41, Sec. 2.1.1). An individual pair collision thus contributes

−m
(Δxmin

ij )2

4σ2 (Δv ⋅ Δxmin
ij )´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶−2σ∣Δv�ij ∣

, (32)

an expression where both terms can be averaged independently.
Finally, we may use ⟨v2

i,x⟩ = R2
v/(2N) to rearrange Eq. (30) into a

kinematic EDMD pressure estimator,

βPx = N
V
+ β

Vτ sim
∑

w:(i,±êx)
⟨2σ∣v�wall∣⟩

+ ∑
p:(ij)
(Δxmin

ij )2

4σ2 ⟨2σΔv�ij ⟩. (33)

Using Eqs. (8) and (9), this kinematic estimator is seen to be
equivalent to the thermodynamic rift-average estimator of Eq. (17).

IV. EQUATION-OF-STATE COMPUTATIONS

We now compare historic hard-disk pressure computations
since 195314,28,56,70–74 with massive simulation results obtained in
this work using the sampling algorithms and pressure estimators
of Sec. III. Our re-evaluation will illustrate the three principal chal-
lenges that the hard-disk model shares, mutatis mutandis, with other
sampling problems. First, the estimate of the pressure continues to
depend on the initial configuration for very long run times, until
equilibrium is reached. We will call this time the “mixing time”54

in a slight abuse of terminology, as we do not consider certain
pathological initial configurations, which trap the Markov chain for-
ever (see Ref. 60). The pioneering works by Metropolis et al. and
by Alder and Wainwright obtained crucial insights from very short
computer experiments on the then available computers. Alder and
Wainwright were aware of the dependence of their results on the ini-
tial configurations. They thus knew that their run times were much
below the correlation-time scale. Later works that attempted to
interpret manifestly unequilibrated samples,72,73,75–77 or that failed
to recognize the lack of convergence, arrived at qualitatively wrong
conclusions. In the hard-disk model, mixing times can be bounded
rigorously only at small densities.78 At higher densities, heuristic cri-
teria for the mixing time, which have not been fully presented before,
appear crucial. In our case, they depend on the time series of other
observables than the pressure, or on multiple runs from qualitatively
different initial configurations.

The second challenge for hard-disk computations consists in
the intricate dependence of the pressure on the shape of the box (that
is the aspect ratio) and on the number N of disks, rendering extrap-
olations to the thermodynamic limit non-trivial. In small boxes, the
hexatic and solid phases are confounded, as they only differ at large
distances, so that the behavior in the thermodynamic limit is not
necessarily reflected in the equation of state at small N.

The third challenge concerns the very evaluation of the pres-
sure. Within Monte Carlo methods, the pressure was long evaluated
through extrapolation toward contact of the pair correlation func-
tion in Eq. (27b), a procedure fraught with uncertainty. The rift
formulas of Subsection III C that originated with ECMC, and that we
even use in MPMC as short fictitious ECMC runs placed at regular
time intervals, overcome the need for extrapolations.

A. Hard-disk equation of state for small N
Since the early days of computer simulation, the pressure of the

hard-disk model has been computed with the aim of determining its
phase behavior in the thermodynamic limit. While the identification
of thermodynamic phases in finite systems can be subject to discus-
sion, the pressure is unambiguously defined, and it can, in principle,
be computed to arbitrary precision.

1. Metropolis et al. (1953), rotation criterion
In 1953, in the publication that first introduced MCMC,

Metropolis et al.28 estimated the pressure from the extrapolated
pair-correlation function for 224 disks in a periodic square box.
This number 224 = 16 × 14 disks can be perfectly packed at density
η = π/(2√3) = 0.907 in an almost square-shaped box of aspect ratio
α = (16

√
3/2 : 14) = (0.9897 : 1) and almost at that density in a

perfectly square box. Metropolis et al. concluded that “(t)here is no
indication of a phase transition,” which, in hindsight, is explained by
the historical computational limits that prevented accurate results in
the transition region. The equation of state for N = 224, α = (1 : 1),
recomputed in this work using straight ECMC to a relative preci-
sion of 10−4, is somewhat higher than the historic pressures. It is
also slightly non-monotonic [see Fig. 9(a)].

The 224-disk square-box system of Metropolis et al., from
1953, carries lessons that are pertinent to the present day. Indeed,
in a square box, any hard-disk sample can be rotated by an angle
π/2 = 90○ into another valid sample. At high enough density, two
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FIG. 9. Equations of state P(V) for the hard-disk model at small N. (a) P(V) for N = 224 for α = (1 : 1) computed in 195328 compared with ECMC computations (this
work). (b) P(V) for N = 72 computed in 196214 (for unspecified aspect ratio α) and ECMC pressures for α = (1 :

√
3/2), (1 : 1), and (9 : 8

√
3/2). (c) P(V) for N = 870.

This work’s square-box computations satisfy ⟨Ψ6⟩ ≃ 0, except for data points in parentheses (see Fig. 10).

such samples are inequivalent because the local hexagon, which
describes the six disks that typically surround any given disk, has,
on average, a 60○ symmetry but not a 90○ symmetry. For each local
set of samples, there thus exists another inequivalent set of sam-
ples (generated through a 90○ rotation) of identical statistical weight.
This rotation and the corresponding transformation of samples can
be formalized through the global orientational order parameter,

Ψ6 = 1
N∑l

1
nbr(l)

nbr(l)∑
j=1

e6iϕlj , (34)

that changes from Ψ6 to−Ψ6 [that is, arg(Ψ6) → arg(Ψ6) + π] under
a rotation by 90○. In Eq. (34), ϕlj is the angle of the line connecting
disks l and j with respect to the êx-axis, and nbr(l) is the number
of neighbors of l resulting from a Voronoi construction. In a square
box, the ensemble average of the orientational order parameter thus
satisfies ⟨Ψ6⟩ = 0, and for an irreducible Markov chain, it agrees with
its time average, as expressed in the ergodic theorem,54

Pπ{0}[ lim
t→∞

1
t

t∑
i=1

fi = ⟨f ⟩] = 1, (35)

where f is a function of the sample at time i given the distribution
π{0} of initial configurations and P is the probability. As the mean
value ⟨Ψ6⟩ is known to vanish, we can employ Eq. (35) with f = Ψ6
as a diagnostic tool and suppose that the hard-disk Markov chain in
a square box reaches the mixing time (with errors decreasing as the
square root of the run time) only when the sampled orientational
order parameter Ψ6 has covered at least one of the quadrants in the
complex plane. Because of the symmetry of the box, this suffices for
scanning the whole sample space. In our simulations, we confirm
that Ψ6 has been rotated more than 90○ and has visited at least one
of the two points on the real axis, Ψ6 ≃ ±∣Ψ6∣, and one on the imag-
inary axis, Ψ6 ≃ ±i∣Ψ6∣. In the following, we refer to this diagnostic
tool as the rotation criterion. It supposes that the orientational order
parameter Ψ6 is the slowest-decaying variable in the hard-disk sys-
tem. Our time series of Ψ6 in a square box, with known mean value

⟨Ψ6⟩ = 0, pinpoints problems with a hard-disk pressure estimation
that might not be signaled by the time series of the pressure itself. We
use the rotation criterion in two different settings. In small systems
(as the 224-disk case of Metropolis et al.), the entire range of arg(Ψ6)
values is swept through many times, leading to high-precision esti-
mates for the pressure, even though it strongly depends on the angle.
In large systems, as the hard-disk model with N = 1282 at η = 0.716,
which we will discuss in Fig. 12, we barely satisfy the criterion, but it
still assures us that up to a symmetry Ψ6 → −Ψ6, all relevant regions
of sample space were visited. High-precision estimates for the pres-
sure now result from the fact that the pressure depends weakly on
arg(Ψ6).

Our ECMC simulations satisfy the rotation criterion for N= 224 in a periodic square box up to a density of η = 0.72. At large
enough densities, the ECMC simulation may remain for long times
in a set of samples with essentially the same value of arg(Ψ6) before
flipping to another set of samples with arg(Ψ6) + π. This very slow
rotation of Ψ6 is a harbinger of the serious convergence problems
of the hard-disk model for larger N at densities of physical interest.
As we will show, the pressure is strongly correlated with Ψ6 up to
moderate values of N.

2. Revisiting Alder and Wainwright (1962)
Alder and Wainwright, in 1962, used EDMD to estimate the

pressure for 72 and 870 disks in rectangular periodic boxes for
which they did not specify the aspect ratios. As already discussed
in Fig. 1, their non-monotonic equation of state led to the predic-
tion of a phase transition. The computed pressure is independent of
the sampling method (molecular dynamics, local Metropolis algo-
rithm, ECMC), but it depends on the aspect ratio of the box. For
72 = 9 × 8 disks and aspect ratio α = (9 : 8

√
3/2) = (1 : 0.7698)

where they can be perfectly packed, the equation of state obtained by
ECMC in this work agrees remarkably well with the historic data [see
Fig. 9(b)], an astonishing feat given the then available computers. In
contrast, for a square box (aspect ratio α = (1 : 1)], the equation of
state follows a slight “S” shape, but it remains monotonous for all
densities. For the aspect ratio α = (1 :

√
3/2), the pressure is barely
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“S” shaped. For the aspect ratio α = (1 : 1), our ECMC computations
satisfy the rotation criterion up to densities η ≲ 0.74, and pressure
estimates achieve 10−4 relative precision.

For 870 disks, the dependence of the pressure on the aspect
ratio is less pronounced than for N = 72 [see Fig. 9(c)]. Since
870 = 30 × 29, this number of disks can be close-packed for the
aspect ratio α = (29 : 30

√
3/2) = (1 : 0.896). For the aspect ratio

α = (1 : 1), the orientation criterion is again satisfied up to high
densities [see Fig. 10(a)]. However, even at moderate densities, an
ECMC run can take several CPU hours before visiting all possible
orientations, and the pressure clearly correlates with the orienta-
tion [see Fig. 10(b)]. On smaller time scales, the time series remains
blocked in samples that all roughly have the same orientational

order parameter Ψ6 [see Fig. 10(c)]. Analyzing such a shorter time
series gives incorrect estimates of the pressure (Pα or Pβ, etc., rather
than P). Accordingly, the window-averaged pressure features long-
time deviations from the running average, with an estimated time
scale of ∼ 2 × 1010 events (corresponding to roughly two CPU hours
for ECMC). Nevertheless, on a long enough time scale estimated
by the rotation criterion, all these systematic errors disappear, and
the error of the pressure estimator starts to decrease as the square
root of the run time [see Fig. 10(d)]. The achieved 10−4 relative
error on the pressure estimates in Fig. 9(c), from longer simulations
than those illustrated in Fig. 10, is much smaller than the system-
atic error ∣⟨Pα⟩ − ⟨Pγ⟩∣/P ∼ 10−2 of a calculation that is too short to
rotate Ψ6.

FIG. 10. Pressure P and global orienta-
tional order Ψ6 for a three-hour ECMC
run [N = 870, η = 0.716, square box
α = (1 : 1)]. (a) Values of Ψ6 in the
complex plane. Highlighted clusters with
inverted Ψ6 (such as α1 and α3) have
the same statistical weight. (b) Cluster
averages for P vs arg(Ψ6). (c) Tra-
jectories of Im(Ψ6) and Re(Ψ6) with
indicated clusters. (d) Running average
and window average (at the time of the
beginning of the window) for P.
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B. Equations of state for large N
The equations of state for larger N than those considered by

Metropolis et al. and by Alder and Wainwright came into focus
in the decades following 1962. At sufficiently large N, as we know
today, fluid, hexatic, and solid phases can be distinguished, and
the latter clearly differs from the crystal. In the simulations, three
effects stand out. First, mixing and autocorrelation times become
truly gigantic already for reasonable densities, even for the best
currently known algorithms. Nevertheless, the pressure (as other
physical quantities that we do not consider in this work) can be
computed to a precision that, from a given time on, increases as
the square root of the computer time. From N = 1282 to N = 10242,
this program can be put into practice, but it requires considerable
computer resources. The failure to converge is signaled through a
number of criteria, but not necessarily by the time series itself. Sec-
ond, in the coexistence phase of the fluid and the hexatic in the
NVT ensemble, the initial dynamics toward equilibrium is dom-
inated by coarsening. In this process, for example, small hexatic
islands nucleate in the fluid, then coalesce, and slowly grow until, in
the stationary state of the time evolution, the sample presents itself
as two domains, one for each coexisting phase. Precise knowledge of
the pressure allows one to draw the boundaries of the phase coex-
istence. Third, as realized ten years ago, the high-density coexisting
phase through the first-order phase transition is a hexatic and, thus,
distinct from the crystal that can serve as an initial configuration of
MCMC configurations. Mixing times in the hexatic phase are very
long and are likely to scale with a larger exponent with N than in
the fluid.20

1. Hard-disk model with N = 1282 to N = 5122

For the hard-disk model with N = 1282, the relative precision
levels of sequential ECMC, parallel ECMC, and MPMC reach ∼10−5

for the pressure, for example, at η = 0.698, much more precise than
previous studies in the literature70,79 [see Fig. 11(a)]. For α = (1 : 1),
our calculations satisfy the rotation criterion up to density η = 0.716,

albeit for high densities on an impressive time scale, even for the
MPMC algorithm (see Fig. 12). This is where earlier studies failed to
equilibrate and produced erroneous pressure estimates.

At density η = 0.716, samples of the MPMC computation may
remain in one cluster indexed by a given value of arg(Ψ6) for ∼109

sweeps and then produce a cluster average for the pressure βPV0/N
that differs relatively by about 10−3 from the equilibrium average
[see Fig. 12(b)]. On such time scales, the outcome of the simulation is
thus unpredictable, and the observed convergence of the pressure is
not toward its ensemble average but toward some metastable cluster
value. This behavior is readily detected from within the simulation
data through the rotation criterion and through the dependence
of obtained pressure values on initial conditions (such as different
orientations or fluid and crystalline initial configurations).

For even larger systems, such as N = 5122, the computations
in the literature dramatically suffer from the failure to equilibrate,
with incorrect pressure estimates especially at high densities. For
α = (1 : 1), our MPMC implementation satisfies the rotation cri-
terion at η ≲ 0.712 within a few weeks of computer time (which
would correspond to centuries of run time of the local Metropolis
algorithm on a single CPU). For even higher densities, all currently
known sampling algorithms fail to equilibrate in the strict sense of
that criterion. Fortunately, at larger N, the influence of the bound-
ary conditions is much smaller than for small N [see Fig. 13(a)]. We
estimate the systematic error stemming from the failure to rotate
Ψ6 by starting independent simulations for N = 5122 from a num-
ber of initial configurations with different global orientational order
parameters Ψ6 [see Fig. 13(b)]. The resulting systematic errors are
found to be at most as large as the statistical errors. Our pressure val-
ues are consistent with previous ECMC and MPMC calculations35,56

up to η = 0.718, cross-validating the correctness of the conclusion in
Ref. 56 [see Fig. 11(b)]. In a non-square box, the components Px and
Py of the pressure generally differ. For N = 1282 and 5122 at aspect
ratio α = (1 :

√
3/2), our estimates for Px and Py agree within error

bars even in the hexatic phase, as the system dimensions are larger
than the positional correlation length.

FIG. 11. Equations of state P(V) for the hard-disk model at large N. (a) P(V) for N = 1282 from Refs. 70 and 79 and MPMC pressures (this work) for α = (1 :
√

3/2)
and α = (1 : 1) where all but the data point in parentheses satisfy the rotation criterion (see Fig. 12 for Ψ6-resolved pressures). (b) P(V) for N = 5122 from Refs. 56, 72,
and 73 and MPMC pressures (this work) for aspect ratios α = (1 :

√
3/2) and α = (1 : 1), where runs with η < 0.712 satisfy the rotation criterion. (c) P(V) for 10242

from Refs. 35, 56, 73, and 74, compared to MPMC (this work) for aspect ratios α = (1 :
√

3/2) and (1 : 1), where at density η > 0.708, the rotation criterion is violated,
but the systematic error thus committed is negligible [see Fig. 13(b)].
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FIG. 12. Analysis of the rotation crite-
rion for a single MPMC run [N = 1282,
η = 0.716, α = (1 : 1)]. (a) Histogram
of Ψ6 in the complex plane. Clusters
α and α′ satisfy Ψα

6 = −Ψα′
6 and have

equal weight. (b) P vs arg(Ψ6), show-
casing the clusters. (c) Trajectory of
Re(Ψ6) and Im(Ψ6) with first visits to
clusters indicated (cf . Fig. 10). (d) Run-
ning average and window average (at
the time of the beginning of the win-
dow) of the pressure, showcasing slow
convergence.

2. Hard-disk model at N = 10242

For the hard-disk model at N = 10242, single-core implemen-
tations of the reversible Metropolis algorithm and of EDMD fail
to equilibrate for densities η ≳ 0.700 on accessible time scales even
on a modern CPU. Only straight ECMC (whose week-long mixing
time of the serial version35 reduces in the parallel implementation)
and MPMC (run in parallel on thousands of cores on a GPU) are
currently able to partially achieve convergence. It is for this reason
that in the past, unconverged calculations of large hard-disk sys-
tems resulted in erroneous pressure estimates and, in consequence,
quantitatively74 or even qualitatively72,73 wrong predictions for the
hard-disk phases and the phase transitions.

The slow mixing manifests itself in pairs of runs that start, on
the one hand, from a fluid-like initial configuration with only short-
range correlations and a global orientational order parameter ∣Ψ6∣≳ 0 (obtained by the Lubachevsky–Stillinger algorithm80) and, on
the other hand, from a crystalline initial configuration with ∣Ψ6∣ ≲ 1.

In the fluid–hexatic coexistence region (η = 0.708), as well as in the
hexatic phase (η = 0.718), ECMC takes about 106 sweeps to coa-
lesce the two values of ∣Ψ6∣ [see Figs. 13(c) and 13(d)]. For ECMC,
at ∼ 1010 events/hour, this corresponds to about a week of single-
core CPU time. In contrast, MPMC requires roughly 109 sweeps to
coalesce. On a GPU with ∼104 individual cores, this is achieved in
less than two days, but on a single-core CPU, the local Metropo-
lis algorithm (which has roughly the same efficiency per move as
MPMC) would require 109+6 moves, which correspond to ∼105 h or∼10 years, at a typical 1010 moves per hour. Both branches of these
calculations have similar times for arriving at equilibrium, illustrat-
ing that the fluid–hexatic coexistence phase is as difficult to reach
from the fluid as it is from the crystal. While the mixing is very slow,
the pairs of curves reaching the same value of ∣Ψ6∣ give a lower bound
for the required run times of our ECMC and MPMC algorithms,
although these times are still much below the mixing time in this
system, if one were to include the rotation in arg(Ψ6) in its
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FIG. 13. Convergence analysis for the hard-disk model at η = 0.708 and η = 0.718 [square box α = (1 : 1)]. (a) Scatter plot of the pressure as a function of the orientational
order parameter (N = 5122). (b)–(d) N = 10242 for MPMC and ECMC. (b) Cluster averages obtained from independent runs from initial configurations at specific values
of Ψ6. The difference, smaller than 10−3, estimates the systematic error. (c) and (d) Time evolution of the absolute orientational order ∣Ψ6∣, starting from either a disordered
initial configuration (with ∣Ψ6∣ ≳ 0) or from a crystal (with ∣Ψ6∣ ≲ 1) (LMC refers to the local Metropolis algorithm).

definition. For the density η = 0.718, at N = 10242, our total MPMC
run times amount to 6.4 × 109 sweeps, roughly 6 times longer than
what is shown in Fig. 13(d).

Although MPMC and ECMC are today’s fastest algorithms for
the hard-disk model, they fail to satisfy the rotation criterion on
human timescales for N = 10242 at densities η ≳ 0.708. Fortunately,
the influence of arg(Ψ6) on the pressure is quite small. To test
this, we started very long MPMC calculations from a number of
finely spaced crystalline initial configurations with different values
of arg(Ψ6). At the very high density of η = 0.718 for N = 10242, the

TABLE II. Cross validation of pressure estimates between straight ECMC (naive and
state-of-the-art) and MPMC in periodic boxes of given aspect ratio α, all at density
η = 0.698. MPMC integrates short fictitious runs of straight ECMC, in order to esti-
mate pressures through Eq. (21). ECMC uses the rift-average estimator of Eq. (21),
except where indicated to test agreement of the pair-correlation formula of Eq. (27b).

N α P/Px, Py Method

64 (1 :
√

3/2) 8.065(3), 8.137(4) Naive
8.0671(9), 8.1402(9) ECMC

72 (9 : 4
√

3) 8.1614(4), 8.2382(5) Naive
8.1617(7), 8.2386(8) ECMC

2562 (1 : 1) 9.172(5) ECMC [g(2σ)]
9.1707(2) ECMC
9.1708(1) MPMC

2562 (1 :
√

3/2) 9.176(6) ECMC [g(2σ)]
9.1703(2), 9.1704(3) ECMC
9.1704(1), 9.1705(1) MPMC

5122 (1 : 1) 9.170(2) ECMC [g(2σ)]
9.1699(2) ECMC
9.1696(1) MPMC

5122 (1 :
√

3/2) 9.167(3) ECMC [g(2σ)]
9.1694(3), 9.1694(3) ECMC
9.1695(2), 9.1697(2) MPMC

relative statistical errors for the pressure is 5 × 10−4 for each run,
while the maximum distance between the mean values, which could
possibly correspond to a systematic error, is also found to be 5 ×
10−4. We estimate the pressure uncertainty as the maximum of
the individual statistical and the difference in mean values [see
Fig. 13(b)]. The independence of the estimated pressures on the
aspect ratios α = (1 : 1) and α = (1 :

√
3/2) points into the same

direction [see Fig. 11(c)]. Finally, in non-square boxes, the estimates
for Px and Py agree to very high precision for large N, while they dif-
fer markedly in smaller systems (see Table II). The disagreement of
previous calculations appears thus rooted in the very long times to
reach the correct values of ∣Ψ6∣.
V. CONCLUSION

In this work, we have discussed the hard-disk pressure, which
was estimated in the very first MCMC computation in 1953, and in
one of the earliest molecular-dynamics computations, in 1962. We
have argued that the difficulty of the pressure estimation had not
been fully realized in the decades-long controversy over the phase-
transition scenario of this simple model. Our first aim was to provide
the context for this computation through a discussion of the physics
of the hard-disk model, of the sampling algorithms and pressure
estimators and, crucially, of the criteria for bounding mixing times.
Our second aim was to finally provide definite high-precision esti-
mates of the pressure through massive computations and to compare
them to the values from the literature, thereby ending a long period
of uncertainty and doubt. In doing so, we hope to provide bench-
marks for the next generation of sampling algorithms, estimators,
and physical theories.

The history of the hard-disk model epitomizes a number of
prime computational issues. One of them is the role of so-called
“computer experiments,” that is, of heuristic simulations that run
for much less than the mixing time. The pioneering work of Alder
and Wainwright was clearly of that type, as their published pressures
explicitly depend on the initial configurations.

Computer experiments below the mixing-time scale are akin
to perturbation expansions in the theory of liquids or in quantum
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mechanics, as the sampling below the mixing-time scale merely
“perturbs” around the crystalline or fluid initial configurations. Just
like perturbation theory, such computer experiments can provide
important insights, yet they have limited predictive power, as was
evidenced by the decades-long controversy about the hard-disk
phase transitions. Beyond the mixing time, the influence of the initial
configuration fades away exponentially, and exponential conver-
gence toward the equilibrium distribution sets in. Only the statistical
errors remain. In this regime, MCMC and molecular-dynamics sam-
pling unfolds all its power. Although the mixing and correlation time
scales can be gigantic, as discussed, the goal of sampling beyond the
mixing time scale must not be lost sight of.

A crucial computational issue for MCMC and molecular-
dynamics algorithms consists of estimating the mixing times. We
have insisted that the analysis of a single time series [as that of the
pressure in Fig. 12(d)] may have to be supplemented by additional
cues. In this sense, we have discussed two strategies to estimate
these times reliably for the hard-disk model. First, we designed an
observable—the orientational order parameter for hard disks in a
square box—with a known mean value. We then argued that as
long as the run-time average of this observable differed considerably
from its known mean, the mixing-time scale has not been reached.
Used for more than a decade,35,36 this rotation criterion supposes
that the orientational order is the slowest-moving observable in the
hard-disk system.

Our second strategy to lend credibility to our MCMC calcula-
tions consists of starting from widely different initial configurations,
following in the footsteps of Alder and Wainwright, yet accepting
the result of the calculation only if the influence of the initial con-
figuration has faded away. This approach is related to the coupling
approach for Markov chains.81 The fluid and crystalline initial con-
figurations that we used to initialize Markov chains for 106 disks in
the hexatic phase stand in for the worst-case initializations, as they
are called for in the definition of the mixing time.54 The mixing time
provides the relevant time scale for analyzing MCMC calculations,
and certainly the one where run-time averages become independent
of how the Markov chain is initialized.

Finally, we emphasize the role of algorithm development, and
of hardware implementations, even in the simple model of hard
disks. In this work, we relied heavily on ECMC, which, as evi-
denced in Figs. 13(c) and 13(d), speeds up MCMC simulations by
several orders of magnitude. ECMC is a family of non-reversible
Markov chains, rather than a specific algorithm, and variants of
the original straight and reflective ECMC continue to be developed.
The opportunities granted by non-reversible Markov chains (and
by MCMC approaches in general), are certainly very far from hav-
ing all been explored. The recent extension of ECMC to arbitrary
interaction potentials43 and, in particular, to the field of molecular
simulation82,83 carries considerable promise. The spectacular devel-
opment of GPU hardware over the last fifteen years has greatly
democratized parallel computations with, again, one of the clean-
est applications being the hard-disk model. Decidedly, this simple
model is a “Drosophila” of statistical physics.
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APPENDIX A: EXTRAPOLATION AND STATISTICS

Sampling algorithms output time series of configurations and
of pressures (for example, one value of the estimated Px for each
event chain in ±êx). Further analysis transforms this raw output
into the pressure estimates and confidence intervals provided with
this work. The pressure estimators that rely on the extrapolation of
pair-correlation functions and wall densities have been superseded
in recent years by the rift-average estimators. We, nevertheless,
describe them here in order to illustrate that the new estimators are
perfectly sound. We also sketch the stationary-bootstrap method,
which estimates the confidence intervals of the pressure time
series.

1. Extrapolation of pair correlations and wall densities
The pressure estimator of Eq. (27a) extrapolates the rescaled

line densities ρ∗x (x) and ρ∗y (y) to x = σ, Lx − σ and y = σ, Ly − σ,
respectively, and the pair-correlation function g(r) to contact at
r = 2σ. We use the fourth-order polynomial histogram fitting proce-
dure of Ref. 35 contained in the HistoricDisks software package
(see Appendix B). Within our MPMC production runs, how-
ever, we use the parameter-free rift-average estimators from ficti-
tious straight-ECMC runs to estimate Px and Py, rather than the
extrapolation method.
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To determine the rescaled line density ρ∗x (σ) (and similarly ρ∗y ),
the x-coordinate of a disk at position xi = (xi, yi) is retained in a
histogram of bin size 10−3σ if xi < 1.1σ or xi > Lx − 1.1σ. The his-
togram is normalized by dividing the number of elements in each
bin by 2 × 10−3σnN, where n is the total number of sampled con-
figurations (not only those contributing to the histogram) and N is
the number of disks. The histogram is further multiplied by Lx for
ρ∗x (and likewise by Ly for ρ∗y ) in order to satisfy the normalization
π(1) (xi) = ρ∗(xi)/V . It is the line density ρ∗x (x), which is fitted and
then extrapolated to x = σ.

The extrapolation of g(2σ) proceeds analogously to that of
ρ∗x (x). The pair distances in the range 2σ < r < 2.1σ are retained in
a histogram, then normalized by dividing the number of elements
in each bin by the bin size 10−3σ and the total number of sampled
distances nN(N − 1)/2. The normalized histogram approximates
2πrĝ(r). The histogram is further multiplied by V/2π and divided
by the distance r corresponding to the center of each bin, yielding
the empirical g(r), that is then extrapolated to r = 2σ.

2. Statistics
The standard errors in this work were computed using the

stationary bootstrap method84,85 and double-checked using the
blocking method.86 In stationary bootstrap, the standard error is
estimated by creating a large number of simulated time series (typi-
cally 1000). Each of the time series has the same length as the original
series and is created by piecing together randomly chosen sub-series
of geometrically distributed length. The only parameter control-
ling the geometrical distribution is chosen so that it minimizes the
mean squared error of the estimated standard error for an infinite
sub-series length and for an infinite number of sub-series.87,88 The
compatibility of the stationary-bootstrap error estimate with that
of the blocking method was carefully checked for the entire data
presented in the figures as well as in Table II.

APPENDIX B: HISTORIC DATA, CODES,
AND VALIDATION

The present work is accompanied by the HistoricDisks data
and software package, which is published as an open-source project
under the GNU GPLv3 license. HistoricDisks is available on
GitHub as a part of the JeLLyFysh organization.89 The package pro-
vides the pressure data extracted from the literature since 1953, and
also the set of high-precision pressures of the present work (see Sub-
section B 1). Furthermore, the package contains naive MCMC and
MD implementations and pressure estimators (used for validation
purposes in Table I) as well as state-of-the-art implementations used
in Sec. IV.

1. Pressure data, equations of states
The pressure data in the HistoricDisks package are from

Refs. 14, 28, 35, 70, 72–74, and 79, or else correspond to results
obtained in this work. Pressure data for a given reference, a given
system size and aspect ratio are stored in a separate file in the .csv
format (see the README file for details). Pressures and error bars
were digitized using the WebPlotDigitizer software90 where appli-
cable, or else extracted from published tables. The HistoricDisks
package furthermore provides Python programs that visualize equa-

tions of state. All pressure data are for the NVT ensemble, and the
control variable (volume or density, plotted on the x-axis) follows all
four conventions of Eq. (1). The dependent variable (the pressure,
plotted on the y-axis) follows two conventions, namely, βPV0/N and
βP(2σ)2. In order to facilitate the direct comparison across different
conventions, the produced figures have four x-axes and two y-axes.
The pressure database in the HistoricDisks package may evolve
in the future.

2. Computer programs
In addition to pressure data, the HistoricDisks package

provides access to sampling algorithms (the local Metropolis algo-
rithm, EDMD, and several variants of ECMC). Each algorithm is
implemented in two versions. A naive version for four disks in a
non-periodic rectangular box is patterned after Ref. 41. A naive
version for N disks in a periodic rectangular box is useful for valida-
tion of more advanced methods. Both versions are implemented in
Python3 (compatible with PyPy3). In addition, the package provides
a state-of-the-art ECMC program for hard disks.

a. Four-disk non-periodic-box programs
Our naive programs consider four disks of radius σ = 0.15 in

a non-periodic square box of sides 1. We implement the Metropo-
lis algorithm, EDMD, and the straight, reflective,36 forward61 and
Newtonian62 variants of ECMC. In addition, the pressure estima-
tors discussed in Subsection III C are implemented (see Table I). In
detail, we provide pressure estimates from the wall density (using
fit of the histogram), from the wall rifts using EDMD and the wall
rifts using ECMC, the latter testing the bias factor N that is intro-
duced because ECMC only moves a single disk. Moreover, we check
our rift-average estimators for EDMD and for straight ECMC (that
again differ by different biasing factors and mean values of per-
pendicular velocity components). Finally, we provide a test of the
traditional fitting formula involving the pair-correlation function.
All these estimators are of thermodynamic origin. As discussed in
the main text, the kinematic estimators, including the virial formula,
lead to identical formulas and need not be tested independently.

b. Naive periodic-box programs
The naive periodic-box programs contained in the

HistoricDisks package differ from the naive programs only
in that the number N of disks and the radius σ can be set freely
and that the box is periodic. These programs have some use for
demonstration purposes and to test the more efficient algorithms
for relatively small values of N. Again, the Metropolis algorithm,
EDMD, and the four variants of ECMC are implemented. Runs start
from a crystalline initial configuration. Configurations are output
at fixed time intervals. Straight ECMC also outputs estimates of the
pressure.

c. State-of-the-art hard-disk programs
The HistoricDisks package contains an optimized C++ code

for straight ECMC, which is derived from the Fortran90 code used in
Ref. 35. The GPU-based MPMC Cuda code used in this work derives
from a general MPMC code for soft-sphere models and will be pub-
lished elsewhere.91 Pressures obtained from these implementations
agree within very tight error bars (see Table II). A Python script con-
tained in the package analyzes samples that were saved from these
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two codes in the HDF592 file format. It computes, for example, the
global orientational order parameters Ψ6.
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ABSTRACT

Previous works on stochastic gradient descent (SGD) often focus on its success.
In this work, we construct worst-case optimization problems illustrating that,
when not in the regimes that the previous works often assume, SGD can exhibit
many strange and potentially undesirable behaviors. Specifically, we construct
landscapes and data distributions such that (1) SGD converges to local maxima, (2)
SGD escapes saddle points arbitrarily slowly, (3) SGD prefers sharp minima over
flat ones, and (4) AMSGrad converges to local maxima. We also realize results in
a minimal neural network-like example. Our results highlight the importance of
simultaneously analyzing the minibatch sampling, discrete-time updates rules, and
realistic landscapes to understand the role of SGD in deep learning.

1 INTRODUCTION

SGD is the main optimization algorithm for training deep neural networks, and understanding SGD
is widely regarded as a key step on the path to understanding deep learning (Bottou, 2012; Zhang
et al., 2018; Xing et al., 2018; Mori et al., 2021; Du et al., 2018; Allen-Zhu et al., 2018; Wojtowytsch,
2021a;b; Gower et al., 2021; Ziyin et al., 2022b; Gurbuzbalaban et al., 2021; Zou et al., 2021; Li et al.,
2021; Feng and Tu, 2021). Despite its algorithmic simplicity (could be described by only two lines of
equations), SGD is hard to understand. The difficulty is threefold: (1) SGD is discrete-time in nature,
and discrete-time dynamics are typically much more complicated to solve than their continuous-time
counterparts (May, 1976); (2) SGD noise is state-dependent (Ziyin et al., 2022b; Hodgkinson and
Mahoney, 2020); and (3) the loss landscape can be nonlinear and non-convex, involving many local
minima, saddle points, and degeneracies (the Hessian is not full-rank) in the landscape (Xing et al.,
2018; Wu et al., 2017). Each of these difficulties is so challenging that very few works attempt to
deal with all of them simultaneously. Most previous works on SGD are limited to the cases when the
loss landscape is strongly convex (Ziyin et al., 2022b; Liu et al., 2021; Hoffer et al., 2017; Mandt
et al., 2017), or when the noise is assumed to be Gaussian and time-independent (Zhu et al., 2019;
Jastrzebski et al., 2017; Xie et al., 2021); for the works that tackle SGD in a non-convex setting, often
strong conditions are assumed. The reliance on strong assumptions regarding each of the challenges
means that our present understanding of SGD for deep learning could be speculative. This work
aims to examine some commonly held presuppositions about SGD and show that when all the three
challenging factors are taken together, many counter-intuitive phenomena may arise. Since most of
these phenomena are potentially undesired, this work can also be seen as a worst-case analysis of
SGD.

In this work, we study the behavior of SGD in toy landscapes with non-convex loss and multi-minima.
We approach the problem of SGD convergence from a different angle from many of the related works:
instead of studying when SGD will converge, our result helps answer the question of when SGD might
fail. In particular, the problem setting considers discrete-time SGD close to saddle points, where the
noise is due to minibatch sampling, and the learning rate is held constant throughout training. In the
next section, we define the SGD algorithm and the necessary notations. In Sec. 3, we discuss the
related works. A warmup example is provided in Sec. 4. Sec. 5 introduces the main results. Sec. 6
presents the numerical simulations, including a minimal example involving a neural network. We
also encourage the readers to examine the appendix. Sec. A presents additional experiments. Sec. B
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Figure 1: SGD converges to a local maximum for the example studied in Sec. 5.1. Left: Distribution of w on
the quadratic potential, L̂ = xw2/2; the histograms in different colors show the distribution of model parameters
at different time steps. Middle: Distribution on the fourth-order potential, L̂ = xw2/2 +w4/4. Right: Escape
probability as a function of a and λ. The parameters space is divided into an absorbing phase where w is
attracted to the local maximum (in dark blue) and an active phase where w successfully escapes the two central
bins (in white).

presents a continuous-time analysis of the problems in the main text and is relevant for discussing the
unique discrete-time features of SGD. Sec. C presents all the proofs.

2 BACKGROUND

Notation and Terminology. We use λ to denote the learning rate. w is the model parameter. L̂(w;x),
with the caret symbol ⋅̂, denotes the sampled loss function, which is a function of the data point, and
L ∶= Ex[L̂] is the loss landscape averaged over the data distribution; for notational conciseness, we
often hide the dependence of L̂ on x when the context is clear. The lowercase t denotes the time step
of optimization. The phrases loss, objective, and potential are also used interchangeably.

Now, we introduce the minibatch SGD algorithm. The objective of SGD can be defined as a pair(L̂, p(x)) such that L̂ is a differentiable function and p(x) is a probability density. We aim at finding
the minimizer of the following differentiable objective:

L(w) = Ex∼p(x)[L̂(w;x)], (1)

where x is a data point drawn from distribution p(x) and w ∈ RD is the model parameter. The
gradient descent (GD) algorithm for L is defined as the update rule wt = wt−1 − λ∇wL(w,x) for
some randomly initialized w0, where λ is the learning rate. The following definition defines SGD.
Definition 1. The minibatch SGD algorithm computes the update to the parameter w with the
following equation: wt = wt−1 − λĝt, where ĝt = ∇wt−1L̂(wt−1;xt), and xt is drawn from p(x) such
that xi is independent of xj for i ≠ j.
3 RELATED WORKS

Escaping Saddle Points. Because neural networks are highly nonlinear, the landscape of neural
networks is believed to have many local minima and saddle points (Du et al., 2017; Kleinberg et al.,
2018; Reddi et al., 2018b). It is thus crucial for the optimization algorithm to be able to overcome
saddle points efficiently and escape a suboptimal minimum. However, the majority of works on
escaping saddle points assume no stochasticity or only artificially injected noise (Li et al., 2017;
Du et al., 2017; Jin et al., 2017; Ge et al., 2015; Reddi et al., 2018b; Lee et al., 2016; Pemantle,
1990). Some physics-inspired approaches take the stochasticity into account but often rely on
continuous-time approximation and nontrivial assumptions regarding the stationary distribution of the
parameter (Mori et al., 2021; Xie et al., 2021; Liu et al., 2021). In the context of stochastic non-convex
optimization, one setting that SGD is known to escape saddles and converge well is when the learning
rate decreases to zero in the training (Pemantle, 1990; Vlaski and Sayed, 2019; Mertikopoulos et al.,
2020). In contrast, we only consider the case when the learning rate is held fixed. We stress that
our result does not contradict these previous results. On the opposite, our result reinforces the idea
that the learning rate needs to be carefully chosen and scheduled when convergence is an essential
concern.

Role of Minibatch Noise. One indispensable aspect of SGD is its stochasticity originated from
minibatch sampling (Wu et al., 2020; Ziyin et al., 2022b; Zhu et al., 2019; Hodgkinson and Mahoney,
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2020), whose strength and structure are determined by the model architecture and the data distribution.
Moreover, it has been observed that the models trained with SGD significantly outperform the models
directly trained with GD (Hoffer et al., 2017). Therefore, understanding the role of minibatch noise is
of both fundamental and practical value. However, in the previous works, the focus is on analyzing
the behavior of SGD on the landscape specified by L; the unique structures due to the noise in SGD
are often treated in an oversimplified manner without referring to the actual models in deep learning
or the actual data distributions. For example, Daneshmand et al. (2018) assumes that the noisy
gradient is negatively correlated with the least-eigenvalue direction of the Hessian, an assumption
that its validity is unclear when the Hessian is not full rank. Kleinberg et al. (2018) assumes that the
noise in SGD makes the landscape one-point strongly convex, which implies that the loss landscape
before the convolution is already close to a strongly convex landscape. Another commonly assumed
condition is that the loss-landscape satisfies the Lojasiewicz condition, which is non-convex but
implies the unrealistic condition that there is no local minimum except the global minimum (Karimi
et al., 2020; Wojtowytsch, 2021a; Vaswani et al., 2019), which is not sufficient to understand the
complicated dynamics that often happen in a setting with many minima (for example, a deep linear
net (Ziyin et al., 2022a)). In Sec. 6.3, we show that these assumptions are violated for a minimal
nonlinear neural network with two layers and one hidden neuron. While our example may or may
not be directly relevant for realistic settings in the deep learning practice, our work highlights the
importance of analyzing the actual noise structure imposed by a deep neural network in future works.

Large Learning Rate Regime. Recently, it has been realized that networks trained at a large learning
rate have a better performance than networks trained with a vanishing learning rate (lazy training)
(Chizat and Bach, 2018). Lewkowycz et al. (2020) shows that there is a qualitative difference between
the lazy training regime and the large learning rate regime; the performance features two plateaus
in testing accuracy in the two regimes, with the large learning rate regime performing much better.
However, almost no previous theory exists for understanding SGD at a large learning rate. Our work
is also relevant for understanding what happens at a large learning rate.

4 A WARM-UP EXAMPLE

This section studies a special example of the main results of our work. While the setting of this
example is restricted, it captures the essential features and mechanisms of SGD that we will utilize to
prove the main results. Consider the following loss function:

L̂(w) = x
2
w2, (2)

where x,w ∈ R and x is drawn from an underlying distribution p(x) at every time-step. We let
E[x] = a/2 and assume that Var[x] = σ2 is finite. This gives rise to a true, sample-averaged loss
of L(w) = a

4
w2. The stationary point of this loss function is w = 0. When a > 0, the underlying

(deterministic) landscape is a minimum; the a > 0 case is now well understood in the discrete-time
limit and when the underlying noise is state-dependent (Liu et al., 2021). When a < 0, the point w = 0
is a local maximum; one hopes that the underlying dynamics escape to infinity, and our goal is to
understand the behavior of SGD in this case.

The following proposition and proof show that for the zero-mean and bounded distribution p(x),
SGD cannot escape from the local maximum when the learning rate is set to be 1.
Proposition 1. Let λ = 1 and a < 0 and p(x) be the distribution such that x = 1 and x = −1 + a
with equal probability. Then, w converges to w = 0 with probability 1 with the SGD algorithm,
independent of the initialization.

Proof. By the definition of the SGD algorithm, we have

wt+1 = {0 with probability 0.5;(2 − a)wt otherwise.
(3)

Therefore, after t time steps, wt has at most 2−t probability of being non-zero. For infinite t, wt = 0
with probability 1. ◻
This simple toy example illustrates a few important points. First of all, it suggests that one cannot use
the expected value of w to study the escape problem of SGD. The expectation value of wt is

Ex[wt] = (1 − a/2)Ex[wt−1] = (1 − a/2)tw0 = w0e
ln(1−a/2)t, (4)
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which is an exponentially fast escape from any initialization w0 for a < 0. In fact, ln(1− a) is exactly
the escape time scale of the GD algorithm. This is counter-intuitive: SGD will converge to the local
maximum with probability 1, even if its expected value escapes the local maximum exponentially
fast.

Alternatively, one might also hope to use the expected loss or the norm Ewt[L(wt)] ∼ ∣∣wt∣∣22 as the
metric of escape, but it is not hard to see that they suffer the same problem. At time t, because wt = 0

with probability 1− 2−t and wt = (2− a)tw0 with probability 2−t, we have E[L(wt)] ∝ w2
0e

2t ln 2−a√
2 ,

which also predicts an exponentially fast escape. Again, this fails to reflect the fact that SGD has only
a vanishingly small probability of escaping the constructed local maximum. Statistically speaking,
the norms of wt fail to be good metrics to measure the escape rate because these metrics are not robust
against outliers. In our example, there is only 2−t probability for SGD to escape the local minimum,
yet the speed at which this outlier escapes the maximum outweighs the decay in its probability
through time, thus contributing more to the expected norm than any other events. This example also
shows the difficulty and subtlety of dealing with the escape problem. This example (together with
Sec. 5.1) also emphasizes the importance of showing convergence in probability for future works in
non-convex optimization because convergence in expectation is not sufficient to guarantee a good
empirical performance. The results in the rest of this work can be seen as extensions of this special
case to less restrictive settings.

5 MAIN RESULTS

In this section, we present our four main theoretical results: (1) SGD may converge to a local
maximum; (2) SGD may escape a saddle point arbitrarily slowly; (3) SGD may prefer sharp minima
over flat ones; and (4) AMSGrad may converge to a local maximum.

5.1 SGD MAY CONVERGE TO A LOCAL MAXIMUM

We show that there are cases where SGD may fail to escape saddle points, while GD can successfully
escape; this contradicts the suggestions in Kleinberg et al. (2018) that SGD always escapes a local
minimum faster than GD. It is appropriate to begin with the definition of a saddle point.
Definition 2. w is said to be a stationary point of L(w) if ∇wL(w) = 0. w is a minimum of L if, for
all w′ in a sufficiently small neighborhood of w, L(w′) ≥ L(w). w is said to be a saddle point if w is
a stationary point but not a local minimum.

This definition of saddle points, which includes local maxima, agrees with the common definition in
the literature (Daneshmand et al., 2018). The following proposition generalizes our warmup example
to a family of 1D problems in which SGD converges to a local maximum.
Proposition 2. Let Eq. 2 be the loss function. Let λ > 0, and p(x) be such that µ ∶= E[ln ∣1 − λx∣]
and s2 ∶= Var[ln ∣1 − λx∣]; then SGD converges to the local maximum in probability if µ < 0.

Proof Sketch. We first show that 1√
t

ln ∣wt/w0∣ obeys a normal distribution as t→∞. This allows us
to deduce the cumulative distribution function (c.d.f.) of w as t→∞. The c.d.f. has an bifurcative
dependence on the sign of µ ∶= E[ln ∣1 − λx∣]. When µ < 0, the distribution of wt converges to 0 in
probability. See Sec. C.2 for the detailed proof. ◻
Corollary 1. Let Eq. 2 be the loss function and p(x) = 1

2
δ(x−1)+ 1

2
δ(x+1−a); then SGD converges

to the local maximum in probability if

a

a − 1
< λ < a −

√
a2 − 8a + 8

2(a − 1) . (5)

One special feature of this example is that the state-dependent noise vanishes at the saddle point.
In this particular example, this is achieved by having an SGD noise proportional to the gradient
thus vanishing at the saddle point. This type of structure may be relevant for deep learning because
vanishing noise at a stationary point and state-dependent noise can appear at the origin of a deep
net, where weights of all layers are zero. Note that the convergence is independent of the actual
shape of the distribution p(x), and so may apply to many kinds of distributions besides the Bernoulli
distribution we considered. There are three different regimes/phases for this simple escaping problem
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(also see Fig. 1-Right). The escape regime λ > a−√a2−8a+8
2(a−1) is also present when a > 0; it means that

in this regime, SGD will also escape w0 even if it is a local minimum. This regime is not present if we
perform a continuous-time analysis (Sec. B), showing that this region is due to the instability of the
discrete-time SGD algorithm. This kind of escaping is undesirable because, in this regime, the local
gradient cannot provide any guidance for minimizing the loss. The region a

a−1 < λ < a−√a2−8a+8
2(a−1) is

the trapped regime. This is due to the special structure of the minibatch noise – a comparison with the
continuous-time analysis suggests that SGD will not be trapped if the noise is not position dependent
(Sec. B.1). The small learning rate regime λ < a

a−1 is the successful escape regime because the SGD
noise is of order λ2 and becomes negligible at a small λ (Liu et al., 2021). This regime corresponds
to the lazy learning regime of training: with negligible noise and vanishing gradient, SGD is known
to optimize neural networks well (Du et al., 2018). This discussion also justifies our later choice for
placing an upper bound to λ and focusing only on the second and third regime in Sec. 5.3 and 5.4.

It is important to understand why the previous works that show that the previous guarantees of
convergence do not apply to this particular example, for example, Ge et al. (2015). In comparison,
the SGD algorithm is not guaranteed to escape the saddle point in this example because two crucial
assumptions of Ge et al. (2015) is violated: (1) the gradient does not have a bounded fluctuation
around its mean (and so even parameters very far away from the saddle can be brought back close
to the saddle point due to the noise), and (2) we do not inject additive noise to the gradient and the
actual noise decreases as we approach the saddle point (and so the closer we are to the saddle point,
the less likely one can escape). The standard theoretical guarantee of convergence in Ge et al. (2015)
thus does not apply to this example. This example shows that the minibatch noise of SGD is very
special and can strongly influence convergence. A continuous-time analysis in Section B of this
example shows that the convergence to local maxima occurs when the minibatch noise dominates the
gradient, namely, when the signal to noise ratio becomes smaller than 1. This suggests the importance
of minibatch noise in influencing the dynamics of SGD. This suggests that the signal-to-noise ratio
can be an important parameter in SGD dynamics and may deserve more future research.

5.2 SGD MAY ESCAPE SADDLE POINTS ARBITRARILY SLOWLY

In the previous section, we have shown that one can adversarially construct a loss function for a
fixed learning rate such that the SGD algorithm converges to a local maximum. This section shows
that, even if one can tune the learning rate at will, there is a loss landscape where SGD can take an
arbitrarily long time to escape, no matter how one chooses the learning rate. We begin by defining
the escape rate.
Definition 3. The asymptotic average escape rate of w at learning rate λ, γ(λ), is defined as
γ ∶= limt→∞ 1

t
Ewt[ln ∣wt∣]. The optimal escape rate is defined as γ∗ ∶= supλγ(λ).

Remark. This definition can be seen as a generalization of the Lyapunov exponent to a probabilistic
setting. We note that this definition of escape rate differentiates this work from the standard literature
on escaping saddles, where the focus is on the time scale for reaching a local minimum when saddle
points exist (Ge et al., 2015; Daneshmand et al., 2018; Jin et al., 2017), while our definition focuses
on the time scale of escaping a specified saddle point. These two time scales can be vastly different.

As discussed in the previous section, the undesired escape can be achieved by setting the learning
rate to be arbitrarily large; however, this is not possible in practice because the learning rate of SGD
is inherently associated with the stability of learning, and λ usually has to be much smaller than 1.
Proposition 3. Let the loss function be Eq. (2), a < 0 and p(x) ∼ 1

2
δ(x − 1) + 1

2
δ(x − a + 1), where

δ is the Dirac delta function, and λ ≤ 1. Then, for any ε > 0, there exists a such that supλ γ(λ) < ε.
Specifically, γ∗ = ln 2−a

2
√
1−a , and, for any ε > 0, γ∗ < ε if ∣a∣ ≤ 2 ∣−eε√e2ε − 1 − e2ε + 1∣.

Namely, the SGD algorithm can escape the saddle point of Eq. (2) arbitrarily slowly. Intuitively, one
expects escaping to be easier as we increase the learning rate (Kleinberg et al., 2018), and that the
escape rate should monotonically increase as we increase the learning rate. This example conveys
a novel message that the escaping efficiency is not monotonically increasing as the learning rate
increases. For this example, the escape rate first decreases and starts to increase only when λ is quite
large. This example also shows the subtlety in the escaping problem. On the one hand, one needs to
avoid a too large learning rate to avoid training instability. On the other hand, one cannot use a too
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small learning rate because a small learning rate also makes optimization slow. Thus, there should
be a tradeoff between learning speed and learning stability, and we may construct a general theory
for finding the best learning rate that achieves the best tradeoff; however, this tradeoff problem is a
sufficiently complex problem on its own and is beyond the scope of the present work.

5.3 SGD MAY PREFER SHARPER MINIMA

Modern deep neural networks are often overparametrized and can easily memorize all the training
data points. This means that the traditional metrics such as Rademacher complexity cannot be
used to guarantee the generalization capability of SGD (Zhang et al., 2017). Nevertheless, neural
networks are found to generalize very well. This inspired the hypothesis that SGD, the main training
algorithm of neural networks, contains some implicit regularization effect such that it biases the neural
network towards simpler solutions (Neyshabur et al., 2017; Soudry et al., 2018). One hypothesized
mechanism of this regularization is that SGD selects flat minima over the sharp ones (Hochreiter and
Schmidhuber, 1997; Meng et al., 2020; Xie et al., 2021; Liu et al., 2021; Mori et al., 2021; Smith
and Le, 2018; Wojtowytsch, 2021b). In this work, we show that this may not be the case because
the dynamics and convergence of SGD crucially depend on the underlying mini-batch noise, while
the sharpness of the landscape is independent of the noise. Before introducing the results, let us first
define the sharpness of a local minimum.
Definition 4. Let w = w∗ be a local minimum of the loss function L(w); the sharpness s(w∗) of
a local minimum w∗ is defined as s(w∗) ∶= Tr[∇2

wL(w∗)]. We say that a minimum w∗
1 is sharper

than w∗
2 if and only if s(w∗

1) > s(w∗
2).

In this definition, the sharpness is the trace of the Hessian of the quadratic approximation to the local
minimum. Other existing definitions, such as the determinant of the Hessian, are essentially similar
to this definition (Dinh et al., 2017).

For an explicit construction, consider the following objective on a 2-dimensional landscape:

L̂(w1,w2) = 1

2
[−(w1 −w2)2 − (w1 +w2)2 + (w1 −w2)4 + (w1 +w2)4 − 2aw2

2 + xbw2
1] . (6)

for a, b > 0 and p(x) = 1
2
δ(x− 1)+ 1

2
δ(x+ 1). The diagonal terms of the Hessian of the loss function

is given by ⎧⎪⎪⎨⎪⎪⎩
∂2

∂w2
1
L̂(w1,w2) = −2 + 12w2

1 + 12w2
2;

∂2

∂w2
2
L̂(w1,w2) = −2 − 2a + 12w2

1 + 12w2
2.

(7)

There are four local minima in total for this loss function. These minima and their sharpnesses are

⎧⎪⎪⎨⎪⎪⎩
(w1,w2) = (± 1√

2
,0) with s = 4;

(w1,w2) = (0,±√ 1+a
2

) with s = 4 + 4a.
(8)

We see that for positive a, the minima at (0,±√ 1+a
2

) are sharper than the other two minima. We
show that SGD will converge to these sharper minima. For this example, we assume that w1 and w2

are bounded because, if initialized sufficiently far from the origin, the fourth-order term will cause
divergence.
Proposition 4. Let the loss function be Eq. (6), ∣w1∣ ≤ 1 and ∣w2∣ ≤ 1. For any λ < c for some
constant c = O(1), there exists some b such that if SGD converges in probability, it will converge to

the sharper minimum at (w1,w2) = (0,±√ 1+a
2

).

Remark. In this example, the noise is not full-rank, which is often the case in a deep learning setting
for overparametrized networks (Wojtowytsch, 2021a). For example, when weight decay is used, the
Hessian of the loss function should be full rank, while the rank of the noise covariance should be
proportional to the inherent dimension of the data points, which is in general much smaller than the
dimension of the Hessian in deep learning (Ansuini et al., 2019).

The proof is technical and given in the appendix Sec. C.5. In fact, it has been controversial whether
finding a flat minimum can help generalization. For example, Dinh et al. (2017) shows that, for every
flat minimum of a ReLU-based net, there exists a minimum that is arbitrarily sharper and generalizes
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as well. However, this work does not rule out the possibility that conditioning by using gradient-based
optimization, the performance of the sharper minima that gradient descent finds is worse than the
performance of the flatter minima. If this assumption is valid, then biasing gradient descent towards
flatter minima can indeed help, and the stochasticity of SGD has been hypothesized to help in this
regard. However, our construction shows that SGD, on its own, may be incapable of helping SGD
converge to a flatter minimum. At least some other assumptions need to be invoked to show that
SGD may help. For example, the definition of the neural networks may endow these models with a
special kind of Hessian and noise structure that, when combined with SGD, results in a miraculous
generalization behavior. However, no previous work has pursued this direction in sufficient depth to
our knowledge, and future studies in this direction may be fruitful.

5.4 NON-CONVERGENCE OF ADAPTIVE GRADIENTS

mt = β1mt−1 + (1 − β1)ĝt; (9)

vt = β2vt−1 + (1 − β2)ĝ2t ; (10)
v̂t = max(v̂t−1, vt); (11)

wt = wt−1 − λ√
v̂t
mt. (12)

Adam (Kingma and Ba, 2014) and its closely related variants
such as RMSProp (Tieleman and Hinton, 2012) have been
shown to converge to a local maximum even for some simple
convex loss landscapes (Reddi et al., 2018a). The proposed
fix, named AMSGrad, takes the maximum of all the previous
preconditioners in Adam. This section shows that AMSGrad
may also converge to a local maximum even in simple non-
convex settings. Let xt ∼ p(x) and ĝt = ∇L̂(xt,wt−1), the Adam algorithm is given by Eq. (9)-(12),
where v0 = m0 = 0. We have removed the numerical smoothing constant ε from the denominator,
which causes no problem if w0 is initialized away from 0. Here, β1 is the momentum hyperparameter.
vt is called the preconditioner, and β2 is the associated hyperparameter. The standard value for β1 is
0.9 and β2 is 0.999. In our theory, we only consider the case when β1 = 0. The experiment section
shows that a similar problem exists when β1 > 0 (with additional interesting findings). Intuitively,
this is easy to understand because AMSGrad behaves like SGD asymptotically, so we only have
to wait for long enough, and the results in previous sections would apply. The construction below
follows this intuition.
Proposition 5. Let wt ∈ [−1,1], and w0 ≠ 0. For fixed λ < 1 and the loss function in Eq. (2) there
exists a < 0 such that the AMSGrad algorithm converges in probability to a local maximum.

Remark. The proof is given in Sec. C.6. Note that the example we construct is similar to the original
construction in Reddi et al. (2018a) that shows that Adam converges to a maximum while AMSGrad
succeeds in reaching the global minimum. In their example (with some rescaling), the gradient is a
random variable

ĝt = {1 with probability q ≈ 1;
c0 < 0 with probability 1 − q ≪ 1;

(13)

such that the expected gradient is negative, and Adam is shown to converge to the direction opposite
to the gradient descent (therefore to a maximum). In our example, the gradient is (roughly)

ĝt = {wt−1 with probability 1/2;−(1 + a)wt−1 with probability 1/2.
(14)

Therefore, our example can be seen as a minimal generalization of the Reddi et al. (2018a) example
to a non-convex setting.

6 EXPERIMENTAL DEMONSTRATIONS

We perform experiments to illustrate the examples studied in this work. Due to space limitations, we
illustrate the escape rate and the convergence to sharper minima example in Appendix Sec. A.

6.1 SGD CONVERGES TO A LOCAL MAXIMUM

Numerical results are obtained for the setting described in section 5.1. See Fig. 1-Left. The loss
landscape is defined by L(w) = 1

4
aw2. In this numerical example, we set λ = 0.8 and a = −1, and

the histogram is plotted with 2000 independent runs. We see that the distribution converges to the
local maximum at w = 0 as the theory predicts. For better qualitative understanding, we also plot

7
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Figure 2: AMSGrad diverges to the local maximum with or without momentum in the example we studied in
Sec 5.4. Our result shows that AMSGrad is always attracted to the local maximum, while Adam has the potential
of escaping the local maximum with momentum. Left: without momentum. Right: with momentum.

the empirical phase diagram of this setting in Fig. 1-Right. We perform numerical evaluations for
different combinations of a and λ on a a − λ plane, and for each combination, we plot the percentage
of w that escapes the central bin (white is 100% and dark blue is 0%). For completeness, we also
plot the case when a > 0, i.e., when the critical point at w = 0 is a local minimum. The orange line
shows where the phase transition is expected to happen according to Eq. (5). The fact that the orange
line agrees exactly with the empirical phase transition line confirms our theory.

We also numerically study a closely related fourth-order loss landscape, defined as L̂(w) = 1
2
xw2 +

1
4
w4, where the distribution p(x) is the same as before. The expected loss L(w) has two local

minima located as w = ±√−2a. We are interested in whether SGD can converge to these two points
successfully; note that, without the fourth-order term, this loss is the same as the quadratic loss we
studied. See Fig. 1-Middle. As before, a = −1 and λ = 0.8. We see that the distribution of w also
concentrates towards the local maximum after training, and no w is found to converge to the two
local minimum even if a significant proportion of w is initialized close to these two minima. A phase
diagram analysis is given in the Sec. A.1.

6.2 NON-CONVERGENCE OF AMSGRAD

In this section, we illustrate the example of the convergence behavior of AMSGrad described in
Sec. 5.4; for reference, we also plot the behavior of Adam and gradient descent for this example. See
Fig. 2. The experiment is the average over 2000 runs, each with 5 × 104 steps. The uncertainty is
reflected by the shaded region (almost invisibly small). The loss function is the same as discussed
in Sec. 5.4 with a = −0.1. For illustration purposes, we set λ = 0.2 and β2 = 0.999 for both Adam
and AMSGrad. When momentum is used, we set β1 = 0.9. GD is run with a learning rate of 0.01.
Without momentum, both Adam and AMSGrad converge to the local maximum with almost the same
speed. When momentum is added, AMSGrad still converges to the local maximum. Curiously, Adam
is no longer attracted to the local maximum but also remains away from the local minimum. This
suggests that Adam, with momentum, might have a better capability of escaping saddle points than
AMSGrad and might be preferable to AMSGrad in a non-convex setting.

6.3 A TOY NEURAL NETWORK EXAMPLE

We have now illustrated several SGD phenomena we studied in artificial settings, inspiring the
natural question of whether they occur for an actual neural network. Here we construct a neural-
net-like optimization problem to show that the problems with convergence might indeed arise for a
neural network. The toy neural network function is given by f(x) = w2σ(w1x), where w1,w2 ∈ R.
σ is the nonlinearity, and we let σ(x) = x2 as a minimal example. This is the simplest kind
of nonlinear feedforward network one can construct (2 layer with a single hidden neuron). We
also pick a minimal dataset with a single data point: x = 1 with probability 1 and y ∈ {−1,2},
each with probability 0.5, i.e., the label has a degree of inherent uncertainty, which is often the
case in real problems. We use mean squared error (MSE) as the loss function. Therefore, the
expected loss is L(w1,w2) = 1

2
(w2w

2
1 + 1)2 + 1

2
(w2w

2
1 − 2)2. The global minimum L∗ = 2.25 is

degenerate, and is achieved when w1 = 1/√2w2. There is also a manifold of saddle points given by{(w1,w2)∣w1 = 0,w2 ≥ 0}, all with L = 2.5. Despite the simplicity of this example, it contains a few
realistic features in a realistic problem, including (1) inherent uncertainty in the data, (2) a nonlinear
hidden layer, and (3) a degenerate minimum with zero eigenvalues in the Hessian.
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Figure 3: Convergence of a two-layer one-neuron neural network to a saddle point. The blue region shows
the empirical density of converged parameter distribution. Left: λ = 0.001 at step 10000 converges to global
minima. Mid: λ = 0.1 at step 10000 converges to a saddle point. Right: Average loss in equilibrium as a
function of learning rate. The loss function diverges for learning rates larger than 0.108.

More importantly, most previous works on the convergence or escaping behavior of SGD are
inapplicable to this example. One dominant assumption is the ρ-Hessian Lipschitz property (Jin
et al., 2017; Ge et al., 2015), which does not hold for this example in particular. Another common
assumption is the PL condition (Karimi et al., 2020; Wojtowytsch, 2021a; Vaswani et al., 2019),
which does not apply due to the existence of the saddle point. One recent assumption is that the loss
function is 1-point convex for all points (Kleinberg et al., 2018), which is also ruled out because(0,0) is not 1-point strongly convex. Another relevant assumption is the correlated negative curvature
assumption, which also does not hold for (0,0). We explain in Sec. A.5 in detail why these conditions
are violated.

See Fig. 3 for the experimental results with this example. Here, w1 is initialized uniformly in [−1,1];
w2 is initialized uniformly in [0,1] to be closer to the global minimum and away from the saddle point
(standard initialization such as initializing in [−1,1] does not change the conclusion). The left figure
shows the stationary distribution of the model parameter at a small learning rate (λ = 0.001). All the
parameters are located in the global-minimum valley as expected. In contrast, when the learning rate
is large (λ = 0.1), the central figure shows that all models (1000 independent runs) converge to the
saddle point at (0,0). The right figure investigates this change more systematically and shows the
change in the average stationary training loss of the models as we increase the learning rate from
0.001 to 0.15. We see that for a small learning rate, the training loss is close to that of the global
minima (L = 2.25), and for a significant range of large learning rates, the model invariably converges
to a saddle point (L = 2.5). One additional interesting observation is that the model diverges at
λ ≈ 0.11, and there is almost no sign of such divergence (such as increased fluctuation) when the
learning rate is close to the divergent threshold. This example shows the relevance of our results to
the study of neural networks. In fact, it has often been noticed that at convergence, many large-scale
neural networks in real tasks exhibit negative eigenvalues in the Hessian (Alain et al., 2019; Granziol
et al., 2019). The existence of negative eigenvalues at a late time suggests either the possibility that
the algorithm has yet to escape or that it has indeed been attracted to such saddle points; if the latter
is true, then our work offers an explanation. The emergence of negative eigenvalues at the end of
training serves as indirect evidence that our result may be relevant for larger neural networks. It
thus remains an important open question to prove (and identify the condition of) or disprove the
convergence of larger and deeper neural networks to a local maximum.

7 DISCUSSION

We have shown that when the learning rate is not carefully chosen or scheduled, SGD can exhibit
many undesirable behaviors, such as convergence to local maxima or saddle points. The limitation of
our work is clear. At best, all the constructions we made are minimal and simplistic toy examples
that are far from practice, and investigating whether the discovered messages are relevant for deep
learning or not is the one important immediate future step. Other relevant questions include: (1) Does
convergence to saddle points help or hurt generalization? (2) If it hurts, how can we modify SGD
to avoid saddle points better? We suspect changing learning rates, changing batch size, or injecting
noise may help, but a convincing theoretical guarantee in a realistic setting is yet lacking. (3) If
saddle points do not have worse generalization, our results motivate for understanding why. This is
especially relevant because we showed that using a large learning rate is more likely to converge
to saddle points, while previous works have shown that using a large learning rate can improve
generalization; combined, this may imply that certain saddle points may have intriguing but unknown
regularization effects.
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A ADDITIONAL EXPERIMENTS

A.1 PHASE DIAGRAM OF THE FOURTH-ORDER LOSS FUNCTION

With two proper local minima, the fourth-order loss function is a more realistic loss function than
the one we considered in Sec. 5.1. We also performed one experiment in the main text (See Fig. 1).
Here, we plot its empirical phase diagram in Figure 4. We see that for this loss landscape also, there
is some region such that for all λ, SGD converges to the local maximum. This loss landscape is very
difficult to study in discrete time as it is known to lead to chaotic behavior at large learning rate (May,
1976). Therefore, we alternatively try to understand this landscape using continuous approximation.
See Sec. B.
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Figure 4: Escape probability from the local maximum as a function of a and λ with fourth-order
loss landscape. The parameters space is divided into an absorbing phase where w is attracted to the
local maximum and an active phase where w escapes to infinity successfully. The orange line is the
theoretical phase transition line for the quadratic loss function. We see that when λ is small, the line
based on quadratic loss also gives good agreement with the fourth-order loss. This suggests that part
of this result is universal and independent of the details of the loss function.

A.2 ESTIMATING THE ESCAPE RATE

In the escape rate experiments, the empirical results are obtained from the proposed approximation.
Here, we show that it is valid. See Fig. 5, where we plot the estimated γ as a function of the training
step. We see that the estimated value converges within about 20 steps. We, therefore, estimate the
escape rates at time step 100 in the main text.
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Figure 5: Escape rate γ as a function of time step t obtained when a = −1, showing that γ, defined in
Equation (73), is indeed a well-defined quantity when t is large. γ becomes stable after roughly 40
steps.

A.3 ESCAPE RATE EXPERIMENTS

This section illustrates the slow escape problem studied in Sec. 5.2. See Fig. 6. γ is calculated by
averaging the first 50 time steps across 2000 independent runs. We see that, as our theory predicts,
as ∣a∣ gets closer to 0, the optimal escape rate decreases towards 0. This implies that there exists
a landscape such that SGD is arbitrarily slow at learning, independent of parameter tuning. One
additional observation is that the optimal learning rate is neither too large nor too small, i.e., there
seems to be a tradeoff between the escape speed and escape probability (and between the speed and
stability). See also the discussion at the end of Sec. 5.2.
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Figure 6: Escape rate γ as a function of learning rate λ with quadratic loss landscape, obtained by simulations.
We note that the escape-rate analysis yields results which are compatible with the phase diagram.
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Figure 7: Evolution of the distribution of w in a landscape where two flat minima and two sharp minima exist.
As Proposition 4 shows, the model parameters converge to the sharper minima even if initialized in the flat
minimum. Left: Initialization. Mid: step 2. Right: step 10000.

A.4 CONVERGENCE TO THE SHARPER MINIMUM

We use the same 2-dimensional loss landscape defined in Sec. 5.3. The experiment is run with 2000
independent simulations and learning rate λ = 0.05. See Fig. 7, where we overlap the underlying
landscape with the empirical distribution (the heat map). We see that, even though the initialization
overlaps significantly with the local flatter minimum, all points converge to the sharper minimum, as
the theorem predicts.

A.5 INADEQUACY OF STANDARD ASSUMPTIONS FOR THE NEURAL NETWORK EXAMPLE

In this section, we show that the standard assumptions in the previous literature do not hold for the
example studied in Sec. 6.3. One common assumption is that the loss function is ρ-Hessian Lifschitz.

Definition 5. A loss function L is said to be ρ-Hessian Lifschitz if, for some ρ > 0,

∀w,w′, ∣∣∇2L(w) − ∇2L(w)∣∣ ≤ ρ∣∣w −w′∣∣. (15)

This certainly does not hold for the example we considered. Explicitly, let w2 = 0, the Hessian H(w)
of the loss function is

Hw1,w1 =Hw1,w2 =Hw2,w1 = 0, (16)

and
Hw2,w2 = −w2

1. (17)

Let w1 →∞ violates the ρ-Hessian Lifschitz property.

Another common assumption for the non-convex setting is the PL condition.

Definition 6. Let L∗ be the value of L at the global minimum. A loss function L is said to satisfy
the PL (Lojasiewitz) condition if

∀w, ∣∣∇L(w)∣∣2 ≥ µ(L(w) −L∗), (18)

for some µ > 0.

This also does not hold due to the existence of the saddle point. Let (w1,w2) = (0,0). The gradient
is zero, but the right-hand side is greater than 0.

Recently, the correlated negative curvature assumption has been proposed to study the escaping
behavior of SGD.
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Definition 7. Let vw be the eigenvector of the minimum eigenvalue of the HessianH(w). L satisfies
the correlated negative curvature assumption if, for some γ > 0,

∀w,Ex[⟨vw,∇L(x,w)⟩2] > γ (19)

where x is the data point.

This also does not hold. The point (0,0) violates this condition because ∇L(x,w) = 0 for all x at(w1,w2) = (0,0). In fact, it is exactly this point that violates this condition that the SGD converges
to in this example.

Recently, the one point strongly convex assumption has been proposed to study the escaping behavior
of SGD.
Definition 8. A loss function is said to satisfy the c-one point strongly convex condition with respect
to w∗ for all gradient noise ε, c > 0, define v =w − λ∇L(w), we have

⟨−∇EεL(v − λw,w∗ − y) ≥ c∣∣w∗ − v∣∣22, (20)

where ε is the random noise caused by minibatch sampling.

This assumption is equivalent to that the loss landscape is strongly convex after convoluting with the
noise. This condition implies that there is only a single stationary point. However, this is not the case,
consider any point with w1 = 0 and w2 ≤ 0. These points have zero gradient for w1 ≤ 0 and so ε = 0
with probability 1. Then, these points all have the same loss after the convolution:

E[L(v − λε)] = L(v), (21)

which either imply that the landscape is not convex or that there is more than 1 stationary point, and
so the system is not one point strongly convex 1.

1One notices that the origin, where all the parameters are zero, is a special point in the problem. In fact, the
origin may be a very special point in the landscape of deep neural networks in general. For example, see Ziyin
et al. (2022a).
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B CONTINUOUS-TIME APPROXIMATION WITH FOKKER-PLANCK EQUATION

In this section, we study the examples we studied in the main text in a continuous-time approximation,
in order to understand the unique aspects of discrete-time SGD. Compared with the discrete-time
analysis, continuous-time analysis is usually more powerful in terms of calculation: it is able to deal
with more complicated potentials.

B.1 FOKKER-PLANCK EQUATION AND ITS STATIONARY DISTRIBUTION

Recall that the SGD update takes the form (see Sec. 2)

∆wt = −λ∇L + λ√Cηt, (22)

when λ < 1, the above equation may be approximated by a continuous-time Ornstein-Uhlenbeck
process (Mandt et al., 2017)

dw(t) = −λ∇Ldt + λ√
S

√
C(w)dW (t), (23)

where λ is the learning rate; we have also introduced S as the batch size. dW (t) is a stochastic
process satisfying

{dW (t) ∼ N(0, dtI),
E[dW (t)dW (t′)] ∝ δ(t − t′). (24)

By the definition of the underlying discrete-time process, the term dw(t) depends only on w(t) and
has no dependence on w(t + dt). Thus, the stochastic integration should be interpreted as Ito.

For simplicity, we only consider one-dimensional version of the Fokker-Planck, which is

∂P [w, t∣w(0),0]
∂t

= − ∂

∂w
J(w, t∣w(0),0), (25)

where J[w, t∣w(0),0] is the probability flow. The current J[w, t∣w(0),0] is:

J[w, t∣w(0),0] = λ∂L
∂w

P [w, t∣w(0),0] + λ2

2S

∂

∂w
{C(w)P [w, t∣w(0),0]}. (26)

Assuming that the SGD dynamics is ergodic, there is a unique stationary distribution for w when
t→∞ that can be found to be

P (w) ∝ 1

C(w) exp [−2S

λ
∫ dw

1

C(w) ∂L∂w ] . (27)

We will apply this equation to study the relevant problems in this work.

B.2 A GENERAL CASE

In this section, we consider (a slightly more general version of) the fourth-order potential we studied
in the main text. The average loss landscape in this model is

L(w) = 1

4
aw2 + 1

4
bw4, (28)

where b > 0, guarantees that the w is bounded regardless the value of a. In the limit of b → 0, this
function reduces to saddle point problem we studied in Sec. 5.1. Besides the SGD noise, additive
noise is also present in the dynamics. The variance of the additive noise has no dependence on w.
When the additive noise is present, the update rule (equation of motion) is

dw(t) = −[λ(a/2)w(t) + bw3(t)]dt + ληm(t) + ληa(t), (29)

where both ηm(t) and ηa(t) are both Ornstein-Uhlenbeck process, denoting multiplicative noise
and additive noise respectively. The w-dependent covariance of w is C(w) = w2. The SGD noise is
thus a multiplicative noise. ηm(t) and has a variance w(t)2

S
dt, while the additive noise ηa(t) has a

variance of σ2dt, where σ is a positive constant denoting the strength of the additive noise. If the
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multiplicative noise is seen as a part of the loss landscape, (2) coincides with the 2nd-order term
in the loss landscape. There is no correlation between the additive noise and the SGD noise, i.e.
E[ηm(t)ηa(t′)] = 0. The additive noise can be seen as the artificially injected noise, a technique
sometimes used for aiding the escape or for Bayesian learning purposes (Jin et al., 2017; Welling and
Teh, 2011).

The additive noise vanishes in the limit of σ → 0, and the model becomes a normal SGD with
4th-order loss function. It is always possible to define a noise η′(t), whose contribution is equivalent
to the contribution of both the SGD and the additive noise, and the equation of motion becomes

dw(t) = −[λ(a/2)w(t) + bw3(t)]dt + λη′(t). (30)

This transformed noise η′(t) thus has 0 mean and a variance of (w(t)2
S

+ σ2)dt. Define η(t) =
η′(t)/√w(t)2

S
+ σ2, the equation of motion becomes

dw(t) = −λ[(a/2)w(t) + bw3(t)]dt + λ
√

w(t)2
S

+ σ2η(t). (31)

Comparing with (23), one finds
C(w) = w2 + Sσ2. (32)

The solution of the corresponding Fokker-Planck equation is

P (w) ∝ 1

w2 + Sσ2
exp [−2S

λ
∫ (a/2)w + bw3

w2 + Sσ2
dw]

= (w2 + Sσ2)−1 exp
⎡⎢⎢⎢⎣−

2Sb

λ
∫ ( a

2b
− Sσ2)w +w3 + Sσ2w

w2 + Sσ2
dw

⎤⎥⎥⎥⎦
= (w2 + Sσ2)−1 exp [−2Sb

λ
∫ wdw − 2Sb

λ
( a

2b
− Sσ2)∫ w

w2 + Sσ2
dw]

= (w2 + Sσ2)−1 exp [−Sb
λ
w2 − (Sa

2λ
− S2σ2b

λ
) ln (w2 + Sσ2)].

Further simplification yields

P (w) ∝ (w2 + Sσ2)−1−Sa2λ +S2bσ2

λ exp [−Sb
λ
w2]. (33)

The function P (w) is finite everywhere and decays exponentially to 0 when w →∞, regardless of the

values of the parameters a, b, σ, S. This indicates that ∫ ∞−∞ dw(w2 + Sσ2)−1−Sa2λ +S2bσ2

λ exp [−Sb
λ
w2]

has a well-defined value. As a consequence, there is no concentration of measure. Thus, w(t) can be
fall into any interval with finite probability after big enough t, indicating that w(t) can be arbitrarily
far away from 0. In practice, this means that w(t) escapes from the saddle point at w = 0 regardless
of the value of the parameters.

1.0 0.5 0.0 0.5 1.0
w

0.5

0.0

0.5

1.0

1.5

2.0

Loss landscape
Initial distribution
Step 10
Final distribution

Figure 8: Stationary distribution of w with additive noise of σ = 0.1 with quadratic loss landscape.
All the other parameters are identical to those in Fig.1. This distribution has finite width.

The effect of additive noise is better understood when b = 0. In this case, which corresponds to the
case shown in Fig.1, w neither concentrates at 0, nor escapes to ±∞. Instead, it stays near 0 without
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converging to it. The stationary distribution of w when b = 0, obtained by numerical simulation, is
shown in Fig.8. The other settings are identical to the ones in Fig.1. The stationary distribution exists,
but w does not concentrate at w = 0 in the stationary distribution. First of all, this figure shows that
the additive noise helps SGD to escape saddle point. If the designed landscape is a part of a realistic
landscape, having a broader distribution means having more chance of being attracted by another
minimum. However, this figure also shows that w would stay in the neighborhood of w = 0 until the
noise is big enough. Thus, having additive noise and long enough training time does not guarantee
the efficiency of escape.

In the language of Bayesian inference, ln [P (w)] is the likelihood of w. ŵ, the most probable value
of w, is defined by the relation

d ln [P (w)]
dw

∣
w=ŵ = 0. (34)

which reads

0 = { d

dw
[(−1 − Sa

2λ
+ S2bσ2

λ
) ln [(w2 + Sσ2)] − Sb

λ
w2]}∣

w=ŵ
= ⎧⎪⎪⎨⎪⎪⎩2w

−1 − Sa
2λ

+ S2bσ2

λ

w2 + Sσ2
− 2Sb

λ
w

⎫⎪⎪⎬⎪⎪⎭
RRRRRRRRRRRRw=ŵ

= {w [−1 − Sa
2λ

+ S2bσ2

λ
− Sb
λ

(w2 + Sσ2)]}∣
w=ŵ

= ŵ ( λ
Sb

+ a

2b
+ ŵ2) .

The likelihood maximizer is

ŵ = ⎧⎪⎪⎨⎪⎪⎩
0, a > − 2λ

S
;

±√− λ
Sb
− a

2b
, a < − 2λ

S
.

(35)

When a > − 2λ
S

, the maximum likelihood parameter is w = 0. When a < − 2λ
S

, w = ±√− λ
Sb
− a

2b

equally likely. This resembles the phase transition in statistical physics and we call − 2λ
S

the critical
value of a, or, the “critical a". For the energy landscape, when a > 0 there is only one global minimum
at w = 0, and when a < 0 there are two global minima at w = ±√− a

2b
. Comparing with the maximum

likelihood solutions, we see that the likelihood maximizer given by SGD is in fact a biased estimator
of the underlying minima.

There is a bias term introduced by the SGD noise in both the critical a and the value of the most
probable w. This term vanishes when S →∞, i.e. when the SGD noise vanishes. This indicates that,
when the noise is state-dependent, there is no reason to expect SGD to be an unbiased or consistent
estimator of the minimizer, as some works assume.

B.3 4-TH ORDER POTENTIAL WITH MULTIPLICATIVE NOISE

In this subsection, we study a 4-th order loss landscape in SGD dynamics without additive noise. The
average loss function with 4th-order term is

L(w) = aw2

4
+ bw4

4
; (36)

the SGD update rule (i.e., the equation of motion) in this case is

dw(t) = −λ[(a/2)w(t) + bw3(t)]dt + λ 1√
S
η(t)w(t), (37)

where the definition of η is identical to the previous example. The solution of corresponding stationary
Fokker-Planck equation is

P (w) ∝ w−2−Saλ exp [−Sb
λ
w2]. (38)
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When − Sa
2λ

< 1, (39)

P (w) diverges at w = 0. The normalization factor, i.e. integral ∫ +∞−∞ dww−2−Saλ exp [−Sb
λ
w2], also

diverges due to the divergence at w = 0. This solution could be seen as a limit of (33) when the
additive noise vanishes. As the strength of the additive noise σ → 0, the normalization factor keep
growing while the distribution remains normalized. For w ≠ 0, the function w−2−Saλ exp [−Sb

λ
w2]

is always finite. Thus, in the limit σ → 0, P (w) approaches 0 everywhere except for at w = 0. It
is straight forward to check that the normalization factor diverges slower that P (0) as σ → 0. As a
consequence, when σ = 0, P (w) diverges at w = 0 and P (w) becomes a Dirac delta function. This
corroborates with the result in Sec. 5.3 that a small a leads to a concentration of measure towards the
local maximum.

Compared with (33), one finds that the additive noise prevents the concentration of measure. Thus,
in practice, the additive noise helps SGD escape the local minimum or saddle point. However, the
existence of additive noise does not change the critical a and the position of the peaks.

B.4 QUADRATIC POTENTIAL

At last, we consider the continuous approximation of the model treated in the Sec. 5.1. Let the loss
function be

L̂ = x
2
w2, (40)

and we have

{Ex[ĝt] = a
2
wt

C(wt) = 1
S
E [∇`∇`T] − 1

S
∇; L(wt)∇L(wt)T = 1

S
E[x2]w2

t .
(41)

The SGD update rule (i.e., the equation of motion) in 1d is

∆w(t) = −λ ∂

∂w
L̂ (42)

= −λxw(t). (43)

With the continuous approximation, the equation of motion becomes

dw(t) = −λ(a/2)w(t)dt + λ 1√
S
w(t)η(t), (44)

where η(t) ∼ N(0,√dt). By comparing with the 1d Fokker-Planck equation,

{L(w) = a
4
w2;

B(w) = w. (45)

The stationary distribution of w is

P (w) ∝ 1

w2
exp [−S

λ
∫ dw

a

w
] ∝ w−2−Saλ . (46)

The only difference between the solution in this case and the one in the 4th-order-loss case is the
exponential factor, showing that the 4th-order potential does nothing but keeping w(t) bounded.
The function w−2−Saλ diverges at w = 0 or w = ±∞ depending on the value of a. However, the
stationary distribution, being a limit of (33), is well defined. In the case that it diverges at w = 0,
P (w) becomes a delta function. On the contrary, there are two peaks infinitely far away from 0 when
w−2−Saλ diverges at w = ±∞. Being able to escape requires that the probability measure of w does
not concentrate at 0, corresponding to

− Sa
2λ

> 1. (47)

This straight line agrees approximately with the boundary of the lower branch of the phase diagram
in Fig. 9. This condition of escaping is worth interpretation. Note that a is the local curvature and
reflects the strength of the gradient signal. In contrast, the strength of the SGD noise is proportional
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to λ/S.2 The term Sa/2λ is thus the signal to noise ratio of this learning problem, and the escaping
condition is exactly when the signal becomes larger than the noise. This analysis, therefore, pinpoints
the cause of the convergence to saddle points to be the dominance of the SGD noise over the gradient.

Also, this example raises an interesting question regarding the mechanism of SGD that causes a
convergence to the local maximum. From the perspective of the types of convergence, the SGD
mechanism behind proposition 1 may be different from that of proposition 2. However, from the
perspective of continuous-time analysis, there is really the same mechanism that is governing the SGD
dynamics behind proposition 1 and 2 (namely, the fact that the noise has dominated the gradient).
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Figure 9: Escape probability as a function of a and λ. The parameters space is divided into an
absorbing phase where w is attracted to the local maximum (in dark blue) and an active phase
where w successfully escapes the two central bins (in white). The orange line denotes the analytical
convergence bound on λ as a function of a obtained in the discrete-time calculation, while the red
dashed line denotes the same bound obtained by the continuous-time calculation. Here the batch
size S is set to 1. The result given by the continuous-time process agrees well with the discrete-time
process in the small λ small a limit.

2See Ziyin et al. (2022b), for example.
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C DELAYED PROOFS

C.1 TWO FREQUENTLY USED LEMMAS

We first prove the following lemma regarding the limiting distribution of ln ∣wt∣.
Lemma 1. Let the loss function be L̂(w) = 1

2
xw2, x ∼ p(x) such that Var[x] = σ2 and Ex[x] = a <

0 and that p(x) is continuous in a δ-neighborhood of x = 1, and w0 ≠ 0. Then, for wt generated by
SGD after t time steps,

1√
t
(ln ∣wt/w0∣ − µ) →d N(0, s2) (48)

where µ = Ex[ln ∣1 − λx∣] and s2 = Var[ln ∣1 − λx∣], where λ > 0 is the learning rate.

Proof. After t steps of SGD, we have

wt = t∏
i=1[1 − λxi]w0. (49)

This leads to

ln ∣wt
w0

∣ = t∑
i=1 ln ∣1 − λxi∣. (50)

Now, since p(1−x) is continuous in the neighborhood of 1 by assumption, we can apply Proposition 6
(appendix) to show that the first and second moment of ln ∣1 − λx∣ exists, whereby we can apply the
central limit theorem to obtain

1√
t
(ln ∣wt

w0
∣ − tE[ln ∣1 − λx∣]) →d N(0, s2), (51)

where s2 = Var[ln ∣1 − λx∣]. This proves the lemma. ◻
Proposition 6. Ex∼p(x)[ln2 ∣x∣] is finite if the second moment of p(x) exists and if p(x) is continuous
in the neighborhood of x = 0.

Proof. Since p(x) is continuous in the neighborhood of x = 0, then there exists δ > 0 such that for all∣ε∣ < δ, ∣p(δ) − p(x)∣ ≤ c for some c > 0. This means that we can divide the integral over p(x) into
three regions:

Ex∼p(x)[ln ∣x∣2] = ∫ ∞
−∞ dxp(x) ln2 ∣x∣ (52)

= ∫ −δ
−∞ dxp(x) ln2 ∣x∣ + ∫ δ

−δ dxp(x) ln2 ∣x∣ + ∫ ∞
δ

dxp(x) ln2 ∣x∣. (53)

The second term can be bounded as

∫ δ

−δ dxp(x) ln2 ∣x∣ ≤ [p(0) + c]∫ δ

−δ dx ln2 ∣x∣ (54)

= 2[p(0) + c]∫ δ

0
dx ln2 x (55)

= 2[p(0) + c]x(ln2 x − 2 lnx + 2)∣δ
0

(56)

= 2[p(0) + c]δ(ln2 δ − 2 ln δ + 2) < ∞. (57)

The first and the third term can also be bounded. Since ln ∣x∣ is a convex function in the regions x ≥ δ
and x ≤ δ respectively. We can find linear functions ax+ b of x such that ax+ b ≥ lnx for x ≥ δ. This
leads to

∫ ∞
δ

dx p(x) ln2 ∣x∣ ≤ ∫ ∞
δ

dx p(x)(ax + b)2 (58)

≤ ∫ ∞
−∞ dx p(x)(ax + b)2 (59)

= ∫ ∞
−∞ dxp(x)(a2x2 + 2abx + b2) (60)

= a2µ2 + 2abµ1 + b2, (61)
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where we have used the notation E[x2] = µ2 and E[x1] = µ, which by assumption is finite. The case
for x ≤ −δ is completely symmetric and can also be bounded by a2µ2 + 2abµ1 + b2. Therefore, we
have shown that

Ex∼p(x)[ln ∣x∣2] ≤ 2(a2µ2 + 2abµ1 + b2) + 2(p(0) + c)δ(ln2 δ − 2 ln δ + 2) ≤ ∞. (62)

This proves the proposition. ◻
Remark. Note that, the continuity in the neighborhood of 0 is not a necessary condition. For example,
one can also prove that Ex[ln2 ∣x∣] is finite if p(x) is bounded and its second moment exists.

C.2 PROOF OF PROPOSITION 2

Proof. The case when w0 = 0 is trivially true, we therefore consider the case w0 ≠ 0. By Lemma 1,
we have

1√
t
zt →d N(0, s2) (63)

where we have defined zt = 1√
t
(ln ∣wt

w0
∣ − tµ), µ = E[ln ∣1 − λx∣] and s2 = Var[ln ∣1 − λx∣]. This

means that

lim
t→∞p( 1√

t
ln ∣wt

w0
∣) = lim

t→∞
1√

2πs2
exp [− 1

2ts2
(ln ∣wt

w0
∣ − tµ)] . (64)

By definition, ∣wt∣ = ∣w0∣e√tz+tµ. Therefore, we have

lim
t→∞P (∣wt∣ > ε) = lim

t→∞P (∣w0∣e√tz+tµ > ε) = {0 if µ < 0;

1 if µ > 0,
(65)

for all ε > 0. In other words, since µ and σ are t-independent, in the infinite t limit, the sign of
µ becomes crucial. When µ > 0, the limiting distribution diverges to infinity; when µ < 0, ∣wt∣
converges to 0 in probability. This finishes the proof. ◻
C.3 PROOF OF COROLLARY 1

Proof. By the definition of p(x),

µ = E[ln ∣1 − λx∣] (66)

= 1

2
ln ∣1 − λ∣ + 1

2
ln ∣1 − λ(a − 1)∣ (67)

= 1

2
ln ∣(1 − λ)(1 − λ(a − 1))∣, (68)

while s2 is indeed constant in time. Therefore, the asymptotic distribution of wt is solely dependent
on the sign of µ. The above equation implies that µ ≥ 0 when

∣(1 − λ)[1 − λ(a − 1)]∣ > 1. (69)

When λ ≤ 1, the above equation is solved by

λ < a

a − 1
. (70)

When λ > 1, the above equation solves to

λ ≥ a −
√
a2 − 8a + 8

2(a − 1) , (71)

only when the learning rate satisfies the above two conditions can it escape from the local maximum.
Conversely, SGD cannot escape the local minimum when

a

a − 1
≤ λ ≤ a −

√
a2 − 8a + 8

2(a − 1) . (72)

We are done. ◻
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C.4 PROOF OF PROPOSITION 3

Proof. By Lemma 1, we have that
1

t
E [ln ∣wt

w0
∣] = µ = 1

2
ln{(1 − λ)[1 − λ(a − 1)]}, (73)

where the second equality follows from the assumption that λ < 1. We differentiate with respect to λ
to find the critical escape rate:

λ∗ = a

2(a − 1) . (74)

Since µ is convex in λ, it follows that this critical escape rate is the maximum escape rate. Plugging
this into µ, we obtain that

γ∗ = µ(λ∗) = 1

2
ln

(2 − a)2
4(1 − a) = ln

2 − a
2
√

1 − a ≤ ε, (75)

i.e., the optimal escape rate can be made smaller than any ε if we set

∣a∣ ≤ 2 ∣−eε√e2ε − 1 − e2ε + 1∣ . (76)

This finishes the proof. ◻
C.5 PROOF OF PROPOSITION 4

Proof. It suffices to show that w1 converges to 0 with probability 1 because, if this is the case, the

only possible local minimum to converge to is (w1,w2) = (0,±√ 1+a
2

).

The SGD dynamics is

{∆w1,t = −λ(−2w1,t + 4w3
1,t + 12w2

2,tw1,t + xtbw1,t);
∆w2,t = −λ(−2w2,t + 4w3

2,t + 12w2
1,tw2,t − 2aw2,t). (77)

We focus on the dynamics of w1. By the definition of the noise x, we have that

w1,t+1 = {w1,t[1 + λ(2 − b) − 4λw2
1,t − 12λw2

2,t] with probability 1/2;
w1,t[1 + λ(2 + b) − 4λw2

1,t − 12λw2
2,t] with probability 1/2.

(78)

Equivalently,

∣w1,t+1
w1,t

∣ = {∣1 + λ(2 − b) − 4λw2
1,t − 12λw2

2,t∣ with probability 1/2;∣1 + λ(2 + b) − 4λw2
1,t − 12λw2

2,t∣ with probability 1/2.
(79)

Since 0 ≤ 4λw2
1,t + 12λw2

2,t ≤ 16λ, we can define a new random variable rt:

rt ∶= r(xt) ∶= {max(∣1 + λ(2 − b)∣ , ∣1 + λ(2 − b) − 16λ∣) if xt ≥ 0;
max(∣1 + λ(2 + b)∣ , ∣1 + λ(2 + b) − 16λ∣) if xt ≤ 0.

(80)

By construction, rt ≥ ∣w1,t+1/w1,t∣ for all values of xt. This implies that ∣w1,t/w1,0∣ ≤ ∏ti=1 rt, and
so,

P (∣w1,t/w1,0∣ > ε) ≤ P (∣ t∏
i=1 rt∣ > ε) , (81)

i.e., if∏ti=1 rt converges to 0 with probability 1, w1,t must also converge to zero with probability 1.

We let b = 1
λ
− 6 (note that this is the value of b such that rt is minimized for both cases), and we

obtain that

rt = {8λ if xt ≥ 0;
2 max(∣1 − 2λ∣ , ∣1 − 10λ∣) if xt ≤ 0.

(82)

The rest of the proof follows from applying the central limit theorem to 1√
t
∑ti=1 ln rt as in Lemma 1.

The result is that∏ti=1 ri converges to 0 with probabiliy 1 if

µ ∶= E[ln rt] = 1

2
ln[8λmax(∣1 − 2λ∣ , ∣1 − 10λ∣)] < 0. (83)

The above inequality solves to

λ ≤ 1

20
(1 +√

6) (84)

which is of order O(1) as stated in the theorem statement. This proves the proposition. ◻
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C.6 PROOF OF PROPOSITION 5

Proof. First we note that, since ∣wt∣ ≤ 1

∣ĝt∣ = ∣xtwt∣ ≤ 1 + a. (85)

By the definition of the AMSGrad algorithm, we have that

vt = β2vt−1 + (1 − β2)ĝ2t ; (86)
v̂t = max(v̂t−1, vt). (87)

Since v0 = 0 and ∣ĝt∣ = ∣xtwt∣ ≤ 1 + a, we have that

vt ≤ 1 + a (88)

for all t, and so
v̂t ≤ max

t
v̂t = max

t
vt ≤ 1 + a. (89)

Meanwhile, since v̂t is a monotonically increasing series and is upper bounded by 1 + a, it must
converge to a constant 0 < c ≤ 1 + a.

Now, as before, we want to upper bound the random variable

1√
t
(ln ∣wt+1

wt
∣ − µ) = 1√

t

t∑
i=1(ln ∣1 − λ√

v̂t
xt∣ − µ) , (90)

where µ = E[ln ∣wt+1
wt

∣]. Since v̂t converges to c, there must exists a positive integer N(ε) such that
for any ε > 0, v̂N ≤ c − ε. This allows us to divide the sum to two terms:

1√
t
(ln ∣wt+1

wt
∣ − µ) = 1√

t

t∑
i=1(ln ∣1 − λ√

v̂t
xt∣ − µ) (91)

= 1√
t

N∑
i=1(ln ∣1 − λ√

v̂t
xt∣ − µ) + 1√

t

t∑
i=N+1(ln ∣1 − λ√

c − ktxt∣ − µ) , (92)

where we introduced 0 ≤ kt ≤ ε. But the first term is of order O(1/√t) and converges to 0, and so for
sufficiently large t, the first term is also smaller than arbitrary ε. This means that

1√
t
(ln ∣wt+1

wt
∣ − µ) ≤ 1√

t

t∑
i=1(ln ∣1 − λ√

c − ktxt∣ − µ) + ε, (93)

We can now consider the random variable

∣1 − λ√
c − ktxt∣ =

⎧⎪⎪⎨⎪⎪⎩
∣1 − λ√

v̂t
∣ with probability 1

2
;

1 + λ√
v̂t

(1 − a) with probability 1
2
.

(94)

We now define a new random variable

rt(xt) ∶= {m if xt = 1;
1 + λ√

c−ε(1 − a) if xt = −1 + a. (95)

where we defined the constant m ∶= max(∣1 − λ/√c∣, ∣1 − λ/√c − ε∣). One can easily check that
rt ≥ ∣1 − λ√

c−ktxt∣. This means that

P (∣wt+1
w0

∣ > α) ≤ P ( t∏
i=0 ri > α +O(1/√t)) , (96)

i.e., if rt converges to 0 in probability, ∣wt+1
w0

∣ must also converge to 0 in probability. Proceeding as in
the proof of Proposition 2. One finds that the condition for rt to converge in probability to 0 is

ln ∣m [1 + λ√
c − ε(1 − a)]∣ < 0, (97)
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which is equivalent to

∣m [1 + λ√
c
(1 − a)]∣ < 1. (98)

Since ε is arbitrary, we let ε→ 0 and obtain

∣(1 − λ√
c
)[1 + λ√

c
(1 − a)]∣ ≤ 1. (99)

Denote λ/√c as λ′, this condition solves to

a

a − 1
≤ λ′ ≤ a −

√
a2 − 8a + 8

2(a − 1) . (100)

Setting a such that the above condition is met, AMSGrad will converge to 0 in probability. For λ < 1,

This completes the proof. ◻
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Abstract

This work finds the analytical expression of the global minima of a deep linear
network with weight decay and stochastic neurons, a fundamental model for
understanding the landscape of neural networks. Our result implies that zero is
a special point in deep neural network architecture. We show that weight decay
strongly interacts with the model architecture and can create bad minima at zero in
a network with more than 1 hidden layer, qualitatively different from a network
with only 1 hidden layer. Practically, our result implies that common deep learning
initialization methods are insufficient to ease the optimization of neural networks
in general.

1 Introduction

Applications of neural networks have achieved great success in various fields. One central open
question is why neural networks, being nonlinear and containing many saddle points and local
minima, can sometimes be optimized easily (Choromanska et al., 2015a) while becoming difficult and
requiring many tricks to train in some other scenarios (Glorot and Bengio, 2010; Gotmare et al., 2018).
One established approach is to study the landscape of deep linear nets (Choromanska et al., 2015b),
which are believed to approximate the landscape of a nonlinear net well. A series of works proved
the famous results that for a deep linear net, all local minima are global (Kawaguchi, 2016; Lu and
Kawaguchi, 2017; Laurent and Brecht, 2018), which is regarded to have successfully explained why
deep neural networks are so easy to train because it implies that initialization in any attractive basin
can reach the global minimum without much effort (Kawaguchi, 2016). However, the theoretical
problem of when and why neural networks can be hard to train is understudied.

In this work, we theoretically study a deep linear net with weight decay and stochastic neurons, whose
loss function takes the following form in general:

ExEϵ(1),ϵ(2),...,ϵ(D)
⎛⎝
d,d1,d2,...dD∑
i,i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(2)
i2
W
(2)
i2i1

ϵ
(1)
i1
W
(1)
i1i
xi − y⎞⎠

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
L0

+γu∣∣U ∣∣22 + D∑
i=1γi∣∣W (i)∣∣2F

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
L2 reg.

,

(1)
where Ex denotes the expectation over the training set, U and W (i) are the model parameters, D is
the depth of the network,1 ϵ is the noise in the hidden layer (e.g., due to dropout), di is the width
of the i-th layer, and γ is the strength of the weight decay. Previous works have studied special
cases of this loss function. For example, Kawaguchi (2016) and Lu and Kawaguchi (2017) study the
landscape of L0 when ϵ is a constant (namely, when there is no noise). Mehta et al. (2021) studies

36th Conference on Neural Information Processing Systems (NeurIPS 2022).

1In this work, we use “depth" to refer to the number of hidden layers. For example, a linear regressor has
depth 0.



Figure 1: Left: A summary of the network landscape that is implied by the main results of this work when one
increases the weight decay strength γ while fixing other terms. We show that the landscape of a depth-1 net can
be precisely divided into two regimes, while, for D ≥ 2, there exists at least three regimes. The solid blue line
indicates that the division of the regimes is precisely understood. The dashed lines indicate that the conditions
we found are not tight and may be improved in the future. Right: ResNet18 on CIFAR10. The performance of a
linear regressor never drops to that of a trivial model, whereas the performance of ResNet18 drops to the level of
a trivial model, like a deep linear net with similar depth.

L0 with (a more complicated type of) weight decay but without stochasticity and proved that all the
stationary points are isolated. Another line of works studies L0 when the noise is caused by dropout
(Mianjy and Arora, 2019; Cavazza et al., 2018). Our setting is more general than the previous works
in two respects. First, apart from the mean square error (MSE) loss L0, an L2 regularization term
(weight decay) with arbitrary strength is included; second, the noise ϵ is arbitrary. Thus, our setting is
arguably closer to the actual deep learning practice, where the injection of noises to latent layers is
common, and the use of weight decay is virtually ubiquitous (Krogh and Hertz, 1992; Loshchilov and
Hutter, 2017). One major limitation of our work is that we assume the label y to be 1-dimensional,
and it can be an important future problem to prove whether an exact solution exists or not when y is
high-dimensional.

Our foremost contribution is to prove that all the global minimum of an arbitrarily deep and wide
linear net takes a simple analytical form. In other words, we identify in closed form the global minima
of Eq. (1) up to a single scalar, whose analytical expression does not exist in general. We then show
that it has nontrivial properties that can explain many phenomena in deep learning. In particular, the
implications of our result include (but are not limited to):

1. Weight decay makes the landscape of neural nets more complicated;
• we show that bad minima2 emerge as weight decay is applied, whereas there is no bad

minimum when there is no weight decay. This highlights the need to escape bad local
minima in deep learning with weight decay.

2. Deeper nets are harder to optimize than shallower ones;
• we show that a D ≥ 2 linear net contains a bad minimum at zero, whereas a D = 1 net

does not. This partially explains why deep networks are much harder to optimize than
shallower ones in deep learning practice.

3. Depending on the task, the common initialization methods (such as the Kaiming init.) can
initialize a deep model in the basin of attraction of the bad minimum at zero;

• common initialization methods initialize the models at a radius of roughly 1/√width
around the origin; however, we show that the width of the bad minimum is task-
dependent and can be larger than the initialization radius for tasks with a small margin
(∣∣E[xy]∣∣);

4. Thus, the use of (effective) weight decay is a major cause of various types of collapses in
deep learning (for example, see Figure 1).

Organization: In the next section, we discuss the related works. In Section 3, we derive the exact
solution for a two-layer net. Section 4 extends the result to an arbitrary depth. In Section 5, we
study and discuss the relevance of our results to many commonly encountered problems in deep
learning. The last section concludes the work and discusses unresolved open problems. All proofs
are delayed to Section B. Moreover, additional theoretical results on the effect of including a bias
term is considered in Section D.

2Unless otherwise specified, we use the word “bad minimum" to mean a local minimum that is not a global
minimum.
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Notation. For a matrix W , we use Wi∶ to denote the i-th row vector of W . ∣∣Z ∣∣ denotes the L2 norm
if Z is a vector and the Frobenius norm if Z is a matrix. The notation ∗ signals an optimized quantity.
Additionally, we use the superscript ∗ and subscript ∗ interchangeably, whichever leads to a simpler
expression. For example, b2∗ and (b∗)2 denote the same quantity, while the former is “simpler."

2 Related Works

In many ways, linear networks have been used to help understand nonlinear networks. For example,
even at depth 0, where the linear net is just a linear regressor, linear nets are shown to be relevant
for understanding the generalization behavior of modern overparametrized networks (Hastie et al.,
2019). Saxe et al. (2013) studies the training dynamics of a depth-1 network and uses it to understand
the dynamics of learning of nonlinear networks. These networks are the same as a linear regression
model in terms of expressivity. However, the loss landscape is highly complicated due to the existence
of more than one layer, and linear nets are widely believed to approximate the loss landscape of a
nonlinear net (Kawaguchi, 2016; Hardt and Ma, 2016; Laurent and Brecht, 2018). In particular, the
landscape of linear nets has been studied as early as 1989 in Baldi and Hornik (1989), which proposed
the well-known conjecture that all local minima of a deep linear net are global. This conjecture
is first proved in Kawaguchi (2016), and extended to other loss functions and deeper depths in Lu
and Kawaguchi (2017) and Laurent and Brecht (2018). Many relevant contemporary deep learning
problems can be understood with deep linear models. For example, two-layer linear VAE models
are used to understand the cause of the posterior collapse problem (Lucas et al., 2019; Wang and
Ziyin, 2022). Deep linear nets are also used to understand the neural collapse problem in contrastive
learning (Tian, 2022). We also provide more empirical evidence in Section 5.

3 Two-layer Linear Net

This section finds the global minima of a two-layer linear net. The data point is a d-dimensional
vector x ∈ Rd drawn from an arbitrary distribution, and the labels are generated through an arbitrary
function y = y(x) ∈ R. For generality, we let different layers have different strengths of weight decay
even though they often take the same value in practice. We want to minimize the following objective:

Ld,d1(U,W ) = ExEϵ

⎛⎝
d1∑
j

Ujϵj
d∑
i

Wjixi − y⎞⎠
2 + γw ∣∣W ∣∣2 + γu∣∣U ∣∣2, (2)

where d1 is the width of the hidden layer and ϵi are independent random variables. γw > 0 and
γu > 0 are the weight decay parameters. Here, we consider a general type of noise with E[ϵi] = 1
and E[ϵiϵj] = δijσ2 + 1 where δij is the Kronecker’s delta, and σ2 > 0.3 For shorthand, we use the
notation A0 ∶= E[xxT ], and the largest and the smallest eigenvalues of A0 are denoted as amax and
amin respectively. ai denotes the i-th eigenvalue of A0 viewed in any order. For now, it is sufficient
for us to assume that the global minimum of Eq. (2) always exists. We will prove a more general
result in Proposition 1, when we deal with multilayer nets.

3.1 Main Result

We first present two lemmas showing that the global minimum can only lie on a rather restrictive
subspace of all possible parameter settings due to invariances in the objective.
Lemma 1. At the global minimum of Eq. (2), U2

j = γw

γu
∑iW

2
ji for all j.

Proof Sketch. We use the fact that the first term of Eq. (2) is invariant to a simultaneous rescaling of
rows of the weight matrix to find the optimal rescaling, which implies the lemma statement. ◻
This lemma implies that for all j, ∣Uj ∣ must be proportional to the norm of its corresponding row
vector in W . This lemma means that using weight decay makes all layers of a deep neural network
balanced. This lemma has been referred to as the “weight balancing" condition in recent works
(Tanaka et al., 2020), and, in some sense, is a unique and potentially essential feature of neural
networks that encourages a sparse solution (Ziyin and Wang, 2022). The following lemma further
shows that, at the global minimum, all elements of U must be equal.

3While we formally require γ and σ to nonzero, one can show that the solutions we provided remain global
minimizers in the zero limit by applying Theorem 2 from Ziyin and Ueda (2022).
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Lemma 2. At the global minimum, for all i and j, we have

{U2
i = U2

j ;

UiWi∶ = UjWj∶. (3)

Proof Sketch. We show that if the condition is not satisfied, then an “averaging" transformation will
strictly decrease the objective. ◻
This lemma can be seen as a formalization of the intuition suggested in the original dropout paper
(Srivastava et al., 2014). Namely, using dropout encourages the neurons to be independent of one
another and results in an averaging effect. The second lemma imposes strong conditions on the
solution of the problem, and the essence of this lemma is the reduction of the original problem to a
lower dimension. We are now ready to prove our first main result.

Theorem 1. The global minimum U∗ and W∗ of Eq. (2) is U∗ = 0 and W∗ = 0 if and only if

∣∣E[xy]∣∣2 ≤ γuγw. (4)

When ∣∣E[xy]∣∣2 > γuγw, the global minima are

{U∗ = br;
W∗ = rE[xy]T b [b2 (σ2 + d1)A0 + γwI]−1 , (5)

where r = (±1, ...,±1) is an arbitrary vertex of a d1-dimensional hypercube, and b satisfies:

∣∣ [b2 (σ2 + d1)A0 + γwI]−1E[xy]∣∣2 = γu
γw
. (6)

Apparently, b = 0 is the trivial solution that has not learned any feature due to overregularization.
Henceforth, we refer to this solution (and similar solutions for deeper nets) as the “trivial" solution.
We now analyze the properties of the nontrivial solution b∗ when it exists.

The condition for the solution to become nontrivial is interesting: ∣∣E[xy]∣∣2 ≥ γuγw. The term∣∣E[xy]∣∣ can be seen as the effective strength of the signal, and γuγw is the strength of regularization.
This precise condition means that the learning of a two-layer can be divided into two qualitatively
different regimes: an “overregularized regime" where the global minimum is trivial, and a “feature
learning regime" where the global minimum involves actual learning. Lastly, note that our main
result does not specify the exact value of b∗. This is because b∗ must satisfy the condition in Eq. (6),
which is equivalent to a high-order polynomial in b with coefficients being general functions of the
eigenvalues of A0, whose solutions are generally not analytical by Galois theory. One special case
where an analytical formula exists for b is when A0 = σ2

xI . See Section C for more discussion.

3.2 Bounding the General Solution

While the solution to b∗ does not admit an analytical form for a general A0, one can find meaningful
lower and upper bounds to b∗ such that we can perform an asymptotic analysis of b∗. At the global
minimum, the following inequality holds:

∣∣ [b2 (σ2 + d1)amaxI + γwI]−1E[xy]∣∣2 ≤ ∣∣[b2 (σ2 + d1)A0 + γwI]−1E[xy]∣∣2
≤ ∣∣ [b2 (σ2 + d1)aminI + γwI]−1E[xy]∣∣2, (7)

where amin and amax are the smallest and largest eigenvalue of A0, respectively. The middle term is
equal to γu/γw by the global minimum condition in (33), and so, assuming amin > 0, this inequality
is equivalent to the following inequality of b∗:√

γw

γu
∣∣E[xy]∣∣ − γw

(σ2 + d1)amax
≤ b2∗ ≤

√
γw

γu
∣∣E[xy]∣∣ − γw

(σ2 + d1)amin
. (8)

Namely, the general solution b∗ should scale similarly to the homogeneous solution in Eq. (105) if
we treat the eigenvalues of A0 as constants.
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4 Exact Solution for An Arbitrary-Depth Linear Net

This section extends our result to multiple layers. We first derive the analytical formula for the global
minimum of a general arbitrary-depth model. We then show that the landscape for a deeper network
is highly nontrivial.

4.1 General Solution

The loss function is

ExEϵ(1),ϵ(2),...,ϵ(D)
⎛⎝
d,d1,d2,...dD∑
i,i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(2)
i2
W
(2)
i2i1

ϵ
(1)
i1
W
(1)
i1i
xi − y⎞⎠

2 + γu∣∣U ∣∣2 + D∑
i=1γi∣∣W (i)∣∣2,

(9)
where all the noises ϵ are independent, and for all i and j, E[ϵ(i)j ] = 1 and E[(ϵ(i)j )2] = σ2

i + 1 > 1.
We first show that for general D, the global minimum exists for this objective.
Proposition 1. For D ≥ 1 and strictly positive γu, γ1, ..., γD, the global minimum for Eq.(9) exists.

Note that the positivity of the regularization strength is crucial. If one of the γi is zero, the global
minimum may not exist. The following theorem is our second main result.
Theorem 2. Any global minimum of Eq. (9) is of the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

U = burD;

W (i) = birirTi−1;
W (1) = r1E[xy]T (bu∏D

i=2 bi)µ [(bu∏D
i=2 bi)2s2 (σ2 + d1)A0 + γwI]−1 ,

(10)

where µ = ∏D
i=2 di, s2 = ∏D

i=2 di(σ2 + di), bu ≥ 0 and bi ≥ 0, and ri = (±1, ...,±1) is an arbitrary
vertex of a di-dimensional hypercube for all i. Furthermore, let b1 ∶= √∣∣Wi∶∣∣2/d and bD+1 ∶= bu, bi
satisfies

γk+1dk+1b2k+1 = γkdk−1b2k. (11)

Proof Sketch. We prove by induction on the depth D. The base case is proved in Theorem 1. We then
show that for a general depth, the objective involves optimizing subproblems, one of which is a D − 1
layer problem that follows by the induction assumption, and the other is a two-layer problem that has
been solved in Theorem 1. Putting these two subproblems together, one obtains Eq. (10). ◻
Remark. We deal with the technical case of having a bias term for each layer in Appendix D. For
example, we will show that if one has preprocessed the data such that E[x] = 0 and E[y] = 0, our
main results remain precisely unchanged.

The condition in Eq. (11) shows that the scaling factor bi for all i is not independent of one another.
This automatic balancing of the norm of all layers is a consequence of the rescaling invariance of the
multilayer architecture and the use of weight decay. It is well-known that this rescaling invariance
also exists in a neural network with the ReLU activation, and so this balancing condition is also
directly relevant for ReLU networks.

Condition (11) implies that all the bi can be written in terms of one of the bi:

bu
D∏
i=2 bi = c0sgn(bu

D∏
i=2 bi) ∣bD2 ∣ ∶= c0sgn(bu

D∏
i=2 bi) bD (12)

where c0 = (γ2d2d1)D/2√
γu∏D

i=2 γi∏D
i=2 di

√
d1

and b ≥ 0. Consider the first layer (i = 1), Eq (11) shows that the

global minimum must satisfy the following equation, which is equivalent to a high-order polynomial
in b that does not have an analytical solution in general:

∣∣E[xy]T c0bDµ [c20b2Ds2 (σ2 + d1)A0 + γwI]−1 ∣∣2 = d2b2. (13)

Thus, this condition is an extension of the condition (6) for two-layer networks.

At this point, it pays to clearly define the word “solution," especially given that it has a special
meaning in this work because it now becomes highly nontrivial to differentiate between the two types
of solutions.
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Definition 1. We say that a non-negative real b is a solution if it satisfies Eq. (13). A solution is
trivial if b = 0 and nontrivial otherwise.

Namely, a global minimum must be a solution, but a solution is not necessarily a global minimum.
We have seen that even in the two-layer case, the global minimum can be the trivial one when the
strength of the signal is too weak or when the strength of regularization is too strong. It is thus natural
to expect 0 to be the global minimum under a similar condition, and one is interested in whether the
condition becomes stronger or weaker as the depth of the model is increased. However, it turns out
this naive expectation is not true. In fact, when the depth of the model is larger than 2, the condition
for the trivial global minimum becomes highly nontrivial.

The following proposition shows why the problem becomes more complicated. In particular, we have
seen that in the case of a two-layer net, some elementary argument has helped us show that the trivial
solution b = 0 is either a saddle or the global minimum. However, the proposition below shows that
with D ≥ 2, the landscape becomes more complicated in the sense that the trivial solution is always
a local minimum, and it becomes difficult to compare the loss value of the trivial solution with the
nontrivial solution because the value of b∗ is unknown in general.

Proposition 2. Let D ≥ 2 in Eq. (9). Then, the solution U = 0, W (D) = 0, ..., W (1) = 0 is a local
minimum with a diagonal positive-definite Hessian γI .

Comparing the Hessian of D ≥ 2 and D = 1, one notices a qualitative difference: for D ≥ 2, the
Hessian is always diagonal (at 0); for D = 1, in sharp contrast, the off-diagonal terms are nonzero in
general, and it is these off-diagonal terms that can break the positive-definiteness of the Hessian. This
offers a different perspective on why there is a qualitative difference between D = 1 and D = 2.

Lastly, note that, unlike the depth-1 case, one can no longer find a precise condition such that a b ≠ 0
solution exists for a general A0. The reason is that the condition for the existence of the solution is
now a high-order polynomial with quite arbitrary intermediate terms. The following proposition gives
a sufficient but stronger-than-necessary condition for the existence of a nontrivial solution, when all
the σi, intermediate width di and regularization strength γi are the same.4

Proposition 3. Let σ2
i = σ2 > 0, di = d0 and γi = γ > 0 for all i. Assuming amin > 0, the only

solution is trivial if

D + 1
2D
∣∣E[xy]∣∣dD−10 ( (D − 1)∣∣E[xy]∣∣

2Dd0(σ2 + d0)Damin
)

D−1
D+1 < γ. (14)

Nontrivial solutions exist if

D + 1
2D
∣∣E[xy]∣∣dD−10 ( (D − 1)∣∣E[xy]∣∣

2Dd0(σ2 + d0)Damax
)

D−1
D+1 ≥ γ. (15)

Moreover, the nontrivial solutions are both lower and upper-bounded:5

1

d0
[ γ∣∣E[xy]∣∣ ]

1
D−1 ≤ b∗ ≤ [ ∣∣E[xy]∣∣

d0(σ2 + d0)Damax
]

1
D+1

. (16)

Proof Sketch. The proof follows from the observation that the l.h.s. of Eq. (13) is a continuous
function and must cross the r.h.s. under certain sufficient conditions. ◻
One should compare the general condition here with the special condition for D = 1. One sees that
for D ≥ 2, many other factors (such as the width, the depth, and the spectrum of the data covariance
A0) come into play to determine the existence of a solution apart from the signal strength E[xy] and
the regularization strength γ.

4This is equivalent to setting c0 = √d0. The result is qualitatively similar but involves additional factors
of c0 if σi, di, and γi all take different values. We thus only present the case when σi, di, and γi are the same
for notational concision and for emphasizing the most relevant terms. Also, note that this proposition gives a
sufficient and necessary condition if A0 = σ2

xI is proportional to the identity.
5For D = 1, we define the lower-bound as limη→0+ limD→1+ 1

d0
[ γ+η∣∣E[xy]∣∣ ] 1

D−1 , which equal to zero if
E[xy] ≥ γ, and∞ if E[xy] < γ. With this definition, this proposition applies to a two-layer net as well.
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Figure 2: The training loss as a function of b for a D = 1 network with different activation functions in the
hidden layer. For simplicity, dropout is not implemented. The non-linear activation functions we considered are
ReLU, Tanh, and Swish. The left and right panels use different data. Left: X are Gaussian random vectors, and
y = v ⋅ x is a linear function of x. Right: x are Gaussian random vectors, and y = v ⋅ tanh(x) are nonlinear
functions of data; the weight v is obtained as a Gaussian random vector.

4.2 Which Solution is the Global Minimum?

Again, we set γi = γ > 0, σ2
i = σ2 > 0 and di = d0 > 0 for all i for notational concision. Using this

condition and applying Lemma 3 to Theorem 2, the solution now takes the following form, where
b ≥ 0, ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

U = √d0brD;

W (i) = brirTi−1;
W (1) = r1E[xy]T dD− 1

2

0 bD [dD0 (σ2 + d0)Db2DA0 + γ]−1 .
(17)

The following theorem gives a sufficient condition for the global minimum to be nontrivial. It also
shows that the landscape of the linear net becomes complicated and can contain more than 1 local
minimum.
Theorem 3. Let σ2

i = σ2 > 0, di = d0 and γi = γ > 0 for all i and assuming amin > 0. Then, if

∣∣E[xy]∣∣2 ≥ γ D+1
D D2(σ2 + d0)D−1aD−1

D
max

dD−10 (D − 1)D−1
D

(18)

the global minimum of Eq. (9) is one of the nontrivial solutions.

While there are various ways this bound can be improved, it is general enough for our purpose. In
particular, one sees that, for a general depth, the condition for having a nontrivial global minimum
depends not only on the E[xy] and γ but also on the model architecture in general. For a more
general architecture with different widths etc., the architectural constant c0 from Eq. (13) will also
enter the equation. In the limit of D → 1+, relation (18) reduces to

∣∣E[xy]∣∣2 ≥ γ2, (19)

which is the condition derived for the 2-layer case.

5 Implications

Relevance to nonlinear models. We first caution the readers that the following discussion should
be taken with a caveat and is based on the philosophy that deep linear nets can approximate the
nonlinear ones. This approximation certainly holds for fully connected models with differentiable
activation functions such as tanh or Swish because they are, up to first-order Taylor expansion, a deep
linear net around zero, which is the region for which our theory is the most relevant. We empirically
demonstrate that close to the origin, the landscape of linear nets can indeed approximate that of
nonlinear nets quite well. To compare, we plug in the solution in Theorem 4 to both linear and
nonlinear models of the same architecture and compare the loss values at different values of b around
b = 0. For simplicity, we only consider the case D = 1. The activation functions we consider are
ReLU, Tanh, and Swish (Ramachandran et al., 2017), a modern and differentiable variant of ReLU.
See Fig. 2.

The regressor x ∈ Rd is sampled as Gaussian random vectors. We consider two methods of generating
y; the first one (left) is y = v ⋅ x. The second one (right) is y = v ⋅ tanh(x), where the weight v ∈ Rd

is obtained as a Gaussian random vector. Fig. 2 shows that the landscape consisting of Tanh is
always close to the linear landscape. Swish is not as good as Tanh, but the Swish landscape shows a
similar tendency to the linear landscape. The ReLU landscape is not so close to the linear landscape
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either for b > 0 or b < 0, but it agrees completely with the linear landscape on the other side, as
expected. Besides the quantitative closeness, it is also important to note that all the landscapes agree
qualitatively, containing the same number of local minima at similar values of b.

Landscape of multi-layer neural networks. The combination of Theorem 3 and Proposition 2 shows
that the landscape of a deep neural network can become highly nontrivial when there is a weight
decay and when the depth of the model is larger than 2. This gives an incomplete but meaningful
picture of a network’s complicated but interesting landscape beyond two layers (see Figure 1 for an
incomplete summary of our results). In particular, even when the nontrivial solution is the global
minimum, the trivial solution is still a local minimum that needs to be escaped. Our result suggests
the previous understanding that all local minima of a deep linear net are global cannot generalize to
many practical settings where deep learning is found to work well. For example, a series of works
attribute the existence of bad (non-global) minima to the use of nonlinearities (Kawaguchi, 2016) or
the use of a non-regular (non-differentiable) loss function (Laurent and Brecht, 2018). Our result,
in contrast, shows that the use of a simple weight decay is sufficient to create a bad minimum.6
Moreover, the problem with such a minimum is two-fold: (1) (optimization) it is not global and so
needs to be “overcome" and (2) (generalization) it is a minimum that has not learned any feature at
all because the model constantly outputs zero. To the best of our knowledge, previous to our work,
there has not been any proof that a bad minimum can generically exist in a rather arbitrary network
without any restriction on the data.7 Thus, our result offers direct and solid theoretical justification
for the widely believed importance of escaping local minima in the field of deep learning (Kleinberg
et al., 2018; Liu et al., 2021; Mori et al., 2022). In particular, previous works on escaping local
minima often hypothesize landscapes that are of unknown relevance to an actual neural network. With
our result, this line of research can now be established with respect to landscapes that are actually
deep-learning-relevant.

Previous works also argue that having a deeper depth does not create a bad minimum (Lu and
Kawaguchi, 2017). While this remains true, its generality and applicability to practical settings now
also seem low. Our result shows that as long as weight decay is used, and as long as D ≥ 2, there is
indeed a bad local minimum at 0. In contrast, there is no bad minimum at 0 for a depth-2 network:
the point b = 0 is either a saddle or the global minimum.8 Having a deeper depth thus alters the
qualitative nature of the landscape, and our results agree better with the common observation that a
deeper network is harder, if not impossible, to optimize.

We note that our result can also be relevant for more modern architectures such as the ResNet.
Using ResNet, one needs to change the dimension of the hidden layer after every bottleneck, and
a learnable linear transformation is applied here. Thus, the “effective depth” of a ResNet would
be roughly between the number of its bottlenecks and its total number of blocks. For example, a
ResNet18 applied to CIFAR10 often has five bottlenecks and 18 layers in total. We thus expect it to
have qualitatively similar behavior to a deep linear net with a depth in between. See Figure 1. The
experimental details are given in Section A.

Learnability of a neural network. Now we analyze the solution when D tends to infinity. We first
note that the existence condition bound in (15) becomes exponentially harder to satisfy as D becomes
large: ∣∣E[xy]∣∣2 ≥ 4d20amaxγe

D log[(σ2+d0)/d0] +O(1). (20)
When this bound is not satisfied, the given neural network cannot learn the data. Recall that for a
two-layer net, the existence condition is nothing but ∣∣E[xy]∣∣2 > γ2, independent of the depth, width,
or stochasticity in the model. For a deeper network, however, every factor comes into play, and the

6Some previous works do suggest the existence of bad minima when weight decay is present, but no direct
proof exists yet. For example, Taghvaei et al. (2017) shows that when the model is approximated by a linear
dynamical system, regularization can cause bad local minima. Mehta et al. (2021) shows the existence of bad
local minima in deep linear networks with weight decay through numerical simulations.

7In the case of nonlinear networks without regularization, a few works proved the existence of bad minima.
However, the previous results strongly depend on the data and are rather independent of architecture. For
example, one major assumption is that the data cannot be perfected and fitted by a linear model (Yun et al., 2018;
Liu, 2021; He et al., 2020). Some other works explicitly construct data distribution (Safran and Shamir, 2018;
Venturi et al., 2019). Our result, in contrast, is independent of the data.

8Of course, in practice, the model trained with SGD can still converge to the trivial solution even if it is a
saddle point (Ziyin et al., 2021) because minibatch SGD is, in general, not a good estimator of the local minima.
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architecture of the model has a strong (and dominant) influence on the condition. In particular, a
factor that increases polynomially in the model width and exponentially in the model depth appears.

A practical implication is that the use of weight decay may be too strong for deep networks. If one
increases the depth or width of the model, one should also roughly decrease γ according to Eq. (20).

Figure 3: Training loss of D = 2 neu-
ral networks with ReLU and Tanh activa-
tions across synthetic tasks with different∣∣E[xy]∣∣. We see that with the Kaiming
initialization, both the Tanh net and the
ReLU net are stuck at the trivial solution in
expectation of our theory. In contrast, an
optimized linear regressor (D = 0) is better
than the trivial solution when ∣∣E[xy]∣∣ > 0.
See Section A for experimental details.

Insufficiency of the existing initialization schemes. We
have shown that 0 is often a bad local minimum for deep
learning. Our result further implies that escaping this local
minimum can be highly practically relevant because standard
initialization schemes are trapped in this local minimum for
tasks where the signal E[xy] is weak. See Inequality (16):
any nontrivial global minimum is lower-bounded by a factor
proportional to (γ/∣∣E[xy]∣∣1/(D−1))/d0, which can be seen
as an approximation of the radius of the local minimum at the
origin. In comparison, standard deep learning initialization
schemes such as Kaiming init. initialize at a radius roughly
1/√d0. Thus, for tasks E[xy] ≪ γ/√d0, these initialization
methods are likely to initialize the model in the basin of
attraction of the trivial regime, which can cause a serious
failure in learning. To demonstrate, we perform a numerical
simulation shown in the right panel of Figure 3, where we
train D = 2 nonlinear networks with width 32 with SGD on
tasks with varying ∣∣E[xy]∣∣. For sufficiently small ∣∣E[xy]∣∣, the model clearly is stuck at the origin.9
In contrast, linear regression is never stuck at the origin. Our result thus suggests that it may be
desirable to devise initialization methods that are functions of the data distribution.

Prediction variance of stochastic nets. A major extension of the standard neural networks is
to make them stochastic, namely, to make the output a random function of the input. In a broad
sense, stochastic neural networks include neural networks trained with dropout (Srivastava et al.,
2014; Gal and Ghahramani, 2016), Bayesian networks (Mackay, 1992), variational autoencoders
(VAE) (Kingma and Welling, 2013), and generative adversarial networks (Goodfellow et al., 2014).
Stochastic networks are thus of both practical and theoretical importance to study. Our result can
also be used for studying the theoretical properties of stochastic neural networks. Here, we present a
simple application of our general solution to analyze the properties of a stochastic net. The following
theorem summarizes our technical results.
Theorem 4. Let σ2

i = σ2 > 0, di = d0 and γi = γ > 0 for all i. Let A0 = σ2
xI . Then, at any global

minimum of Eq. (9), holding other parameters fixed,

1. in the limit of large d0, V ar[f(x)] = O (d−10 ) ;
2. in the limit of large σ2, V ar[f(x)] = O ( 1(σ2)D );
3. In the limit of large D, V ar[f(x)] = O (e−2D log[(σ2+d0)/d0]).

Interestingly, the scaling of prediction variance in asymptotic σ2 is different for different widths. The
third result shows that the prediction variance decreases exponentially fast in D. In particular, this
result answers a question recently proposed in Ziyin et al. (2022b): does a stochastic net trained on
MSE have a prediction variance that scales towards 0? We improve on their result in the case of
a deep linear net by (a) showing that the d−10 is tight in general, independent of the depth or other
factors of the model, and (b) proving a bound showing that the variance also scales towards zero as
depth increases, which is a novel result of our work. Our result also offers an important insight into
the cause of the vanishing prediction variance. Previous works (Alemi et al., 2018) often attribute the
cause to the fact that a wide neural network is too expressive. However, our result implies that this
is not always the case because a linear network with limited expressivity can also have a vanishing
variance as the model tends to an infinite width.

Collapses in deep learning. Lastly, we comment briefly on the apparent similarity between different
types of collapses that occur in deep learning. For neural collapse, our result agrees with the recent

9There are many natural problems where the signal is extremely weak. One well-known example is the
problem of future price prediction in finance, where the fundamental theorem of finance forbids a large ∣∣E[xy]∣∣
(Fama, 1970).
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works that identify weight decay as a main cause (Rangamani and Banburski-Fahey, 2022). For
Bayesian deep learning, Wang and Ziyin (2022) identified the cause of the posterior collapse in
a two-layer VAE structure to be that the regularization of the mean of the latent variable z is too
strong. More recently, the origin and its stability have also been discussed as the dimensional collapse
in self-supervised learning (Ziyin et al., 2022a). Although appearing in different contexts of deep
learning, the three types of collapses share the same phenomenology that the model converges to a
“collapsed" regime where the learned representation becomes low-rank or constant, which agrees with
the behavior of the trivial regime we identified. We refer the readers to Ziyin and Ueda (2022) for a
study of how the second-order phase transition framework of statistical physics can offer a possible
unified explanation of these phenomena.

6 Conclusion

In this work, we derived the exact solution of a deep linear net with arbitrary depth and width and with
stochasticity. Our work sheds light on the highly complicated landscape of a deep neural network.
Compared to the previous works that mostly focus on the qualitative understanding of the linear
net, our result offers a more precise quantitative understanding of deep linear nets. Quantitative
understanding is one major benefit of knowing the exact solution, whose usefulness we have also
demonstrated with the various implications. The results, although derived for linear models, are also
empirically shown to be relevant for networks with nonlinear activations. Lastly, our results strengthen
the line of thought that analytical approaches to deep linear models can be used to understand deep
neural networks, and it is the sincere hope of the authors to attract more attention to this promising
field.
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A Experimental Details

For the experiment in Figure 3, the input data consists of 1000 data points sampled from a multivariate
Gaussian distribution: x ∼ N(0, I5). The target is generated by a linear transformation y = v ⋅ x,
where the norm of v is rescaled to obtain different values of ∣∣E[xy]∣∣ as the control parameter of the
simulation. The models are with D = 2 neural networks with bias terms and with hidden width 32 for
both hidden layers. The training proceeds with gradient descent with a learning rate of 0.1 for 104
iterations when the training loss has stopped decreasing for all the experiments.

For the CIFAR10 experiments, we train a standard ResNet18 with roughly 107 parameters under
the standard procedure, with a batch size of 256 for 100 epochs.10 For the linear models, we use a
hidden width of 32 without any bias term. The training proceeds with SGD with batch size 256 for
100 epochs with a momentum of 0.9. The learning rate is 0.002, chosen as the best learning rate from
a grid search over [0.001,0.002, ...,0.01].
B Proofs

B.1 Proof of Lemma 1

Proof. Note that the first term in the loss function is invariant to the following rescaling for any a > 0:

{Ui → aUi;

Wij →Wij/a; (21)

meanwhile, the L2 regularization term changes as a changes. Therefore, the global minimum must
have a minimized a with respect to any U and W .

One can easily find the solution:

a∗ = argmin
a

⎛⎝γua2U2
i + γw∑

j

W 2
ij

a2
⎞⎠ = (

γw∑jW
2
ij

γuU2
i

)1/4 . (22)

Therefore, at the global minimum, we must have γua2U2
i = γw∑j

W 2
ij

a2 , so that

(U∗i )2 = (a∗Ui)2 = γw
γu
∑
j

(W ∗
ij)2, (23)

which completes the proof. ◻
B.2 Proof of Lemma 2

Proof. By Lemma 1, we can write Ui as bi and Wi∶ as biwi where wi is a unit vector, and finding the
global minimizer of Eq. (2) is equivalent to finding the minimizer of the following objective,

Ex,ε

⎡⎢⎢⎢⎢⎣
⎛⎝∑i,j b2i ϵiwijxj − y⎞⎠

2⎤⎥⎥⎥⎥⎦ + (γu + γw)∣∣b∣∣
2
2, (24)

= Ex

⎡⎢⎢⎢⎢⎣
⎛⎝∑i,j b2iwijxj − y⎞⎠

2⎤⎥⎥⎥⎥⎦ + σ
2∑

ij

b4i (∑
k

wikxk)2 + (γu + γw)∣∣b∣∣22, (25)

The lemma statement is equivalent to bi = bj for all i and j.

We prove this by contradiction. Suppose there exist i and j such that bi ≠ bj , we can choose i to
be the index of bi with maximum b2i , and let j be the index of bj with minimum b2j . Now, we can
construct a different solution by the following replacement of biwi∶ and bjwj∶:

{b2iwi∶ → c2v;

b2jwj∶ → c2v,
(26)

10Specifically, we use the implementation and training procedure of https://github.com/
kuangliu/pytorch-cifar, with standard augmentations such as random crop, etc.
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where c is a positive scalar and v is a unit vector such that 2c2v = b2iwi∶ + b2jwj∶. Note that, by the
triangular inequality, 2c2 ≤ b2i + b2j . Meanwhile, all the other terms, bk for k ≠ i and k ≠ j, are left
unchanged. This transformation leaves the first term in the loss function (25) unchanged, and we now
show that it decreases the other terms.

The change in the second term is

(b2i∑
k

wikxk)2 + (b2j∑
k

wjkxk)2 → 2(c2∑
k

vkxk)2 = 1

2
(b2i∑

k

wikxk + b2j∑
k

wjkxk)2 . (27)

By the inequality a2 + b2 ≥ (a + b)2/2, we see that the left-hand side the larger than the right-hand
side.

We now consider the L2 regularization term. The change is

(γu + γw)(b2i + b2j) → 2(γu + γw)c2, (28)

and the left-hand side is again larger than the right-hand side by the inequality mentioned above:
2c2 ≤ b2i + b2j . Therefore, we have constructed a solution whose loss is strictly smaller than that of the
global minimum: a contradiction. Thus, the global minimum must satisfy

U2
i = U2

j (29)

for all i and j.

Likewise, we can show that UiWi∶ = UjWj∶ for all i and j. This is because the triangular inequality
2c2 ≤ b2i + b2j is only an equality if UiWi∶ = UjWj∶. If UiWi∶ ≠ UjWj∶, following the same argument
above, we arrive at another contradiction. ◻
B.3 Proof of Theorem 1

Proof. By Lemma 2, at any global minimum, we can write U∗ = br for some b ∈ R. We can also write
W∗ = rvT for a general vector v ∈ Rd. Without loss of generality, we assume that b > 0 (because the
sign of b can be absorbed into r).

The original problem in Eq. (2) is now equivalently reduced following problem because rT r = d1:

min
b,v

Ex

⎡⎢⎢⎢⎢⎣
⎛⎝bd1∑j vjxj − y

⎞⎠
2 + b2d1σ2 (∑

k

vkxk)2⎤⎥⎥⎥⎥⎦ + γud1b
2 + γwd1∣∣v∣∣22. (30)

For any fixed b, the global minimum of v is well known:11

v = bE[xy]T [b2 (σ2 + d1)A0 + γwI]−1 . (31)

By Lemma 1, at a global minimum, b also satisfies the following condition:

b2 = γw
γu
∣∣v∣∣2, (32)

One solution to this equation is b = 0, and we are interested in whether solutions with b ≠ 0 exist. If
there is no other solution, then b = 0 must be the unique global minimum; otherwise, we need to
identify which of the solutions are actual global minima. When b ≠ 0,

∣∣ [b2 (σ2 + d1)A0 + γwI]−1E[xy]∣∣2 = γu
γw
. (33)

Note that the left-hand side is monotonically decreasing in b2, and is equal to γ−2w ∣∣E[xy]∣∣2 when
b = 0. When b → ∞, the left-hand side tends to 0. Because the left-hand side is a continuous
and monotonic function of b, a unique solution b∗ > 0 that satisfies Eq. (33) exists if and only if
γ−2w ∣∣E[xy]∣∣2 > γu/γw, or, ∣∣E[xy]∣∣2 > γuγw. (34)

11Namely, it is the solution of a ridgeless linear regression problem.
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Therefore, at most, three candidates for global minima of the loss function exist:

{b = 0, v = 0 if ∣∣E[xy]∣∣2 ≤ γuγw;
b = ±b∗, v = b [b2 (σ2 + d1)A0 + γwI]−1E[xy], if ∣∣E[xy]∣∣2 > γuγw, (35)

where b∗ > 0.

In the second case, one needs to discern the saddle points from the global minima. Using the
expression of v, one finds the expression of the loss function as a function of b

d1(d1 + σ2)b4∑
i

E[x′y]2i ai[b2(σ2 + d1)ai + γw]2 − 2b2d1∑i
E[x′y]2i

b2(σ2 + d1)ai + γw +E[y2]
+ γud1b2 + γwd1∑

i

E[x′y]2i b2[b2(σ2 + d1)ai + γw]2 , (36)

where x′ = Rx such that RA0R
−1 is a diagonal matrix. We now show that condition (34) is sufficient

to guarantee that 0 is not the global minimum.

At b = 0, the first nonvanishing derivative of b is the second-order derivative. The second order
derivative at b = 0 is −2d1∣∣E[xy]∣∣2/γw + 2γud1, (37)
which is negative if and only if ∣∣E[xy]∣∣2 > γuγw. If the second derivative at b = 0 is neg-
ative, b = 0 cannot be a minimum. It then follows that for ∣∣E[xy]∣∣2 > γuγw, b = ±b∗,
v = b [b2 (σ2 + d1)A0 + γwI]−1E[xy], if ∣∣E[xy]∣∣2 > γuγw are the two global minimum (because
the loss is invariant to the sign flip of b). For the same reason, when ∣∣E[xy]∣∣2 < γuγw, b = 0 gives
the unique global minimum. This finishes the proof. ◻
B.4 Proof of Proposition 1

Proof. We first show that there exists a constant r such that the global minimum must be confined
within a (closed) r-Ball around the origin. The objective (9) can be upper-bounded by

Eq. (9) ≥ γu∣∣U ∣∣2 + D∑
i=1γi∣∣W (i)∣∣2 ≥ γmin (∣∣U ∣∣2 +∑

i

∣∣W (i)∣∣2) , (38)

where γmin ∶=mini∈{u,1,2,...,D} > 0. Now, let w denote be the union of all the parameters (U,W (i))
and viewed as a vector. We see that the above inequality is equivalent to

Eq. (9) ≥ γmin∣∣w∣∣2. (39)

Now, note that the loss value at the origin is E[y2], which means that for any w, whose norm∣∣w∣∣2 ≥ E[y2]/γmin, the loss value must be larger than the loss value of the origin. Therefore, let
r = E[y2]/γmin, we have proved that the global minimum must lie in a closed r-Ball around the
origin.

As the last step, because the objective is a continuous function of w and the r-Ball is a compact set,
the minimum of the objective in this r-Ball is achievable. This completes the proof. ◻
B.5 Proof of Theorem 2

We divide the proof into the proof of a proposition and a lemma, and combining the following
proposition and lemma obtains the theorem statement.

B.5.1 Proposition 4

Proposition 4. Any global minimum of Eq. (9) is of the form⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U = burD;

W (i) = birirTi−1;
W (1) = r1E[xy]T (bu∏D

i=2 bi)µ [(bu∏D
i=2 bi)2s2 (σ2 + d1)A0 + γwI]−1 ,

(40)

where µ = ∏D
i=2 di, s2 = ∏D

i=2 di(σ2 + di), bu ≥ 0 and bi ≥ 0, and ri = (±1, ...,±1) is an arbitrary
vertex of a di-dimensional hypercube for all i.
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Proof. Note that the trivial solution is also a special case of this solution with b = 0. We thus focus on
deriving the form of the nontrivial solution.

We prove by induction on D. The base case with depth 1 is proved in Theorem 1. We now assume
that the same holds for depth D − 1 and prove that it also holds for depth D.

For any fixed W (1), the loss function can be equivalently written as

Ex̃Eϵ(2),...,ϵ(D)
⎛⎝
d1,d2,...dD∑
i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(2)
i2
W
(2)
i2i1

x̃i1 − y⎞⎠
2 + γu∣∣U ∣∣2 + D∑

i=2γi∣∣W (i)∣∣2 + const.,
(41)

where x̃ = ϵ(1)i1 ∑iW
(1)
i1i
xi. Namely, we have reduced the problem to a problem involving only a

depth D − 1 linear net with a transformed input x̃.

By the induction assumption, the global minimum of this problem takes the form of Eq. (10), which
means that the loss function can be written in the following form:

Ex̃Eϵ(2),...,ϵ(D)
⎛⎝bubD...b3

d1,d2,...dD∑
i1,i2,...,iD

ϵ
(D)
iD

...ϵ
(2)
i2
vi1 x̃i1 − y⎞⎠

2 +L2 reg., (42)

for an arbitrary optimizable vector vi1 . The term ∑d2,...dD

i2,...,iD
ϵ
(D)
iD

...ϵ
(2)
i2
∶= η can now be regarded as a

single random variable such that E[η] = ∏D
i=2 di ∶= µ and E[η2] = ∏D

i=2 di(σ2
i +di) ∶= s2. Computing

the expectation over all the noises except for ϵ(1), one finds

Ex̃

⎛⎝bubD...b3s∑i1 vi1 x̃i1 −
µy

s

⎞⎠
2 +L2 reg. + const. (43)

= Ex,ϵ(1)
⎛⎝bubD...b3s∑i,i1 vi1ϵ

(1)
i1
W
(1)
i1i
xi − µy

s

⎞⎠
2 +L2 reg. + const., (44)

where we have ignored the constant term because it does not affect the minimizer of the loss. Namely,
we have reduced the original problem to a two-layer linear net problem where the label becomes
effectively rescaled for a deep network.

For any fixed bu, ..., b3, we can define x̄ ∶= bubD...b3sx, and obtain the following problem, whose
global minimum we have already derived:

Ex̄Eϵ2,...,ϵD

⎛⎝∑i,i1 vi1W
(1)
i1i
x̄i − µy

s

⎞⎠
2

. (45)

By Theorem 1, the global minimum is identically 0 if ∣∣E[µx̄y/s]∣∣2 < d2γ2γ1, or, E[xy] ≤
γ2γ1

b23...b
2
u(∏D

i=3 di) . When E[xy] > γ2γ1

b23...b
2
u(∏D

i=3 di) , the solution can be non-trivial:

{v∗ = b∗2r1;
W∗ = r1E[xy]Tµb∗2b3...bu [(b∗2)2d23...d2Db2us2 (σ2 + d1)A0 + γ1I]−1 , (46)

for some b∗2 . This proves the theorem. ◻
B.6 Lemma 3

Lemma 3. At any global minimum of Eq. (9), let b1 ∶= √∣∣Wi∶∣∣2/d and bD+1 ∶= bu,

γk+1dk+1b2k+1 = γkdk−1b2k. (47)

Proof. It is sufficient to show that for all k and i,

γk+1∑
ij

(W k+1
ji )2 = γk∑

ij

(W k
ij)2. (48)
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We prove by contradiction. Let U∗,W ∗ be the global minimum of the loss function. Assuming that
for an arbitrary k,

γk+1∑
ij

(W ∗,k+1
ji )2 ≠ γk∑

ij

(W ∗,k
ij )2. (49)

Introduce W a such that W a,k+1
ji = aW ∗,k+1

ji and W a,k
ji =W ∗,k

ji /a. The loss without regularization is
invariant under the transformation of W ∗ →W a, namely

L0(W ∗) = L0(W a). (50)

In the regularization, all the terms remain invariant except two terms:

{γk+1∑ij(W ∗,k+1
ji )2 → γk+1∑ij(W a,k+1

ji )2 = a2γk+1∑ij(W ∗,k+1
ji )2

γk∑ij(W ∗,k
ij )2 → γk∑ij(W a,k

ji )2 = a−2γk∑ij(W ∗,k
ji )2 (51)

It could be shown that, the sum of a2γk+1∑ij(W ∗,k+1
ji )2 and a−2γk∑ij(W ∗,k

ji )2 reaches its mini-

mum when a2 =√ γk∑ij(W ∗,k
ji )2

γk+1∑ij(W ∗,k+1
ji )2 . If γk+1∑ij(W ∗,k+1

ji )2 ≠ γk∑ij(W ∗,k
ij )2, one can choose a to

minimize the regularization terms in the loss function such that L(W a) < L(W ∗), indicating W ∗ is
not the global minimum. Thus, γk+1∑ij(W ∗,k+1

ji )2 ≠ γk∑ij(W ∗,k
ij )2 cannot be true. ◻

B.7 Proof of Proposition 2

Proof. Let

L0 = Ex̃Eϵ2,...,ϵD

⎛⎝
d1,d2,...dD∑
i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(1)
i1
W
(1)
i1i
xi − y⎞⎠

2

. (52)

L0 is a polynomial containing 2D + 2th order, D + 1th order, and 0th order terms in terms of
parameters U and W . The second order derivative of L is thus a polynomial containing 2D-th order
and (D − 1)-th order terms; however, other orders are not possible. For D ≥ 2, there are no constant
terms in the Hessian of L, and there is at least a parameter in each of the terms.

The Hessian of the full loss function with regularization is

∂2L

∂2UiUj
= ∂2L0

∂2UiUj
+ (1 − δij)2γu(Ui +Uj) + δij2γu; (53)

∂2L

∂2W i
jkUl

= ∂2L0

∂2W i
jkUl

+ 2(γwW i
jk + γuUl); (54)

∂2L

∂2W i
jkW

l
mn

= ∂2L0

∂2W i
jkW

l
mn

+ (1 − δilδjmδkn)2γw(W i
jk +W l

mn) + δilδjmδkn2γw. (55)

For U = 0, W = 0, the Hessian of L0 is 0, since each term in L0 contains at least a U or a W . The
Hessian of L becomes

∂2L

∂2UiUj
∣
U,W=0 = δij2γu; (56)

∂2L

∂2W i
jkUl

RRRRRRRRRRRU,W=0
= 0; (57)

∂2L

∂2W i
jkW

l
mn

RRRRRRRRRRRU,W=0
= δilδjmδkn2γw. (58)

The Hessian of L is a positive-definite matrix. Thus, U = 0, W = 0 is always a local minimum of the
loss function L. ◻
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B.8 Proof of Proposition 3

We first apply Lemma 3 to determine the condition for the nontrivial solution to exist. In particular,
the Lemma must hold for W (2) and W (1), which leads to the following condition:

∣∣bD−1dD−10 [b2DdD0 (σ2 + d0)DA0 + γ]−1E[xy]∣∣2 = 1. (59)

Note that the left-hand side is a continuous function that tends to 0 as b → ∞. Therefore, it is
sufficient to find the condition that guarantees that there exists b such that the l.h.s. is larger than
1. For any b, the l.h.s. is a monotonically decreasing function of any eigenvalue of A0, and so the
following two inequalities hold:

{∣∣bD−1dD−10 (b2DdD0 (σ2 + d0)Dσ2
x + γ)−1E[xy]∣∣ ≤ ∣∣bD−1dD−10 (b2DdD0 (σ2 + d0)Damin + γ)−1E[xy]∣∣∣∣bD−1dD−10 (b2DdD0 (σ2 + d0)Dσ2
x + γ)−1E[xy]∣∣ ≥ ∣∣bD−1dD−10 (b2DdD0 (σ2 + d0)Damax + γ)−1E[xy]∣∣.

(60)
The second inequality implies that if

∣∣bD−1dD−10 [b2DdD0 (σ2 + d0)Damax + γ]−1E[xy]∣∣ > 1, (61)

a nontrivial solution must exist. This condition is equivalent to the existence of a b such that

dD0 (σ2 + d0)Damaxb
2D − ∣∣E[xy]∣∣bD−1dD−10 < −γ, (62)

which is a polynomial inequality that does not admit an explicit condition for b for a general D. Since
the l.h.s is a continuous function that increases to infinity as b→∞, one sufficient condition for (62)
to hold is that the minimizer of the l.h.s. is smaller than γ.

Note that the left-hand side of Eq. (62) diverges to ∞ as b → ±∞ and tends to zero as b → 0.
Moreover, Eq. (62) is lower-bounded and must have a nontrivial minimizer for some b > 0 because
the coefficient of the bD−1 term is strictly negative. One can thus find its minimizer by taking
derivative. In particular, the left-hand side is minimized when

bD+1 = (D − 1)∣∣E[xy]∣∣
2Dd0(σ2 + d0)Damax

, (63)

and we can obtain the following sufficient condition for (62) to be satisfiable, which, in turn, implies
that (59) is satisfiable:

D + 1
2D
∣∣E[xy]∣∣dD−10 ( (D − 1)∣∣E[xy]∣∣

2Dd0(σ2 + d0)Damax
)

D−1
D+1 > γ, (64)

which is identical to the proposition statement in (15).

Now, we come back to condition (60) to derive a sufficient condition for the trivial solution to be the
only solution. The first inequality in Condition (60) implies that if

∣∣bD−1dD−10 [b2DdD0 (σ2 + d0)Damin + γ]−1E[xy]∣∣ ≤ 1, (65)

the only possible solution is the trivial one, and the condition for this to hold can be found using the
same procedure as above to be

D + 1
2D
∣∣E[xy]∣∣dD−10 ( (D − 1)∣∣E[xy]∣∣

2Dd0(σ2 + d0)Damin
)

D−1
D+1 ≤ γ, (66)

which is identical to (14).

We now prove the upper bound for the solution in ((16)). Because for any b, the first condition in 60
gives an upper bound, and so any b that makes the upper bound less than 1 cannot be a solution. This
means that any b for which

∣∣bD−1dD−10 [b2DdD0 (σ2 + d0)Damin + γ]−1E[xy]∣∣ ≤ 1 (67)

cannot be a solution. This condition holds if and only if

dD0 (σ2 + d0)Daminb
2D − ∣∣E[xy]∣∣bD−1dD−10 > −γ. (68)
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Because γ > 0, one sufficient condition to ensure this is that there exists b such that

d0(σ2 + d0)Daminb
2D − ∣∣E[xy]∣∣bD−1 > 0, (69)

which is equivalent to

b > [ ∣∣E[xy]∣∣
d0(σ2 + d0)Damin

]
1

D+1
. (70)

Namely, any solution b∗ satisfies

b∗ ≤ [ ∣∣E[xy]∣∣
d0(σ2 + d0)Damin

]
1

D+1
. (71)

We can also find a lower bound for all possible solutions. When D > 1, another sufficient condition
for Eq. (68) to hold is that there exists b such that

∣∣E[xy]∣∣dD−10 bD−1 < γ. (72)

because the b2D term is always positive. This condition then implies that any solution must satisfy:

b∗ ≥ 1

d0
[ γ∣∣E[xy]∣∣ ]

1
D−1

. (73)

For D = 1, we have by Theorem 1 that
b∗ > 0 (74)

if and only if E[xy] > γ. This means that

b∗ ≥ lim
η→0+ lim

D→1+
1

d0
[ γ + η∣∣E[xy]∣∣ ]

1
D−1 = {∞ if E[xy] ≥ γ;

0 if E[xy] < γ. . (75)

This finishes the proof. ◻
B.9 Proof of Theorem 3

Proof. When nontrivial solutions exist, we are interested in identifying when b = 0 is not the global
minimum. To achieve this, we compare the loss of b = 0 with the other solutions. Plug the trivial
solution into the loss function in Eq. (9), the loss is easily identified to be Ltrivial = E[y2].
For the nontrivial minimum, defining f to be the model,

f(x) ∶= d,d1,d2,...dD∑
i,i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(2)
i2
W
(2)
i2i1

ϵ
(1)
i1
W
(1)
i1i
x (76)

= ηdD0 b2DE[xy]T [b2DdD0 (σ2 + d0)DA0 + γI]−1x, (77)

where, similar to the previous proof, we have defined ∑d1,...dD

i1,...,iD
ϵ
(D)
iD

...ϵ
(1)
i1
∶= η such that E[η] =∏D

i di = dD0 and E[η2] = ∏D
i di(σ2

i + di) ∶= dD0 (σ2 + d0)D. With this notation, The loss function
becomes

ExEη(f(x) − y)2 +L2 reg. (78)

= Ex,η[f(x)2] − 2Ex,η[yf(x)] +Ex[y2] +L2 reg. (79)

= ∑
i

d3D0 (σ2 + d0)Db4DaiE[x′y]2i[dD0 (σ2 + d0)Daib2D + γ]2 − 2∑i
d2D0 b2DE[x′y]2i

dD0 (σ2 + d0)Daib2D + γ +Ex[y2] +L2 reg. (80)

The last equation is obtained by rotating x using a orthogonal matrix such that R−1A0R = diag(ai)
and denoting the rotated x as x′ = Rx. With x′, The L2 reg term takes the form of

L2 reg. = γDd20b2 + γ∑
i

d2D0 b2D ∣∣E[x′y]i∣∣2(dD0 (σ2 + d0)Db2Dai + γ)2 . (81)
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Combining the expressions of (81) and (80), we obtain that the difference between the loss at the
non-trivial solution and the loss at 0 is

−∑
i

d2D0 b2DE[x′y]2i[dD0 (σ2 + d0)Daib2D + γ] + γDd20b2. (82)

Satisfaction of the following relation thus guarantees that the global minimum is nontrivial:

∑
i

d2D0 b2DE[x′y]2i[dD0 (σ2 + d0)Daib2D + γ] ≥ γDd20b2. (83)

This relation is satisfied if

d2D0 b2D ∣∣E[xy]∣∣2[dD0 (σ2 + d0)Damaxb2D + γ] ≥ γDd20b2 (84)

b2D−2[dD0 (σ2 + d0)Damaxb2D + γ] ≥ γD

d2D−20 ∣∣E[xy]∣∣2 . (85)

(86)

The derivative or l.h.s. with respect to b is

b2D−3[(2D − 2)γ − 2dD0 (σ2 + d0)Damaxd
2D][dD0 (σ2 + d0)Damaxb2D + γ]2 . (87)

For b, γ ∈ (0,∞), the derivative dives below 0, indicating the l.h.s. of (86) has a global maximum at
a strictly positive b. The value of b is found when setting the derivative to 0, namely

b2D−3[(2D − 2)γ − 2dD0 (σ2 + d0)Damaxd
2D][dD0 (σ2 + d0)Damaxb2D + γ]2 = 0 (88)

(2D − 2)γ − 2dD0 (σ2 + d0)Damaxd
2D = 0 (89)

b2D = (D − 1)γ
dD0 (σ2 + d0)Damax

. (90)

The maximum value then takes the form

(D − 1)D−1
D

Dγ
1
D dD−10 (σ2 + d0)D−1aD−1

D
max

. (91)

The following condition thus guarantees that the global minimum is non-trivial

(D − 1)D−1
D

Dγ
1
D dD−10 (σ2 + d0)D−1aD−1

D
max

≥ γD

d2D−20 ∣∣E[xy]∣∣2 (92)

∣∣E[xy]∣∣2 ≥ γ D+1
D D2(σ2 + d0)D−1aD−1

D
max

dD−10 (D − 1)D−1
D

. (93)

This finishes the proof. ◻
B.10 Proof of Theorem 4

Proof. The model prediction is:

f(x) ∶= d,d1,d2,...dD∑
i,i1,i2,...,iD

UiDϵ
(D)
iD

...ϵ
(2)
i2
W
(2)
i2i1

ϵ
(1)
i1
W
(1)
i1i
x (94)

= ηdD0 b2DE[xy]T [b2DdD0 (σ2 + d0)Dσ2
xI + γI]−1x. (95)

One can find the expectation value and variance of a model prediction:

Eη[f(x)] = d2D0 b2DE[xy]Tx
b2DdD0 (σ2 + d0)Dσ2

x + γ (96)
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For the trivial solution, the theorem is trivially true. We thus focus on the case when the global
minimum is nontrivial.

The variance of the model is

V ar[f(x)] = E[f(x)2] −E[f(x)]2 (97)

= (σ2 + d0)Dd3D0 b4D(E[xy]Tx)2[b2DdD0 (σ2 + d0)Dσ2
x + γ]2 − d4D0 b4D(E[xy]Tx)2[b2DdD0 (σ2 + d0)D]2σ2

x + γ]2 (98)

= d3D0 [(σ2 + d0)D − dD0 ]b4D(E[xy]Tx)2[b2DdD0 (σ2 + d0)Dσ2
x + γ]2 (99)

= d3D0 [(σ2 + d0)D − dD0 ]b2D+2(E[xy]Tx)2∣∣E[xy]∣∣2 , (100)

where the last equation follows from Eq. (13). The variance can be upper-bounded by applying (16),

V ar[f(x)] ≤ dD0 [(σ2 + d0)D − dD0 ](E[xy]Tx)2(σ2 + d0)2Dσ2
x

∝ dD0 [(σ2 + d0)D − dD0 ](σ2 + d0)2D . (101)

We first consider the limit d0 →∞ with fixed σ2:

V ar[f(x)] ∝ Dd2D−10 σ2

(d0 + σ2)2D = O ( 1

d0
) . (102)

For the limit σ2 →∞ with d0 fixed, we have

V ar[f(x)] = O ( 1(σ2)D ) . (103)

Additionally, we can consider the limit when D →∞ as we fix both σ2 and d0:

V ar[f(x)] = O (e−D2 log[(σ2+d0)/d0]) , (104)

which is an exponential decay. ◻
C Exact Form of b∗ for D = 1
Note that our main result does not specify the exact value of b∗. This is because b∗ must satisfy
the condition in Eq. (6), which is equivalent to a high-order polynomial in b with coefficients being
general functions of the eigenvalues of A0, whose solutions are generally not analytical by Galois
theory. One special case where an analytical formula exists for b is when A0 = σ2

xI . Practically, this
can be achieved for any (full-rank) dataset if we disentangle and rescale the data by the whitening
transformation: x→ σx

√
A−10 x. In this case, we have

b2∗ =
√

γw

γu
∣∣E[xy]∣∣ − γw
(σ2 + d1)σ2

x

, (105)

and

v = ±
¿ÁÁÁÀ
√

γu

γw
∣∣E[xy]∣∣ − γu

σ2
x(σ2 + d1) E[xy]∣∣E[xy]∣∣ , (106)

where v =Wi∶.

D Effect of Bias

This section studies a deep linear network with biases for every layer and compares it with the no-bias
networks. We first study a general case when the data does not receive any preprocessing. We then
show that the problem reduces to the setting we considered in the main text under the common data
preprocessing schemes that centers the input and output data: E[x] = 0, and E[y] = 0.
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D.1 Two-layer network

The two-layer linear network with bias is defined as

fb(x;U,W,βU , βW ) = ∑
i

ϵiUi(Wi∶ ⋅ x + βW
i ) + βU , (107)

where βW ∈ Rd1 is the bias in the hidden layer, and βU ∈ R is the bias at the output layer. The loss
function is

Lb(U,W,βU , βW ) =Eϵ,x,y[(∑
i

ϵiUi(Wi∶ ⋅ x + βW
i ) + βU − y)2] +L2 (108)

=Ex,y [(UWx +UβW + βU − y)2 + σ2∑
i

U2
i (Wi∶ ⋅ x + βW

i )2] (109)

+ γu(∣∣U ∣∣2 + (βU)2) + γw(∣∣W ∣∣2 + ∣∣βW ∣∣2). (110)

It is helpful to concatenate x and 1 into a single vector x′ ∶= (x,1)T and concatenate W and βW into
a single matrix W ′ such that W , βW , x, and W ′, x′ are related via the following equation

Wx + βW =W ′x′. (111)

Using W ′ and x′, the model can be written as

fb(x′, U,W ′, βU) = ∑
i

ϵiUiW
′
i∶ ⋅ x′ + βU . (112)

The loss function simplifies to

Lb(U,W ′, β) = Eϵ,x,y[(∑
i

ϵiUiW
′
i∶ ⋅ x′ + βU − y)2] + γu(∣∣U ∣∣2 + (βU)2) + γw ∣∣W ′∣∣2. (113)

Note that (113) contains similar rescaling invariance between U andW ′ and the invariance of aligning
W ′

i∶ and W ′
j∶. One can thus obtain the following two propositions that mirror Lemma 1 and 2.

Proposition 5. At the global minimum of (108), U2
j = γw

γu
(∑iW

2
ji + (βW

j )2).
Proposition 6. At the global minimum, for all i and j, we have

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U2
i = U2

j ;

UiWi∶ = UjWj∶;
Uiβ

W
i = Ujβ

W
j .

(114)

The proofs are omitted because they are the same as those of Lemma 1 and 2, substituting W by W ′.
By following a procedure similar to finding the solution for a no-bias network, one finds that

Theorem 5. The global minimum of Eq. (108) is of the form

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U = br;
βU = d1b[(d1+σ2) γu

γw
b−1]vE[x]−(d1

γu
γw

b2−1)E[y]
(d1+σ2)d1

γ2
u

γ2
w
b4+(γu−2)d1

γu
γw

b2+γu+1 ;

W = rb{E[x] [b γu

γw
(d1 + bσ2) − 1]βU +E[xy]}T [b2(d1 + σ2)A0 + γwI]−1;

βW = −r γu

γw
bβU ,

(115)

where b satisfies

γub
2 = b2 γw(E[y]S1S3

S4
E[x] −E[xy])(M−1)2(E[y]S1S3

S4
E[x] −E[xy])T + γ2

u

γw
(S3

S4
E[y] − bS2

S4
E[x]M−1E[xy])2

(bS2S1

S4
E[x]M−1E[x]T − 1)2 ,

(116)
where M,S1, S2, S3, S4 are functions of the model parameters and b, defined in Eq. (122).

23



Proof. First of all, we derive a handy relation satisfied by βU and βW at all the stationary points. The
zero-gradient condition of the stationary points gives

{Ex,y[2(UWx +UβW + βU − y)]U + 2γwβW = 0;
Ex,y[2(UWx +UβW + βU − y)] + 2γuβU = 0, (117)

leading to

Uγuβ
U + γwβW = 0 (118)

βW
i = − γuγwUiβ

U . (119)

Proposition 5 and proposition 6 implies that we can define b ∶= ∣Ui∣ and bv ∶= UiWi∶. Consequently,
Uiβ

W
i = − γu

γw
b2βU , and the loss function can be written as

Ex

⎡⎢⎢⎢⎢⎣
⎛⎝bd1∑j vjxj − (d1

γu
γw
b2 − 1)βU − y⎞⎠

2 + b2d1σ2 (∑
k

vkxk − γu
γw
bβU)2⎤⎥⎥⎥⎥⎦ + γud1b

2

+γwd1∣∣v∣∣22 + γu (b2d1γuγw
+ 1)(βU)2. (120)

The respective zero-gradient condition for v and βU implies that for all stationary points,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v = [b2(d1 + σ2)A0 + γwI]−1b{E[x] [b γu

γw
(d1 + bσ2) − 1]βU +E[xy]} ;

βU = d1b[(d1+σ2) γu
γw

b−1]vE[x]−(d1
γu
γw

b2−1)E[y]
(d1+σ2)d1

γ2
u

γ2
w
b4+(γu−2)d1

γu
γw

b2+γu+1 .
(121)

To shorten the expressions, we introduce

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

M = b2(d1 + σ2)A0 + γwI;
S1 = b γu

γw
(d1 + bσ2) − 1;

S2 = d1b [(d1 + σ2) γu

γw
b − 1] ;

S3 = d1 γu

γw
b2 − 1;

S4 = (d1 + σ2)d1 γ2
u

γ2
w
b4 + (γu − 2)d1 γu

γw
b2 + γu + 1.

(122)

With M,S1, S2, S3, S4, we have

{v =M−1b(E[x]S1β
U +E[xy]);

βU = S2vE[x]−S3E[y]
S4

.
(123)

The inner product of v and E[x] can be solved as

vE[x] = b S3

S4
E[x]M−1E[x]S1E[y] −E[x]M−1E[xy]

bS2

S4
E[x]M−1E[x]S1 − 1 . (124)

Inserting the expression of vE[x] into the expression of βU one obtains

βU = S3E[y] − bS2E[x]M−1E[xy]
bE[x]M−1E[x]S1S2 − S4

(125)

The global minimum must thus satisfy

γub
2 = γw ∣∣v∣∣2 + γu b2d1γu

γw
(βU)2 (126)

= b2 γw(E[y]S1S3

S4
E[x] −E[xy])(M−1)2(E[y]S1S3

S4
E[x] −E[xy])T + γ2

u

γw
(S3

S4
E[y] − bS2

S4
E[x]M−1E[xy])2

(bS2S1

S4
E[x]M−1E[x]T − 1)2 .

(127)

This completes the proof. ◻
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Remark. As in the no-bias case, we have reduced the original problem to a one-dimensional problem.
However, the condition for b becomes so complicated that it is almost impossible to understand. That
being said, the numerical simulations we have done all carry the bias terms, suggesting that even
with the bias term, the mechanisms are qualitatively similar, and so the approach in the main text is
justified.

When E[x] = 0, the solution can be simplified a little:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

U = rb;

βU = − d1
γu
γw

b2−1
(d1+σ2)d1

γ2
u

γ2
w
b4+(γu−2)d1

γu
γw

b2+γu+1E[y];
W = rbE[xy]T [b2(d1 + σ2)A0 + γwI]−1;
βW = r γu

γw
b

d1
γu
γw

b2−1
(d1+σ2)d1

γ2
u

γ2
w
b4+(γu−2)d1

γu
γw

b2+γu+1E[y],
(128)

where the value of b is either 0 or determined by

γu = γw ∣E[xy]T [b2(d1+σ2)A0+γwI]−1∣2+ γ2u
γw

E[y]2 ⎛⎜⎝
d1

γu

γw
b2 − 1

(d1 + σ2)d1 γ2
u

γ2
w
b4 + (γu − 2)d1 γu

γw
b2 + γu + 1

⎞⎟⎠
2

.

(129)
In this case, the expression of W is identical to the no-bias model. The bias of both layers is
proportional to E[y]. The equation determining the value of b is also similar to the no-bias case. The
only difference is the term proportional to E[y]2.

We also note that the solution becomes significantly simplified when E[x] = 0 and E[y] = 0. This
could be seen by finding the partial derivative of L with respect to βW and βU and then setting them
to 0. When E[x] = 0, E[y] = 0, one obtains:⎧⎪⎪⎨⎪⎪⎩

∂L
∂βW

i

= UiUβ
W +Uiβ

U + γwβW
i = 0;

∂L
∂βU = UβW + βU + γuβU = 0. (130)

These equations lead to
Uγuβ

U + γwβW = 0, (131)
implying

{βU = 0;
βW = 0. (132)

In practice, it is common and usually recommended practice to subtract the average of x and y from
the data and achieve precisely E[x] = 0 and E[y] = 0. We generalize this result to deeper networks in
the next section.

D.2 Deep linear network

Let β be a (∑D
i di + 1)-dimensional vector concatenating all β1, β2, ..., βD, βU , and denoting the

collection of all the weights U , WD, ..., W 1 by w, the model of a deep linear network with bias is
defined as

fb(x,WD, ...,W 1, U, βD, ..., β1, βU) (133)

=(ϵU ○U)((ϵD ○WD)(...((ϵ2 ○W 2)((W 1x + β1) + β2)...) + βD) + βU (134)

=(ϵU ○U)(ϵD ○WD)...(ϵ2 ○W 2)W 1x + (ϵU ○U)(ϵD ○WD)...(ϵ2 ○W 2)β1 (135)

+ (ϵU ○U)(ϵD ○WD)...(ϵ3 ○W 3)β2 + ... + (ϵU ○U)βD + βU (136)

=(ϵU ○U)(ϵD ○WD)...(ϵ2 ○W 2)W 1x + bias(w,β), (137)

where

bias(w,β) = (ϵU○U)(ϵD○WD)...(ϵ2○W 2)β1+(ϵU○U)(ϵD○WD)...(ϵ3○W 3)β2+...+(ϵU○U)βD+βU ,
(138)
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and ○ denotes Hadamard product. The loss function is

Lb(x, y,w, β) = Eϵ,x,y[(fb(x,w,β) − y)2] +L2(w,β). (139)

Proposition 5 and Proposition 6 can be generated to deep linear network. Similar to the no-bias case,
we can reduce the landscape to a 1-dimensional problem by performing induction on D and using the
2-dimensional case as the base step. However, we do not solve this case explicitly here because the
involved expressions now become too long and complicated even to write down, nor can they directly
offer too much insight. We thus only focus on the case when the data has been properly preprocessed.
Namely, E[x] = 0 and E[y] = 0.

For simplicity, we assume that the regularization strength for all the layers employs the value γ. The
following theorem shows that When E[x] = 0 and E[y] = 0, the biases vanish for an arbitrarily deep
linear network:
Theorem 6. Let E[x] = 0 and E[y] = 0. The global minima of Eq. (139) have β1 = 0, β2 =
0, ..., βD = 0, βU = 0.

Proof. At the global minimum, the gradient of the loss function vanishes. In particular, the derivatives
with respect to β vanish:

∂Lb(x, y,w, β)
∂βi

= 0; (140)

Eϵ,x,y [∂fb(x,w,β)
∂βi

(fb(x,w,β) − y)] + γβi = 0; (141)

Eϵ,x,y [∂bias(w,β)
∂βi

(fb(x,w,β) − y)] + γβi = 0; (142)

Eϵ [∂bias(w,β)
∂βi

(fb(E[x],w, β) −E[y])] + γβi = 0, (143)

where βi is the ith element of β. The last equation is obtained since fb(x,w,β) is a linear function
of x. Using the condition E[x] = 0 and E[y] = 0, Equation (143) becomes

Eϵ [∂bias(w,β)
∂βi

bias(w,β)] + γβi = 0. (144)

bias(w,β) is a linear combination of βi. Consequently, ∂bias(w,β)/∂βi does not depend on β,
and bias(w,β)∂bias(w,β)/∂βi is a linear combination of βi. The ∑D

i di + 1 equation derived from
vanishing gradient yield a set of ∑D

i di + 1 linear equations of the form M(w)β = 0, where M(w)
is a (∑D

i di + 1) × (∑D
i di + 1) matrix with dependence on w. These linear equations are linearly

independent, since the term ∂L2(w,β)/∂βi = 2γβi and is different in each of the equations. Thus,
the linear system M(w)β = 0 has (∑D

i di + 1) independent equations and (∑D
i di + 1) variables.

The only possible solution to this linear system is

β = 0. (145)

This finishes the proof. ◻
Thus, for a deep linear network, a model without bias is good enough to describe data satisfying
E[x] = 0 and E[y] = 0, which could be achieved by subtracting the mean of the data.
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RÉSUMÉ

Cette thèse étudie deux cas particuliers de calcul numérique. L’un est la simulation numérique du
modèle des disques durs à l’aide des Méthodes de Monte-Carlo par chaînes de Markov, et l’autre est
l’apprentissage profond.
Les chapitres deux à sept concernent le modèle des disques durs. Nous parallélisons l’algorithme
rapide de (straight) event-chain Monte Carlo en instaurant un critère simple qui enforce la causalité.
Nous atteignons des performances supérieures grâce à la programmation lock-free et avons formelle-
ment vérifié la mise en œuvre. Nous comparons les variantes des algorithmes de event-chain Monte
Carlo par des configurations des disques durs dérivées d’empilements clairsemés. Nous montrons
que ces variantes, ne variant que dans le détail, s’échelonnent différemment par rapport au paramètre
de relaxation de la configuration, confirmant notre théorie d’échelle. Nous nous dérivons des formules
efficaces estimant la pression à partir de ses deux définitions. Avec ces formules, une mise en œuvre
de pointe des algorithmes d’échantillonnage et une analyse statistique appropriée, nous évaluons la
pression et sa barre d’erreur avec une précision sans précédent.
L’algorithme d’optimisation et la fonction objectif présentés dans l’apprentissage profond sont abordés
dans cette thèse. Nous découvrons que l’algorithme du gradient stochastique montre des comporte-
ments indésirables tel que converger vers un maximum local ou ne pas échapper à un point col dans
les modèles simplifiés que nous avons conçus. Nous trouvons l’expression exactement des minima
dans un réseau linéaire profond avec décrochage et dégradation des pondérations et démontrons que,
selon la profondeur, il peut y avoir un minimum indésirable à l’origine de l’espace des paramètres.

MOTS CLÉS

Physique statistique, Simulation numérique, Chaînes de Markov, Modèle des disques durs, Transition
de phase, Apprentissage profond

ABSTRACT

This thesis studies two specific cases of computation. One is the simulation of the hard-disk model
using Markov-chain Monte Carlo algorithms, and the other is deep learning.
Chapters two to seven concern the hard-disk model. We parallelize the fast (straight) event-chain
Monte Carlo algorithm by introducing a rigorous criteria that enforces causality. We achieve superior
performance through lock-free programming, and formally verify the implementation. We benchmark
the variants of the event-chain Monte Carlo algorithms by hard-disk configurations derived from sparse
packings. We show that these variants, varying only in detail, scale differently with respect to the
relaxation parameter of the configuration, confirming our scaling theory. We derive efficient formulas
estimating pressure from both of its definitions. With these formulas, state-of-the-art implementation
of the sampling algorithms, and proper statistical analysis, we evaluate pressure and its error bar to
unprecedented precision.
Both optimization algorithm and loss landscape featured in deep learning are discussed in this thesis.
We find out that the stochastic gradient descent algorithm shows undesired behavior such as con-
verging to a local maximum or failing to escape a saddle point in the toy models we have designed.
We find the closed-form expression of minima in a deep linear network with dropout and weight decay
and demonstrate that, depending on the depth, there can be an undesired minimum at the origin of
parameter space.

KEYWORDS

Statistical physics, Simulation, Markov chains, Hard-disk model, Phase transition, Deep learning
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