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Résumé
Titre : Apprentissage profond pour reconstruire la hauteur de la surface océanique à
partir d’observations satellites multivariées
Mots clés : apprentissage profond, télédétection par satellite, océanographie

Résumé : Cette thèse de doctorat porte sur la reconstruction d’images satellites
de la surface de l’océan à partir de mesures éparses et bruitées. Son objectif est
l’estimation de la hauteur de la mer (SSH), une variable importante pour approximer
les courants de surface. Elle est actuellement mesurée par des altimètres pointant
au nadir, laissant de nombreuses zones non observées. Les cartes complètes de
SSH sont produites en utilisant des interpolations optimales linéaires présentant
une faible résolution effective. D’autre part, la température de surface de la mer
(SST) est observée sur des zones plus étendues et est physiquement liée aux courants
géostrophiques à travers l’advection.
Cette thèse explore les algorithmes d’apprentissage profond pour estimer les champs
de SSH. En s’appuyant sur des années de données de simulation et d’observations, les
réseaux neuronaux profonds sont capables d’apprendre des relations complexes entre
les variables SSH et SST. Nous utilisons ces algorithmes ainsi que les observations de
température, pour reconstruire la SSH d’abord dans une perspective de réduction
d’échelle sur une simulation physique. Ensuite, nous considèrerons le problème de
son interpolation sur des données de simulation et d’observation, en nous concentrant
particulièrement sur la manière de transférer l’apprentissage dans des contextes
opérationnels. Enfin, nous adaptons notre méthode pour produire des estimations en
temps réel et des prévisions.

iii



Abstract
Title: Deep learning for sea surface height reconstruction from multi-variate satellite
observations
Keywords: deep learning, satellite remote sensing, ocean science

Abstract: This Ph.D. thesis focuses on reconstructing satellite images of the ocean
surface from sparse and noisy measurements. Our objective is the Sea Surface Height
(SSH), an important variable to estimate surface currents. It is retrieved through
nadir-pointing altimeters, leaving important observation gaps due to their remote
sensing technology. Complete SSH maps are produced using linear Optimal Interpo-
lations with low effective resolution. On the other hand, Sea Surface Temperature
(SST) products have much higher data coverage, and SST is physically linked to
geostrophic currents through advection.
This thesis explores deep learning algorithms to estimate SSH fields. Relying on years
of data from simulation and observations, deep neural networks are able to learn
complex relationships between SSH and SST variables. Using these algorithms and
SST observations, we first enhance SSH mapping from a downscaling perspective on
a physical simulation. Then, we tackle the SSH interpolation problem on simulation
and observation data, with a particular focus on how to transfer the learning in
operational settings. Finally, we adapt our method to produce near real-time and
forecast estimations.
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Introduction 1
1.1 Context

Oceans represent a source of food, of commercial exchanges, but also natural
frontiers and hazards; their strategic importance is undeniable. They also have
a crucial role in regulating the Earth’s climate. They absorb large amounts of
solar radiation and redistribute heat around the globe through currents, which
helps moderate temperatures and influence weather patterns [Schuckmann et al.,
2020]. Oceans also store the main part of the emitted CO2 (50 times more than the
atmosphere itself) [Raven and Falkowski, 1999]. Accurate knowledge of oceanic
processes is therefore indispensable for improving climate models and developing
effective strategies to mitigate and adapt to climate change.

Because of their immensity, observing the oceans is challenging, as it requires precise
and broad monitoring of multiple variables. Historically, the first ocean observations
were limited to coastal tides and marine life, as open-seas travel was perilous. Then,
with the increasing mastery of navigation, measurements on board ships began to
generalize in the commercial navy and in scientific expeditions, with increasing
rigor and methodology [Manzella et al., 2022]. The latest development in ocean
observation is the rise of artificial satellite measurements starting in the 1960’s. Using
various remote sensing technologies, satellites provide an unprecedented amount
of data on many physical variables. However, they are mainly limited to surface
observations, and depending on the employed sensor, their measurements can be
noisy and sparse [Martin, 2014]. In parallel, the physical understanding of oceans
drastically improved, leading to global numerical ocean models incorporating the
physical knowledge acquired over the centuries. These models, although a powerful
tool, are limited by numerical aspects [Chiba et al., 2019] or by their sensitivity to
initial conditions [Thoppil et al., 2021]. Observations and physical models leave us
with a thorny dilemma: deciding whether to trust what we can see or what we can
understand.

Despite the latest advancements in satellite remote sensing, reconstructing the
physical state of the ocean from observations alone appears impossible, given the
number of unobserved variables. Combining physical models with observations
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presents an appealing solution, as it mitigates the limitations of observations and
reduces the sensitivity of physical models to initial conditions. This process is called
Data Assimilation (DA) and is operationally used in many marine applications. It
usually consists of finding the state that complies with physical knowledge, either a
dynamical model or prior known distribution, and a set of observations [Asch et al.,
2016,Carrassi et al., 2018]. Nevertheless, the increasing volume of available data has
made data-driven approaches increasingly appealing. The Machine Learning (ML)
methods aim to learn the state estimation on a dataset in which the task of interest
should be represented. Among these techniques, Deep Learning (DL) is one of the
most promising and has recently attracted renewed attention [Goodfellow et al.,
2016]. In particular, DL is well suited to handle data of very high dimensions and to
learn complex relationships between multiple variables. These characteristics are
particularly appealing in the context of geosciences, where the dimensionality of the
state to estimate is very high, and the underlying link between variables is complex.
Given the profusion of observation data and physical simulations of the oceans, DL
seems to be a viable candidate to improve the monitoring and understanding of the
oceans.

1.2 Motivations and goals of the thesis

1.2.1 Sea Surface Height reconstruction

This thesis focuses on reconstructing the Sea Surface Height (SSH) using deep neural
networks. SSH is a determining variable of the ocean, as its spatial gradient can be
used to estimate the surface currents through the so-called geostrophic approxima-
tion. The currents estimated by this mean are issued from the equilibrium between
Coriolis and pressure force in the ocean’s surface layer. Far from the Equator, where
the surface projection of the Coriolis force becomes null, it is a valid approximation
of the circulation. The geostrophic currents are used in many applications such as
navigation and weather prediction, hence our interest in retrieving accurate SSH
fields.

SSH is currently measured by satellite altimetry, which consists of remote sensing
methods that estimate surface height from space. In the past decades, SSH has been
measured by nadir-pointing altimeters, meaning sensors able to retrieve SSH data "at
the nadir", i.e., directly below the satellite. They calculate the return time of a radar
pulse from the satellite to the sea surface and deduce the SSH. Because of this mea-
surement principle, nadir-pointing altimeters leave significant gaps of unobserved
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data, even when combining the observations of several satellites. Recently, the
Surface Water and Ocean Topography (SWOT) satellite was launched, onboarding a
new interferometric altimeter with the exciting property of providing high-resolution
data over a wide swath of 120 km [Gaultier et al., 2016]. This acquisition improve-
ment will surely improve our understanding of mesoscale dynamics in the ocean’s
surface layer. However, even considering these two data sources, reconstructing
a complete SSH field is still a challenging spatiotemporal interpolation problem.
Due to the long return time of the satellites, large areas can be unobserved for
several days, which is a problem for rapidly evolving structures. The oceanography
community uses interpolation methods to obtain a complete SSH field from the
sparse observations, combining the data from all the satellites. One of the most
widely used interpolation products in oceanography applications is provided by the
Data Unification and Altimeter Combination System (DUACS) [Taburet et al., 2019].
It is a linear Optimal Interpolation (OI) of the nadir along-track measurements
leveraging a covariance matrix tuned on 25 years of data. However, several studies
show that DUACS OI misses some of the mesoscales structures and eddies [Amores
et al., 2018,Stegner et al., 2021]. Improving the reconstruction of gridded altimetry
products remains an open challenge.

1.2.2 Sea Surface Temperature contextual information

To enhance the quality of the SSH reconstruction and sea surface current estimation,
using additional physical information such as the Sea Surface Temperature (SST)
has been demonstrated to be beneficial [Ciani et al., 2020,Thiria et al., 2023,Martin
et al., 2023,Archambault et al., 2023,Fablet et al., 2023,Archambault et al., 2024b].
SST motion is linked to ocean circulation [Isern-Fontanet et al., 2006], and therefore,
to SSH, as currents transport heat through advection dynamics. SST measurements
retrieved through passive infrared technology offer a remarkably high spatial reso-
lution, ranging from 1.1 to 4.4 km [Emery et al., 1989], but clouds introduce data
gaps. On the other hand, microwave sensors provide lower-resolution SST data (25
km), which can be obtained through non-raining clouds [Martin, 2014]. Infrared
and microwave data are then combined with in situ measurements to produce fully
gridded SST maps [Donlon et al., 2012,Chin et al., 2017]. Thus, a crucial challenge
lies in developing efficient reconstruction methods capable of fusing data derived
from different remote sensing techniques, each presenting distinct interpolation
challenges. It is essential to unlock the full potential of satellite oceanography
products. Other physical measurements might also improve the reconstruction, such
as chlorophyll fields that track plankton advected by currents [Kahru et al., 2012].

1.2 Motivations and goals of the thesis 3



However, in this thesis, we will only use SST data while keeping in mind that our
methodologies could apply to other contextual data.

1.2.3 Objectives

Our main objective is to develop deep learning models able to improve the quality of
SSH fields by leveraging SST information. We will study two settings: SSH downscal-
ing and SSH interpolation, which are both image inverse problems that can be solved
by neural networks. The downscaling setting corresponds to a situation where we try
to enhance the quality of an existing field with low effective resolution and possibly
errors. The neural network produces a high-resolution image from low-resolution
input and possibly SST high-resolution contextual information. In the interpolation
setting, on the other hand, the inputs are incomplete SSH measurements from which
we aim to produce a complete SSH image.

Throughout this thesis, we began by exploring proofs of concept to demonstrate the
value of this idea using simulated data. After these first experiments, we aimed to
develop methodologies to train neural networks using only observations and to apply
them to real data. With this focus, we prioritized developing training techniques
over neural architecture design and hyper-parameter tuning. Finally, we adapted our
methods to leverage both simulated and observational data, resulting in improved
performance.

1.3 Outline and contributions

This thesis is organized as follows.

Chapter 2 focuses on the satellite observations of SSH and SST and describes the
different measurement principles and sources of errors. We also explain the physical
relationship between the two variables.

In Chapter 3, we present SSH downscaling and interpolation as image inverse
problems. Then, we present the standard methods to solve it: data assimilation and
deep learning.

In Chapter 4, we present our contributions on SSH downscaling using deep learning
methods. This chapter is based on two publications:
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• Thiria, S., Sorror, C., Archambault, T., Charantonis, A., Béréziat, D., Mejia, C.,
Molines, J.-M., and Crepon, M. (2023). Downscaling of ocean fields by fusion of
heterogeneous observations using deep learning algorithms, published in Ocean
Modeling.

• Archambault, T., Charantonis, A., Béréziat, D.,Thiria, S. (2022). Sea sur-
face height super-resolution using high-resolution sea surface temperature with
a subpixel convolutional residual network, published in Environmental Data
Science.

The first one is a proof of concept showing the potential of simple convolutional
neural networks fusing SSH and SST information to enhance the resolution of an
SSH image. We test this idea on a physical simulation by introducing REsolution by
Stages of Altimetry and Currents (RESAC), a simple convolutional neural network
controlled at multiple resolutions, which obtains promising results. In the second
publication, we push further the downscaling resolution and introduce a new version
of RESAC, with a new architecture showing increased performances. In this thesis,
we aggregate the experiments of these two publications into a complete study, and
provide ablation studies missing from the two publications.

In Chapter 5, we tackle the Delayed Time (DT) SSH interpolation problem. In DT
interpolation, a sequence of observations is used to estimate the field at the central
timestep. In this part, our main objective is to produce a method that can be trained
using satellite observations to get toward an operational SSH product. The chapter
is based on the following publications:

• Filoche, A., Archambault, T., Charantonis, A., and Béréziat, D. (2022). Statistics-
free interpolation of ocean observations with deep spatio-temporal prior, pub-
lished in ECML/PKDD Workshop on Machine Learning for Earth Observation
and Prediction (MACLEAN).

• Archambault, T., Filoche, A., Charantonnis, A., and Béréziat, D. (2023). Multi-
modal Unsupervised Spatio-Temporal Interpolation of satellite ocean altimetry
maps, published in the International Conference on Computer Vision Theory
and Applications (VISAPP).

• Archambault, T., Filoche, A., Charantonis, A., Béréziat, D., and Thiria, S.
(2024). Learning sea surface height interpolation from multi-variate simulated
satellite observations, published in Journal of Advances of Modeling Earth
Systems (JAMES).

1.3 Outline and contributions 5



• Archambault, T., Filoche, A., Charantonnis, A., and Béréziat, D. (2024). Pre-
training and fine-tuning attention based encoder decoder improves sea surface
height multi-variate inpainting, published in the International Conference on
Computer Vision Theory and Applications (VISAPP).

The first article presents a method for fitting a neural network on a single example
using only observations. In the second article, we extend this study by including
SST information, showing that it improves SSH reconstruction. However, these two
methods are fitted on a small number of examples and must be refitted to estimate
unseen data, which can lead to a computational burden if applied operationally. To
tackle this issue, we introduce in the third article a new training dataset, including
simulated and real observations. The two datasets (simulation and real data) are
available online1. They include 20 years of simulated and satellite observations
of SSH and SST on the Gulf Stream area and the weights of our neural networks.
We believe that this dataset is a significant contribution to the state-of-the-art, as
it can be used to compare interpolation methods on the same training and testing
data, which was lacking in the literature (see Section 5.4.1). On simulated data, we
compare training methodologies able to learn from observations only and evaluate
their reconstruction performance. In the last publication, we also derive a way to
use simulated data and real observations to improve the SSH interpolation, and we
show that it outperforms learning from simulation or observations separately. In this
chapter, we provide additional conclusions to those drawn in the four publications
by providing ablation studies, new experiments, and a complete comparison of the
state-of-the-art interpolation methods.

In Chapter 6, we delve deeper into operational oceanography by focusing on Near
Real-Time (NRT) and forecast SSH field estimation. Many marine applications
require real-time or forecast data to plan ship routing and anticipate physical
phenomena. We adapt the training methodologies to estimate such fields. This is a
preliminary work that has not been published.

Finally, in Chapter 7, we summarize the conclusions drawn in the thesis and give
some perspectives for future work and developments.

1https://zenodo.org/records/10551897 [Archambault, 2024]
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Satellite observation of the
ocean

2

2.1 Satellite remote sensing

2.1.1 Earth observations from space

Fig. 2.1.: First satellite image of
Earth taken by Explorer
VI on August 14, 1959.
[Source: NASA].

Artificial satellites are indispensable tools in
many applications, such as telecommunication,
cartography, defense, and geoscience remote
sensing. In 1959, only two years after the launch
of the first artificial satellite, Explorer VI took
the first Earth image from orbit: a picture of the
Pacific Ocean (Figure 2.1). Unfortunately, the
cloud cover and the sunglint have polluted the
photo to the point where the shape of the Earth
is barely recognizable. This first experiment, al-
though prescient of many problems in remote
sensing, launched an uninterrupted series of ob-
servations of the Earth from space.

The first weather satellite, TIROS-1, was
launched in 1960, making spaceborne remote
sensing of physical variables possible. In addi-
tion to weather monitoring, satellites were also
used to measure the evolution of the Earth’s climate. Ice-melt, increasing Earth’s
atmosphere and ocean temperature, sea-level increase; out of the 50 essential cli-
mate variables defined by the Global Climate Observing System (GCOS), 26 are
estimated through satellite [Yang et al., 2013]. Due to their massive heat capacity,
oceans play a determining role in climate regulation. Between 1971 and 2018, they
captured 89% of the heat gain (6% for the land mass, 4% for the ice melt, and 1%
by the atmosphere) [Schuckmann et al., 2020]. Understanding their dynamics and
evolution is a key in many scientific and technical fields, ranging from climatology to
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navigation. Presently, satellites are used to measure various ocean surface variables,
such as height, temperature, ice fraction, or Chlorophyll-A concentration.

2.1.2 Satellite products and processing levels

The ocean variables observed through satellites are combined, processed, and
analyzed in what we denominate satellite products. From the instrument data to the
fully gridded maps that can be used by a broad audience, several processing levels
exist [Martin, 2014]:

• Level 0 (L0): The data sent by the satellite without any preprocessing except
for communication artifacts corrections and duplicate removal.

• Level 1 (L1): The data processed to full resolution, geolocalized, calibrated,
and converted to the sensor unit.

• Level 2 (L2): The L1 data is transformed into the geophysical data of interest.
Taking SST as an example, the data of the L1 product measures infrared
intensity, whereas the L2 product is converted to °C. Some corrections, such as
a cloud mask or atmospheric corrections, are also applied.

• Level 3 (L3): The data mapped to a uniform spatio-temporal grid, but without
completing the data gaps. The L3 products can be made from the data from
a single satellite or collated from satellites at similar resolutions (L3C for
collated).

• Level 4 (L4): The highest level of Data processing. Usually, the L4 products
are obtained by combining several satellite sensors and in situ measurements
and interpolated where data is missing.

2.2 Ocean altimetry

2.2.1 Principle and notations

Radar altimeters embedded in satellites measure the return time of a radar pulse
from the instrument to any ground surface. Using this data, as well as an estimation
of the water quantity in the atmosphere - that impacts the propagation speed of
the radar pulse - it is possible to calculate the distance D between the satellite and
the overflight reflective surface. Some instrumental specific corrections (internal
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delays, the physical structure of the sensor, ...) and sea state corrections must also
be applied to give an accurate estimation. The shape of the returned pulse provides
other information such as Significant Wave Height (SWH), or surface wind speed.
The satellite’s altitude H can be precisely determined with the Global Positioning
System (GPS) and is defined from an Earth reference. Two references can be used:
the Earth’s ellipsoid or the geoid (equipotential surface of the Earth’s gravity). If
the first reference is used, the main variations in the captured signal are due to the
Earth’s interior heterogeneity, whereas in most of the dynamic ocean applications,
the parameter of interest is an altimetry reference to the static geoid [Stammer and
Cazenave, 2017,Pujol et al., 2018].

geoid
ellipsoid

sea level SSH

ADT

mean sea level

MSSMDT

SLA

D

denoted SSH in 
ocean models

Fig. 2.2.: Altimetry variable notations.

We call mean sea level the temporal mean of the ocean computed on an arbitrarily
chosen time period. When this mean level is computed from the ellipsoid it is
called Mean Sea Surface (MSS) and Mean Dynamical Topography (MDT) when the
reference is the geoid. We establish hereafter some notations used by the altimetry
community of sea surface altitudes represented in Figure 2.2:

• In the altimetry community, the Sea Surface Height (SSH) is the distance
between the ellipsoid and the sea level.

• The Absolute Dynamical Topography (ADT) is the distance between the geoid
and the sea level.

• ADT can be decomposed as the sum of its temporal mean (MDT) and the
instantaneous anomaly called Sea Level Anomaly (SLA).

2.2 Ocean altimetry 9



These notations correspond to the altimetry denomination. But in an oceanographic
context, the SSH often refers to the sea surface height above the geoid, i.e. the ADT.
As ADT is the useful variable to derive geostrophic currents, we adopt this notation
and call hereafter SSH the difference between the geoid and the sea level.

2.2.2 Nadir and interferometer altimetry

SSH is currently measured by various nadir-pointing altimeters, meaning that the
sensor can only take measurements vertically, along the ground tracks of the satellite.
The nadir radar system measures the return time of a radar pulse emitted periodically.
The Pulse Repetition Frequency (PRF) is chosen so that each backscattered wave
returns before the emission of the next pulse. This way, the ambiguity about which
pulse caused which echo is removed. Combining data from different missions, the
L4 gridded SSH images are reconstructed through linear Optimal Interpolation (OI)
such as Data Unification and Altimeter Combination System (DUACS) [Taburet et al.,
2019].

𝒓𝟏
𝒓𝟐

𝜽

𝒅

𝑯

𝑺𝑺𝑯

𝑨𝟏 𝑨𝟐

Fig. 2.3.: SWOT interferometer
principle. For more sim-
plicity, only one look-up
angle (θ) is represented,
and without roll correc-
tion.

To enhance SSH recovery, a new altimeter called
Surface Water and Ocean Topography (SWOT)
was launched on the 16 th of December 2022. It
provides two 60-km-wide swaths separated 20-
km gap instead of nadir observations [Gaultier
et al., 2016]. Thanks to its high resolution (250
m per pixel for the best products) and data cover-
age, SWOT will push further our understanding
of ocean topography and hydrology. Its sensor
technology is different from the nadir altimeter’s
as it is based on a Ka-band Radar interferometer
(KaRin) measure. Figure 2.3 shows a simpli-
fied overview of the KaRin measurement princi-
ple. The satellite is composed of 2 antennas A1

and A2 separated by a distance d emitting in a
bistatic mode; only one antenna can emit, but
both can receive. We aim to measure SSH at an
altitude H from any reference. The A1 antenna
emits a radar pulse that is reflected on the ocean.
First, the distance r1 is estimated from the return
time in a classical altimetry way. The two anten-
nas receive the backscattered signal with a phase
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shift of ∆ϕ = 2πν(r1 − r2) = 2πν∆r, where ν is the pulse frequency. This phase
shift is used to estimate the angle θ as ∆ϕ = 2πdνsin(θ). However, the same phase
shift can lead to different measurements of ∆r as ∆ϕ = 2nπ+ ∆ϕ′ (where only ∆ϕ′

is retrieved). To unwrap the phase shift, we must use auxiliary data, giving a proxy
of ∆r. For the KaRin sensor, the ambiguity amplitude is between 10 to 60 meters,
which, given the known amplitudes of SSH, leads to only one value for ∆r. Finally,
the SSH is computed as = H − r1cos(θ). This explanation is simplified as, in reality,
the horizontal localization of the pixel should also be determined, and corrections
are applied (satellite roll, tropospheric delay) [Fjørtoft et al., 2010,Fjørtoft et al.,
2014,Rosen et al., 2000].

In Figure 2.4, we present an example of the L3 altimetric data over the North Pacific.
The large swath corresponds to SWOT measurements, with a product resolution of
2 km [NASA/JPL and CNES, 2024], and the thin along-track data come from the
nadir-pointing altimeters [CMEMS, 2021]. In Figure 2.5 we plot the associated L4
product: the DUACS [CMEMS, 2023a,Taburet et al., 2019] OI (see Section 3.2.1).

2.2.3 Sources of errors

Nadir altimeter errors

Nadir pointing altimeters have various sources of error summarized in Table 2.1,
which can be classified into the following categories: the altimeter noise, the
atmospheric correction errors, the sea state bias, and the orbital position error. All
the values are given for a SWH of 2m.

Error sources (cm) TOPEX JASON-1 JASON-2
Altimeter noise 1.7 1.6 1.8
Atmospheric corrections
- dry troposphere 0.7 0.7 0.7
- wet troposphere 1.1 1.2 0.8
- ionosphere 0.5 0.5 0.3
Sea state bias 2.3 2 2
Orbital position error 2.5 1.5 1
Total SSH error 4.1 3.3 3.1

Tab. 2.1.: Error sources of the nadir altimetry measurements [Martin, 2014].

For JASON-2, the instrumental noise of the altimeter has a Root Mean Square (RMS)
of 1.8 cm for SWH of 2 m. This noise increases with the height of the waves
because the backscattered amplitude is smaller and has a wider temporal support.

2.2 Ocean altimetry 11
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Atmospheric corrections are applied as its composition impacts the speed of light.
They are divided into three parts: dry troposphere (composition of all gases except
water), wet troposphere (vapor and liquid water), and ionosphere (free electrons).
The state of the sea surface also biases the estimation notably because wave troughs
better reflect the radar pulse than wave crests. As different shapes of waves can be
observed for the same SWH, the value of this bias is hard to estimate, and we usually
consider that the resulting error is around 2% of the SWH. Finally, depending on
the satellite’s orbit, its position can present some uncertainty, which also leads to
errors [Martin, 2014,Stammer and Cazenave, 2017].

SWOT errors

The SWOT errors are usually divided into two spectral domains: errors at wave-
lengths shorter than 1000 km and errors at higher wavelengths. As the SWOT
mission’s primary focus is to retrieve SSH frequency variations, the wavelength
above 1000 km is estimated through standard nadir altimetry with errors similar to
those given in 2.1 [Peral and Esteban-Fernandez, 2018]. However, short wavelengths
are recovered through the KaRin instrument and follow a different budget. [Gaultier
et al., 2016] introduced a framework to model the KaRin errors, including the
altimeter noise (which increases with SWH and distance to nadir), roll, baseline
dilatation, phase, and timing errors.

Other sources of uncertainty

We have listed error sources that can affect the estimation of the range between
the satellite and the sea level. However, to retrieve the height above the geoid,
some environmental errors should be considered. For instance, tides and sea level
pressure induce variations in the sea level that should not be taken into account
in SSH calculations. Contrary to the error sources previously mentioned, these
corrections are needed to infer geostrophic currents but correspond to real sea level
differences and not measurement errors. Usually, these errors are removed using
physical models of atmospheric pressure [Chelton et al., 2001] and tides [Le Provost,
2001].
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2.3 Sea Surface Temperature

The ocean temperature is one of the most important variables for understanding
both global climate change and local variability. As the first 3 meters of the ocean
have the same heat capacity as the Earth’s atmosphere, the ocean temperature is
a determining feature for meteorological and climate models. Due to this massive
heat storage capacity, the ocean distributes the heat captured near the Equator to
the entire planet [Martin, 2014]. Furthermore, SST temporal evolution is linked to
oceanic circulation, as currents transport heat through an advection dynamic [Isern-
Fontanet et al., 2006].

2.3.1 SST Remote sensing

Since the launch of the National Oceanic and Atmospheric Administration (NOAA)-7
weather satellite in 1981, the ocean’s surface temperature has been observed from
space. During the last four decades, SST data were collected with increasing resolu-
tion and quality to provide a deeper understanding of complex ocean phenomena
such as climate change, inter-annual variability, or local circulation. To combine
SST information on an international level and unify data format and preprocessing,
Global High-Resolution SST (GHRSST) was created in 2001, leading to significant
improvement in aggregating SST from various source sensors. We hereby give a
brief overview of sensing technologies for ocean temperature.

First, infrared radiometers such as the Advanced Very High-Resolution infrared
Radiometer (AVHRR) offer a remarkably high spatial resolution, ranging from 1.1
to 4.4 km [Emery et al., 1989]. They can take measurements during both the night
and daytime. However, these sensors are cloud-sensitive, which introduces missing
data.

Another type of radiometer is the Advanced Microwave Scanning Radiometer
(AMSR) instrument. Due to their longer wavelength bands, they capture data
through non-raining clouds. However, they have a low resolution compared to
infrared ones (30 km) and can not be used too close to the land (75 km away from
the seashore). This sensing technology is complementary to AVHRR’s, so they are
often used conjointly in L4 products.

These two remote sensing data are combined with by in situ measurements from
commercial ships, buoys, and drifters. These sensors are unequally distributed on the
Earth’s surface, as the commercial navy is more intensive in the North hemisphere,

2.3 Sea Surface Temperature 15
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and drifters follow oceanic currents. Nevertheless, in situ observations complement
infrared and passive microwave remote sensing technologies, specifically in calibra-
tion [Martin, 2014]. Finally, the L4 SST complete fields are produced through OI
using infrared and microwave radiometers and in in situ observations [Donlon et al.,
2012,Chin et al., 2017]. Figure 2.6 gives an example of an interpolated product.

2.3.2 Validation of SST satellite products

The main source of errors in the infrared radiometers is the instrumental noise, as
well as undetected clouds which are interpreted as a small temperature variation. To
validate the SST L3 infrared observations, we must compare them to measurements
from other sources: usually buoys, ships, or even radiometers [Martin, 2014,Barale
et al., 2010]. By comparing AVHRR measurements from every satellite between
1985 and 1998 with matching drifting buoys, [Kilpatrick et al., 2001] found a bias
of 0.02°C and a standard deviation of 0.53°C. However, the authors indicate that the
small bias found is misleading, as it changes with latitude and seasons.

2.4 Physical relationship between SSH and SST

In the following we motivate the inclusion of SST information in SSH reconstruction
by describing their physical relationship. We first explain the SSH link to surface
currents and then temperature advection.

2.4.1 Geostrophic approximation

One of the most important uses of SSH data is to recover oceanic currents through
geostrophic approximation. It consists of supposing a static equilibrium between
the surface projection of the Coriolis force Fc and the resultant pressure forces Fp.
Near the Equator, the Coriolis force projection is null, and this approximation is not
valid. However, a few degrees away (about 2°), geostrophy is a good estimation of
circulation [Stewart, 2006]. The geostrophic equilibrium can be written from the
volumic pressure and Coriolis forces as follows:

ρf0k×wg = −∇p (2.1)

⇔ wg = 1
f0ρ

k×∇p (2.2)
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where ρ is the water volumic mass, f0 = 2Ωr sin(ϕ) is the Coriolis factor, Ωr being
the Earth the rotation period, ϕ the latitude and g the gravitational acceleration, and
k the unit vector normal to the considered surface, and × the cross-product. The
surface pressure can be expressed as p = ρg(h + r) where h is the surface height
and r is the geoid height. The surface geostrophic circulation wgeo can be computed
following Equation 2.3:

wg =

ug

vg

 =


− g

f0

∂h

∂y

g

f0

∂h

∂x

 (2.3)

where ug and vg are the Eastward and Northward geostrophic currents, x and y the
Eastward and Northward coordinates.

2.4.2 Quasi-Geostrophic model

Although very useful as a proxy to surface currents, the geostrophic approximation
is a static equilibrium in which the currents do not evolve. Quasi-Geostrophic
(QG) flow refers to a situation where the circulation is nearly at the geostrophic
equilibrium. In this model, the Potential Vorticity (PV) is conserved along the
geostrophic streamlines [Lapeyre, 2017]. PV, denoted q can be expressed as:

q = ∇2ψ − 1
Rd

ψ (2.4)

where ψ = g
f0
h is the stream function, Rd is the Rossby deformation radius, and

∇2 = ∂2

∂x2 + ∂2

∂y2 . PV conservation along the geostrophic flow means that its material
derivative is null:

dq

dt
= ∂q

∂t
+ wg · ∇q = 0 (2.5)

This simplified version of the Navier-Stokes equations is useful for modeling SSH
evolution. As its computational complexity is rather low, it can be used as a small
physical model in a DA framework (see Section 3.2). Several studies highlight QG
potential in mapping SSH fields [Le Guillou et al., 2020, Ballarotta et al., 2020,
Le Guillou et al., 2023].
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2.4.3 SST advection

After describing the link between the SSH and the surface currents, we explain why
temperature also contains information about the circulation. In a first approximation,
the surface temperature T can be considered as a passive tracer advected by surface
currents [Lapeyre, 2017]. The transport of a scalar quantity in a velocity field is
described by the linear advection Equation 2.6.

∂T

∂t
+ w · ∇T = 0 (2.6)

Combining the geostrophic and the advection Equations (2.3,2.6), we understand
why a time series of SST observations should provide pertinent information for
constraining the SSH reconstruction. The SST evolution contains contextual infor-
mation about the currents, which could be used to recover a more precise SSH.
However, the actual physical link between temperature and SSH is more complex,
as other phenomena must be considered, such as diffusion, convection, circulation
between water depths, atmosphere interactions, and viscosity. [Piterbarg, 2009]
theorized a method to correct a background velocity field from a passive tracer
and a poorly known forcing. This method was successfully applied to the SSH
reconstruction by [Rio and Santoleri, 2018, Ciani et al., 2020, Ciani et al., 2024].
Using the geostrophic currents from L4 SSH products as a background, the authors
were able to enhance the circulation thanks to the SST tracer. The SST forcing was
set to the temporal derivative of a spatial low-pass filtered SST, which means that
the only variations considered had high spatial wavelength (500 km). The resulting
currents were evaluated on in situ boys currents, showing general improvement,
which further motivated the use of SST in SSH reconstruction.

2.5 Conclusion

Spaceborne altimetry is a powerful tool to estimate ocean surface currents. However,
due to the remote sensing technology employed, the satellite observations are
sparse and noisy, as shown in Figure 2.4. On its behalf, the surface temperature is
retrieved through direct imaging technology, leading to broad data coverage and
high-resolution data. As temperature is transported by currents, it provides valuable
information on the circulation. Using SST contextual information to reconstruct a
high-quality SSH field is an exciting idea that motivated this thesis.
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Problem statement and
related work

3

3.1 Formulating the reconstruction as an inverse
problem

3.1.1 Inverse problems

The satellite observation system can be modeled as a function producing observations
from the environment state. Let x ∈ Rn be the state of the physical system, from
which the operator F : Rn → Rp produces observations y ∈ Rp such as :

y = F (x) + ε (3.1)

where ε is a noise representing instrumental errors. Producing y from x is called the
forward problem, and F the forward operator. The inverse problem associated with
Equation 3.1 consists in inverting the forward operator, meaning finding a function
that outputs the state x from observations y. According to [Hadamard, 1924], this
inverse problem is said well-posed if:

• For every observation y it exists at least one solution x

• This solution is unique

• The solution depends on the data in a continuous manner, meaning that it
exists a positive constant C such as ||x− x′|| < C ||y− y′||

If one of these conditions is not satisfied, the problem is said to be ill-posed. Strictly
inverting the problem is difficult, but one can still aim to estimate the state. When
the state and observations can be shaped as images, we refer to this problem as an
inverse image problem. A wide variety of inverse problems exist, such as denoising,
inpainting, super-resolution, deconvolution... The following details how the SSH
recontruction can be seen as an image inverse problem.
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3.1.2 SSH interpolation

Let us say that Xssh1 is the SSH state from which derive the observations. The
satellite data from nadir-pointing altimeters or SWOT wider swaths are taken on
sparse support, leaving unobserved data elsewhere. Let Ω = {Ωi = (ti, lati, loni) ,
i ∈ [0 : p]} be the support of this observations. We derive SSH observations Yssh as
the Xssh on each point of the support as following:

Yssh = Hssh
(
Xssh,Ω

)
+ ε (3.2)

where ε is the measurement error and Hssh the observation operator. To each
coordinate in the support, Hssh simply associates the value from the SSH state.

This definition of the problem considers that the SSH state is a field defined every-
where. To formulate it as an image problem, a few additional concerns should be
taken into account. First, Xssh must be discretized on a regular spatiotemporal grid
of shape T ×H ×W to be considered as an image (or a time series of T images).
Then, if the support of the observations is not defined in a regular grid (which is
the case for L3 products of nadir-pointing altimeters), we must approximate the
SSH observations using an interpolation method. In this case, Hssh is defined as the
interpolation of the SSH state at the locations of each observed coordinate. The in-
terpolation can be chosen arbitrarily, but in this thesis, we use trilinear interpolation.
If we also want Yssh to be an image, we must regrid observations. For instance, one
can average observations inside each pixel and set the pixel value to zero when no
data is taken. We distinguish two types of spatiotemporal interpolations: Delayed
Time (DT) interpolations, where we have access to observations in the future com-
pared to the target timestep, and Near Real-Time (NRT) interpolations, where we
have only access to past observations. The first one produces the best interpolation
possible but is unavailable in real-time. In Chapter 5, we tackle the interpolation in
a DT framework, and we extend this study in NRT in Chapter 6.

3.1.3 SSH downscaling

Many operational oceanography applications require complete SSH fields to es-
timate currents. The SSH observations are thus interpolated into L4 SSH prod-
ucts, such as DUACS, which estimates SSH fields through Optimal Interpolation
(OI) see Section 3.2.1. However, linear interpolations are known to miss ocean

1To differentiate between matrices and vectors, we write matrices and images in capital letters and
vectors in lower case.
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mesoscales structures [Amores et al., 2018,Stegner et al., 2021], and have coarse
resolutions [Ballarotta et al., 2019] as discussed in Section 3.2.1. Improving the
resolutions of satellite L4 products is a challenge in many applications and can also
be seen as an image inverse problem.

Let us call IHR a high-resolution image and Dec the forward operator from Equa-
tion 3.1, which we call a decimation operator. From the high-resolution image, Dec
produces ILR, a lower resolution image:

ILR = Dec(IHR) (3.3)

where IHR ∈ RH×W and ILR ∈ Rh×w with H = rh, W = rw where r is the down-
sampling ratio, usually an integer > 2. This inverse problem is named downscaling
in oceanography communities and remote sensing and called Super Resolution (SR)
in the image processing community. The most common operator for Dec is an aver-
age pool, i.e. the mean of the pixels values in a r × r neighboring, but others can be
considered. In the case of SSH downscaling, the aim is to recover a high-resolution
SSH image, using DUACS coarse L4 product as input. In this setting, Dec is not fully
known as it derives from the interpolation process. Section 5.1 we will see why this
lack of knowledge of the decimation operator is a limitation of seeing SSH remote
sensing as a downscaling problem.

3.1.4 Studying inverse problems in geosciences

One of the main challenges in geoscience is that the full physical state is never
accessible, making the inversion method assessment difficult. Consequently, devel-
oping and evaluating reconstructions through indirect means is a crucial aspect of
oceanography research. In the following sections, we present two approaches to
address this issue.

Observing System Simulation Experiment

An Observing System Simulation Experiment (OSSE) is a widely used method where
we aim to replicate the observing system on a physical simulation [Zeng et al., 2020].
In this mindset, the physical state is the output variable of a numerical model, upon
which we emulate the forward operator. In doing so, we have access to pairs of
"ground truth" and associated "pseudo-observations" that we can use to our benefit.
This approach is also called twin experiment in the Machine Learning community.
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The OSSEs have several purposes: first, they can be used to model the observa-
tions of a new observing device and estimate its potential [Zeng et al., 2020]. For
instance, [Gaultier et al., 2016] introduced the swot-simulator, a software emulat-
ing the SWOT observations in order to show its potential in retrieving SSH high
frequencies. Second, it can be used to assess the inversion method itself. For in-
stance, [Amores et al., 2018,Stegner et al., 2021] used this method to characterize
the limits of interpolated altimetry maps. Third, given enough pairs of pseudo-
observations and ground truth, OSSEs can be used to train data-driven inversion
methods, including deep neural networks as shown in Section 5.4.1. However, OSSE
methodology still presents some limitations. They entirely rely on the realism of
their numerical simulation and observation operator, which is possibly different from
the real physical state and observing system. This is why it is also possible to work
with real data, as presented in the next section.

Observing System Experiment

Observing System Experiment (OSE) follow the same objectives as OSSEs but are
based on real observations instead of simulation. Unlike OSSEs, OSEs do not face
issues related to the realism of simulations. However, using only real observations
can make it more challenging to assess reconstruction performance. Typically,
some observations are withheld from the inversion process to serve as independent
validation data. Additionally, modeling the forward operator is necessary, as it
enables comparisons between observations and estimated states, permitting the
evaluation process.

3.2 Data Assimilation

Data Assimilation (DA) is a set of methods aiming to combine observations "data"
with physical knowledge "assimilation", to estimate accurately the state of a sys-
tem [Asch et al., 2016]. Physical knowledge can be a dynamical model giving
information about temporal evolution, but also covariances matrices of observed
and unobserved variables. DA is used in many geoscience applications, such as
meteorology or oceanography, and constitutes the core of the physical analysis of
studied system [Asch et al., 2016]. In the following, we present a non-exhaustive
overview of classical DA methods that were used in SSH interpolation problems.
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3.2.1 Optimal Interpolation: the example of DUACS

Optimal Interpolation

Let x, xb, xa ∈ Rn be respectively the true state that we want to estimate, the
background state, a "first guess" that we have on x and the analyzed. Let y ∈ Rp be
the observations obtained through the observation operator H ∈ Rp×n as in:

y = Hx + εo (3.4)

where εo are the observation errors and H is supposed linear R ∈ Rp×p,B ∈ Rn×n,
the covariance matrices of the observation errors and of the background errors,
respectively. Usually, OI aims to update the background state with observations [Hen-
derson, 1975] through Equation 3.5:

xa = xb + K
(
y−Hxb

)
(3.5)

with K = BH⊤(HBH⊤ + R)−1 ∈ Rn×p (3.6)

where K is the optimal gain according to Best Linear Unbiased Estimator (BLUE),
in the sense of the least squares [Asch et al., 2016]. When xa is obtained through
a direct matrix inversion, we refer to this method as OI. But it can also be derived
from a variational minimization of the following cost function [Puntanen and Styan,
1989]:

J (xa) = 1
2
(
xa − xb

)⊤
B−1

(
xa − xb

)
+ 1

2 (y−Hxa)⊤ R−1 (y−Hxa) (3.7)

= 1
2

∣∣∣∣∣∣xa − xb
∣∣∣∣∣∣2

B
+ 1

2 ||y−Hxa||2R (3.8)

where ||x− y||2Σ is the Mahalanobis distance between x and y associated with the
covariance matrix Σ. We call 3 Dimensional Variational data assimilation (3D-VAR)
the variational optimization of this loss function.

DUACS

The Data Unification and Altimeter Combination System (DUACS) is one of the
most used interpolated SSH products. Its protocol consists of the acquisition of
observations from every nadir-pointing altimeter, production of L3 SSH data, and
finally, their interpolation [Pujol et al., 2016, Taburet et al., 2019]. While pre-
processing satellite measurements is a difficult task leveraging expert knowledge,
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we focus on the last step of the process, i.e., the interpolation. DUACS performs an
OI of the satellite tracks, of which we detail the general setting hereafter.

The interpolation method used in DUACS is a special case of the OI previously de-
scribed, in which we aim to estimate a unique value v from p observations [Brether-
ton et al., 1976,Traon et al., ,Pujol et al., 2016,Taburet et al., 2019]. This corresponds
to estimating the value of one pixel, but to produce a complete field, this estimation
will be repeated multiple times, each time for the value of another pixel at a new
location. We consider that x is the vector composed by v and the ground truth values
at the locations of the observations, x = (v, x1, ..., xp) ∈ Rp+1. Each observation is
then yi = xi+εi, leading to the observation vector y = (x1+ε1, ..., xp+εp) ∈ Rp. The
observation errors are considered independent from the state: ∀(i, j), cov(xi, εj) =
cov(v, εj) = 0. The estimator for the unobserved value is given by:

v̂ =
p∑

i=1

p∑
j=1

A−1
ij Ciyi (3.9)

where A is the covariance matrix between observationsAi,j = cov(yi, yj) = cov(xi, xj)
+cov(εi, εj) and Ci = cov(v, yi) = cov(v, xi) is the covariance between the observa-
tions and the point v to estimate.

DUACS OI focuses on SLA interpolation, meaning that the background is the MDT
which is already removed from observations. Therefore xb = 0, and the covariance
matrix of the background error B becomes the covariance matrix of x. In this setting
the observation matrix H ∈ Rp×p+1 and the background matrix B ∈ Rp+1×p+1

become

H =


0 1 0 · · · 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1

 (3.10)

B =


cov(v, v) cov(v, x1) · · · cov(v, xp)
cov(x1, v) cov(x1, x1⟩ · · · cov(x1, xp)

...
. . .

...
cov(xp, v) · · · · · · cov(xp, xp)

 (3.11)

and the analyzed state from Equation 3.5 becomes xa = Ky. The matrix A from
Equation 3.9 can be identified to (HBH⊤ + R) where cov(xi, xj) accounts for
HBH⊤ and cov(εi, εj) for R. In the end, Equation 3.9 is the first coordinate of the
analyzed state, where C is the first line of the matrix BH⊤.
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Tuning covariance matrices

The described methodology thus requires the state’s covariance, cov(xi, xj), and
observation errors covariance cov(εi, εj). In the DUACS product, the SSH state
correlation function is given by Ccorr defined in [Arhan and Verdiére, 1985] as:

cov(xi, xj) = Ccorr(dx, dy, dt) =
[
1 + ar + (ar)2

6 − (ar)3

6

]
e−are−dt2/T 2

(3.12)

with r =

√√√√(dx− Cpxdt

Lx

)2
+
(
dy − Cpydt

Ly

)2

and a = 3.337 (3.13)

where dx, dy, dt are the distance in longitude, latitude, and time between xi and xj ,
Lx and Ly are the spatial correlations radius, Cpx and Cpy are the spatial propagation
speeds and T is the temporal correlation radius. All these values are functions of
the latitude and longitude and are tuned on 25 years of observations [Pujol et al.,
2016,Taburet et al., 2019].

Concerning the observations error correlation, the DUACS protocol differentiates two
scenarios. If two observations yi and yj with i ̸= j come from different satellites
their errors are not correlated: cov(εi, εj) = b2δi,j . On the other hand, if the two
observations come from the same satellite, they might have long wavelength errors,
therefore: cov(εi, εj) = b2δi,j + ELW . b2 and ELW are the error variance and long
wave error correlations, estimated on years of data for each satellite.

Limitations

We can state several limitations of the DUACS product. [Amores et al., 2018] per-
formed an OSSE, mimicking DUACS interpolation on the North Atlantic and the
Mediterranean sea. Using the output data from a physical model, the Nucleus for
European Modelling of the Ocean (NEMO), they emulated nadir-pointing along-
track observations and used an OI to produce L4 altimetry maps, similarly to DUACS.
The hyper-parameters of the interpolation method are adjusted so that the obtained
maps are close to the one retrieved by DUACS. This pseudo-duacs is then used by the
authors to characterize the capabilities of DUACS in resolving mesoscale structures
and eddies (see Section 5.4.4 for more details). The authors found that 83% of the
eddies were not resolved by the OI in the Atlantic. Among the resolved eddies, the
larger ones (radius > 50 km) were over-represented in the pseudo-duacs map, as
small eddies are merged into wider ones. The same conclusions are drawn by the
authors in the Mediterranean Sea.
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Using a similar OSSE methodology but with the exact DUACS processing chain, [Steg-
ner et al., 2021] found similar results on the Mediterranean Sea. Their statistical
analysis reveals an asymmetry in cyclonic-anticyclonic eddies detection, with less reli-
able cyclones than anticyclones. Small eddies are missed, and large cyclones (radius
> 45 km) are mainly obtained by aggregating two or more smaller cyclones.

Overall, we have strong evidence that DUACS OI produces overly smooth SSH fields,
leading to overestimating the large eddies and underestimating smaller ones. This
is also confirmed by our analysis (see Section 5.6), where we find that on OSE
data DUACS has an effective resolution of 149 km in the Gulf Stream area, which
is too low to retrieve small structures. Enhancing DUACS quality is thus an open
problem.

3.2.2 Kalman filter

Sequential data assimilation. In the last section, we focused on the BLUE analysis
of a physical system at a given instant, every data having no temporal dimension.
However, in oceanography, we are interested in including this temporal dimension to
represent the evolution of the physical system. Let’s then consider that the physical
state dynamics is given byMt, the dynamical model. Equation 3.4 becomes:

xt =Mt
(
xt−1

)
+ εm

t (3.14)

yt = Ht (xt) + εo
t (3.15)

where index t indicates the time step, and εm
t the model errors associated to covari-

ance matrix Qt . We consider the operatorsMt and Ht linear, and are represented
by matrices Mt and Ht. In this framework, one can apply iteratively the BLUE
analysis described earlier in Equations 3.5, 3.6, and the forecast Equation 3.14. This
process is named the Kalman filter [Asch et al., 2016,Bertino et al., 2003].

Analysis. At time t we have access to the forecast from the previous timestep that
will constitute our background xb

t , with covariance matrix Bt. We perform the BLUE
analysis following Equation 3.5:

xa
t = xb

t + Kt

(
yt −Htxb

t

)
(3.16)

with Kt = BtH
⊤
t (HtBtH

⊤
t + Rt)−1 the Kalman gain (3.17)
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and the covariance matrix associated to this analysis is At = (I −KtHt)Bt

Forecast. Given the analyzed state from the current timestep, we can forecast the
next background state as: xb

t+1 = Mt+1xa
t . Then we update the covariance matrix

of the next background state as Bt+1 = Mt+1AtM
⊤
t+1 + Qt+1. The Kalman filtering

is presented in Algorithm 1.

Algorithm 1 Kalman Filter

Inputs: xb
0 and its covariance matrix B0, dynamic and observation models M

and H , observations y, and covariance matrices Q and R, at every timestep from
0 to T .
for t = 0 to T do

Kt ← BtH
⊤
t (HtBtH

⊤
t + Rt)−1 ▷ Compute Kalman gain

xa
t ← xb

t + Kt

(
yt −Htxb

t

)
▷ Analysis

At = (I −KtHt)Bt ▷ Compute analysis covariance matrix
xb

t+1 ←Mt+1xa
t ▷ Forecast

Bt+1 = Mt+1AtM
⊤
t+1 + Qt+1 ▷ update background covariance matrix

end for

3.2.3 4D-VAR

In the 4 Dimensional Variational data assimilation (4D-VAR) setting, the observing
and dynamic models are not necessarily linear, and we consider a window of
observations from time 0 to T . We assume a perfect dynamical model, meaning that
the model error εm

t = 0. This situation is called strong constrained 4D-VAR [Dimet
and Talagrand, 1986]. The 3D-VAR cost function (Equation 3.8) can be extended
to:

J (x0) = 1
2

∣∣∣∣∣∣x0 − xb
∣∣∣∣∣∣2

B
+ 1

2

T∑
t=0
||εo

t ||
2
Rt

(3.18)

= 1
2

∣∣∣∣∣∣x0 − xb
∣∣∣∣∣∣2

B
+ 1

2 ||H0(x0)− y0||
2
R0

+ 1
2

T∑
t=1
||yt −Ht ◦M0→t(x0)||2Rt

(3.19)

where M0→t = M0 ◦ M1... ◦ Mt−1 is the dynamic model applied at each time
step between 1 and t. Because the dynamic is fully known, estimating the initial
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condition determines the full trajectory. The control parameters are in x0, and we
can compute the gradient of J as :

∇x0
J = B−1(x0 − xb) + ∂H0(x0)

∂x0

⊤
R−1

0 εo
0 +

T∑
t=1

(
∂(Ht ◦M0→t(x0)

∂x0

)⊤
R−1

t εo
t

(3.20)
Computing this gradient requires the adjoint models of the linear tangent models of
M and H, which can be difficult to obtain in complex physical models. Nowadays, it
is common to use automatic differentiation software such as Tapenade, Tensorflow,
and Pytorch, which provide the adjoint when the direct model is coded. Compared
to Kalman filters that only required covariances matrices and direct models, these
can be seen as a drawback for the 4D-VAR method. The variational optimization of
4D-VAR is given in Algorithm 2.

Algorithm 2 Strong Constrained 4D-VAR

Inputs: xb, background state, B and R, background and observations error co-
variance matrices,M andH, dynamic and observation models, and y observations
between t = 0 to T .
Initialize x0
while not converged do

J ←
∣∣∣∣∣∣x0 − xb

∣∣∣∣∣∣2
B

+ ||y0 −H0(x0)||2R0
for t=1 to T do

xt ←Mt−1(xt−1)
J ← J + ||yt −Ht(xt)||

2
Rt

end for
x0 ← x0 − α∇x0

J
end while

3.2.4 Nudging methods

Principle

Nudging methods are simple data assimilation techniques aiming to push the model
trajectory toward observations [Asch et al., 2016]. It implies introducing a nudging
or feedback term in the dynamic model equations, which is proportional to the error
between the model and observations. Let x ∈ Rn be the state vector defined as a
function of t ∈ [0, T ]. The evolution of the system is given by the dynamical model
M as follows:

dx
dt

=M(x(t)), x(t = 0) = x0 (3.21)
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Let us say that we have access to a set of observations distributed over time y ∈ Rp

and to the observation operator H. The nudging method consists of modifying the
dynamical equations as follows:

dx
dt

=M(x(t))−K(H(x(t))− y(t)), x(t = 0) = x0 (3.22)

where K ∈ Rn×p is the nudging coefficient matrix. If these coefficients are very
large the trajectory will fit the observations, but if K is small the trajectory is purely
driven by the model dynamics. K is therefore a non-trivial experimental parameter
that will require accurate tuning. Looking at Equation 3.22, this approach can
be seen as a degraded Kalman filter, where the analysis step is performed with a
sub-optimal fixed gain, which is a drawback of the method. However, nudging is
very light to implement as it does not require covariances matrices of the Kalman
filter, nor the adjoints models of 4D-VAR.

Back and Forth Nudging

Back and Forth Nudging (BFN) is an iterative method introduced by [Auroux and
Blum, 2008] extending the nudging principle. It consists of a forward scheme, as
in Equation 3.22, and a backward scheme, which corresponds to the model going
back in time. We write the backward equation using the final condition instead of
the initial one:

dx
dt

=M(x(t)), x(t = T ) = xT (3.23)

Given the variable change t′ = T − t, we rewrite it as :

dx
dt′

= −M(x(t′)), x(t′ = 0) = xT (3.24)

and the nudging equation becomes

dx
dt′

= −M(x(t′))−K ′(H(x(t′))− y(t′)), x(t′ = 0) = xT (3.25)

which we rewrite:

dx̃
dt

=M(x̃(t)) + K ′(H(x̃(t))− y(t)), x̃(t = T ) = xT (3.26)

where x̃ is the state function going backward in time [Asch et al., 2016]. This method
requires "inverting" the dynamical model, which is generally ill-posed, for instance,
whenM contains a form of diffusion. In the backward scheme, the nudging term
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has a supplementary role compared to its forward equivalent, as it also stabilizes
the temporally inverted model.

BFN (Algorithm 3) applies successively forward and backward nudging until con-
vergence. The initialization starts from xb, an arbitrarily chosen first guess. The
forward nudging then generates a new model trajectory, and its last time step is used
as the initial condition of the backward. This process is repeated until the algorithm
converges, meaning that the back-and-forth trajectories are close.

Algorithm 3 Back and Forth Nudging (BFN)
Inputs: xb, background state,M and H, dynamic and observation models, and y
observations between t = 0 to T .
x̃← xb

x← +∞
while not converged do

x(0)← x̃(0)
for t ∈ [0 : T − 1] do

x(t+ 1)← x(t) + ∆t [M(x(t))−K (H ◦M(x(t))− y(t+ 1))]
end for

x̃(T )← x(T )
for t ∈ [T : 1] do

x̃(t− 1)← x̃(t) + ∆t [M(x̃(t)) + K′ (H ◦M(x̃(t))− y(t− 1))]
end for

end while

3.3 Deep Learning

Machine Learning (ML) is an extensive set of statistical methods able to learn
complex tasks leveraging a dataset [Mahesh, 2018]. The base principle in ML is to
automatically adjust an algorithm to perform a task by tuning parameters (weights
of linear regression, filter values ...) and hyper-parameters (number of iterative
steps, input variables ...), using data-driven knowledge. Among these techniques,
Deep Learning (DL) has emerged as one of the leading methods [Goodfellow et al.,
2016,Lecun et al., 2015]. DL is an ensemble of techniques in which the parameters
are organized in an Artificial Neural Network (ANN), mimicking the brain structure.
An ANN is composed of neurons, which take a series of inputs, ponder it with weights,
and apply a non-linear activation function, indicating if the neuron is activated or
not. The results are passed to the next neurons, regrouped in layers, in a so-called
Multi-Layer Perceptron (MLP) [Popescu et al., 2009]. DL extend this principle
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by stacking large numbers of neurons, modifying their different elements, such
as their activation functions, connections between layers, regularization processes,
and optimization algorithms. DL has shown a significant capacity to solve ill-posed
inverse problems [Goodfellow et al., 2016,Ongie et al., 2020, Jam et al., 2021,Qin
et al., 2021].

This section first discusses the different training methodologies used in DL and how
we can use them in SR and interpolation. Then, we give a non-exhaustive overview
of the neural network architectures. While not all of them were used in our studies,
they have been in use in the field and are included in the manuscript to facilitate
the discussion of architectural choices in Chapters 4, 5, 6 as well as prepare the
perspectives section of this thesis.

3.3.1 Deep Neural network to solve ill-posed inverse problems

Supervised and unsupervised learning

We aim to inverse the forward operator F : X → Y from Equation 3.1 using a
function f : Y → X , parameterized by θ ∈ Rk. In this part, X is the state space,
and Y is the observation space, which can be a vector, an image, or a time series of
images without lack of generality. The neural network fθ estimates the state X from
observations Y as:

X̂ = fθ (Y) (3.27)

The DL strategy is to fit θ using the knowledge of a dataset D. We can distinguish
two different learning settings: supervised and unsupervised learning.

In a supervised learning context, we have access to pairs of observations and
associated ground truth (D = {Yi,Xi}). Fitting θ usually requires defining L :
X × X → R, a loss function that is a distance between the true state and its
estimation. The optimal value of θ is found by minimizing L on D:

θ⋆ = argmin
θ

∑
(X,Y)∈D

L (X, fθ(Y)) (3.28)

In practice, this minimization is performed through stochastic gradient descent, a
variant of gradient descent where the loss is computed on a subset of the dataset
(a batch) [Bottou, 2010]. The parameters are updated using the back-propagation
algorithm [Hecht-Nielsen, 1992] by computing the loss gradient on this small batch
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of data. The weights are modified starting from the last layer by applying the chain
rule layer by layer. This process is repeated until convergence.

In an unsupervised learning context, only observations are available (D = {Yi}),
and in this case, other strategies must be considered. However, when the forward
operator F is known, observations Y can serve as a proxy for the ground truth. In
this setting, called self-supervised learning, we can train neural networks from
observations only given a proper modification of the loss function [Ongie et al.,
2020]. As the forward model is known, we can apply it on the estimated state X̂.
Equation 3.28 becomes:

θ∗ = argmin
θ

∑
Y∈D
L (Y,F(fθ(Y))) = argmin

θ

∑
Y∈D
L
(
Y,F(X̂)

)
(3.29)

where the loss function is now L : Y × Y → R. This strategy was used, for instance,
to train denoising auto-encoders [Tamir et al., 2019,Yaman et al., 2019].

Deep Image Prior

While in supervised and unsupervised settings the neural network learns on a dataset,
it is also possible to fit a neural network on a single example of observations. This
methodology, called Deep Image Prior (DIP) [Ulyanov et al., 2017], consists of
starting from a random vector Z, sampled once for each image, with low dimension,
as an input of a generator. Similarly to self-supervised methods, the network
produces an estimate of the state X̂ on which is applied the forward operator. The
optimization is then performed on the network weights on a single example as:

θ∗ = argmin
θ

L (Y,F(fθ(Z)) = argmin
θ

L
(
Y,F(X̂)

)
(3.30)

DIP optimization is presented in Algorithm 4. Given some conditions on the optimiza-
tion, [Ulyanov et al., 2017] showed that this method produced accurate images for
diverse image inverse problems, such as denoising, inpainting, and super-resolution.
To the authors, the interpretation of this surprising result is that neural architectures
produce spatially correlated images, and thus promote certain solutions over others.
For example, in the denoising case study, the neural network has great trouble fitting
an uncorrelated noise image where it can more easily fit a natural one. Therefore, if
an early stopping is applied to the optimization, i.e., stopping the gradient descent
before convergence, the natural smooth image will be reconstructed, but the noise
errors will not. Neural network architecture has a prior on the images and acts as a
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regularization. Different architectures bring different inductive biases [Cohen and
Shashua, 2017,Rahaman et al., 2019], further discussed in Section 3.3.2.

Algorithm 4 Deep Image Prior

Inputs: observations Y, learning rate α
Initialize θ and Z randomly
while not converged do

X̂← fθ(Z)
Ŷ← F(X̂)
θ ← θ − α∇θ

∣∣∣∣∣∣Ŷ−Y
∣∣∣∣∣∣2

end while

Generative deep learning

In this section, we take a step back from inverse problem-solving to present deep
generative networks. We then explain how these models can be used in image
inpainting or super-resolution. In generative modeling, we aim to generate samples
of a complex, intractable, high-dimension probability distribution X from a tractable
distribution Z [Ruthotto and Haber, 2021]. The so-called generator g : Z → X is a
function mapping a sample Z ∼ Z to a corresponding sample from the intractable
distribution X ∼ X . In the following, we detail two generative frameworks that
received a lot of attention in the last years: Generative Adversarial Network (GAN)
and Denoising Diffusion Probabilistic Models (DDPM).

Generative Adversarial Networks were introduced by [Goodfellow et al., 2014],
and represent a very significative contribution to image synthesis, SR and inpainting,
among others. They require training simultaneously two networks: a generator gθ

trying to fool a discriminator dϕ. Starting from a random vector Z, the generator
outputs a sample that should belong to the target distribution X . Then, the dis-
criminator takes the generated sample and a real sample of the distribution drawn
from the training dataset and must decide which of the two examples is fake. The
discriminator should produce a scalar value close to 1 if the sample is real and 0 if
not. With this mindset, the two networks are "adversarial" and focus on the same
loss function:

LGAN(gθ, dϕ) = EX∼X [log dϕ(X)] + EZ∼Z [log(1− dϕ ◦ gθ(Z)))] (3.31)
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which the discriminator tries to maximize and the generator to minimize. The
training process of the GAN is described in Algorithm 5.

Algorithm 5 Generative Adversarial Network Training

Inputs: Dataset D, Learning rate α, distribution Z
Initialize discriminator parameters ϕ and generator parameters θ randomly
while not converged do

Sample X from D
Sample Z from Z
ϕ← ϕ+ α∇ϕ [log dϕ(X) + log(1− dϕ ◦ gθ(Z))]
θ ← θ − α∇θ [log(1− dϕ ◦ gθ(Z))]

end while

Denoising Diffusion Probabilistic Models (DDPM) is another kind of generative
model introduced by [Ho et al., 2020] that ended GAN hegemony in image synthesis
and many other generative tasks [Yang et al., 2023]. DDPM use two different Markov
chains: the forward process and the backward process. The first process progressively
adds Gaussian noise to the data X0 such as :

q(Xt|Xt−1) = N (Xt;
√

1− βtXt−1, βtI), q(X1:T|X0) =
T∏

t=1
q(Xt|Xt−1) (3.32)

where t is the current noising step, and βt is the variance of the added noise at time
t. The inverse process is a step-by-step denoising parametrized by a neural network
with weights θ.

pθ(Xt−1|Xt) = N (Xt−1;µθ(Xt, t), βtI) pθ(X0:T) = p(Z)
T∏

t=1
pθ(Xt−1|Xt) (3.33)

One interesting feature of the forward process is that if βt is small, the Xt can
be expressed from X0 directly [Ho et al., 2020]. If we write αt = 1 − βt and
α1:t =

∏t
i=1 αi. in this case, q(Xt|X0) = N (Xt;

√
α1:tX0, (1− α1:t)I). This is a very

important feature, as it means that the training of the denoising network can be
performed one step at a time as it is possible to obtain a sample for Xt and Xt−1
directly from the data. In practice, the neural network tries to estimate the input
noise Z and is called zθ of which we present the training method in Algorithm 6. To
generate a new sample from a trained DDPM, we start from a random sample and
compute the T steps of the inverse process as shown in Algorithm 7.

Conditional generation. To use these generative frameworks to solve inverse
problems, one must find a way to inform the generation with observations Y. This
is called conditional generation, as giving Y to generative models makes it learn the
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Algorithm 6 DDPM training

Inputs: Dataset D, αt schedule, learning rate α
Initialize θ randomly
while not converged do

Sample X0 from D
t ∼ Uniform({1, . . . , T})
Z ∼ N (0, I)
θ ← θ − α∇θ

∣∣∣∣Z− zθ

(√
α1:tX0 +

√
1− α1:tZ, t

)∣∣∣∣2
end while

Algorithm 7 DDPM Generation

XT ∼ N (0, I) ▷ XT plays the role of z for the first step
Z← 0
for t = T to 1 do

Xt−1 =
√

1
αt

(
Xt − 1−αt√

1−α1:t
zθ(Xt, t)

)
+
√

1− αtz

Z ∼ N (0, I)
end for
return X0

conditional distribution X knowing Y. Adapting this principle to GAN, [Mirza and
Osindero, 2014] introduced Conditional Generative Adversarial Network (CGAN).
Both the generator and the discriminator are informed of the observations and LGAN
from Equation 3.31 becomes:

LCGAN(gθ, dϕ) = EX∼X [log dϕ(X|Y)] + EZ∼Z [log(1− dϕ ◦ gθ(z|Y))] (3.34)

One of the benefits of generative modeling to solve ill-posed inverse problems is
that the solution is not unique. Therefore, by sampling multiple times the latent
variable, we have access to multiple solutions, enabling a more accurate estimation
and uncertainty measures [Patel and Oberai, 2021]. These networks have been used
in SR applications [Ledig et al., 2017, Wang et al., 2018, Wang et al., 2021], and
in inpainting [Jam et al., 2021,Qin et al., 2021]. DDPM can also use conditions to
guide image reconstruction. [Lugmayr et al., 2022] proposed an inpainting diffusion
model that replaces known pixels with their values in the noise image. In doing so,
the network progressively reconstructs the missing values only. GANs and DDPMs
can even be used together to push further their performances [Xiao et al., 2024].

Domain Adaptation

In the previously described settings, the data came from a single domain, i.e. ob-
servation space Y, a state space X , and a joint probability distribution of state
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and observations, p(Y,X). In practice, data can be collected from several sources,
constituting different domains. For instance, in geosciences, we could use data
from a physical simulation and from real observations. Transfer learning refers
to methods able to adapt the learning of a task on a source domain to a target
domain, with possibly different tasks [Pan and Yang, 2010]. Domain adaptation is a
special case of transfer learning, where the source and target domains are related
but different, and the tasks are identical. We consider the situation where we have
access to a source dataset S = {(Yi,Xi), i ∈ [1,m]} and T = {Yi, i ∈ [1, n]} a target
dataset. As only the source dataset is labeled, this framework is called unsupervised
domain adaptation [Patel et al., 2015]. While domain adaptation usually focuses on
classification tasks [Patel et al., 2015,Farahani et al., 2021], regression and inverse
problem domain adaptation have been considered [Cortes and Mohri, 2011, Han
et al., 2018, Singhal and Majumdar, 2020]. In Section 5.5 we give an example
of domain adaptation applied to SSH interpolation from simulated data to real
observations.

Ensemble estimation of neural networks

The solution proposed by a group of estimators can be better than the solution of
one individual. Applying the crowd wisdom principle to machine learning is called
ensemble estimation [Goodfellow et al., 2016]. The idea is to use several models
simultaneously and combine their predictions to provide the final estimation. In
image inverse problems, the most simple yet efficient way to combine estimations is
to average the images from each member. The resulting image is a more accurate
solution and often outperforms even the best model. The reason for this improved
performance is that the individual errors are compensated by the other ensemble
members.

There are several ways to compute ensembles: training on different datasets, using
various architectures... [Mohammed and Kora, 2023]. However, one of the most
straightforward approaches is to train several networks with different weight ini-
tializations [Hinton and Dean, 2015]. The optimization of neural networks is a
stochastic process that typically converges to a sub-optimal local minimum, making
it sensitive to the initial weights. This sensitivity can be leveraged to compute an
ensemble.
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3.3.2 Neural architectures

Through the years, many deep learning architectures have been proposed, each one
presenting different advantages and drawbacks. In the following, we list some of
the most widely used architectures, which we will refer to in our contributions.

Convolutionnal neural networks

Convolutional Neural Network (CNN), one of the most used deep learning ar-
chitectures in image tasks, learns convolution operations able to identify features
over space and/or time. These convolutions operation kernels usually have 2 or
3 dimensions, and regroup their trainable parameters in a kernel W and a bias b.
If Ii is an input image of 2 (eventually 3) dimensions, the output image is usually
computed as: Io = W ⋆ Ii + b, where ⋆ is the convolutional product [Lecun et al.,
2015, Albawi et al., 2017]. The convolution operation can detect some features
inside an image independently of their locations. Due to the translation invariance of
the convolutions, the CNN architectures have a spatial invariant (or spatio-temporal
for 3D convolutions) inductive bias [Battaglia et al., 2018].

A variant of the 3D convolutions is the Conv2PD1 introduced by [Tran et al., 2018]
and showed the same performances as Conv3D with lesser computing cost. First,
a 2D convolution is performed in the spatial dimensions, followed by a Rectified
Linear Unit (ReLU) activation function, and finally a 1D convolution in the time
dimension.

Autoencoders and Encoder Decoder. An autoencoder is a neural architecture where
the input data is compressed to a small latent space before being decoded [Baldi,
2012,Goodfellow et al., 2016]. Depending on the dimensionality of the inputs, the
latent space could be a vector, small images, or a time series of small images. Two
main benefits can be found in these architectures: first, as the latent vector has
lower dimensionality than the initial data, it represents only the most significant
information from the input. It is then possible to train denoising autoencoders in
a self-supervised way, by using the distance between the input and the output as a
loss function. As only the most significant information is encoded, the input noise
will be decreased. Second, as spatial dimensions are reduced, it is possible to train
multi-resolution features. In CNNs for example, the perceptive field of a filter is
spatially limited. In a 3×3 filter, the information to compute a pixel only comes from
the same pixel and its neighbors. Even if it is possible to stack filters to increase the
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spatial propagation of information, it is much more efficient to perform convolutions
at different resolutions.

Super-Resolution CNNs. Super-resolution CNNs are neural architectures able to
enhance the resolution of images, providing a higher level of detail. These networks
typically employ alternate feature extraction and up-sampling layers until they reach
target resolution. The first SRCNN was introduced by [Dong et al., 2014] and
is composed of only two layers, one extracting features from the low-resolution
image and one mapping the features to the high-resolution image. The upsampling
is performed at the beginning of the network by a bicubic interpolation, and the
network only learns to refine the details of the upsampled image. Over the years, the
architectures evolved toward different upsampling strategies [Wang et al., 2021].
Residual skip connections were introduced [Kim et al., 2016,Lim et al., 2017] (see
next paragraph), as well as subpixel convolution [Shi et al., 2017a]. Its principle is
to perform the convolution, not in the original high-resolution image Ihr ∈ RC×H×H ,
but in a smaller space with more channels Ilr ∈ Rr2C×H/r×H/r. The upsampling is
then performed at the end of the network by a pixel-shuffling operator P , which
maps all the pixels from Ilr to Ihr as illustrated in Figure 3.1. This strategy has two
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Fig. 3.1.: Graphical view of the pixel shuffling operator P introduced by [Shi et al., 2017a].

main advantages: first, the upsampling is trainable, unlike the bicubic interpolation,
which allows learning more complex patterns [Wang et al., 2021]. Second, for
the same computational cost, performing the convolution on the subpixel space
allows having more parameters than the standard convolution [Shi et al., 2017a,Shi
et al., 2017b], enabling video SR, which was its initial case study. To enhance the
reconstruction, it is possible to use these architectures as the conditional generator
of a CGAN [Ledig et al., 2017].
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Residual and skip connections

To learn the very complex relationship between data the deep learning community
developed deeper and deeper neural networks. However, as the parameters are
modified following the chain rule, stacking layers and activation functions result
in small gradients. This makes it difficult to train the first weights of very deep
neural networks. This problem is called the vanishing gradient problem [Bengio
et al., 1994, Glorot and Bengio, 2010]. A solution to address this problem is the
use of Residual neural Network (ResNet) [He et al., 2016]. Residual learning
incorporates shortcut connections where the input of a block is combined with its
output, facilitating the flow of information through the network. A residual block is
composed of a small number of layers and activation function F which is applied
to the input xi. The output of the resblock is obtained through xo = F (xi) + xi

which forces the network to learn a small modification of its input and avoid
vanishing gradient. Another solution is to concatenate the output of intermediate
layers with inputs. This so-called skip connection, allows shortcuts between layers
so that the gradient can better back-propagate during training. One of the most
famous networks using this principle is the U-Net [Ronneberger et al., 2015]. The
architecture is similar to an autoencoder but introduces skip connections between
encoding and decoding blocks, preserving high-resolution signal while also managing
to expand the perceptive field of CNNs.

Recurrent Neural Networks

Recurrent Neural Network (RNN) is a family of neural networks well suited to
temporal data representations. Let yt be the input sequence and xt the target
sequence at time t. A RNN cell usually takes the input at the current time step (yt)
and the output of the same RNN cell at the previous timestep (xt−1) as shown in
Figure 3.2.

RNN cell RNN cell RNN cell RNN cell

𝐲t

𝐱t 𝐱t

𝐲t𝐲0 𝐲1

𝐱1𝐱0

Fig. 3.2.: RNN computational graph. An RNN cell can be unrolled into feed-forward
network with shared weights.
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This recurrent structure is not compatible with back-propagation, and to perform
Back Propagation Through Time (BPTT), we usually represent RNN as an unrolled
feedforward network with share weights [Goodfellow et al., 2016]. The basic version
of RNN uses a linear combination of xt−1 and yt followed by an activation function.
But this implementation suffers from the vanishing gradient problem: as the same
cell is applied a high number of times, the gradient magnitude becomes small, which
leads to difficulties in learning long-term dependencies [Bengio et al., 1994].

The Long-Short Term Mermory (LSTM) network introduced by [Hochreiter and
Schmidhuber, 1997, Gers et al., 2000] proposes a way to deal with the gradient
vanishing problem. It uses a hidden state ct which is modified at each timestep, to
store or erase information and helps the network to estimate its output. The cell’s
shape is presented in Figure 3.3.

ft = σ
(
Wf [xt−1,yt] + bf

)
(3.35)

it = σ
(
Wi[xt−1,yt] + bi

)
(3.36)

c̃t = tanh
(
Wc[xt−1,yt] + bc

)
(3.37)

ct = ft ⊙ ct−1 + it ⊙ c̃t (3.38)

ot = σ
(
Wo[xt−1,yt] + bo

)
(3.39)

xt = ot ⊙ tanh (ct) (3.40)

We detail hereafter the LSTM equations:

• The forget gate: first, the network looks at the output of the last cell xt−1 and
the current input yt, and decides which information to erase from the memory
of the last state ct−1. The erasing mechanism is implemented as a sigmoïd
layer in Equation 3.35, meaning that a weight matrix Wf is multiplied to the
vector [xt−1,yt] and that a bias bf is added before using the sigmoid function.
As the output of the sigmoid is between 0 and 1, multiplying ft with ct−1 will
select relevant information to keep in the cell state.

• The input gate: we then need to decide which information to add in the
hidden state. The estimated state c̃t is calculated from [xt−1,yt] through a
hyperbolic tangent layer in Equation 3.37, and the information to be added to
the memory is chosen with a sigmoid layer in Equation 3.36.

• State update: the new hidden state is computed in Equation 3.38. The
irrelevant past information is removed from the memory and the relevant new
information is added.
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• Output: now that we have computed ct we can use it together with [xt−1,yt]
to estimate the new output of the cell. Once again, a selection of ct is computed
with a sigmoid layer as in Equation 3.39, and xt is finally estimated from
Equation 3.40.

Concatenation

Point-wize operation

Neural layer

𝐱t−1

𝐲t

𝐜t−1 𝐜t

𝐱t

+

𝝈 𝝈𝝈 tanh

tanh
𝑓𝑡 𝑖𝑡

𝑐𝑡
𝑜𝑡

LSTM cell

Fig. 3.3.: LSTM cell. The red functions correspond to point-wise operations, whereas the
blue functions represent the trainable operations.

The LSTM principle is very flexible, and many variants can be implemented. First,
a natural thought would be that the choice of the information to erase or to store
in the memory should be linked. This is known as the coupled gate variation. In
this variant, the input gate it is replaced by 1− ft [Greff et al., 2017]. Another idea
would be to allow the three gates (forget, input, and output) to access the hidden
state. This means replacing the [xt−1,yt] vector by [xt−1,yt, ct−1] in Equations 3.35
and 3.36 and by [xt−1,yt, ct] in Equation 3.39. This version is called the peephole
LSTM [Gers et al., 2000,Yu et al., 2019].

Convolutional LSTM. LSTM network is fully connected and has major drawbacks
when dealing with image data. Adapting it to images requires flattening 2D or
3D images into high-dimension vectors. This means exploding weight numbers,
computational cost, and no spatial correlation between pixels. To use LSTM on
high-dimension data, [Shi et al., 2015] introduced the Convolutional Long-Short
Term Mermory (ConvLSTM) which was originally designed for rain nowcasting. The
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linear operations on weights are replaced by convolution operations which leads to
the following Equations:

Ft = σ
(
Wxf ⋆Xt−1 +Wyf ⋆Yt +Wcf ⋆Ct−1 + bf

)
(3.41)

It = σ
(
Wxi ⋆Xt−1 +Wyi ⋆Yt +Wci ⋆Ct−1 + bi

)
(3.42)

C̃t = tanh
(
Wxc ⋆Xt−1 +Wyc ⋆Yt + bc

)
(3.43)

Ct = Ft ⊙Ct−1 + It ⊙ C̃t (3.44)

Ot = σ
(
Wxo ⋆Xt−1 +Wyo ⋆Yt +Wco ⋆Ct + bo

)
(3.45)

Xt = Ot ⊙ tanh (Ct) (3.46)

Attention mechanism

The attention mechanism is a wide set of trainable functions that aim to emphasize
important information while neglecting irrelevant ones. It is inspired by human brain
behavior: to read a text, we must remember the last words and some significant
words seen earlier, while others can be forgotten. Another example is human vision:
we are usually more sensitive to the center of our vision field or moving objects.
Focusing on a few important features and forgetting others is the core of the attention
mechanism in deep learning. This principle is widely used in Natural Language
Processing (NLP), or in many computer vision tasks. A general formulation of the
attention mechanism is to consider two functions f and g to be applied to an input
x as follows:

Attention = f (g(x), x)) (3.47)

In this formulation, g is the function that generates the attention based on the
input information, and f is the function that selects information in x based on the
attention g(x) [Guo et al., 2021]. Various approaches can be considered, depending
on how information is discriminated by the attention mechanism. If the model
focuses on specific time steps, spatial locations, or channels above others, we call
it temporal, spatial, or channel attention, respectively. We present hereafter some
widely used attention modules that we will use or refer to in this thesis.

The Convolutional Block Attention Module (CBAM) is an attention-based convolu-
tion proposed by [Woo et al., 2018] for 2D images. Let x ∈ RC×H×W be an image
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with C channels. CBAM is composed of two attention mechanisms performed sequen-
tially: channel attention (Equation 3.48) and spatial attention (Equation 3.49).

xc = gc (x)⊙ x (3.48)

xs = gs (xc)⊙ xc (3.49)

The channel attention gc (see Equation 3.50) first computes both the average and
the maximum on the entire spatial dimension for each channel, producing two
vectors of size C. A shared MLP is calculated on the two channel descriptors, and
a sigmoid activation function σ is applied sum of the two vectors. The selection
function f from Equation 3.47 is simply the element-wise product ⊙ between the
input and the computed attention.

gc (x) = σ

(
MLP (AvgPool

H,W
(x)) +MLP (MaxPool

H,W
(x))

)
(3.50)

Following channel attention, spatial attention gs (see Equation 3.51) starts by
averaging and max-pooling operations across the channels of xs. Then a convolution
operation is performed on the concatenation of the two feature maps, aggregating
every channel to one image, followed by a sigmoid function.

gs (xc) = σ

(
W2×7×7(AvgPool

C
(xc); MaxPool

C
(xc))

)
(3.51)

To retrieve the final output, another element-wise product between the spatial atten-
tion and xc is performed.

Self attention. Let us consider a sequence of N inputs each of dimension D and
the associated input matrix x ∈ RN×D. The self-attention mechanism consists in
comparing a matrix Q of "queries", to a matrix of "keys" K, and to return the
"values" from a matrix V which have a high correspondence to the keys. In self-
attention the matrices Q, K, and V ∈ RN×D are generated from the input x using
a learnable linear combination, i.e. Q = xWq, K = xWk and V = xWv where
Wq,Wk,Wv ∈ RD×D are the trainable parameters. The model is thus able to take
inputs of variable length, as the sequence length N does not appear in the weight
matrix size. The attention g(x) is then computed as g(x) = SoftMax(QK⊤) and the
selection f(x, g(x)) = g(x)V [Guo et al., 2021]. A variant of this mechanism is the
Multi-Head Self Attention (MHSA), where many matrices Wq,Wk,Wv are used in
parallel to learn more representations of the same sequence and using GPU high
parallel computing capabilities. When the keys and values come from a different
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input than the queries, this mechanism is called Multi-Head Cross Attention (MHCA).

Transformers and Vision Transformers. Using MHSA in a sequence-to-sequence
encoder-decoder, [Vaswani et al., 2017] introduced the very famous transformer
architecture, represented in Figure 3.4. Its principle relies on two blocks: first, the
encoder block uses MHSA on the input sequence y, and a feed-forward network
with intermediate residual connections and Batch Normalization (BN) layers. The
decoder starts with the outputs generated by the transformer at the previous timestep
(x ∈ RNx−1×D) and performs MHSA on this tensor. Then, a MHCA block is computed
using the keys and values from the decoder and queries from the encoder. A final
feed-forward network is applied to generate the next output. Before being passed to
the neural network, a positional encoding is applied to y and x, allowing learning
position-specific attention between embedded features.

MHCA

Add & Norm

Feed Forward

Add & Norm

MHSA

Add & Norm

𝐲t t=1
N

MHSA

Add & Norm

Feed Forward

Add & Norm

𝐱t t=0
Nx−1

Encoder block Decoder block

𝐐

𝐊,𝐕

Fig. 3.4.: Transformer architecture (reproduced from [Vaswani et al., 2017]).

Transformers have been widely used in many sequence tasks, especially in Natural
Language Processing (NLP) recently achieving very impressive results [Patwardhan
et al., 2023]. An extension of this idea to computer vision was proposed by [Doso-
vitskiy et al., 2021], introducing the Vision Transformer (ViT) in which the input
sequence is replaced by an image. To be comparable with the original transformer
architecture, the image is spatially separated into N patches, and each patch is
embedded and mapped to a vector. The obtained vectors are then concatenated, and
using positional encoding, they form a sequence comparable to a NLP sentence. ViT
was originally introduced for the image classification task, but since then, many other
applications were tackled, from image generation to super resolution [Khan et al.,
2022], for spatiotemporal image inpainting [Feichtenhofer et al., 2022], on remote
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sensing data [Cong et al., 2022], or on physical oceanography applications [Wang
et al., 2024].
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Sea Surface Height
Downscaling on numerical
simulations

4

In this chapter, we address the problem of SSH downscaling (or Super-Resolution),
in which we aim to estimate high-resolution SSH from lower-resolution inputs. In
an operational framework, it would correspond to enhancing the resolution of an
interpolation product, such as the DUACS L4 map. Our goal is to develop a neural
network that leverages very high-resolution SST fields to improve SSH resolution.
This work serves as a proof of concept, demonstrating the feasibility of enhancing
SSH resolution using SST. However, we did not examine the direct applicability of
this downscaling method to real observations. In this chapter, we exclusively use
simulated data to showcase the potential of our method. This approach provides
both benefits and limitations: we have access to a high-resolution reference for
evaluation, but there are no assurances that the methods will perform similarly on
real data. The chapter is structured as follows: Section 4.1 introduces the NATL60
simulation data, and Section 4.2 details our downscaling method and architectures.
Section 4.3 presents our findings on SSH reconstruction and derived surface currents.
Finally, Section 4.4 discusses the limitations of this work.

4.1 The NATL60 simulation

Supervised neural network training requires a dataset of inputs/outputs, but we lack
fully gridded high-resolution satellite data to perform such training. Therefore, we
propose to perform a twin experiment on a high-resolution simulation: the NATL60
simulation. The NATL60 simulation is a very high-resolution model of the North
Atlantic Ocean extending from 26°N to 66°N with a resolution of 1/60°. It is based
on the Nucleus for European Modelling of the Ocean (NEMO) version 3.6, a global
circulation ocean model [Madec et al., 2017], with atmospheric forcing [Dussin
and Barnier, 2014], and initial conditions taken from the Global Physical Reanalysis
(GLORYS) [Lellouche et al., 2018,CMEMS, 2020] and no tide model [Ajayi et al.,
2020]. NEMO 3.6 is integrated from these initial conditions with an atmospheric
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forcing, but without assimilation. The output data is, therefore, physically realistic
regarding NEMO 3.6 equations but does not represent a day that occurred. Its very
fine grid allows NATL60 to model physics at an effective resolution of about 10–15
km. We focus on the Gulf Stream, an open ocean area from 26.8°N to 44.3°N and
from -64.4°W to -42.3°W, which corresponds to a square image in terms of pixel
number, and far enough from the Equator so that the geostrophic approximation is
valid. As NATL60 was extremely computationally intensive to run (16McpuH, on
14,000 cores), it is not possible to generate as much data as needed. In our case we
have access to a complete year (from October 1, 2012, to October 1, 2013) and to 4
separate months (March, June, September, and December 2008). We retrieve from
the simulation the SSH, the SST, and the Northward and Eastward currents, U and
V, respectively. A visual overview of the data is presented in Figure 4.1 where Rx
denotes the resolution x minutes of arc (1/60°). Therefore, the native resolution of
NATL60 is R01.

As seen in Figure 4.1 the studied area can be divided into two parts: the very
energetic north, and the south which is less energetic. The north contains a frontier
between cold and warm waters with a very dominant eastward current. On the
other hand, the south is much more homogenous and has lower kinetic energy. By
separating the area at latitude 35°N, we compute the histogram of the distributions
of the NATL60 simulation in Figure 4.2, and the mean and standard deviation values
in Table 4.1. The studied values are SSH, SST, and Kinetic Energy (KE) defined as
follows:

KE = 1
2ρ0(u2 + v2) (4.1)

where ρ0 is the water volumic mass.

By differentiating these two regions, we see the "border" effect in the north, where
the data distribution is more evenly spread, regarding SSH, SST, and KE. The
southern area has a higher average SSH between 0 and 1 m, whereas the northern
SSH ranges from −0.5 to 1 m. This difference in repartition is also visible in the
temperature. Globally the most energetic area is the north, by far, with 85% of the
total KE.

To artificially generate low-resolution data, we compute an "average pool" on the
reference data. It consists of taking the average of the pixel values inside a square
with a predefined size and using this mean as the next pixel value. In our case, we
use a square of size 3×3, which we apply recursively to obtain the data at resolutions
R03, R09, R27, and R81, which correspond to approximately 4.5, 14, 41, and 122 km
per pixel, respectively. The input SSH image at R81 has a very low resolution even
compared to DUACS, (1.35° per pixel against 0.25° per pixel for DUACS). However, as
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Fig. 4.1.: Example of one day (January 8, 2012) of the NATL60 simulation at different
resolutions.

4.1 The NATL60 simulation 51



the effective resolution of DUACS is lower than its pixel resolution (see Section 5.6.1),
starting from a very coarse SSH image ensures that all the high-frequency structures
are lacking from the input and must be estimated.
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Fig. 4.2.: Histograms of SSH, SST, U, and V in the 3 defined areas at resolution R01.

Area SSH (m) SST (°C)) U (m/s) V (m/s) KE (J/m³)
mean std mean std mean std mean std mean std

Global 0.35 0.32 20.9 4.5 0.04 0.3 0.0 0.27 81 188
North 0.23 0.39 18.9 4.9 0.07 0.39 0.0 0.34 136 245
South 0.48 0.11 23.1 2.7 0.0 0.15 0.0 0.14 20 36

Tab. 4.1.: Mean and standard deviation statistics on the 3 defined areas at resolution R01.
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4.2 Proposed methods

4.2.1 Stage by Stage downscaling: RESAC

We propose to train a downscaling neural network from SSHR81 to SSHR03 (with
a total upsampling ratio of ×27), using higher resolution SST. In the early devel-
opment of our method, we observed that performing the downscaling stage by
stage improved the network training, by stabilizing it. Given the high upsampling
ratio, we divided the SR task into lower upsampling tasks, each one resolved by a
different neural network. It is also possible in the final stage to use another network
to estimate the currents in addition of SSH. We call this approach REsolution by
Stages of Altimetry and Currents (RESAC). The training is end-to-end, meaning that
the upsampling networks are trained together using a common loss function which
we detail later. In our first work, we performed two downscaling stages, each one
of upsampling ratio ×3, and the estimation of the currents [Thiria et al., 2023].
In our latter, we pushed upsampling a step further with an improved architecture
but without current estimation [Archambault et al., 2022]. In the following, we
present close but new results combining the features of the two works: 3 upsampling
steps and current estimation, including extensive architecture comparison, SST and
multi-scale loss ablation studies, and noise impact.

Let’s now detail RESAC training method, represented in Figure 4.3. The SR starts
from SSHR81 and progressively downscales to SSHR27, SSHR09, SSHR03. Each
downscaling block fθ takes as input a low-resolution SSH, (from the data or the
previous downscaling block) and eventually a higher-resolution SST. It outputs the
improved resolution SSH which is used to compute the loss at the current resolution,
and then fed to the next neural network. After the full SSH downscaling, another
neural network gθ can be used to derive U and V .
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Fig. 4.3.: REsolution by Stages of Altimetry and Currents (RESAC) training computational
graph.

The loss function to be minimized is the multi-scale Mean Squared Error (MSE):

L =MSE
(
ŜSHR27, SSHR27

)
+ MSE

(
ŜSHR09, SSHR09

)
+ MSE

(
ŜSHR03, SSHR03

)
+MSE

(
ÛVR03,UVR03

)
,

where

ŜSHR27 = fθ1(SSHR81,SSTR27)

ŜSHR09 = fθ2(ŜSHR27,SSTR27)

ŜSHR03 = fθ3(ŜSHR09, SSTR03)

ÛVR03 = gθ4(ŜSHR03, SSTR03)
(4.2)

where the MSE loss function is defined in Appendix A.

The different terms of the loss have comparable magnitudes, as all data are normal-
ized (see Section 4.2.3). In a general setting, the different parts of this loss could
be weighted to give more importance to some tasks than others. In our work, we
decided not to do so, as tuning the ponderation between losses requires training a
significant quantity of neural networks in different settings, which we did not con-
sider a priority. However, in Section 4.3.1, we compare three loss function variants.
In the first one, denoted multiscale MSE +UV, we use all the terms presented in
Equation 4.2. The second one is an ablation study of the UV block, as we compute
the SSH MSE at each resolution but not the UV MSE. We call this variant Muliscale
MSE. The last one, simply entitled MSE, is an ablation study of the currents and the
multiscale control where we compute only the MSE at the target resolution R03.
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4.2.2 Architectures

We now detail the neural architectures f and g. In [Thiria et al., 2023], we used a
fully convolutional network, applying first bicubic upsampling followed by convolu-
tions denoted RESAC. In [Archambault et al., 2022] we improved the architecture
using a subpixel convolution residual network. Subpixel convolution (See Sec-
tion 3.3.2) is an efficient convolutional method, as for the same computational cost,
it has more parameters than regular convolutions. It also makes the upsampling
strategy learnable, whereas the method used in vanilla RESAC was performing
convolutions in pre-upsampled images. Also, the residual addition improves the
training by introducing shortcuts in the gradient flow, which helps it to fit the first
weights of deep networks (See Section 3.3.2). Residual learning is well adapted
to downscaling, as it forces the network to learn progressive small modifications
of its input, which is particularly suited to our direct operator. We adjusted the
standard residual block to our needs, where we have an SSH image of low resolution
to improve and an SST image with higher resolution. In the following, we describe
four neural networks: first, the RESAC and RESACSUB downscaling block, playing
the role of f in Figure 4.3. Then the RESAC and RESACSUB current estimation
blocks, playing the role of g in Figure 4.3. A visual overview of the architectures is
presented in Figure 4.4.
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Fig. 4.4.: REsolution by Stages of Altimetry and Currents (RESAC) architecture. Sigmoid
Linear Unit (SiLU) is defined as SiLU(x) = xσ(x), with σ(x) the sigmoid function.
The pixel-shuffling operators P and P−1 are defined in Figure 3.1.

The RESAC downscaling block starts by upsampling the SSH image using the
bicubic interpolation and concatenating it with the SST higher resolution image
on the channel dimension. Then a block composed of two convolutions + SiLU
activations followed by a batch normalization is applied 5 times. Finally, the resulting
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tensor is passed through an extra convolution + SiLU, and a final linear combination
between the obtained channels produces the output. All the filter kernels have a
3× 3 shape and 1 padding pixel to conserve the image dimension, except for the last
linear layer with a kernel of size 1 and no padding.

The RESACSUB downscaling block, on the other hand, does not perform any
SSH upsampling beforehand but applies the pixel shuffling operator P on the SST
image. As a consequence, the low-resolution SSH can be concatenated with the high-
resolution SSH as they have the same spatial dimensions, but with one channel for
the SSH and 9 for the SST. A first convolution is performed to increase the number of
channels and then 5 residual blocks are applied. These blocks are specially designed
to benefit from the good backpropagation of the gradient of the residual learning
and from the SST information. They start with a batch normalization, followed by a
concatenation with the sub-pixel SST. Then, three convolutions + SiLU are applied,
where the last one outputs a tensor with the same number of channels as the input
(before concatenation with SSH), and performs the residual skip connection. In the
end, a last convolution brings the total number of channels to 9, without activation,
and the pixel shuffling operator P is applied to retrieve the super-resolved image.
As RESAC, all convolutions use 3× 3 kernels and padding of 1 except the last one,
which has a kernel size of 1× 1 and a padding of 0.

The RESACSUB UVblock is an optional block that we use for the estimations of
currents. We first describe the architecture used in RESACSUB. The block uses resid-
ual learning but no subpixel convolutions (as no super-resolution task is performed
in this stage). In [Thiria et al., 2023] we initially designed a fully convolutional
network implemented as the RESAC block without bicubic upampling. Here, we
present a modified version more suited to the estimation of currents from the SSH
estimated from RESACsub. As shown in Figure 4.7 and discussed further, subpixel
convolution introduces checkerboard artifacts, which are a serious drawback for
current estimation. To overcome this issue, we start the UVblock by convolutions +
SiLU with wide kernels of 7× 7 and padding of 3 to help the artifact removal. Then,
the residual block previously described is applied 5 times, and a last layer with no
activation and a kernel size of 1× outputs the two current components.

The RESAC UVblock is identical to the one described for RESACSUB but without
the residual skip connection.

Of course, all the described architectures can also take SSH alone and not output U
and V currents. In the following, we denote RESAC-ssh-sst and RESAC-ssh, the fully
convolutional architectures using SST or not, RESACSUB-ssh-sst and RESACSUB-ssh,
their subpixel equivalents.
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4.2.3 Training details

Dataset split

We split the dataset into 3 subsets: train, validation, and test. We take 366 daily
examples from October 1, 2012, to October 1, 2013, for training. In doing so,
the network sees an entire year during training and does not overfit some seasons.
The 4 extra months (in 2008) are split in two: March and June for validation and
September and December for testing. As the test, validation, and training set are
separated by months or even several years, there is no data leakage from training to
evaluation data.

Normalization

All the data are normalized similarly: we center and reduce the data by calculating
their mean and standard deviation on the training set. The same statistics are then
applied to validation and test sets so that no information on these datasets is used in
the normalization of the training.

Training hyperparameters

We use an ADAptative Moment estimation optimizer (ADAM) [Kingma and Ba, 2014]
with parameters β1 = 0.9 and β2 = 0.99. The starting learning rate is 1.10−4 for
RESAC and 2.10−3 for RESACSUB, and is multiplied at each epoch by γ = 0.95. The
starting learning rates and the γ were hand-tuned separately on the RESAC-ssh-sst
and RESACSUB-ssh-sst and applied to their SSH-only versions. The fact that we
can use a higher learning rate in RESACSUB can be explained by the stabilization
brought by residual skip connections. An early stopping is used with a patience of
10 epochs and the stopping criterion is the RMSE of the SSHR03 on the validation
set.

Ensemble

As mentioned in Section 3.3.1 the neural network training is sensitive to weights
initialization. In the following, we train 5 networks for each experiment with
different initializations to construct an ensemble. We refer to ensemble estimation
as the mean of the estimations of the 5 networks. It is then possible to compute
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the ensemble score, i.e., the score of the ensemble estimation, and the mean score,
i.e., the average of each member score in the ensemble. In the following, if m is
a metric of reconstruction, it always refers to the mean score, and m, on the other
hand, refers to the ensemble score.

4.3 Results

4.3.1 SSH reconstruction

Comparison of architectures

In the following, we compare the downscaling of the two architectures, RESAC and
RESACSUB, to show their advantages and drawbacks. To do so, we train RESAC
and RESACSUB networks with SSH or SSH + SST inputs, and we use the bicubic
upsampling as a baseline. We aggregate the results in Table 4.2, in which we provide
the mean SSH RMSE µ and its ensemble score µ. We test 3 losses: the MSE on
SSHR03, the multiscale MSE on SSHR27, SSHR09, SSHR03, and the multiscale MSE,
with an additional control on currents, as described in Equation 4.2. In the first two
settings, there is no current estimation block.

MSE Multiscale MSE Multiscale MSE+UV
SSH SSH + SST SSH SSH + SST SSH SSH + SST

µ µ µ µ µ µ µ µ µ µ µ µ

RESAC 6.69 5.85 5.03 4.4 5.87 5.51 4.34 3.95 6.93 5.96 5.08 4.47
RESACSUB 5.65 5.38 3.94 3.57 5.62 5.37 3.98 3.61 6.27 5.77 3.9 3.36
BICUBIC 6.79
Tab. 4.2.: Reconstruction RMSE (µ in cm) on SSHR03 for different downscaling methods.

The scores are computed on the set (September and December 2008).

As expected, the SST has a significant impact on the reconstruction of every method.
When trained using multiscale MSE, SST leads to an improvement of 1.53 cm(≈ 26%)
and 1.64 cm(≈ 29%), in mean score for RESAC and RESACSUB respectively. Com-
paring architectures, it seems that the subpixel architecture has a clear advantage
over standard convolution, especially in the SSH+SST setting. In the SSH-only
scenario, the two methods significantly outperform bicubic upsampling by around 1
cm. Another advantage of using subpixel convolutions is that for the same weight
number, it is much more computationally efficient than standard convolutions. For
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instance, on our training set of 366 examples one epoch takes ≈ 2.5 s and ≈ 15.4 s
for RESACssh-sst and RESACSUBssh-sst respectively.1

The comparison of losses highlights another advantage of the residual skip connec-
tions. Specifically, the multiscale loss significantly enhances the RESAC reconstruc-
tion across all configurations, whereas it results in nearly equivalent performances
for RESAC SUB. We interpret this finding as an indication that fully convolutional
networks are prone to the vanishing gradient problem, which complicates the train-
ing of very deep networks. This issue underscores the benefit of constraining the
network at multiple resolutions. On the other hand, the residual network does not
benefit from the multiscale loss as it is less impacted by gradient vanishing (see
Section 3.3.2). Using skip connections makes the multiscale control unnecessary.

Additionally, regulating the networks based on currents (last row) leads to a no-
table performance decline for RESAC and RESACSUB-ssh, but results in a slight
improvement for RESACSUB-ssh-sst. This performance drop can be attributed to the
increased complexity and noise in the current estimation process, which introduces
additional errors and makes the training process more challenging, at least for SSH
reconstruction. However, in Section 4.3.2, we will see that it leads to a significant
current improvement compared to geostrophy.

Impact of the ensemble estimation

Also, in every setting, the ensemble reconstruction has a lower SSH RMSE (µ > µ),
which is expected in ML (see Section 3.3.1). However, finding the right ensemble
size is always a trade-off between computational cost and score improvement. In
Figure 4.5, we plot the ensemble reconstruction score as a function of the ensemble
size. We see that even with only two members, the ensemble significantly reduces
the RMSE compared to the mean RMSE and that with 5 members, we reach ≈ 10%
of RMSE gain (to be compared with the ≈ 12.5% with 50 members). This empirically
justifies our choice of using 5 member ensembles in the following experiments.

Visual comparison

We present a visual comparison of the ensemble reconstructions in Figure 4.6 and of
their difference to ground truth in Figure 4.7. The SSH fields estimated using only
SSH inputs appear much smoother than those using SST. This smoothing mainly
affects the small structures of the SSH, as in the absence of SST high-resolution

1Performances calculated on 100 epochs, with batch size of 8 on NVIDIA RTX A4000.
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Fig. 4.5.: Impact of the ensemble size on the SSH RMSE (µ)

information, they cannot be guessed by the neural network. However, SSH is quite
a smooth field, and visually assessing the quality of the reconstructions on SSH
directly might be difficult. It is easier to compare difference fields as in Figure 4.7 or
relative vorticities maps (see next section).

In SSH differences maps to ground truth, we see once again the smoothing of small
structures. However, we also see that even if RESACSUB has overall lower error
maps, it also produces checkerboard artifacts, that the fully convolutional RESAC
does not. This is not very important for SSH reconstruction itself, but it will lead to
a very bad geostrophic approximation, as it requires estimating the spatial gradient
of the image. In the next section, we present a solution to still correctly estimate
currents from SSH presenting such issues. These artifacts can be explained by the
subpixel convolution operation: before upsampling spatial neighbors are estimated
by different kernels and stored in an image with more channels but smaller spatial
dimensions. When the pixel shuffling operator is applied, channel-neighbor pixels
become spatial-neighbor pixels in the high-resolution image. The kernels producing
the sub-pixel channels are initialized differently and converge to different values
during training. Their output could be close, but slightly different, which causes
both the trainable upsampling and the checkerboard artifacts.

Impact of the SSH noise

In the previously described experiments, we trained neural networks to inverse a
noise-free decimation operator. The resolution is then reduced without changing the
mean of the pixels compared to ground truth. However, interpolation methods such
as DUACS do not produce a perfect SSH image, even at very low resolutions. To get
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Fig. 4.6.: Reconstructed SSH fields
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Fig. 4.7.: Error map between the reconstructed SSH and the ground truth
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a step closer to a realistic low-resolution image, we add a random Gaussian noise of
standard deviation σ in addition to the decimation:

ILR = Dec(IHR) + ε where ε ∼ N (0, σI) (4.3)

In Figure 4.8, we study the impact of the standard deviation of ε on the RMSE of
RESACSUB. To do so, we train an ensemble of 5 members for different noise values
(fixed at the beginning of the training).
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Fig. 4.8.: RMSE as a function of the noise standard deviation for RESACSUB.

Even though the SST-using networks produce lower errors, they are still very im-
pacted by the SSH noise. We find that the RMSE increases linearly with the noise
standard deviation (high R² of 0.99). The RMSE growth rates are ≈ 0.45, 0.49 for
SSH-only downscaling and SSH + SST, respectively.

4.3.2 Joint Super-Resolution of SSH and estimation of currents

As the most important use of the SSH field is to estimate surface currents, we are
interested in assessing the currents that can be derived from our super-resolved
maps. The velocity field is usually derived from SSH through the geostrophic
approximation (Equation 2.3), but it can also be directly estimated using the neural
network as described in Section 4.2.2. We use two variants of the current block
in the following: a fully convolutional block for RESAC or a residual block for
RESACSUB. This last block is specifically designed to get rid of the checkerboard
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artifacts visible in Figure 4.7 produced by the subpixel convolutions. It starts with
wide-kernel convolutions on the SSH estimation, which can detect and remove the
artifacts. We compare the currents directly estimated by the neural networks and
the geostrophic currents derived from their SSH estimations to the NATL60 surface
currents. We use the geostrophic currents of the bicubic interpolation as a baseline
and the geostrophic currents computed on the ground truth SSH to give an upper
bound performance of the geostrophic approximation. We aggregate the scores in
Table 4.3. The considered metrics are µu, µv, µn (in cm/s) the RMSE of the u, v
components independently, and on the norm of the current vector, i.e. total velocity.
We add to this the Absolute Angular Error (AAE) (in °) to measure the error of the
current direction. However, for low-intensity currents, a small error in either of
the two components leads to a large angle error. Therefore, we also include, AAE25,
AAE50, AAE75, the angular errors for currents above 25, 50, 75 (cm/s), respectively.
For more clarity, we only compute the score on the ensemble estimations of the
currents.

Input data µu µv µn AAE AAE25 AAE50 AAE75

NATL60 geo GT SSH 5.3 4.4 5.5 17 5 3 3
Bicubic geo SSH 18.4 16.7 21.1 42 25 19 15

RESAC geo SSH 18.1 19.9 20.9 44 25 18 14
RESAC geo SSH + SST 14.5 17.5 17.7 40 17 10 7

RESAC UV SSH 15.5 15.2 16.8 43 24 17 13
RESAC UV SSH + SST 11.6 11.1 12.3 40 15 8 6

RESACSUB geo SSH 22.8 24.9 24.5 53 35 27 22
RESACSUB geo SSH + SST 15.6 15.0 15.7 45 20 11 8

RESACSUB UV SSH 15.4 15.2 16.7 45 24 16 12
RESACSUB UV SSH + SST 10.1 9.6 10.9 33 12 6 5

Tab. 4.3.: Current reconstruction comparison. The included metrics are µu, µv, µn (in
cm/s) the RMSE of the u, v, and of the current vector, and AAE, AAE25, AAE50,
AAE75 (in °), the Absolute Angular Error of the total currents, and the currents
above 25, 50, 75(cm/s).

First, it seems that the geostrophy can be considered a good approximation in this
area, as applying it to ground truth SSH produces small errors: 5.3 and 4.4 (cm/s)
for µu and µv respectively. This error is small compared to even the best mapping
methods, and to the ground truth standard deviation of 39 and 34 (cm/s) (see
Table 4.1). The impact of SST is even greater on the currents than on SSH, with
35% and 38% of RMSE improvement for u and v respectively, using RESACSUB UV.
As we supposed, the geostrophic currents from RESACSUB are worse than the ones
of RESAC, even if its SSH is better reconstructed. This is a consequence of the
checkerboard artifacts described earlier, as computing spatial gradients of a SSH
with high-frequency errors produces strongly noised gradients.
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In Figure 4.9 we plot the SSH maps and associated currents of the ground truth, the
one of RESAC and RESACSUB using SST, RESACSUB UV SSH and RESACSUB UV SSH+SST.
We also plot the Relative Vorticity (RV) ξ of the currents defined as follows:

ξ = ∂v

∂x
− ∂u

∂y
(4.4)

Relative vorticity is an important quantity in the analysis of surface circulation as it
highlights areas of significant rotational vector field. It is positive in counterclockwise
rotations and negative in clockwise rotations, whereas a value close to zero indicates
no direction changes. Here, we normalize relative vorticity fields by dividing by
the Coriolis factor f . By comparing the RV of the geostrophic currents of RESAC

and RESACSUB, we see that the artifacts lead to important high-frequency orientation
mistakes. On the other hand, the currents estimated by RESACSUBUV SSH+SST
present little to no high-frequency artifacts, and their relative vorticity maps look
closer from the ground truth than all the other methods. Specifically, we notice
the improvement brought by the SST in circulation estimation, as RESACSUBUV SSH
relative vorticity map is much much smoother, and fine structures are not well
recovered.

4.4 Conclusion

This chapter addressed the SSH downscaling challenge using a deep neural network
and data from the NATL60 physical simulation [Ajayi et al., 2020]. We began
by under-sampling SSH fields to very coarse resolutions of approximately 120
km per pixel. The downscaling process is conducted in three consecutive steps,
each applying a scaling factor of 3. Each step utilized networks with identical
architectures but distinct weights, processing low-resolution SSH images and, in
some cases, high-resolution SST images. Our comparison involved two architectures:
a fully convolutional CNN (RESAC) and a subpixel convolution residual network
(RESACSUB). Additionally, we explored including a final CNN block to jointly
estimate SSH fields and surface currents in the network’s final stage.

We demonstrate the importance of incorporating high-resolution SST images as
contextual data to enhance the downscaling process. By utilizing temperature data,
all tested networks successfully reconstructed more accurate SSH fields, capturing
finer resolution structures. This enhancement is particularly evident in current
estimations, where the RMSE is significantly lower. Visual comparisons further
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highlight the detailed, high-resolution currents achieved through SST-using meth-
ods. We show that RESACSUB outperforms its fully convolutional counterpart, as
skip connections effectively address the vanishing gradient problem, and subpixel
convolution serves as a trainable up-sampling method. Notably, while controlling
the network at multiple resolutions significantly enhances RESAC performance, it
is not required for RESACSUB. This underscores the need for innovative training
strategies for very deep networks when dealing with substantial downscaling ratios,
such as ×27, whether through multi-resolution losses or adapted architectures.

However, this study is limited to simulation data. In the next chapter, we discuss
these difficulties and motivate the transition from the downscaling approach to the
interpolation approach.
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Sea Surface Height
interpolation

5

5.1 Introduction

5.1.1 From downscaling to interpolation

In the previous chapter, we tackled the SSH downscaling problem and showed
that SST enabled the reconstruction of high spatial frequencies in the images. It
corresponds to a setting where we aim to increase the quality of an existing SSH L4
product, such as DUACS, with low effective resolution [Amores et al., 2018,Stegner
et al., 2021]. However, applying it in operational contexts is difficult because
the decimation estimator is hard to model, as it would require replicating DUACS

product. Because of this, applying a DL downscaling algorithm seems challenging
as an inaccurate simulation of the low-resolution input resolves in an inaccurate
super-resolved SSH field. This is a typical domain gap issue where the simulated
and target tasks are similar but not the data distribution (see Section 3.3.1). To
overcome this limitation, performing an OSSE replicating the DUACS mapping on
simulated data is possible. This approach was explored by [Nardelli et al., 2022]
using one year of pseudo-duacs product on the Mediterranean Sea. However, as we
do not have access to the full DUACS product chain, we cannot simulate as much
data as required.

Instead of simulating DUACS L4 product, we decided to step down one level in the
SSH data preprocessing stages. In the following chapter, we no longer work with
low-resolution L4 SSH products but with sparse L3 SSH observations before any
interpolation operation. Moving from a downscaling task to an interpolation task
presents major advantages: first, the observation operator is easier to simulate, as no
interpolation process occurs. It implies selecting the data in the region observed by
the satellite and adding noise to mimic instrumental error. Twin experiments will be
more accurate as pseudo-observations will be closer to their real-world equivalent.
Second, this new observation operator has some interesting properties, allowing
training neural networks from observations alone, thereby reducing the domain
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gap problem. This chapter focuses on Delayed Time (DT) interpolations, meaning
that we consider that we have access to observations in the future of the evaluation
day.

5.1.2 Existing OSSE and OSE for SSH interpolation

As described in Section 3.1.4, comparing interpolation methods requires a shared
dataset and metrics. Through the years, the ocean altimetry community has devel-
oped "Ocean data challenges", providing twin experiments of the interpolation prob-
lem. We describe hereafter the Ocean Data Challenge 2020 (ODC2020) [CLS/MEOM,
2020] and the Ocean Data Challenge 2021 (ODC2021) [CLS/MEOM, 2021], twin
experiments on a simulation and real observations, respectively. The interpola-
tions considered in the following challenges focus on SSH-only, Delayed Time (DT)
interpolations, but it is still possible to adapt them to multivariate interpolations.

Ocean data challenge 2020 OSSE

The ODC2020 is a one-year OSSE on the NATL60 simulation [Ajayi et al., 2020]
(see Section 4.1). The included data are the ground truth SSH and a simulation of
nadir-pointing and SWOT observations. Given that the NATL60 model also outputs
SST and ocean currents fields, we retrieved and used these variables, even though
they were not included in the official depository of the challenge. The studied
area is a portion of the Gulf Stream area (43° to 33° North and -65° to -55° East).
The nadir-pointing altimeters considered are Topex-Poseidon, Jason 1, Geosat, and
Envisat (between 2003 and 2005). The instrumental errors of both the altimeters
and SWOT are simulated through the swot-simulator software [Gaultier et al., 2016].
On the one year of observations (from 2012-10-01 to 2013-09-30), the test period
is 42 consecutive days between 2012-10-22 to 2012-12-01. For data requiring
training from complete fields, the data between 2013-01-02 to 2013-09-30 can be
used, but leaving aside the data from 2012-12-02 and 2013-01-02 for decorrelation
purposes.

Ocean data challenge 2021 OSE

The ODC2021 provides one year of data in the same Gulf Stream area, but unlike
ODC2020, it focuses on real observations. The SSH measurements were taken in
2017 from nadir-pointing satellites: SARAL/Altika, Jason 2, Jason 3, Sentinel 3A,
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Haiyang-2A, and Cryosat-2. The Cryosat-2 data must not be used in the interpolation
to compare reconstruction methodologies and will serve as independent testing data.
This validation data presents instrumental errors (see Section 2.2.3), leading to
overestimating the interpolation error. As we cannot access a fully gridded reference,
all the reconstruction scores must be computed on the along-track measurement
from Cryosat-2, limiting the metrics’ choice. As in the ODC2020, no SST data
was officially included in the repository of the challenge, nor current estimations.
However, as this challenge focuses on real-world data, it is possible to use the satellite
SST of the corresponding days and area, as well as in situ current measurements.
After some experiments, we decided to use the Multiscale Ultrahigh Resolution SST
(MUR SST) L4 product [NASA/JPL, 2019] (described in Section 5.5.1) and global
Ocean-Delayed Mode in situ Observations of surface drifters measurements from
SEANOE [SEANOE, 2024].

Metrics

The ODC2020 and ODC2021 define several metrics to compare several interpola-
tions.

• µ and σt (in cm) are the RMSE of the SSH and the temporal standard deviation
of this RMSE. In the data challenge, the RMSE is normalized by the Root Mean
Square of the target SSH to take into account the intensity of the variations of
the target signal. The normalized RMSE is defined as follows:

µnor = 1− µ

RMS(Xssh) (5.1)

• λx (in degrees) and λt (in days) are two spectral metrics, introduced by [Le Guil-
lou et al., 2020]. We compute respectively the spatial and temporal power
spectrum of the error, λx is then the smallest spatial wavelength where the
power spectrum of the error is equal to the power spectrum of the signal and λt

its temporal equivalent. The two metrics can be seen as the effective resolution
of the reconstruction, as they correspond to the smallest wavelength, which is
at least half resolved, in space and time. For further information, we refer the
reader to [Le Guillou et al., 2020].

• µu and µv (in cm/s) are the RMSE between the currents and the geostrophic
currents of the estimation.

In ODC2020, as we can access complete references, we can compute all these
metrics on the entire maps. However, on the ODC2021, the reference data is left
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aside from measurements from one satellite. To be able to compute these metrics, we
first linearly interpolate the reconstruction method along the path of the reference
satellite and then compute the metrics. This is why, in ODC2021, it is not possible
to compute the temporal effective resolution of the reconstructions, as there are
not enough consecutive points in time and space. Also, the estimation of currents
is evaluated on drifters only, using the same process of interpolating the estimated
current map at the location of the drifter.

State-of-the-art interpolation methods

We present the state-of-the-art interpolation methods applied to at least one of the
data challenges.

• DUACS is the operational linear optimal interpolation leveraging covariance
matrix tuned on 25 years of data [Taburet et al., 2019] as described in Sec-
tion 3.2.1.

• DYMOST or Dynamic Optimal Interpolation (DOI) [Ubelmann et al., 2016,Bal-
larotta et al., 2020]: a dynamical OI, where a Quasi-Geostrophic (QG) model
(see Section 2.4.2) is used forward and backward to predict the evolution
of SSH. Compared to DUACS, the spatiotemporal Gaussian kernel used to
compute covariances matrices is replaced by a non-linear kernel dynamically
propagating the SSH contributions through the QG model. The obtained co-
variance model includes statistical and physical information and is then used
in a standard BLUE analysis. For more details about dynamical mapping, we
refer to the reader to [Ubelmann et al., 2016].

• MIOST or Multiscale and multivariate Optimal Interpolation (MOI)
[Ardhuin et al., 2020]: an OI where DUACS covariance is replaced by a wavelet
decomposition. Each wavelet variance is determined by looking at their vari-
ance in nadir-altimetry measurement. Originally, this method was developed
to simultaneously interpolate SSH and ageostrophic currents, leveraging fu-
ture Spaceborne Doppler data, but the version provided in the ODC2020 and
ODC2021 uses no information from the currents.

• Back and Forth Nudging Quasi-Geostrophy (BFN-QG) [Le Guillou et al., 2020]:
a data assimilation method that performs a back and forward nudging of a QG
model (see Section 3.2.4).

• 4 Dimensional Variational Network (4DVARNET) [Fablet et al., 2021]: deep
learning model supervised using reference field. Its architecture relies on
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the variational formulation of the interpolation problem of 4D-VAR (see Sec-
tion 3.2.3). But unlike 4D-VAR, 4DVARNET does not use a physical model to
constrain the inversion. Instead, it simultaneously learns the dynamical model,
the prior, and the solver of the variational problem using the ground truth
of a simulation. In inference, it performs several gradient steps of its solver
(typically 15), by using the automatic differentiation implemented in the solver
architectures to fit accurately the input observations. This is thus a hybrid
method between standard neural network training and variational data assimi-
lation, where the models are trained, but a variational minimization is applied
to new examples instead of a direct neural network inference. [Fablet et al.,
2021] showed its ability to learn SSH interpolation on OSSEs, and [Fablet
et al., 2023] extended its study by showing the reconstruction improvement
brought by the SST. When applied to OSE data, 4DVARNET exhibits interesting
performances, but to the best of our knowledge, no real-world application
using SST was achieved by the authors.

• Convolutional Long-Short Term Mermory (ConvLSTM): [Martin et al., 2023]
introduced a neural architecture composed Convolutional Long-Short Term
Mermory (ConvLSTM)-based spatiotemporal encoder decoder. It is composed
of CNN spatial encoder and decoder, compressing or decompressing SSH
and SST information one timestep at a time. A Convolutional Long-Short
Term Mermory (ConvLSTM) is used as a temporal encoder, using encoder
information from each timestep. This network was trained on observations
directly by training the neural network to estimate SSH data removed from
its output. To our knowledge, it was only applied to real-observations, unlike
4DVARNET.

5.1.3 Objectives and contributions

The most important motivation for this work is to get toward an operational DL
framework able to produce high-resolution SSH fields using SSH observations and
SST contextual variables. One of the key features to achieve this objective is to find
a way to train the network directly on observations, thereby avoiding the domain
gap problem.

With this objective in mind, we first explore in Section 5.2 the unsupervised inversion
in a Deep Image Prior (DIP) strategy. Through these experiments, we show that it is
possible to use the inductive bias of a neural network to perform the interpolation
on a single example of observations. We test this on the ODC2020, a simulation,
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but without using the reference field. This work was published in [Filoche et al.,
2022].

In Section 5.3, we adapt the DIP idea to be able to include SST contextual information
and multiple examples. We test our idea on ODC2020 pseudo-observations and the
ODC2021 observations. This work was published in [Archambault et al., 2023].

However, these two methods have an important drawback: they must be refitted
to new examples by gradient descent as standard variational DA frameworks. This
leads to high computational costs, which limits their operational use. Usually, neural
networks are trained offline and applied to new data by a single inference, which is
less computationally intensive than performing many gradient backpropagations.
To address this issue, we are interested in training a neural network so that it can
be directly applied to unseen data but still in an unsupervised manner. To this end,
in Section 5.4, we introduce a new OSSE, well suited to DL training, and compare
supervised and unsupervised methods. This work was published in [Archambault
et al., 2024b].

While comparing unsupervised and supervised training on our OSSE, we remarked
that unsupervised methods had significantly lower performances than their su-
pervised equivalents. Learning the physical relationship and correlation between
variables using only observations is a hard task. To improve the reconstructions, we
present a method to adapt the physical knowledge embedded in the simulation to
real observations. This method involves pre-training on an OSSE and fine-tuning
on an OSE, and leads to improved performances and is presented in Section 5.5.
This work was published in [Archambault et al., 2024a] and in [Archambault et al.,
2024b].

5.2 Training without complete SSH reference

5.2.1 Inspiration: Deep Image Prior

To train on real-world observations only, we are interested in defining a loss function
that does not require complete SSH fields. Deep Image Prior (DIP) [Ulyanov et al.,
2017], tackle the image inpainting problem by fitting a neural network on a single
example (see Section 3.3.1). In this setting, the network gθ starts from a random
vector z, and estimates the SSH field as gθ(z) = X̂. Before applying the loss function,
the observation operator is applied to the estimated state, which results in Ŷ a vector
comparable to observations Y. gθ is fitted by gradient descent on a single example,
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as 3D-VAR would be, but without explicit covariance matrix (see Section 3.2.1).
Instead, the neural network architecture itself forces correlation between the output
pixels. To adapt this idea in the context of SSH interpolation, we now consider
that the observations Yssh are a time series of 32 images (one per day), and the
observation operator Hssh simply masks the pixels where no data is observed. The
loss to be optimized is the following:

L(Yssh, gθ(z)) = MSE(Yssh, Ŷssh) = MSE(Yssh,Hssh ◦ gθ(z)) (5.2)

where Hssh is the masking operator corresponding to the observations support.
Formally, Hssh can be written as the Hadamard product between the input and the
observation mask Ω (1 if the pixel is observed, 0 if not).

Hssh(X) = HΩ(X) = X ⊙ Ω (5.3)

The DIP principle is summarized in Figure 5.1.
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Fig. 5.1.: Computational graph of the Deep Image Prior SSH interpolation.

5.2.2 Application to SSH interpolation

Experiment

We test this principle on NATL60 OSSE provided by [CLS/MEOM, 2020], on a small
area from 36.5° to 43° North and -65° to -58.5° East. We focus on interpolation
from SWOT and nadir-pointing observations. In Figure 5.2, we show an example of
reference SSH and the observations, where we only represent one day out of four.
Due to its ∼ 10 days return time, SWOT data is not available on a daily basis as
observations were only made on days 4, 16, 24, and 28.

DIP relies on the idea that using a well-suited neural network to generate the
solution of a variational problem can act as a handcrafted regularization, leveraging
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Fig. 5.2.: The times series of the NATL60 SSH reference and the associated observations.

spatial and, eventually, temporal bias induced by the architecture. The choice of
architecture is thus a crucial component of the method, as it must perform operations
with appropriate invariance properties. 2D convolutions are invariant by spatial
translation, and 3D convolutions extend this invariance to the third dimension, in our
case, the temporal dimension (see Section 3.3.2). We design our architecture to take
advantage of this inductive bias. It is largely inspired by generative convolutional
architectures introduced in [Radford et al., 2016], but we replaced deconvolution
operations with trilinear upsampling, as described in [Odena et al., 2016] to avoid
checkerboard artifacts. Finally, to ensure spatiotemporal coherence of the generated
solution, we used Conv2D+1 introduced by [Tran et al., 2018](see Section 3.3.2)
instead of standard 2D convolutions. The architecture is summarized in Figure 5.3.
We fit the network on one example during 2000 epochs with an ADAM optimizer
with parameters β1 = 0.9, β2 = 0.99, and learning rate 1.10−2.

Conv BatchormReLU

Legend

𝑧
Trilinear up

…

𝑔𝜃 Conv2D+1

=

2𝐷 1𝐷

Conv Transpose

Fig. 5.3.: Architecture of the spatio-temporal Deep Image Prior generator gθ.

Results

DUACS is a OI with tunned covariance matrices described in Section 3.2.1, meaning
that each pixel is estimated from the observations by weighting the contributions
of each measurement according to their covariance to the target point. In DIP, on
the other hand, the covariance between observed and unobserved pixels is ensured
by the internal structure of the network. Unlike DIP, if the two methods require
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only observations, DUACS needs tuning covariance matrices (on 25 years of data).
Because of these similarities, comparing DIP and DUACS is a natural thought.

We display in Figure 5.4, the reference SSH field, with DIP and DUACS estimations,
and in Figure 5.5 we plot their error maps. We see that the two methods produce
similar fields and associated error maps, missing the same kind of structures, even if
DIP errors seem visually a bit less intense.
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Fig. 5.4.: Plot of the SSH reference, DIP and DUACS estimations from the inputs showed in
Figure 5.2.
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Fig. 5.5.: Plot of the error maps of DIP and DUACS from the inputs showed in Figure 5.2.

To show the importance of the neural architecture inductive bias, we present an
ablation study of the Conv2PD1 by replacing it with standard 2D convolutions. We
computed an ensemble of 30 DIP estimations on the same example with the two
architectures. We plot in Figure 5.6 the scores along the 32 days for Conv2PD1
(upper part), Conv 2D, (lower part), and DUACS. Without the temporal invariance
embedded in the architecture, we see that daily images are not correlated between
timesteps, and DIP completely fails to interpolate the SSH. This result highlights
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the interest in choosing 3D convolutions over 2D when dealing with spatiotemporal
interpolation.
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Fig. 5.6.: RMSE along one window for Conv2D+1 and Conv2D

Comparison of dip and duacs on ODC2020 and ODC2021.

To compare the errors on the entire dataset, extend DIP to the area of the data
challenges spatially and temporarily. In space, we perform a last linear upsampling
before computing the loss so that the size of X̂ssh covers the entire reference. We
use a sliding window approach, where we fit one DIP by timestep and average
DIP estimations from matching instants. However, to mitigate border effects, we
exclude the initial and final 8 days of each window. In Figure 5.7, we plot the RMSE
of DUACS and DIP using nadir-pointing and SWOT pseudo-observations, where in
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Figure 5.7 we plot the same methods but for nadir-pointing only. We see that the
long SWOT return time leads to a periodic cycle in the reconstruction error, which
does not appear when using only nadirs. In the two settings, DIP systematically
outperforms DUACS, which suggests that its internal covariance is better suited to
SSH reconstruction than the linear optimal interpolation covariance matrices.
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Fig. 5.7.: RMSE comparison between DUACS and DIP on the ODC2020, using nadir-pointing
and SWOT observations.
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Fig. 5.8.: RMSE comparison between DUACS and DIP on the ODC2020, using only nadir-
pointing observations.

In Table 5.1, we compare the scores of DIP and DUACS reconstructions on ODC2020,
and in Table 5.2, we do the same on the real observations from ODC2021. On
ODC2020, DIP decreases the reconstruction of 1 cm (∼21%) in the nadir only setting
and of 0.91 cm (∼20%) SWOT + nadir setting, respectively. It also leads to a better
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estimation of the geostrophic surface currents, µu and µv, as shown in Table 5.1.
The SSH reconstruction improvements are similar in the real-world setting with
a decrease of 1.02 cm of RMSE. However, µv is higher for DIP, contrary to the
simulation setting. Anyway, in these three comparable benchmarks, it seems that it
is possible to replace OI with DIP with similar or even enhanced performances.

Method µ(norm) µ(cm) σt(cm) λx(°) λt(days) µu(cm/s) µv(cm/s)
DUACS nadir 0.916 4.89 3.02 1.42 12.1 16.7 16.2
DUACS swot + nadir 0.922 4.56 2.85 1.22 11.3 16.0 15.0
DIP nadir 0.933 3.88 1.96 1.36 9.6 13.2 14.4
DIP swot + nadir 0.937 3.65 2.01 1.22 9.8 13.3 13.0

Tab. 5.1.: Comparison between DUACS and DIP errors, on ODC2020.

Method µ(norm) µ(cm) σt(cm) λx(km) µu(cm/s) µv(cm/s)
DUACS nadi r 0.877 7.31 2.37 149 20.6 20.0
DIP nadir 0.890 6.29 2.03 128 20.1 21.6

Tab. 5.2.: Comparison between DUACS and DIP errors, on ODC2021.

5.2.3 Conclusion

Summary and conclusions

With this proof of concept, we show that it is possible to replace DUACS covariance
matrices tuned on 25 years of observations by the inductive bias of a well-chosen
neural architecture fitted on only one example. In doing so, we even benefit from
a significant performance gain. This is a strong result showcasing the interest of
neural architectures as handcraft regularization, but also a promising perspective to
training neural networks with only observations. However, DIP has some drawbacks
that limit its operational use, and that we detail in the next paragraph.

Limitations

The first obvious drawback of this method is that it cannot, in its current form,
include the information from the SST in the reconstruction. As shown in Chapter 4,
SST is a key variable to recover high-frequency details of the SSH state. This
motivated us to find a Multi-variate Unsupervised Spatio-Temporal Interpolation
(MUSTI) method, inspired by DIP, but enabling SST use. This work is described in
the next section.
Another drawback of DIP is that we need to fit a neural network for each sample.
Even if over-fitting observations on a single example is quicker than standard training,
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doing it for each new time step and area leads to a computational burden. We tackle
this problem in Section 5.4 by training a neural network on a 20-year OSSE and to
observations in an unsupervised manner. Once trained, the network interpolates
new examples by a simple inference without refitting, significantly reducing the
computational cost.

5.3 Multi-variate Unsupervised Spatio-Temporal
Interpolation

5.3.1 Reshaping the Deep Image Prior idea to include temperature
data

In DIP, the neural networks starts from a random vector with no information, as
it is chosen randomly. To adapt this idea to include SST information, we must
find a way to introduce knowledge in the latent space z. This can no longer be
called a Deep Image Prior strategy, as DIP exclusively relies on the prior brought by
the neural architecture. Similarly to Section 5.2, all the data considered here are
spatio-temporal 3D images corresponding to a time window of observations. This
approach called Multi-variate Unsupervised Spatio-Temporal Interpolation (MUSTI),
was published in [Archambault et al., 2023], but under the term "Multimodal"
instead of "Multivariate." Afterward, we decided to use this last term as it is better
suited to designate observations from multiple physical variables.

As suggested by the manifold hypothesis [Fefferman et al., 2016], physical data
can be seen as high-dimension observations taken from the same underlying rep-
resentation. This means that the ocean state can be parsimoniously encoded in a
vector, z, of a much smaller dimension than the observations. In DL, this is the core
principle of auto-encoders: neural networks capable of synthesizing information in
a small number of variables and decoding it (see Section 3.3.2). Considering the
above arguments, using an encoder-decoder framework seems appropriate. We use
a deep neural network to encode SST observations Ysst in the latent space z as in
Equation 5.4. Then, a decoder estimates the SSH image X̂ssh using the information
encoded in z as in Equation 5.5. Hereafter the encoder will be denoted fθ1 , the
decoder gθ2 and the encoder-decoder network hθ = gθ2 ◦fθ1 . Other architectures can
be used as well through a direct multi-variate information transfer from Ysst to Xssh

as long as they bring an inductive bias helping the reconstruction. To fit the neural
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network using only observations, similarly to DIP, we apply the masking operator
Hssh to the estimation (Equation 5.6) before computing the loss (Equation 5.7).

Encoding: z = fθ1

(
Ysst

)
(5.4)

Decoding: X̂ssh = gθ2 (z) (5.5)

Masking: Ŷssh = Hssh
(
X̂ssh

)
(5.6)

Loss: L
(
Yssh, Ŷssh

)
= MSE(Yssh, Ŷssh) (5.7)
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Fig. 5.9.: MUSTI computational graph.

5.3.2 Experiments

Considering the setting described in the last section, we can distinguish two manners
of fitting MUSTI. First, we can fit it in a standard DIP way, over-fitting SSH tracks
a single example, and compute a spatiotemporal window to produce a complete
dataset. But as the latent variable z now carries information about the SST state, it
is now possible to share the neural network’s weights over multiple examples. In
the following, we describe the Spatio-Temporal Auto-Encoder architecture used in
MUSTI and the two training settings.

Architecture

We extend the principle of the spatiotemporal decoder described in Figure 5.3 to
build the spatiotemporal encoder-decoder presented in Figure 5.10. It still relies
on Conv2D+1 operations as well in the encoder than in the decoder. The decoder
alternates Conv2D+1 with 2D max-pooling, each dividing spatial dimension by two
(and not temporal dimension). The latent variable obtained has a shape T × hz × hz

and is given to the decoder. Except for the first deconvolution, the decoder is the
same as the one used in DIP.
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Fig. 5.10.: Architecture of the Spatio-Temporal Auto-Encoder used in MUSTI.

musti on one example

The first way to train MUSTI is fitting one example at a time on a time series of 32
days, similar to DIP. We denote hereafter this training mode by MUSTI1BY1. We keep
the same training hyperparameters as in the DIP experiment: 2000 epochs with an
ADAM optimizer with parameters β1 = 0.9, β2 = 0.99, and learning rate 1.10−2. The
loss function is the MSE given in Equation 5.7. The same training procedure is used
in the 3 data settings: ODC2020 SWOT +nadir, ODC2020 nadir only, ODC2021 real
nadir observations. The temporal sliding window is computed in the same way as
DIP, still excluding 8 starting and final days, to avoid border issues.

musti on a dataset

In the second method, we train MUSTI on a dataset with standard neural network
training. Each dataset example is seen and backpropagated once during an epoch,
and we repeat this process until convergence. In doing so, the neural network must
learn SST encoding and decoding to SSH on a dataset of about one year. However,
this neural network will not generalize well to unseen data as its principle still relies
on overfitting SSH tracks. For each data scenario, we tune the window length T

and the stopping epoch on the validation dataset, as described in Table 5.3. In the
real-world scenario, there is no ground truth to serve as a validation dataset, so we
leave aside the observations from a satellite (Jason-2g) to tune the model’s hyper-
parameters. Once these hyper-parameters are found on validation observations, we
train another network with this set of parameters on the training and validation
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set, but still without Cryosat-2 independent data. We compute an ensemble of 10
members to be comparable to DIP and the other MUSTI training procedure.

Dataset ODC2020 SWOT+nadir ODC2020 nadir ODC2021 nadir
T 7 5 5
Epoch 94 57 50

Tab. 5.3.: MUSTI Optimal hyper-parameters on the validation dataset for each dataset.

5.3.3 Results

Performances on ODC2020 and ODC2021 datasets

We compute the reconstruction on ODC2020 and ODC2021 with the two training
modes of MUSTI. We compare it to DIP, which is its SST-agnostic equivalent. We
first present the scores in Tables 5.4 and 5.5. The scores on ODC2020 support using
SST in MUSTI with an error reduction of 1 cm when using SWOT+nadir data. The
improvement brought by MUSTI1BY1, on the other hand, is more contrasted. In the
SWOT+nadir inversion, it brings a slight improvement compared to DIP, but has
similar scores when using nadir-only data, and significantly lower performance on
ODC2021. It shows that the gain brought by the SST also comes from the fact that
it is now possible to perform the inversion on multiple examples. One of the most
salient features of computing the inversion on the entire dataset using SST is that
the effective resolutions of the estimated fields are much more accurate (at least
on ODC2020). It supports further the conclusions of Chapter 4 that the SST is very
helpful in retrieving high frequencies of the SSH field. This resolution improvement
is less visible in real observation settings as the SST also presents some noise and
smoothing because of the processing and cloud-gaps interpolation.

Visual comparison

In Figure 5.11, we present an example of SSH and SST reference, as well as DIP

and MUSTI estimated fields, alongside their respective error maps, on the 1st of
November 2012. The estimation is computed on the ODC2020 dataset, leveraging
SWOT+nadir observations. MUSTI field exhibits superior quality, characterized by
enhanced resolution and visual details. A comparison between the DIP and MUSTI

error maps reveals important error magnitudes in DIP’s outputs, particularly in the
highlighted regions. Notably, within areas denoted as 1 and 2, where significant SSH
variations are present, the incorporation of temperature as a contextual variable
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Method µ(norm) µ(cm) σt(cm) λx(°) λt(days) µu(cm/s) µv(cm/s)
SWOT+nadir

DIP 0.937 3.65 2.01 1.22 9.8 13.3 13.0
MUSTI1BY1 0.942 3.38 1.59 1.22 9.3 12.9 12.8
MUSTI 0.954 2.64 1.21 0.62 3.4 10.5 11.1

nadir
DIP 0.933 3.88 1.96 1.36 9.6 13.2 14.4
MUSTI1BY1 0.932 3.94 1.69 1.2 10.3 13.2 14.0
MUSTI 0.946 3.12 1.32 1.23 4.1 11.7 13.8

Tab. 5.4.: Comparison between DIP, MUSTI1BY1, and MUSTI errors on ODC2020 for various
metrics.

Method µ(norm) µ(cm) σt(cm) λx(km) µu(cm/s) µv(cm/s)
DIP 0.89 6.29 2.03 128 20.1 21.6
MUSTI1BY1 0.883 6.71 2.38 112 19.3 19.9
MUSTI 0.894 6.08 1.77 113 19.3 19.4

Tab. 5.5.: Comparison between DIP, MUSTI1BY1, and MUSTI errors on ODC2021 for various
metrics.

aids in determining precisely the location of the spatial frontier. In regions 3 and 4,
instances of local maxima are present in the SSH reference, which correspond to
mesoscale anticyclonic eddies. These eddies exhibit discernible signatures in the
temperature field, particularly for area 3. MUSTI can use these signatures to infer
SSH accurately, thereby yielding improved eddies shapes and intensities.

5.3.4 Conclusion

In this work, we presented a method using SST information to enhance SSH interpo-
lation in an unsupervised way: we compute the loss on observations only similar
to DIP, but we start from a complete SST image, unlike DIP. This Multi-variate
Unsupervised Spatio-Temporal Interpolation (MUSTI) shows promising performances
once compared to DIP. On ODC2020, it decreases SSH RMSE by 1 cm and 0.76 cm
when interpolating SWOT+nadir and nadir-only pseudo-observations, respectively.
However, its improvement is smaller on ODC2021, with only 0.2 cm of RMSE gain.

However, MUSTI has limitations that restrict its operational use. Similar to DIP, MUSTI

is trained to estimate one example or a small dataset accurately but needs to be
refitted to be applied to unseen data. In an operational setting, this would necessitate
significant computing resources, whereas standard neural networks should be able
to generalize to unseen data without the need for retraining, making them much
more efficient. To achieve this, we must incorporate SSH observations in inputs,
whereas MUSTI currently only considers SST. With a larger dataset spanning multiple
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Fig. 5.11.: Images of an example of MUSTI and DIP interpolations of SWOT+nadir pseudo
observations from ODC2020. The first line is the SSH and SST reference; the
second line presents DIP and MUSTI estimations, and the last line presents their
associated error maps.
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years, we can train a neural network in an unsupervised setting and fuse SSH and
SST information for interpolation.

5.4 Unsupervised learning of SSH interpolation on a
new OSSE

In this section, we aim to train a neural network to perform SSH interpolation
leveraging SST contextual data, and that can be applied to unseen data in a single
inference. To train such a network, we require a dataset spanning several years to
capture seasonal variability and the complex hidden relationship between the two
variables. The impact of the dataset temporal length on neural network training is
presented in Appendix B.4. The ODC2020 and ODC2021 datasets, although very
useful for method inter-comparison, are not well suited to neural network training.
As they comprise approximately one year of data, fitting a neural network on a por-
tion of the dataset and testing it on another leads to incomplete seasonal variability
and generalization issues, as shown in Appendix B.5. In 4DVARNET, this problem
is tackled by training the neural network on wide areas (the entire North Atlantic),
which provides more examples and better generalization to the test set [Fablet
et al., 2021, Fablet et al., 2023]. Also, during its inference, 4DVARNET performs
several gradient descent steps of its solver as in 4D-VAR, which helps to estimate new
trajectories. In the following, we will tackle this issue by introducing a new training
Observing System Simulation Experiment (OSSE), with 20 years of data: simulated
reference and associated pseudo-observations. We will study unsupervised training
methods, with or without SST, and compare it to their supervised equivalents.

5.4.1 Multi-variate satellite observation simulation

We present hereafter the OSSE that we designed to train neural networks. We first
introduce the reference simulation upon why we simulate satellite observations,
then describe how we produce SSH pseudo-observations and, finally, SST pseudo-
observations. We only simulated nadir-pointing measurements because SWOT
observations were not available at the time that this study was performed. Simulating
only nadir-pointing satellite enables testing neural networks on real observations,
which we will do in Section 5.5.
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Base simulation: the Global Ocean Physics Reanalysis

We conduct our experiments on the Global Physical Reanalysis 12° (GLORYS12)
[CMEMS, 2020]. It provides various physical data such as SSH, SST, and oceanic
currents with a spatial resolution of 1/12° (around 8 km). GLORYS12 is based on
the NEMO 3.6 model [Madec et al., 2017], a global ocean circulation model, and
assimilates satellite observations (SSH along-track observations and SST full domain
observations) through a reduced-order Ensemble Kalman filter (see Section 3.2.2).
It is updated annually by the Copernicus European Marine Service, making it
impossible to use in near real-time applications. Its long temporal extent, since
1993, is a significant advantage for creating a multi-year OSSE and learning seasonal
variability. Additionally, its resolution of 1/12° is much higher than the effective
resolution of altimetry products. For these reasons, it is a suitable reference dataset
for modeling the multi-variate satellite observation OSSE.

The studied area is still the Gulf Stream, between 33° to 43° North and -65° to
-55° East, which is the same region as in ODC2020 and ODC2021 and we select a
temporal subset of this simulation from 2000-03-20 to 2019-12-29, for a total of
7194 days. Comparing the surface circulation of GLORYS12 with its geostrophic
approximation, we find that an RMSE of 6.6 cm/s for u and 6.1 cm/s for v. Consid-
ering the high intensity and variations of the currents in the Gulf Stream (with 37.1
and 34.3 cm/s of standard deviation for u and v, respectively), geostrophy seems to
be an adequate estimation. Thus, we expect a significant synergy between SSH and
SST, which a neural network can learn. For computational reasons, we resample the
data to images of size 128 × 128 with a bilinear interpolation, corresponding to a
resolution of 0.078° by pixel (approximately 8.7 km). Doing so, the perceptive field
of the network covers the entire 10° by 10° area.

SSH simulated observations

As detailed in Section 2.2.2, the nadir-pointing altimetry L3 product provides
approximately a measurement per second along the ground tracks of the satel-
lite. We retrieve the support of real-world satellite observations denoted Ω =
{Ωi = (ti, lati, loni) , i ∈ [0 : N ]} from the Copernicus sea level product [CMEMS,
2021]. Using Ω and the ground truth data Xssh we produce SSH pseudo-observations
Yssh by computing trilinear interpolation of Xssh along each point of the support, as
described in Equation 3.2. We add an instrumental error ε ∼ N (0, σ) with σ = 1.9
cm, which is the distribution used in ODC2020. The obtained SSH observation
operator, Hssh is slightly different than the masking operator used for DIP and MUSTI.

86 Chapter 5 Sea Surface Height interpolation



Here, the pseudo-observations are not on a fixed grid but at the exact spatiotemporal
coordinates of their support Ω.

However, for the neural network input observations, we grid these data to a daily
128× 128 image. We set the pixel value with no simulated satellite observation to
zero, and we average the daily measurements of SSH inside each pixel to represent
the mean of the daily data from the different satellites (if any). As GLORYS12
assimilates along-track SSH data, selecting satellite measurements at the same
location as the assimilated data might introduce a bias in our observations. To
overcome this issue, we desynchronize the real satellite ground tracks from the one
we use to produce SSH observations by introducing a time delay (772 days) between
the real L3 satellite observations and the simulation. It ensures that simulated along-
track data is selected randomly rather than specifically where the model assimilates
real-world observations. In Figure 5.12, we plot an example of the SSH reference
and their associated observations.
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Fig. 5.12.: Images of the ground truth SSH from GLORYS12, the simulated along-track
measurements, and the difference.

SST simulated observations

SST remote sensing is based on direct infrared imaging, leading to wider measure-
ment swaths but making the data sensitive to cloud cover (see Section 2.3). To
fill the gaps, the L3 products from several satellites are merged and interpolated
to form the fully gridded image, using complementary microwave satellite sensors
(which produce lower resolution data but are less sensitive to clouds), and in situ
measurements [Donlon et al., 2012,Chin et al., 2017]. The product obtained from
the interpolation of these data has various effective resolutions, depending on which
data is available location, and high-resolution structures are artificially smoothed
when the cloud cover (C ∈ [0 : 1]) is too thick.
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We simulate the SST observation operator Hsst as follows:

Ysst = Hsst
(
Xsst, C

)
= (1− C)⊙

(
Xsst + ε

)
+ C ⊙ Gσt,σx ⋆

(
Xsst + ε

)
(5.8)

where ⊙ is the element-wise product, ⋆ the convolution product, and ε is a white
Gaussian noise image of size 32×32 linearly upsampled to a 128×128 image. We also
use a spatio-temporal Gaussian filter, Gσt,σx with σt = 1.23 days and σx ≈ 16(km)
to simulate the smoothing of the interpolation performed by satellite products.
To compute a realistic cloud cover C, we use two years of data from an NRT L3
product [CMEMS, 2023c], which we periodically replicate to match the length of
our dataset. We then linearly interpolate the cloud cover to our spatial resolution
and perform an average filter with a kernel size approximately equal to 43 (km). In
doing so, the cloud cover is not a binary mask but a continuous value representing
the ratio of observed pixels within an area. This step is essential, as applying
a binary mask results in patches at the frontiers between cloud-free and cloudy
regions. It is also realistic to simulate L4 SST products, as they are made through
optimal interpolation of multiple sensors high-resolution infrared and low-resolution
microwave. A comparison between binary and nonbinary cloud covers is presented
in Appendix B.2. Our SST observations thus present a spatially and temporally
correlated noise, with different resolutions depending on cloud cover. In the end,
Hsst adds a noise with RMSE of 0.48°C where the SST standard deviation of the
ground truth is 4.96°C, which we present in Figure 5.13. This observation operator
differs from real-world degradations but produces an image with an in-equal noise
resolution similar to the errors present in the L4 SST products. Also, as SST presents
strong annual variations that should be removed, we deseasonalize it. For each SST
image, we subtract the mean image calculated for the corresponding day across the
dataset. This is known to improve machine learning time-series prediction [Ahmed
et al., 2010], and in our case, it produces better reconstructions as shown in
Appendix B.1.

5.4.2 Proposed method

We chose to perform the interpolation on a temporal window of 21 days; the input
is thus a tensor of 21 images of SSH, with or without SST images, and the output is
the 21 corresponding days of SSH only. The neural network estimates the true state
from observations, X̂ssh = fθ (Y), where Y = Yssh for a SSH-only interpolation,
and Y =

(
Yssh,Ysst

)
if the network uses SST. The length of the time window is

discussed in Section 5.4.3, and training losses of the network in Section 5.4.2.
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Fig. 5.13.: Images of our cloud cover, the ground truth SST from GLORYS12, the noised
SST, and the difference.

Attention-Based Auto Encoder

Convolutional neural networks, one of the most used deep learning methods in
image tasks, learn convolution operations able to identify features over space and/or
time. Over time, the machine learning community introduced various ways to
organize these convolution operations, each one presenting distinct advantages (see
Section 3.3.2). Residual layers learn small modifications between their input and
output, making neural networks easier to train [He et al., 2016]. Attention layers
ponder their inputs by a factor between zero and one. This allows subsequent layers
to focus on important features while neglecting irrelevant ones, which makes it
well-suited to extracting information from contextual variables. An encoder-decoder
architecture progressively compresses and decompresses the input data, identifying
structures at different resolutions. In this study, we are interested in testing learning
strategies using a fixed architecture. To this end, we propose an Attention-Based
Encoder Decoder (ABED), presented in Figure 5.14, to perform the interpolation
over the time window. The overall structure of our neural network is inspired
by [Che et al., 2022], who introduced a residual U-Net with attention layers for rain
nowcasting. This neural network benefits from the layers described above, and we
detail its key features in the following.

The encoder starts with batch normalization and a 3D convolution (in time and
in the two spatial dimensions) followed by two downsampling blocks that divide
spatial dimensions by 2 (see Figure 5.14). The decoder is composed of residual
attention blocks followed by upsampling blocks.

Our attention block consists of two essential steps: a temporal attention and then
a spatial attention. Our approach builds upon the Convolutional Block Attention
Module (CBAM) principle introduced by [Woo et al., 2018] (see Section 3.3.2),
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Fig. 5.14.: Architecture of the proposed Attention-Based Encoder Decoder (ABED) neural
network. It is designed to take a time series of 21 images of SSH, with or without
a time series of SST. The encoder divides the spatial dimensions of the images
by 4 through 2 “down-block”. Then, the decoder uses an attention block to
highlight relevant information in the images and progressively upscales it.

which successively performs channel and spatial attention. We extend this idea by
incorporating temporal information in the channel attention mechanism. To do
so, we first compute the spatial average of each channel and instant, resulting in a
tensor of size C × T where C is the channel number and T is the time series length.
Subsequently, we apply two one-dimensional convolutional layers with a kernel of
size 1, followed by a sigmoid activation function to estimate the attention weights.
This corresponds to a 2-layer perceptron shared by every time step, which differs
from the CBAM, as it includes the temporal information in the channel attention.
These weights are then multiplied to each timestep of every channel, enabling the
network to highlight salient features and suppress irrelevant information. After
performing temporal attention, we proceed with spatial attention. This step involves
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utilizing a 3-dimensional convolutional operation, where the kernel size’s temporal
length matches the time series’s length. As a result, the entire time series is aggre-
gated into a single 2D image, which serves as the basis for deriving spatial attention.
A residual skip connection is then applied, and the described block is repeated 4,
2, and 1 times for the first, second, and last block, respectively. For further details
about our implementation, we provide the PyTorch implementation of our network
in https://gitlab.lip6.fr/archambault/james2024.

Losses

We propose to compare two main strategies to train the neural network. Thanks
to the OSSE previously described, we have access to the ground truth, which we
can use to learn the interpolation in a classic supervised fashion. However, it is
also possible to train directly on observations by applying the Hssh on the generated
map X̂ssh before computing the loss (see Equations 5.9, 5.10, 5.11). In Section 5.2
we performed the interpolation with SSH observations only, and, using the same
principle, in Section 5.3 we showed that it was possible to estimate SSH images
starting from SST only and constraining on SSH observations. Both these methods
are fitted on one (or a small number) example and must be refitted to be applied to
unseen data. Using a larger real-world satellite dataset, [Martin et al., 2023] trained
a neural network directly from observations by constraining it on independent
satellite observations that were not given in the input. However, the lack of ground
truth reference makes it harder to compare the different reconstructions, especially
regarding detected eddies and structures. We propose to train neural networks using
the 3 following losses:

• The MSE using ground truth (supervised training):

Lsup(Xssh, X̂ssh) = MSE
(
Xssh, X̂ssh

)
(5.9)

• The MSE using only observations (unsupervised training):

Lunsup(Yssh, X̂ssh) = MSE
(
Xssh,Hssh(X̂ssh)

)
(5.10)

• The MSE using only observations and the regularization introduced
by [Martin et al., 2023] (unsupervised training):
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Lunsup_reg(Yssh, X̂ssh) =Lunsup(Yssh, X̂ssh) + λ1MSE
(
∂

∂s
Yssh,

∂

∂s
Hssh(X̂ssh)

)
+ λ2MSE

(
∂2

∂2s
Yssh,

∂2

∂2s
Hssh(X̂ssh)

)
(5.11)

where ∂
∂s is the along-track derivation of the SSH approximated by its rate of change

(see Appendix B.6). We take λ1 = λ2 = 0.05 the regularization coefficients, the
same values used by [Martin et al., 2023].

Losses Lunsup and Lunsup_reg apply the observation operator Hssh, before computing
the MSE, which allows training in a framework where only observations are available.
Thus, from an interpolation point of view, the inversion methods that use these
losses are unsupervised as they can be trained without any ground truth image.
However, if we constrain the network on the same observations that were given in
input, an over-fitting of along tracks will occur as the neural network can simply
copy its input on its output. This is shown in Appendix B.3, where we see that
constraining the network on its input data leads to very bad reconstruction scores.
To avoid this problem, we must find a way to select a subset of SSH observations that
will be given in input and some that will only serve to control the reconstruction. In
the following, we consider two ways to perform this subset:

• First, we can train the network on the observations of one satellite that were
withdrawn from the input as described by [Martin et al., 2023]. Similarly, we
remove the data of one satellite from the inputs, but we calculate the loss
function on all satellite observations (the ones given and the ones left aside).
In doing so, the network must generalize outside the along-track measurement
that was given as input. We call 1-sat this subsetting method.

• Second, we can select patches in the images where we remove the data from
all the satellites. We use three patches by timestep, each of a size 32 × 32
pixels, placed randomly in the image at different locations between days. This
method has two main differences from the previous one: first, as new masks
are drawn for each training epoch, it leads to data augmentation, where each
example is slightly different from the previous one. Also, with this method,
there are entire areas with no SSH input data, whereas in the previous method,
the measurements from another satellite might have been present. We will
show in the results that this method outperforms the one introduced in [Martin
et al., 2023]. We call mask this subsetting method.

92 Chapter 5 Sea Surface Height interpolation



We call Yssh
in the subset of observations passed to the neural network inputs. In

Figure 5.15, we present a graphical overview of the supervised training method
(top), and of the unsupervised training (bottom).
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Fig. 5.15.: Graphical overview of the supervised and unsupervised interpolation method.
The neural network input is a 21-day time series of SSH satellite observations,
excluding data from a single satellite, and optionally includes SST measurements.
The network estimates a time series of SSH field states, upon which the observa-
tion operator is subsequently applied in order to deduce Ŷssh. Finally, the Mean
Squared Error between the Ŷssh and Yssh is used to control the network.

Training details

Train, validation, test split. We partitioned the OSSE dataset into three subsets:
training, validation, and test data. We used the year 2017 exclusively to test
our reconstructions (every analysis conducted in the following was performed on
this data). We validate our methods on three distinct time intervals: (1) from
2002/07/14 to 2003/07/28, (2) from 2008/01/05 to 2009/01/18, and (3) from
2013/06/28 to 2014/07/13. The remaining data was used for training, but leaving
a 15-day period to prevent data leakage.
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Normalization. We normalize the artificial network’s input and output by subtract-
ing the mean and dividing by the standard deviation. The normalization parameters
are computed only on the neural network inputs, SST, or along-track data. Specif-
ically, we first perform this normalization for images related to SSH along-track
measurements and subsequently replace any missing values with zeros. We nor-
malize the neural network SSH outputs with the statistics computed on the input
observations (so that the method remains applicable in an unsupervised setting).
When training with the regularized loss of Equation 5.11, we also normalize the
data from the first and second SSH along-tracks derivative.

Training hyperparameters. We train every method using an ADAM optimizer
[Kingma and Ba, 2014] with a learning rate starting at 5.10−5 and a decay of 0.99.
We perform an early stopping with a patience of 8 epochs. For the supervised
training, the stopping criteria is the RMSE of the reconstruction on the fully gridded
domain on the validation data, but in the unsupervised setting, we compute this
RMSE on left-aside along-track measurements. Doing so, the stopping strategy is
still compliant with a situation where no ground truth is accessible.

Ensemble. As neural network optimization is sensitive to its weight initialization,
we train 3 networks for every setting. The so-called “Ensemble” estimation is the
average SSH map of the 3 networks.

5.4.3 Results: comparison of the reconstructed maps

In Sections 5.4.3 and 5.4.4, we compare the different training methods on our OSSE
to highlight the drawbacks of unsupervised learning and the advantages of SST. In
Section 5.4.3, we first focus on SSH reconstruction and the associated geostrophic
current estimation. Then, in Section 5.4.4, we compare the mesoscales eddies of the
different maps, to provide a physical interpretation of the reconstruction errors.

SSH reconstruction and quality of derived geostrophic currents

We compare the fields estimated by the networks trained using the three losses Lsup,
Lunsup and Lunsup_reg, with 3 different sets of input data: only SSH tracks, SSH and
the noised SST from our OSSE (denoted nSST), and noise-free SST (denoted SST).
The noise-free SST provides an upper-bound performance of the neural network
in the case of a perfect physical link between SSH and SST. For the unsupervised
loss functions Lunsup and Lunsup_reg, we test the two ways to remove some SSH
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information from ABED inputs: the one where the data from one satellite is removed,
hereby called 1-sat subset, and the one where a random mask is applied, called
mask. We give the RMSE of the SSH estimates fields on the test set in Table 5.6 and
the RMSE on the velocity fields in Table 5.7.

Loss subset SSH SSH+nSST SSH+SST
Lsup − 4.16 | 3.81 3.34 | 3.03 2.97 | 2.63
Lunsup 1-sat 4.56 | 4.20 3.84 | 3.49 3.56 | 3.16
Lunsup_reg 1-sat 4.33 | 4.07 3.76 | 3.52 3.48 | 3.20
Lunsup mask 3.89 | 3.66 3.43 | 3.19 3.18 | 2.92
Lunsup_reg mask 3.83 | 3.67 3.54 | 3.35 3.22 | 3.04

Tab. 5.6.: SSH reconstruction RMSE in centimeters (mean score on the left and ensemble
score on the right) of 3 ABED networks. The interpolation is trained using the
three different losses described in Section 5.4.2 with the following settings:
SSH-only interpolation, SSH and noised SST, and SSH and noise-free SST. For
the unsupervised inversions, we include the two types of subsetting: 1-sat and
mask. All metrics are given on the central image of a 21-day time window.

First, the ensemble reconstruction has a lower RMSE than the mean performance,
which is usual in machine learning, as individual member errors are compensated by
others. Comparing the ensemble scores, we observe that the supervised loss function
outperforms the unsupervised framework in every data scenario. Specifically, in the
SSH+SST scenario, the supervised loss decreases the ensemble RMSE of Lunsup by
17%, and 9% without SST, in the 1-sat subset. Also, adding SST as an additional
input to the network generally improves performance compared to using SSH alone.
This improvement is observed across all three loss functions, as the error values
decrease for SSH+nSST compared to SSH. For instance, the SSH-only ensemble
RMSE is decreased by 31% and 20% for SST and nSST, respectively, with Lsup.

Comparing the unsupervised inversions, we see that the regularization introduced
by [Martin et al., 2023] slightly improves reconstruction in the 1-sat subset but
slightly degrades it in the mask subset. This last sub-setting method leads to a
significant performance increase, especially when using only SSH, where it even
outperforms the supervised training. This improvement is important compared
to [Martin et al., 2023, Archambault et al., 2024b]. In the following, we mostly
interpret the 1-sat subsetting to be coherent with our articles [Archambault et al.,
2024b,Archambault et al., 2024a].

We estimate the surface currents from the reconstructed SSH geostrophy, and we
compare it to the surface circulation of the model. The errors on velocity in Table 5.7
follow the same trends as the RMSE on the SSH fields but with lesser differences
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Loss subset SSH SSH+nSST SSH+SST
u v u v u v

Lsup − 12.8 13.9 11.1 12.0 10.1 10.7
Lunsup 1-sat 13.4 15.5 12.0 14.1 11.1 13.1
Lunsup_reg 1-sat 12.8 14.3 11.7 12.9 11.0 12.0
Lunsup mask 12.4 15.0 11.3 13.8 10.6 12.8
Lunsup_reg mask 12.1 13.5 11.5 12.7 10.8 11.7

Tab. 5.7.: Eastward (u) and Northward (v) surface currents in cm/s. The currents were
estimated by applying the geostrophic approximation (see Equation 2.3) on the
SSH ensemble estimation of the 3 ABED networks.

between methods. The RMSE is still far from the minimal error achievable through
geostrophy, which is 6.57 cm/s for u and 6.14 for v on this data.

Seasonal errors and temporal window size

In Figure 5.16, we show the daily errors of the different methods on the test year.
For more clarity, we only plot the unsupervised inversion using the 1-sat subsetting.
We notice a substantial temporal variability of the RMSE, with a notable increase
in late summer. Specifically, in August and September, all methods perform worse
than in Winter, which can be explained by the high kinetic energy of the ocean in
Summer [Zhai et al., 2008,Kang et al., 2016].

An important challenge of ocean satellite products is to provide real-time estimations,
as many applications cannot use products available with too much time delay. In
an operational framework, products that are immediately available are called Near
Real Time (NRT) whereas those that require a time delay before release are called
Delayed Time (DT). While in Tables 5.6 and 5.7, we presented the results obtained
on the central image of the time window, we can also display their scores along
the 21-day temporal window as in Figure 5.17. The central image is a 10-day
Delayed Time reconstruction as we need images of observations 10 days in the
future. In Figure 5.17, we verify that 21 days of data contain enough information to
reconstruct the central image: for instance, 5 days from the border of the temporal
window the reconstruction error is just 3% higher than the one at the center. This
means that we can significantly reduce the delay (and therefore the training cost of
our model) without causing severe drops in performance, which could be useful if
applied in an operational framework. However, when it comes to producing NRT
products (0 delay) this graph shows that we expect a significant loss of quality in
the reconstruction which is usual [Amores et al., 2018,Stegner et al., 2021].
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Fig. 5.16.: RMSE of the different reconstructions during the test year (2017). The unsuper-
vised methods are using the 1-sat subsetting.
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Fig. 5.17.: RMSE of the different reconstructions along the time window as a function of
the time delay to present. The errors at a time delay of −20 correspond to an
anti-causal scheme (knowing only future observations), whereas timedelay = 0
corresponds to a causal scheme (knowing no future observations). Knowing both
past and future observations leads to the optimal reconstruction at timedelay =
−10. The unsupervised methods are using the 1-sat subsetting.
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5.4.4 Results: mesoscale eddy analysis

Importance of mesoscale eddies

Mesoscale eddies play an important role in ocean circulation and dynamics, and their
understanding leads to diverse applications in oceanography or navigation [Chelton
et al., 2011b]. Previous studies underline how these structures transport heat,
especially between latitudes 0° and 40° in the North Atlantic [Jayne and Marotzke,
2002], but also salinity [Amores et al., 2017], or plankton [Chelton et al., 2011a].
In practice, mesoscale eddies and structures are estimated through geostrophic
currents derived from satellite altimetry. However, operational satellite products
such as DUACS OI, have too coarse resolutions to resolve accurately mesoscale struc-
tures. Performing an OSSE to simulate the satellite’s remote sensing, [Amores et al.,
2018,Stegner et al., 2021] showed that DUACS-like optimal interpolation aggregates
small eddies into larger ones (i.e. with a radius greater than 100 km). These
interpolations also capture a small percentage of eddies in the model simulation
(around 6% in the North Atlantic) and change the eddies’ distribution and properties.
This is why we are interested in finding to what extent our reconstruction methods
can detect small eddies in the ground truth, and how well the detected eddies are
resolved and their physical properties conserved.

Automatic eddy detection algorithm: AMEDA

We use the Angular Momentum for Eddy Detection and tracking Algorithm (AMEDA)
introduced by [Vu et al., 2018] to perform the eddies detection. It is based on
the LNAM, a metric first introduced by [Mkhinini et al., 2014], that we define
hereafter:

LNAM(Pi) =
∑

j

−−→
PiPj ×

−→
Vj∑

j

−−→
PiPj ·

−→
Vj +

∑
j |
−−→
PiPj ||

−→
Vj |

= Li

Si +BLi
(5.12)

where Pi is the point of the grid where we compute the LNAM, Pj is a neighbor
point of the grid,

−−→
PiPj is the position vector from Pi to Pj ,

−→
Vj is the velocity vector

in Pj , × the cross product, and · the dot product. Thus, the unnormalized angular
momentum Li is computed through a sum of cross products and is bounded by BLi,
so that if Pi is the center of an axisymmetric cyclone (resp anticyclone), LNAM(Pi)
will be equal to 1 (resp -1). Also, if the circulation field is hyperbolic and not an
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ellipsoid, Si will reach large values, and LNAM(Pi) will be close to 0. All sum is
computed on a local neighborhood of Pi, which is a hyperparameter of the method
(typically a square centered on Pi). In our case, we used the default parameters
where the square has a length of 2∆x, with ∆x being the grid resolution (≈ 9 km).

AMEDA finds potential eddy centers by searching for the local extrema of the LNAM
field, more precisely by taking the points Pi where |LNAM(Pi)| > 0.7. The char-
acteristic contour of an eddy is then defined as the closed streamline of maximum
velocity which does not include another eddy center. We perform the AMEDA algo-
rithm on the geostrophic velocity field of our estimation and on the ground truth
currents. We then look for the eddies that are both present in the ground truth
and in our estimation. An eddy is said to be detected if the distance between its
barycenter and the reference one is smaller than the average of the mean radius
of the two characteristic contours. This definition allows “multiple" detection (i.e.,
colocalization with several eddies). Therefore, we exclude eddies that include more
than one candidate in the ground truth. For further details about the AMEDA algo-
rithm, we refer the reader to [Vu et al., 2018].

Eddy detection performances

We present the detection scores of the different reconstruction methods, with three
data scenarios and three losses. We present the two sunsetting methods for the
unsupervised loss functions, 1-sat and mask. We take the ensemble SSH estimation
of the neural networks and perform the AMEDA algorithm on the velocity field
derived through the geostrophic approximation.

In Table 5.8 we present the F1 score, the recall, and the precision of the methods.
The recall tells us the proportion of actual positive instances that were correctly
identified by the detection (a recall of 1 means that all ground truth eddies were
detected). The precision gauges our trust in the detected eddies (a precision of 1
means that all eddies in the simulation were also present in the ground truth). To
aggregate recall and precision, we use the F1 score, which is the harmonic mean of
recall and precision. A value of 1 means a perfect detection: all ground truth eddies
were detected, and the estimation produced no false positives.

Data comparison. As expected, no matter which loss we consider, the noise-free
temperature detection method outperforms the two other scenarios with higher F1

scores. Even the noisy SST provides important information for eddy reconstruction,
as the SSH-only method yields lower results than the two other scenarios. We also
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Loss subset SSH SSH+nSST SSH+SST
F1 recall precision F1 recall precision F1 recall precision

Lsup − 0.699 0.607 0.825 0.735 0.657 0.833 0.762 0.705 0.83
Lunsup 1-sat 0.692 0.634 0.76 0.715 0.665 0.772 0.731 0.694 0.771
Lunsup_reg 1-sat 0.684 0.581 0.831 0.704 0.608 0.835 0.713 0.622 0.836
Lunsup mask 0.715 0.669 0.768 0.725 0.697 0.756 0.735 0.714 0.758
Lunsup_reg mask 0.699 0.6 0.838 0.709 0.612 0.842 0.725 0.631 0.851

Tab. 5.8.: Scores of the AMEDA eddy detection performed on the Ensemble estimation of
ABED interpolation. The considered scores are the precision, the recall, and the
F1 score.

see that for each loss, the precision scores are less impacted by the input data than
the recall is. This means that the SSH-only scenario does not produce a lot more
false detection than the SST methods but misses many more structures.

Loss comparison. On the other hand, the loss function used to perform the inversion
substantially impacts precision and recall. The regularization of the unsupervised
loss brings the detection precision to the level of the supervised method (even higher
for the SSH-only and SSH+SST) but also reduces the recall of all methods compared
to their unregularized version. In other words, the regularization prevents the
neural network from generating false eddies and from retrieving some structures,
which leads to lower F1 scores. Similarly to SSH reconstruction metrics, using mask
subsetting, we enhance the detection scores of the methods in every data scenario.

Visual comparison. We plot in Figure 5.18 the SSH maps and eddies detected by
AMEDA, and in Figure 5.19 their associated relative vorticity (see Equation 4.4).
These figures illustrate an example of the conclusions established in Table 5.8. the
SSH-only reconstruction shows fewer eddies than the ones using SST and aggregates
small eddies into larger ones (see highlighted eddies). We also see the effect of
regularization, especially in the relative vorticity fields, which are much smoother
than the ones in the supervised and regularized inversion. This smoothing effect
results in a reduced number of detected eddies, as illustrated by the two highlighted
eddies that are detected separately when SST is used without regularization.

Physical properties of detected eddies

To further investigate the performance of the eddy detection methods, we analyze the
detection outcomes based on the physical characteristics of the eddies. For instance,
smaller eddies tend to have shorter lifespans, making them more challenging to
detect due to their decreased likelihood of being observed by satellites. Conversely,
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Fig. 5.18.: SSH maps and detected eddies on 1st June 2017 from our OSSE. The first
line presents the True SSH, the noised SST, and the True SST, on which we
plot the eddies detected on the True SSH. The second, third, and last lines
present, respectively, the inversion using Lsup, Lunsup, and Lunsup_reg. The first,
second, and last columns present the maps using the SSH-only, SSH+nSST, and
SSH+SST data, respectively. Each SSH map is the ensemble reconstruction of 3
networks with their associated eddies.
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Fig. 5.19.: Relative vorticity (normalized by the Coriolis factor) and detected eddies on
1st June 2017 from our OSSE. The first line presents the true relative vorticity.
The second, third, and last lines present the neural networks trained with Lsup,
Lunsup, and Lunsup_reg. The first, second, and last columns present the SSH-
only, SSH+nSST, and SSH+SST interpolations. Each relative vorticity map is
computed from the ensemble SSH estimation of the 3 networks.
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Fig. 5.20.: Histograms of the eddies detected by AMEDA on the SSH ground truth, by
radius, lifetime, and maximum velocity.

high-speed eddies are derived from important sea surface height (SSH) variations,
thus exhibiting a strong signature in the generated mapping. In Figure 5.20, we
show the histograms of the eddies detected by AMEDA on the SSH ground truth, as
a function of maximum radius, lifetime, or maximum velocity along the final closed
current line. Figure 5.21 shows the detection performances as a function of these
parameters.

As anticipated, using SST and nSST data contributes to the detection of eddies, as
indicated by the higher F1 scores achieved in every loss scenario. However, small
and short-lived eddies are less frequently detected, resulting in lower recall scores.
Specifically, only 17% of the eddies with a radius below 15 km are successfully
detected in the best scenario. Nonetheless, except for the unregularized loss func-
tion, the precision scores for the detected eddies remain high, even for small and
short-lived ones. This observation confirms the previously observed phenomenon
where the regularization employed in the inversion process prevents the network
from generating false eddy detections but also stops it from capturing a significant
portion of the actual eddies. This regularization behavior is expected, as forcing a
smoothness constraint on the SSH gradient field leads to denying some of the small
structures.

We also want to assess the model’s accuracy to estimate the eddies’ physical proper-
ties. To this end, we focus on the eddies that were successfully detected by all the
methods (3534 eddies out of the 7908 eddies in the ground truth) and compare the
physical parameters of the estimated eddies to their values in the corresponding true
eddy. We compute the RMSE and bias of the following parameters: maximum radius
and velocity of the characteristic contour of the eddies. Once again, Tables 5.9 and
5.10 show that SST helps to estimate eddies radius, and velocity. Nonetheless, there
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Fig. 5.21.: Detection scores of the different methods on eddies separated by radius (first
row), lifetime (second row), and maximum velocity (last row). The consid-
ered scores are F1 (first column), recall (second column), and precision (third
column). The recall tells the proportion of actual positive instances that were
correctly identified, the precision gauges the trust that we can put in the detected
eddies, and the F1 score aggregates these two values.
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is a bias of radius and velocity: the size of the eddy is statistically overestimated
compared to its ground truth, while its speed is systematically underestimated. This
is particularly true for the regularized unsupervised loss because of its smoothness
constraint, with a velocity bias accountable for half of the RMSE.

Loss subset SSH SSH+nSST SSH+SST
RMSE bias RMSE bias RMSE bias

Lsup − 16.7 3.6 15.7 4.2 14.7 3.7
Lunsup 1-sat 16.6 0.9 16.3 1.3 15.5 1.3
Lunsup_reg 1-sat 16.6 3.5 16.5 4.1 15.7 4.5
Lunsup mask 16.1 1.0 15.9 1.0 15.1 1.3
Lunsup_reg mask 16.3 4.3 16.0 4.2 15.5 4.4

Tab. 5.9.: Eddies maximum radius RMSE and bias (km). The eddy detection is performed
on geostrophic currents of the ensemble estimation and the bias is computed
from the estimated radius minus ground truth radius.

Loss subset SSH SSH+nSST SSH+SST
RMSE bias RMSE bias RMSE bias

Lsup − 14.3 -5.3 12.4 -3.1 11.7 -2.0
Lunsup 1-sat 14.4 -5.7 13.4 -3.3 12.5 -2.9
Lunsup_reg 1-sat 15.2 -8.3 13.9 -7.4 13.2 -6.5
Lunsup mask 13.5 -3.2 13.2 -2.2 13.0 -1.2
Lunsup_reg mask 13.8 -7.0 13.6 -6.7 13.0 -6.1

Tab. 5.10.: Eddies maximum velocity RMSE and bias (cm/s).

5.4.5 Conclusion

In this work, we designed a new OSSE emulating 20 years of satellite observations
of SSH and SST, available for the community1, while the previously existing OSSE
provided only one year of simulated SSH observations ODC2020. We were able to
train an ABED using 3 different loss functions (2 of them learning the reconstruction
without ground truth), on three different sets of data (SSH only, SSH and noised
SST, SSH, and SST). Compared to our publication in [Archambault et al., 2024b],
we tested a new way to retrieve some information from the input of the neural
network to force its spatial generalization. This method, consisting of masking SSH
inputs in squares randomly located on the images, shows enhanced performances
compared to the one introduced by [Martin et al., 2023].

We show a systematic interpolation improvement thanks to the use of SST. Using
temperature data (noisy or not), the unsupervised inversion outperforms even the

1https://zenodo.org/records/10551897 [Archambault, 2024]
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supervised SSH-only neural network (3.86 cm of RMSE for the unsupervised noisy
SST against 4.18 cm for the supervised SSH-only method). This supports further
the conclusions drawn earlier in this chapter and in Chapter 4, stating that SST
contextual information can be used to enhance SSH reconstruction.

Using AMEDA, an automatic eddy detection algorithm, we were able to identify
cyclones and anticyclones in the ground truth and compare them with the eddies
detected in the geostrophic approximation of the different mappings. This allows
a deeper physical interpretation than the SSH reconstruction alone. We conclude
that SST aids in capturing finer structures that might be overlooked by SSH-only
methods and that SST-using methods better render the key physical properties of the
detected eddies, such as size, speed, or center position. Furthermore, in unsupervised
reconstruction, we show that the non-regularized and regularized inversions have
close detection scores, but their errors are different. The regularized inversions
exhibited lower recall scores, indicating that certain eddies were not detected due
to the smoothing effect of the regularization process. However, they demonstrated
higher precision scores, implying increased confidence in the successfully detected
eddies.

However, we only applied our training methodologies to OSSE data, with no guar-
antee of generalization to real observations. The distribution of OSSE and real
observations might not be identical, as the observing system is not perfectly mod-
eled, and GLORYS might not perfectly model the relationship between SSH and SST.
This is why, in the next section, we test these training methodologies on observations
and experiment ways to benefit from supervised and unsupervised learning.

5.5 Transfer learning from OSSE to observations

This section focuses on applying the learning strategies presented in the last section
to real observations. Because of the OSSE modeling errors, either from the observa-
tion operator or from the GLORYS simulation itself, we expect a significant domain
gap between OSSE and true data. This domain gap reduces the performances of a
neural network trained on our OSSE once applied to real observations by a standard
inference. This is why we are interested in directly comparing unsupervised learning
methods on observations to supervised learning on pseudo-observations.

The first way to reduce this domain gap is to improve the OSSE realism so that it
correctly models the target interpolation problem. We explored this possibility by
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proposing a realistic SST noise. However, the errors from the physical model will
not be tackled in this way.

Another way to address this issue is to adapt a model trained on a simulation to
real observations. In machine learning, this is called domain adaptation, which is a
typical case of transfer learning. In our case, as the labels of the target domain are
unknown, it is called "unsupervised domain adaptation" (see Section 3.3.1). In the
following, we present a method to reduce the domain gap problem. We first start
by introducing the data, the experiment that we conduct, and the results that we
obtain.

5.5.1 Experiments

Satellite observations

To constitute a dataset of real-world observations, we propose the L3 SSH product
that we used to recover realistic satellite ground tracks [CMEMS, 2021]. These data
are the inputs used in the DUACS optimal interpolation process and are available from
the years 1993 to 2023. For the L4 SST product, we use the Multiscale Ultrahigh
Resolution SST (MUR SST) [NASA/JPL, 2019]. MUR SST is produced through an
optimal interpolation of infrared, microwave, and in situ measurements [Chin et al.,
2017]. Its resolution is very high (0.01°), so we linearly interpolate the data to our
resolution (0.078°). Its temporal coverage is from 2002/05/31 to the present. We
select satellite observations from 2002/06/01 to 2022/02/09 for a total of 7194
days, which is the same number of timesteps that our OSSE. We also select the same
geographical area between 33° to 43° North and -65° to -55° East. The two data are
presented in Figure 5.22.
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Fig. 5.22.: Images of satellite observations of the SSH and the SST, respectively.

5.5 Transfer learning from OSSE to observations 107



Training methods

Using the OSSE described in Section 5.4.1 and the satellite data mentioned above,
we can define three main training strategies.

• Observation only: Replicate the unsupervised training on real-world data
with the loss function described in Equation 5.10. In doing so, there is no
domain gap problem, as we entirely rely on satellite data. We use the same
training hyperparameters, and the dataset split is the same as the ones used in
the OSSE study.

• Simulation only: Use the networks supervised on our OSSE on satellite data
without domain adaptation. In this setting, the only way to reduce the domain
gap is to improve the OSSE. With this setting, we can assess the realism of our
OSSE, particularly the SST noise.

• Pre-training on OSSE and fine-tuning on satellite data: After the supervised
pre-training on OSSE data, we fine-tune the neural network on satellite data
for a few epochs using the unsupervised loss. The fine-tuning is done using a
small learning rate of 1.10−5 and a decay of 0.9. We use an early stopping with
a patience of 8 epochs, and we save the best model on the validation set. In this
mindset, the neural network is able to learn the physical relationship between
variables on our OSSE, as it is supervised to do so. Then, the unsupervised
fine-tuning adjusts the neural network weights to satellite data, adapting it to
the gap between the source and target domain. Fine-tuning attention layers is
particularly efficient, as they can easily increase or decrease the importance
of features [Touvron et al., 2022]. In ViTs, it is also possible to fine-tune only
attention layers and leave the rest of the weights unchanged, but this idea will
not be tested in our work.

5.5.2 Results

We test on ODC2021 the learning strategies for ABED neural networks. In all the
settings that require unsupervised training (observation-only learning or during
the fine-tuning phase), we include the two sub-setting methods 1-sat and mask
defined in Section 5.4.2. The temporal split between train, validation, and testing
is the same for the OSSE and the satellite observations dataset. It ensures that the
networks pre-trained on one day will be fine-tuned on the same ones. The 2017 year
is left aside from the training data of the two datasets so that our model can be fairly
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evaluated on the ODC2021. During the test phase, the along-track observations of
the Cryosat2 satellite are not used in input so that they can be used as independent
data for evaluation as described in Section 5.1.2. Simultaneously, we evaluate three
distinct sets of inputs: SSH-only, SSH and noised SST, and SSH and the ground truth
SST (a configuration only possible while training on simulation).

In the following and in Section 5.6.1, we evaluate the methods on a smaller area
than the one used to produce de dataset, between 34° to 42° North and -65° to -55°
West. This is because, in the ODC2021, some state-of-the-art methods estimated the
SSH fields on this reduced area. To fairly compare all the methods in Section 5.6.1,
we also adopt this area in our evaluation. In Table 5.11, we present the SSH RMSE
of the interpolations on the independent Cryosat2.

Learning method subset SSH SSH+nSST SSH+SST
Observation-only 1-sat 7.07 | 6.75 6.63 | 6.27 −
Observation-only mask 6.30 | 6.10 6.04 | 5.85 −
Simulation-only − 6.63 | 6.35 6.28 | 6.06 6.89 | 6.68
Pre-training & Fine-tuning 1-sat 6.49 | 6.28 6.02 | 5.82 6.04 | 5.84
Pre-training & Fine-tuning mask 6.40 | 6.22 5.90 | 5.72 5.93 | 5.75

Tab. 5.11.: Along-track SSH RMSE in centimeters (mean score on the left and ensemble
score on the right) of 3 ABED networks, computed on one year of data provided
by the Ocean Data Challenge 2021. The training strategies include observation-
only training (with satellite SSH and SSH+nSST), simulation-only training
(SSH, SSH+nSST, SSH+SST), and fine-tuned networks (SSH, SSH+nSST,
SSH+SST). For the Fine-tuned networks, when a network is pre-trained with
noise-free SST, it is still fine-tuned with noisy satellite SST. In the "Observation"
and "Pre-training & Fine-tuning" settings, we include the two subseting methods:
1-sat and mask.

Training methodology comparison. The results indicate that the pre-training
and fine-tuning approach for ABED systematically yields lower reconstruction errors
than simulation- and observation-only learning. An exception is observed with
SSH observations-only learning using a random mask subset, which unexpectedly
outperforms its fine-tuned counterpart. The improved performance from simulation-
only to fine-tuned networks suggests that our training strategy effectively facilitates
domain adaptation. Additionally, using a random masking subset significantly
enhances the results, mirroring its impact on the simulation data. This is particularly
true for networks trained using only observations where random masking leads to
the highest improvement.

Impact of the SST. As anticipated, incorporating SST data significantly enhances
performance compared to networks relying solely on SSH. This can be seen across
all experiments except when training on simulation data with noise-free SST, which
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leads to the lowest performance. It shows that without a realistic SST noise in the
OSSE, the domain gap is more important, and it becomes preferable to learn from
SSH only or use only observations. However, after fine-tuning, networks trained
on either noisy SST (nSST) or noise-free SST achieve similar performance. This is
because fine-tuning adjusts the network weights, adapting it to the new domain.
Therefore, a key takeaway from this experiment is that, with an effective fine-tuning
strategy, simulating realistic noise in contextual variables is less necessary since
fine-tuning itself accomplishes domain adaptation.

5.6 Conclusion

Throughout this chapter, we studied SSH Delayed Time interpolation methods based
on neural networks. As our objective was to get toward an operational training
methodology, we studied various manners to train neural networks, going from
unlearned methods such as DIP and MUSTI to unsupervised learning and from
simulation training to unsupervised domain adaptation.

In the following, we first present a state-of-the-art comparison on ODC2020 and
ODC2021, including the methods described in Section 5.1.2 and the ones that we
produced during this thesis. Then, we summarize and conclude this study and give
some perspectives.

5.6.1 State-of-the-art comparison

Benchmark

In the following we give a full state-of-the-art comparison between the SSH interpo-
lations methods. In Tables 5.12 and 5.12, we compare the methods on ODC2020,
using SWOT and nadir-pointing altimetry, and nadir-pointing only, respectively. In
Table 5.14, we compare the methods on the ODC2021. For each benchmark, we
include all the methods described in Section 5.1.2 that provided an SSH field in
this particular setting. The ConvLSTM introduced by [Martin et al., 2023], was not
trained on ODC2020 OSSE, and, to the best of our knowledge, 4DVARNET-SSH-SST

was not computed on ODC2021. Regarding our methods, we incorporate DIP and
MUSTI in all benchmarks. For ABED estimations, we select the best training methods
for each setting. In the ODC2020 nadir-only scenario, we apply ABED supervised
on our OSSE directly to the challenge data. Since it is impossible to deseasonalize
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the SST with just one year of data, we retrain ABEDs without SST deseasonalization
or SST noise and apply them to ODC2020. For ODC2021, we use the best training
methods: observations only for ABED-SSH and a combination of simulation and
observations for ABED-SSH-SST, each with random mask SSH subsetting.

Neural networks scores. First, in all tables, we see a predominance of neural
network-based methods among the best performances. This is particularly the case
on ODC2020, where all the neural networks exhibit superior performances than OI or
data assimilation techniques. In the ODC2021 dataset, the performance gap narrows,
possibly because OIs are tuned on real observations and the reference data contains
noise, leading to an overestimation of all errors. Notably, DIP estimation remains
highly effective compared to other OIs methods, particularly in scenarios where only
nadir-pointing data is used. One hypothesis for DIP’s slightly lower performance
compared to OIs when SWOT data is available is the imbalance between the data
coverage of SWOT and nadir data. The significant weighting of SWOT data in the
DIP loss function may bias the estimation by overemphasizing SWOT swath data.
To address this issue, different weights could be assigned to the loss of SWOT and
nadir data, encouraging the network to estimate nadir measurements accurately. In
any case, the reported experiments fully support the use of neural networks for the
SSH interpolations problem.

SST improvement. The true advancement brought by neural networks lies in their
ability to fuse SSH and SST information, leading to a major improvement across all
benchmarks. On ODC2021, the enhanced scores of ABED-SSH-SST and ConvLTSM-
SSH-SST compared to their SSH-only versions emphasize the improvements brought
by the SST. On the ODC2020 nadir+SWOT dataset, 4DVARNET-SSH-SST demon-
strates remarkable performance in terms of SSH RMSE and current estimation.
However, its effective resolution in time and space is lower than that of its SSH-only
version. This unexpected result may be attributed to a limitation in the metric. The
effective resolution is defined as the largest wavelength at which the reconstruction
error is half of the signal, meaning that if a specific frequency is not well resolved,
the overall metric suffers. On ODC2020 nadir-pointing-only, ABED-SSH-SST also
drastically improves the reconstruction compared to SST-agnostic methods, both in
terms of SSH RMSE, current estimation, and effective resolution. Integrating SST
in SSH reconstructions seems to be a key feature of interpolation methods, thereby
unlocking the full potential of satellite altimetry.
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Method Type SST SUP µnor µ σt λx λt µu µv

DUACS OI ✗ ✗ 0.922 4.56 2.85 1.22 11.3 16.0 15.0
DYMOST OI ✗ ✗ 0.926 4.32 2.48 1.19 10.3 15.7 15.3
MIOST OI ✗ ✗ 0.938 3.6 2.1 1.18 10.3 13.7 13.1
DIP OI &NN ✗ ✗ 0.937 3.65 2.01 1.22 9.8 13.3 13.0
BFN-QG DA ✗ ✗ 0.926 4.28 2.56 1.02 10.4 13.7 13.6
4DVARNET NN ✗ ✓ 0.959 2.37 1.3 0.62 4.3 10.4 10.5
4DVARNET NN ✓ ✓ 0.966 1.95 0.83 0.73 36.0 9.4 9.2
MUSTI NN ✓ ✗ 0.954 2.64 1.21 0.62 3.4 10.5 11.1

Tab. 5.12.: Comparison of the state-of-the-art reconstruction methods on the Ocean Data
Challenge 2020 with SWOT and nadir-pointing data. SST stands for whether or
not the reconstruction methods are using SST, and SUP stands for whether or
not the methods are supervised.

Method Type SST SUP µnor µ σt λx λt µu µv

DUACS OI ✗ ✗ 0.916 4.89 3.02 1.42 12.1 16.6 16.2
DYMOST OI ✗ ✗ 0.911 5.18 3.05 1.35 11.9 16.7 16.8
MIOST OI ✗ ✗ 0.927 4.21 2.50 1.34 10.3 14.7 14.5
DIP OI &NN ✗ ✗ 0.933 3.88 1.96 1.36 9.6 13.2 14.4
BFN-QG DA ✗ ✗ 0.919 4.70 2.73 1.23 10.6 14.8 15.3
4DVARNET NN ✗ ✓ 0.944 3.26 1.73 0.84 8.0 12.6 12.7
ABED NN ✗ ✓ 0.936 3.70 2.01 1.25 8.8 13.1 14.6
MUSTI NN ✓ ✗ 0.946 3.12 1.32 1.23 4.1 11.7 13.8
ABED NN ✓ ✓ 0.950 2.88 1.24 0.95 4.5 11.3 11.3

Tab. 5.13.: Comparison of the state-of-the-art reconstruction methods on the Ocean Data
Challenge 2020 with nadir-pointing data only. SST stands for whether or not
the reconstruction methods are using SST, and SUP stands for whether or not
the methods are supervised.

Method Type SST Learning µnor µ σt λx µu µv

DUACS OI ✗ ✗ 0.88 7.66 2.66 149 21.9 21.2
DYMOST OI ✗ ✗ 0.895 6.75 2.0 131 21.5 20.2
MIOST OI ✗ ✗ 0.893 6.8 2.35 139 21.2 20.9
DIP OI &NN ✗ ✗ 0.897 6.53 2.3 131 21.0 21.6
BFN-QG DA ✗ ✗ 0.883 7.46 2.59 119 21.4 20.8
4DVARNET NN ✗ simulation 0.898 6.49 1.86 107 18.9 18.7
MUSTI NN ✓ observation 0.902 6.26 1.96 114 19.8 18.8
ConvLSTM NN ✗ observation 0.893 6.82 1.86 114 19.9 18.8
ConvLSTM NN ✓ observation 0.9 6.29 1.6 108 19.1 18.3
ABED NN ✗ observation 0.904 6.1 1.74 111 19.6 19.8
ABED NN ✓ both 0.909 5.72 1.58 105 18.7 18.4

Tab. 5.14.: Comparison of the state-of-the-art reconstruction methods on the Ocean Data
Challenge 2021. SST stands for whether or not the reconstruction methods are
using SST.
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Visual comparison

In the following, we discuss a visual comparison of all the benchmarked methods
on the ODC2020 nadir-only and ODC2020. Figures 5.23 and 5.24 display the
reconstructed SSH and relative vorticity on 2012/11/01, respectively. Areas where
the different estimations differ the most are highlighted. In Area 3, there is a very
strong signature in the temperature, which the MUSTI and ABED-SSH-SST methods
effectively use to estimate a small eddy. Conversely, in Area 4, where the temper-
ature signature of the eddy is less pronounced, the methods SST-using show less
improvement.

In Figures 5.25 and 5.26, we present an example of the SSH and associated relative
vorticity on the ODC2021 dataset (2017/01/19). Because of the absence of fully
gridded ground truth data in the real-world setup, the interpretation of the results
is difficult. Visually, we see smaller and more precise eddies in the methods using
SST than in their SSH-only counterparts. To further illustrate the impact of SST on
the reconstruction, we plot the alongtrack profile of the interpolations by DUACS,
ConvLSTM, and ABED (both with and without SST) against targeted independent
data in Figure 5.27.

We focus on an area where SST improves the results, as SST-agnostic methods
clearly overestimate the SSH. By plotting the satellite trajectory on the SST image,
we notice that this area corresponds to a small temperature drop. This example
highlights the benefit of using temperature to constrain the inpainting process, as
this high-resolution information is missing from the input SSH observations. In both
simulations and observations, OI methods, particularly DUACS and DYMOST, produce
much smoother SSH fields and relative vorticities, explaining their lower effective
resolutions. On the other hand, BFN-QG displays significantly more detail, likely due
to the Quasi-Geostrophic model. However, most of these details are absent in the
simulation ground truth, suggesting that the QG model might be too simplistic for
the NATL60 simulation.

5.6.2 Summary and perspectives

Summary

SSH spatio-temporal interpolation is a challenging inverse problem, leading to im-
portant applications in navigation, oceanography, and weather forecasting, among
others. In the past years, this problem was tackled by OI schemes, using solely SSH
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Fig. 5.23.: An example of the interpolated SSH on the ODC2020 using nadir-pointing
altimeters pseudo observations, on the 2012/11/01. We plot in the first line the
ground truth reference of SSH and SST and highlight 4 areas of interest.
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Fig. 5.24.: Relative vorticity corresponding to the geostrophic currents of the maps pre-
sented in Figure 5.23.
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Fig. 5.25.: An example of the interpolated SSH on the ODC2021 using nadir-pointing obser-
vations, on the 2017/01/19. We plot in the black line the independent satellite
data used for inter-comparison of the methods. We highlight an area of interest
where the path of the validation satellite passes over a small local minimum
of temperature. The along-track profile of some interpolations methods is pre-
sented in Figure 5.27.
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Fig. 5.26.: Relative vorticity corresponding to the geostrophic currents of the maps pre-
sented in Figure 5.25.
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Fig. 5.27.: Along track profile of the SSH of the different methods.

data and fine-tuned covariance matrices leveraging expert knowledge. However,
these methods present some limitations as they are confined to uni-variate inter-
polation, whereas including contextual information from better-resolved physical
variables seems to be a key to augmenting SSH field quality. On the other hand, deep
learning techniques show remarkable flexibility and potential in fusing information
from multiple sensors. With the increasing amount of available observations, these
data-driven approaches are promising.

In this chapter, we presented a comprehensive exploration of methodologies for
producing a high-quality SSH field using SSH observations and SST contextual
variables within a deep learning framework.We began by investigating the inversion
within a Deep Image Prior strategy, demonstrating the potential to leverage neural
networks’ inductive bias for interpolation on single observation examples without
reference fields. This initial exploration can be seen as a neural network covariance
OI, and highlighted the feasibility of statistics-free interpolation using CNNs’ intrinsic
properties. Building upon this foundation, we adapted the DIP approach to incor-
porate SST contextual information and multiple observation examples. We show
that it enhances the reconstruction on OSSE and OSE. Despite these advancements,
refitting to new examples via gradient descent posed significant computational chal-
lenges, limiting operational applicability. Recognizing the need for a more efficient
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solution, we introduced a new OSSE tailored for DL training. This OSSE enabled
us to compare supervised and unsupervised methods, revealing that unsupervised
methods lagged behind their supervised counterparts in performance. To bridge
this performance gap, we developed a method to transfer physical knowledge from
simulations to real observations. By pre-training on an OSSE and fine-tuning on
an OSE, we achieved substantial improvements in reconstruction accuracy for a
network using SST. This hybrid training approach effectively combined the strengths
of both supervised and unsupervised methods, enhancing the overall performance
and operational viability of our DL framework. In conclusion, our contributions have
laid a robust foundation for operational SSH field reconstruction using DL methods.
The advancements in unsupervised and supervised training, combined with the
innovative pre-training and fine-tuning approach, provide a promising pathway
toward efficient and accurate oceanographic data assimilation. Future work will
continue to refine these methods, aiming for broader application and integration
into operational oceanography systems.

Perspectives

In this study, we focused on deep learning interpolations of SSH using a central
image within a 21-day time window. While effective, this approach introduces a
latency of approximately 10 days that can be reduced to 5 days with an acceptable
accuracy. As Near Real-Time (NRT) estimations and short-term forecasts are crucial
for operational oceanography, the latency of our method is an important goal. In
the next chapter, we present preliminary work aimed at addressing this issue. We
explore training neural networks to predict SSH fields in the future based on current
observations. This shift towards forecasting represents a critical step in making our
DL framework more operationally viable and responsive to the needs of marine
applications.

Additionally, there are many unresolved questions that we did not study in this
chapter, such as how to adapt this methodology to a global estimation instead of a
single area or to use different target and input data. We detail these possible future
works and improvements in Chapter 7.
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SSH Near real-time mapping
and forecast

6

6.1 Introduction

In the previous chapter, we discussed the interpolation of SSH satellite observations
in a Delayed Time (DT) context. In many operational applications, Near Real-Time
(NRT) estimations and forecasts are crucial for the navigation and route optimization
of maritime vessels. Since SSH is a reliable proxy for surface currents (at least away
from the Equator), providing nowcasts and forecasts of SSH fields is a key feature to
improve navigation.

Currently, forecasting systems rely on explicit physical models known as Ocean
General Circulation Models (OGCM) with assimilation of observations [Tonani et al.,
2015]. A OGCM is a partial differential equations system modeling the physics that
rules the ocean’s dynamics. First, the OGCM estimates the current ocean state lever-
aging data assimilation. Then, the dynamical model is applied to the reconstructed
state to provide forecast estimations. This is extremely computationally intensive to
run, and because of their dependence on OGCM initial conditions, their performance
to predict future measurement is limited.

In contrast, data-driven methods are gaining popularity in forecasting complex
physical systems. Unlike classical systems, they are not based on physical partial
differential equations but learn the dynamics on a dataset. Graphcast, a neural
network introduced in [Lam et al., 2023] and trained on weather data, showed
that it was possible to considerably reduce computing costs and produce precise
predictions. In the oceanography community, attempts have been made to replicate
Graphcast conclusions, such as the recent work from [Wang et al., 2024]. In this
study, the authors showed that a ViT can forecast GLORYS data and outperforms
explicit global forecast. However, some weakness of this study comes from the fact
that the authors use reanalyzed data as inputs of their neural network, which are
not available in a NRT setting. Also, as in graphcast, the neural network requires the
entire state of the physical system, meaning it cannot work without prior assimilation
and solely performs the forecast step. On the other hand, some studies show that
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data-driven forecasts taking incomplete ocean states as input are possible. [Zheng
et al., 2020] showed the feasibility of forecasting SST from satellite observations
only near the Equator, and more recently, [Kugusheva et al., 2024] showed that a
precise nowcast of the surface currents was possible, even outperforming GLORYS
forecast system. This opens the way for forecasting specific ocean fields without
running computationally intensive ocean models, at least in the inference step.

In this chapter, we propose an unpublished preliminary study focused on forecast-
ing SSH fields using satellite data. We aim to get even closer to an operational
SSH product, available NRT, and applicable to real observations. Building on the
conclusions from the previous chapter, we extend our methodology to estimate
future SSH fields. Specifically, we compare the performance of neural networks that
conduct simultaneous interpolation and forecasting with those that perform these
tasks successively.

6.2 Proposed method

6.2.1 From delayed-time to forecast

Let Yt be the satellite observations of SSH and SST at day t. In a delayed time
product interpolation, the neural network takes as inputs the observations on a time
window between t = 0 to t = T and estimates the corresponding states on the same
time period, following Equation 6.1:

iθi
(Y0:T) = X̂0:T (6.1)

where iθi
denotes the interpolation network. The forecast setting is different: the

network still inputs observations between t = 0 to t = T but estimates the time step
between t = T to t = T + τ . In this case, we have the following equation:

fθf
(Y0:T) = X̂T:T+τ (6.2)

where fθf
is the neural network performing the forecast.
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6.2.2 Forecast methods

Simultaneous or successive interpolation and forecast

Several forecasting strategies can be established, given the forecast and interpolation
networks. The first one is to perform the forecast directly from observations of
SSH without any prior interpolation. In this case, only one network is involved,
as in Equation 6.2. We call this straightforward strategy, simultaneous forecast and
interpolation (Sim), as the two tasks are by the same network without in one step.

The second forecast method uses iθi
to interpolate the SSH observations before

performing the forecast using the obtained interpolated maps. It corresponds to the
following equation:

fθf
◦ iθi

(Y0:T) = X̂T:T+τ (6.3)

This method, which we call sequential interpolation and forecast (Seq), allows training
the two networks separately as the two tasks are disjoint.

Training methods

Pre-training. The interpolation network iθi
can be trained using the same procedure

that the one used in the last chapter by pre-training and fine-tuning the OSSE and
real observations. The forecast network can be pre-trained similarly on the OSSE.
For the simultaneous interpolation and forecast, fθf

is trained using SSH along-track
observations as input and estimates future SSH fields. For sequential interpolation
and forecast, fθf

is trained using ground truth SSH as input. This is less realistic,
as the SSH field cannot be retrieved in such high resolution on real data, but the
fine-tuning will adapt this learning to interpolated data limitations.

Fine-tuning. The interpolation networks are fine-tuned following the same strategy
as in the last chapter. We study two methods for fine-tuning the forecast networks.
First, we can apply the unsupervised loss function defined in Equation 5.10. The
only difference is that the observations considered will be in the future compared to
the one given in the input of the neural network, except for one timestep, at t = T .
This means that for this timestep only, we must remove some SSH measurements
from the inputs as described in Section 5.4.2. Here, even if the random masking
subsetting improved the results in Chapter 5, we use the 1-sat subsetting. As it only
concerns one timestep, the performance difference should be lesser.
Second, we can use a standard MSE loss function, where the target is the estimation
from another pre-trained and fine-tuned interpolation network. This other network is
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trained to provide delayed time interpolated maps, as we only require its estimation
in the training phase, not during inference. In doing so, the target is a more accurate
estimation than NRT products. In Figure 6.1, we summarize the training methods
described above. We call Sim and Seq Simultaneous and Sequential interpolation
and forecast, respectively, and Lpsd_lab the loss which uses the pseudo-labels from a
DT interpolation network.
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Fig. 6.1.: Computational graph of the interpolation and forecast method discussed above.
The first line represents the two forecast methods, Simultaneous and Sequential.
In the Sequential, the interpolation network is trained beforehand following the
methodology of the previous chapter, meaning that its heights θi are fixed in
the described setting. The second line represents the two control strategies, the
first being the MSE on future along-track observations and the last the MSE on
pseudo-labels. These pseudo labels are estimated in delayed time by another
neural network, which is not represented here.

Subsetting SSH inputs. We now outline the process for removing SSH measure-
ments from the neural network inputs to enhance spatial generalization. During
fine-tuning and inference, the forecast neural network receives SSH measurements
from all satellites, except for the last day (t = T ), where data from one satellite is
omitted. Both the NRT and DT interpolations are trained using complete satellite
data, except on the target days, where data from one satellite is excluded. However,
during inference, the NRT interpolation utilizes all available data except for the
last day, forcing the forecasting network to produce an accurate nowcast. The
pseudo-labels from the DT networks are generated using all the data available at
each timestep. We summarize all the inputs SSH details in Figure 6.2.
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Fig. 6.2.: Summary of the SSH input for the forecast of the NRT and DT interpolations.
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ABED modifications

We propose to use the same ABED as in the last chapter, with minor modifications.
First, the temporal length of the input and output images is now different, as there
are T + 1 days in input and τ days to estimate. We modify ABED to correspond to
the input/output sizes by changing the last 3D convolution layer of the network by
2D convolution, where each filter estimates a single timestep. We chose to perform
a forecast of 4 days from 11 days of data, meaning an output shape of 5 images
(nowcast +forecast) and an input shape of 11. For sequential interpolation and
forecast, the interpolation networks use 21 days off data in input, but unlike in
the last chapter, they estimate 11 timesteps. We summarize the input and output
shapes of the neural networks in Table 6.1 and present a visual overview of input
and output .

Network Forecast NRT interpolation DT interpolation (for
pseudo labels)

Input size 11 21 21
Output size 5 11 11
Input timesteps [0:10] [0:20] [0:20]
Target timesteps [10:14] [10:20] [5:15]

Tab. 6.1.: Summary of the input-output shapes and timesteps of the different neural net-
works.

6.3 Results

6.3.1 Reconstruction comparison

In the following, we present the results of the forecast with ABED networks evaluated
on the Cryosat-2 satellite along-track data during the year 2017, unused during
training. We chose the best training strategy from the last chapter, meaning a
pre-training on our OSSE and fine-tuning on observations using a deseasonalized
noisy SST. We test the two forecast strategies: simultaneous, denoted Sim, and
Sequential, denoted Seq. We test the two control methods for each strategy: the
MSE on observations and pseudo-labels. We train 3 neural networks and evaluate
their ensemble reconstruction by averaging their estimations. We present a graph of
the obtained RMSE as a function of the forecasting time in Figure 6.3.

We compare our estimations to DUACS estimations provided by the ODC2021. This
comparison has some limitations. Firstly, this version of DUACS is a delayed-time
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Fig. 6.3.: RMSE of the NRT (day=0) and forecast estimations. We compare to the DUACS

persistence.

product and utilizes future SSH observations to create its maps. However, it does not
incorporate Cryosat-2 data, whereas our forecast does, at least for the past few days.
Additionally, since there is no forecast version of DUACS, we use its persistence for
comparison, meaning that we copy the last time step to produce future estimations.
Although this is not a fair comparison, it can still offer a useful perspective.

Our results show that all our NRT and forecast interpolations clearly outperform the
DT DUACS and its persistence. As expected, the RMSE increases with the forecasting
time for all methods. The sequential interpolation and forecast approach offers
improved performance compared to the simultaneous method, with an improvement
of approximately 0.5 cm in RMSE. Surprisingly, there is almost no difference in
scores between the two loss functions, even though we expected the pseudo-label
loss to perform better due to its use of more information, leading to better control.
However, it shows that given an efficient DT interpolation, it is possible to train
forecast in a standard supervised fashion, where we replace the ground truth with
pseudo labels.

To evaluate the effectiveness of our forecasts, we compare the difference between
the RMSE of the forecasted fields and the persistence of the NRT field. Figure 6.4
illustrates this difference for our four forecasting methods. All methods significantly
outperform the reconstructions when compared to their persistence, demonstrating
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that the neural network has learned at least a partial evolution of the ocean state,
emphasizing the value of forecasting. Additionally, methods trained with pseudo-
label loss exhibit a smaller but still notable increase in RMSE due to persistence. This
is likely because methods trained with observation loss tend to generate erroneous
small structures in the SSH NRT fields, leading to higher persistence errors.
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Fig. 6.4.: Difference of RMSE scores between the persistence and the forecast of the meth-
ods. A positive score means that the forecast is better than the persistence of the
NRT field.

6.3.2 Visual comparison

In Figure 6.5, we present an example of the NRT and four-day forecast from January
15, 2017. We selected the Sequential forecast with pseudo-label loss and plotted
the SSH fields, their associated relative vorticity, and the differences from the DT
pseudo-label fields. It is important to note that some structures might be missed
by both the pseudo-labels and the forecast fields, and therefore, will not appear in
the difference map. Nonetheless, they still provide a good viewpoint to look at the
shapes of the errors.

The SSH fields and their associated relative vorticities show that longer forecasts
result in smoother fields. This indicates that small spatial structures are harder
to predict due to their rapidly changing locations. The difference maps reveal
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progressively larger errors with increasing forecast length, especially in regions with
intense SSH gradients along the north-south frontier of the Gulf Stream.

6.4 Conclusion

We adapted the methodology from the previous chapter to NRT and forecast estima-
tions of SSH fields. It involved supervised pre-training and unsupervised fine-tuning
of ABED, with the loss constrained by future data relative to the inputs. We tested two
forecast types: sequential, where two networks separately perform the interpolation
and forecast tasks, and simultaneous, where both tasks are performed by a single
network. During fine-tuning, we tested two loss functions: the MSE on observations
and the MSE on pseudo-labels generated by a third DT neural network. Our results
show that the sequential approach yields better reconstruction than the simultaneous
one, although both loss functions perform identically. This preliminary work can be
improved in several ways, including exploring different neural architectures for the
forecast and interpolation networks since the two tasks are distinct. For instance,
incorporating skip and residual connections in the forecast network, which uses
complete SSH fields as inputs, could be beneficial. Additionally, it is surprising
that the loss on pseudo-labels does not outperform the loss on observations alone.
Further experiments are needed to understand this phenomenon.
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Conclusion 7
7.1 Summary

The satellite remote sensing era has produced unprecedented multivariate observa-
tions of the oceans. Among them, the Sea Surface Height (SSH) is an important one
as it is a proxy for surface currents, impacting heat and nutrient transports as well as
navigation. Currently, the SSH measurements are sparse and must be interpolated
to produce a complete field, which is done through Optimal Interpolation (OI) in
operational oceanography. However, OI-based systems have low spatial effective
resolutions, and providing a high-quality field is still an open challenge.

Throughout this thesis, we tackled the SSH reconstruction problem using Deep
Learning (DL) models: statistical methods able to learn complex relationships on a
dataset. We demonstrate that SSH quality can be improved by this mean, especially
when deep neural networks use information from other physical variables linked
to the SSH. In particular, we used the Sea Surface Temperature (SST) data as a
contextual variable in SSH reconstruction, as it is physically related to SSH and
measured with higher spatiotemporal coverage and resolution.

7.1.1 Downscaling

First, we examined SSH reconstruction in a downscaling setting. Downscaling, also
known as Super Resolution (SR) in imaging, aims to produce a high-resolution field
from a low-resolution input. This approach applies to situations where an existing
low-resolution interpolated product is available, which we seek to enhance. We
trained deep learning models to perform SR on data from a numerical simulation,
demonstrating that incorporating SST improves reconstruction across all considered
metrics. We compared two neural architectures: fully convolutional CNNs and a
residual subpixel convolution variant. The latter network is easier and faster to train,
achieving better performance in terms of SSH RMSE. However, subpixel convolutions
introduce checkerboard artifacts, resulting in a noisy SSH spatial gradient and poor
geostrophic current estimation. To address this issue, we employed an additional
residual block to estimate currents, effectively mitigating the problem.
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7.1.2 Interpolation

The operational application of downscaling is challenging due to the need for
accurately modeling the low-resolution input. To overcome this, we shifted focus
from downscaling to interpolation, using sparse along-track SSH observations and
simplifying the observation operator. Our primary goal was to develop a DL strategy
capable of learning directly from observations, allowing it to be applied to real data
without adaptation. We began by studying a Deep Image Prior (DIP) interpolation
approach, where a neural network is fitted to a single time window of observations.
Here, the neural network architecture acts as a regularization, similar to covariance
matrices in OI schemes. Using a sliding window technique, we demonstrated that
this method, which combines OI and neural networks, outperforms traditional OI on
all tested benchmarks. Building on this, we developed a Multi-variate Unsupervised
Spatio-Temporal Interpolation (MUSTI), extending the DIP principle to incorporate
SST contextual information, resulting in significant interpolation improvements
across all benchmarks. Despite these advancements, both methods require refitting
to new observations, creating a computational burden. To overcome this issue,
we trained a neural network to perform interpolation using both SSH and SST,
rather than overfitting to SSH observations alone. We introduced a new OSSE
dataset, containing twenty years of pseudo-observations and their ground truth,
and developed training methodologies using only observations, demonstrating their
effectiveness. Finally, we applied transfer learning to real satellite data, showing
that methods trained on both simulation and real observations outperformed those
using either dataset separately.

7.1.3 Forecast

Finally, we adapted our methodology to estimate nowcast and forecast fields to get
toward an interpolated SSH field that is available in real-time. We compared two
forecast strategies: a sequential approach, where the interpolation is performed by a
separate neural network beforehand, and simultaneous forecast and interpolation,
where the two problems are solved by the same neural network. We show that this
sequential approach leads to better results when applied to real data. Additionally,
we tested two loss functions: MSE on observations and MSE on pseudo-labels
generated by a third Delayed Time (DT) network, both of which produced similar
results.

The methods developed in this thesis can also be applied to downscale, interpo-
late, and forecast other geophysical fields. Other doctoral students are presently

132 Chapter 7 Conclusion



evaluating their usefulness for Chlorophyll-A and Phytoplankton Functional type
concentration interpolation and Lightning Strikes forecasting.

7.2 Perspectives

7.2.1 Global product

One of the main blind spots in all our experiments is that we trained a neural network
on a single area: the Gulf Stream between latitudes 33° to 43° and longitudes −65° to
−55°. We did not study the behavior and performances of our network in other areas,
and its generalization is not guaranteed. The physics ruling the surface dynamics
depends on multiple region-specific factors. For instance, latitude impacts the surface
circulation as it modifies the geostrophic approximation [Stewart, 2006]. Specifically,
near the Equator, the geostrophy approximation does not apply, and physics are
thus driven by other phenomena. The shape of the ocean floor also impacts on
the deep circulation, as the currents are guided around the ground relief. As the
surface currents approximately follow the deep ocean currents, the bathymetry, i.e.
the depth of the ocean, provides information on the surface circulation [Gille et al.,
2015]. All these area-specific conditions resolve in complex differences that a global
DL model must learn to be effective. In particular, passing latitude, longitude, and
bathymetry as inputs should help the SSH reconstruction. Positional encoding, used
in sequence to sequence translation [Vaswani et al., 2017], could be an efficient way
to inform the neural network of area-specific variables and thus allow feature-specific
learning.

Another question regarding global estimation is whether to use a global model or
several local ones. An idea could be to separate the areas of similar physics, close
latitudes, and coastal regions, for instance, and train one model by domain. Another
strategy could be to train a global model and perform several fine-tunings in local
areas. In machine learning, this is called a foundation model, which is trained on
a very wide dataset that can serve as a pre-trained model that can be more easily
adapted to other tasks [Kolides et al., 2023].
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7.2.2 Including more data

Contextual information

We have demonstrated the benefit of using multi-physical information, specifically
SST, to enhance SSH reconstruction by implementing a flexible neural network
framework. Integrating data from diverse physical sources exhibits promising
outcomes, and the diversity of the contextual information employed is necessary to
reach the true potential of DL data fusion.

In this thesis, we used complete SST fields, either coming from a physical simulation
with or without noise addition or from optimally interpolated satellite observations.
However, using an incomplete L3 SST product is also possible by total masking the
temperature at the location of clouds on simulations. In doing so, the SST image
has a more consistent effective resolution, as no artificial smoothing will occur
with OI. However, as L4 SST products also include information from low-resolution
microwave sensors and in situ measurements [Martin, 2014], another idea would
be to simultaneously use L3 and L4 SST products, letting the model decide which is
more relevant for each location.

Other physical measurements might improve the reconstruction, such as chlorophyll-
A fields. In the ocean, chlorophyll-A is produced by phytoplankton that is advected by
currents [Kahru et al., 2012]. Chlorophyll-A concentration in the water is measured
through direct ocean color imaging, meaning that, like SST, it is retrieved with a
wide coverage and high resolution. Because of these reasons, Chlorophyll-A should
be an adequate additional contextual information in SSH estimation.

SWOT observations

With the launch of the Surface Water and Ocean Topography (SWOT) satellite in
December 2022, a new type of altimetric is available. This satellite offers high-
resolution SSH measurements over a wide swath, with the potential of significantly
enhancing the resolution of altimetry products [Gaultier et al., 2016] and deep
learning estimations [Fablet et al., 2021,Archambault et al., 2023]. Due to its com-
prehensive measurements, it is possible to compute the geostrophic approximation
directly from SWOT observations, which can be helpful for current estimation, at
least in high latitudes.

However, incorporating SWOT observations into an operational deep-learning frame-
work presents several challenges. If we aim to pre-train a model on simulations, we
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must include SWOT-like pseudo-observations in the OSSE. This involves sampling
the simulated ground truth at the locations and resolutions corresponding to the
real-world SWOT satellite. Given that SWOT’s resolution can be very high (up to
250 meters for the most precise products), ensuring that the ground truth resolution
aligns with SWOT’s effective resolution is essential. Additionally, SWOT’s Level 3
(L3) products are currently available for only a few months. Consequently, we need
to develop methods to fine-tune neural networks using these shorter data periods.
As more SWOT data becomes available, all these limitations should be overcome.

Ocean Curents Estimation

As explained in Section 2.4.2, SSH is linked to ocean surface currents, which
are crucial in many applications. However, even if geostrophy is a valid approx-
imation under certain conditions (far from the Equator, no tide, no wind-driven
currents...) [Stewart, 2006], estimating the ageostrophic component of the cir-
culation can be challenging, yet useful. The current estimation problem is more
ill-posed than the SSH interpolation, as we have fewer direct observations of cur-
rents. Drifters measurements [SEANOE, 2024] are sparser than SSH along-track
data, which limits their use to train neural networks. [Kugusheva et al., 2024]
introduced HIRES-CURRENTS-NET, a neural network estimating circulation from
SSH and SST, trained on a OSSE, which achieves impressive results. Due to the
differences between the SSH and current reconstruction problems, it is possible that
we must develop new training strategies, relying more on OSSE realism than on
fine-tuning, following [Kugusheva et al., 2024]. Specifically, we believe that splitting
SSH and current estimations tasks could improve the performance. In doing so, we
can apply the pre-training and fine-tuning strategy presented in this thesis to SSH
reconstruction and develop a new neural network using the SSH reconstructed field
and SST to estimate currents. Therefore, retrieval and forecasting of sea currents is a
natural direction for prolonging the research presented in this manuscript, especially
the transfer learning components of our approach.

7.2.3 Exploring state-of-the-art architectures and training method

Methodology-wise, several improvements can be brought to improve the deep
learning method. Firstly, in Chapters 5 and 6, we focused on encoder-decoder archi-
tectures, embedding attention layers. While we believe that it is most important to
identify the optimal data, preprocessing, and training procedure for our problem, the
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network architecture is still an important component. In the optic of pushing further
reconstruction performances, using more advanced neural network architectures
is a crucial feature. The never-ending improvement of neural architecture design
leaves us with difficult choices. Many architectures have been proposed for SSH
interpolation, such as 4DVARNET, a combination of ConvLSTM and Unet [Fablet
et al., 2021], or other ConvLSTM-based encoder-decoder [Martin et al., 2023].
However, the Vision Transformer (ViT) (see Section 3.3.2) seems particularly ad-
equate for the task of interpolation and forecast. ViT can handle sparse and noisy
satellite fields as their self-attention mechanism allows them to focus on the relevant
inputs only. They are also well suited to model time series of observations through
spatio-temporal positional encoding. Several studies show the advantages of such
architectures; [Wang et al., 2024] and [Chen et al., 2023] used a ViT to forecast
ocean and weather data, respectively, showing increased performances compared to
physics-based models.

Additionally, training methodologies could be further refined. In Chapter 4, a super-
resolution network was introduced and supervised using simulation data. This
neural network can be employed as the conditional generator within a Generative
Adversarial Network (GAN) framework (see Section 3.3.1). Within this setup, the
network is trained to generate images resembling the SSH fields of the simulation by
attempting to deceive another network, called the discriminator. This enhancement
should add detail to the super-resolved images; however, ensuring the realism of
these details remains a challenging task.

The interpolation techniques discussed in Chapter 5 could be significantly enhanced
through the application of generative deep learning models. Specifically, diffusion
models, as detailed in Section 3.3.1, have demonstrated impressive performance on
natural images. They can face significant issues, notably overcoming the smoothness
and lack of visual details that characterize most natural image training datasets [Lug-
mayr et al., 2022,Kawar et al., 2022]. However, their application to oceanographic
data remains a challenging task. A key question is how to adapt these methods
to scenarios where only incomplete satellite observations are available. We are
interested in experimenting the training methodology employed in Chapter 5, in-
volving pre-training on simulation and fine-tuning on observations, for a DDPM.
Despite these challenges, generative modeling holds great promise for improving
interpolation results. These models can enhance reconstruction quality and provide
insights into the target distribution. As SSH reconstruction is an ill-posed inverse
problem, the solution to the problem is not unique, and being able to generate
different solutions is a valuable asset. By generating multiple samples from the
generative framework, we can produce different realizations of the same SSH map
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from identical input data. This collection of samples not only offers a measure
of uncertainty but also provides a more comprehensive representation of the SSH
field.
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Losses and metrics A
We define hereafter some of the loss and metric functions that we use in this thesis.

A.1 Regression

Let x ∈ RN be a reference and x̂ ∈ RN an estimation. In the following we suppose
that x = (x0, x1, ...xn−1) and x̂ = (x̂0, x̂1, ...x̂n−1) are vectors but the definitions can
apply to images, time series of images... without loss of generality.

The Mean Squared Error (MSE) loss is defined by:

MSE(x, x̂) = 1
n

n−1∑
i=0

(xi − x̂i)2 (A.1)

The Root Mean Squared Error (RMSE) metric is the square root of the MSE:

RMSE(x, x̂) =
√

MSE(x, x̂) =

√√√√ 1
n

n−1∑
i=0

(xi − x̂i)2 (A.2)

And the Root Mean Square (RMS) of x is defined by:

RMS(x) =

√√√√ 1
n

n−1∑
i=0

x2
i (A.3)

A.2 Detection

Hereafter, we consider a detection setting, taking the example of the eddy detection
experiment presented in Section 5.4.4. Let us consider two sets of eddies, E and Ê,
which correspond to the eddies of the ground truth and the one of the estimation,
with cardinals n1 and n2, respectively. We define the true positives as the elements
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present in the two sets, i.e., the eddies that are accurately retrieved in the estimated
map. The number of true positives is defined by:

TP = card(E ∩ Ê) (A.4)

The false positives correspond to elements that are in Ê but not in E, i.e., the eddies
that are present in the estimation but not in the ground truth. Their number is given
by:

FP = n2 − TP (A.5)

On the contrary, the false negatives are the elements present in E but not in Ê, i.e.,
the eddies of the ground truth missing from the estimation. Their number is given
by:

FN = n1 − TP (A.6)

We can define several detection metrics used in this thesis from these values. First,
the recall tells us the proportion of actual positive instances that were correctly
identified by the detection (a recall of 1 means that all ground truth eddies were
detected). It is defined by:

recall = TP
TP + FN = TP

n1
(A.7)

The precision gauges our trust in the detected eddies (a precision of 1 means that all
eddies in the simulation were also present in the ground truth).

precision = TP
TP + FP = TP

n2
(A.8)

The F1 score is the harmonic mean of recall and precision, which allows aggregating
the precision and the recall metrics. A value of 1 means a perfect detection: all
ground truth eddies were detected, and the estimation produced no false positives.

F1 = 2recall× precision
recall + precision (A.9)
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Interpolation supplementary
materials

B

B.1 Impact of the SST deseasonalization on
reconstruction

In the results presented in Section 5.4.3, we deseasonalized the SST data in the
inputs of the neural networks. In Table B.1, we show the RMSE of the neural
network using “native” SST and the ones using deseasonalized SST. We see that this
preprocessing operation decreases the RMSE in every scenario.

Loss SSH+SST SSH+SST (deseasonalized)
Lsup 3.19 | 2.88 2.97 | 2.63
Lunsup 3.50 | 3.09 3.56 | 3.16
Lunsup_reg 3.52 | 3.26 3.48 | 3.20

Tab. B.1.: SSH reconstruction RMSE in centimeters (mean score on the left and ensemble
score on the right) of 3 ABED networks. The interpolation is trained using the
three different losses described in Section 5.4.2 with the following settings: SSH
+ noise-free SST and SSH + deseasonalized noised-free SST.

B.2 Cloud cover to simulate SST blurring

In Section 5.4.1 we described a blurring noise to emulate errors of the OI process
when clouds are present. It involves a cloud cover C retrieved from real SST products
from which we construct our own. In Figure B.1 we plot the cloud cover at different
stages of the process. Image A shows the NRT L3 product [CMEMS, 2023c] cloud
mask, image B this same image but bi-linearly interpolated to the resolution of the
OSSE, image C shows image B thresholded, and image D shows this image after an
average filter with a kernel size approximately equal to 43 (km). In Figure B.2, we
show the blurring noises obtained using cloud cover from images C and D. When
using a binary mask as a cloud cover, patches appear in the SST images due to the
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quick transition between blurred and unblurred areas. In this thesis we decided to
use smooth cloud covers, with values between 0 and 1, to remove these artifacts.
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Fig. B.1.: Cloud cover C at different stage of the process.

B.3 Subsetting ablation study

To train the neural network using only observations, we introduced in Section 5.4.2
several ways to subset input and output observation of SSH, so that the network is
controlled on data that it cannot access in its input. In the following, we present
an ablation study in the situation where we do not perform this subsetting. We
see in Table B.2 that if no data is withdrawn from the inputs, it leads to bad
reconstructions, as the network is able to copy its input on its output without
performing an interpolation task.

Loss subset SSH SSH+nSST SSH+SST
Lunsup 1-sat 4.56 | 4.20 3.84 | 3.49 3.56 | 3.16
Lunsup mask 3.89 | 3.66 3.43 | 3.19 3.18 | 2.92
Lunsup none 14.24 | 13.65 12.08| 11.59 13.23 | 12.74

Tab. B.2.: SSH reconstruction RMSE in centimeters (mean score on the left and ensemble
score on the right) of 3 ABED networks. We compare the unsupervised loss,
with 3 subsetting modes: 1-sat, where we retrieve the observations from one
satellite from the inputs, mask where we apply random mask to the input, and
none where all the data in inputs are used for control.

B.4 Impact of the OSSE temporal length on training

The OSSE dataset that we introduce in Section 5.4 is composed of 7194 days, which
leads to 5504 training days once the partition between train, validation, and test
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Fig. B.2.: Comparison of the SST noise with different cloud cover. The first and second
raw represent the noise SST obtained using not binary and binary cloud maps,
respectively. The last two rows are zoomed on particular areas to highlight the
differences.
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sets is made. To evaluate the interest in using more data to constrain the neural
network, we train ABED network in the optimal configuration (supervised and using
noise-free SST). We compare the scenario where all the samples are seen during
training with those where only half, a quarter, or a single year of the dataset is used.
The validation and test sets remain unchanged, while the training subset is the first
consecutive days from the initial training set. Table B.3 presents the RMSE of the
reconstructions on the test year of our OSSE. The scores of the networks trained
with different dataset sizes clearly show better reconstruction performance when
the size increases.

Size Full 1/2 1/4 1 year
Number of training samples 5504 2752 1376 365

RMSE (cm) 2.97 3.97 4.77 7.76
Tab. B.3.: Mean RMSE score (in cm) of 3 ABED networks trained on our OSSE in a super-

vised manner using SSH and noise-free SST. We compare the situation where
the full, half, a quarter, or one year of the dataset is used.

B.5 Our OSSE against ODC2020 for neural network
training

In Section 5.1.2 we describe previously existing OSSE, the ODC2020 dataset. Here,
we compare the generalization to real satellite data of models trained on our OSSE
with models trained on the ODC2020. As this last dataset provides one year of data,
it can also be used to fit neural networks, but as shown in Appendix B.4, training
on a longer dataset drastically improves reconstructions. As the existing OSSE does
not provide SST data, it is possible to use NATL60 SST, but the lack of realistic noise
leads to a domain gap with real data. To this day, if SSH-only neural networks have
been successfully transferred to real SSH data, this is not the case for SST-aware
ones. We compare ABED trained in a supervised way on our OSSE (SSH-only or using
noisy SST), and on the ODC2020 (SSH-only or with NATL60 SST output). To train
ABED on NATL60 data, we regrid the input and target data to our resolution, and
use the data split of the challenge [CLS/MEOM, 2020]; validation of the training
between 2012/10/22 and 2012/12/02, and fitting on the remaining days. We use
the same hyperparameters as for the training on our OSSE. Once networks are
trained on the simulation, we perform inferences on real data, excluding the tracks
from the independent satellite. In Table B.4, we present the mean and ensemble
scores of the models on the ODC2021.
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Method Training OSSE data µ(cm) σt(cm) λx(km)
ABED-SSH ODC2020 8.90 | 8.50 3.18 | 3.10 148 | 143
ABED-SSH-SST ODC2020 10.11 | 9.73 3.38 | 3.30 142 | 137
ABED-SSH Ours 6.63 | 6.35 2.02 | 1.90 122 | 119
ABED-SSH-SST Ours 6.28 | 6.06 1.77 | 1.73 115 | 113

Tab. B.4.: Comparison of ABED networks trained on our OSSE to the ones trained on the
Ocean Data Challenge 2020. All the metrics are computed on independent
real data of the Ocean Data Challenge 2021. The left scores are the mean
performances on three networks and the right ones are the ensemble scores.

As expected, ABED performs significantly better when trained on our OSSE. Specifi-
cally, ABED-SSH-SST trained on the ODC2020 leads to higher errors than its SSH-only
version, which shows the domain gap between NATL60 and satellite SST. We con-
clude that the length of our OSSE and the addition of SST realistic noise enhanced
the reconstructions of the real-world SSH.

B.6 Along-track spatial derivatives

In Section 5.4.2 we present a regularization method introduced by [Martin et al.,
2023], using the along-track derivative of SSH. In the following we describe the
procedure to approximate these derivatives. We calculate the SSH’s first and second
spatial derivatives along the satellite ground track as described in Equation B.1 and
B.2. Given Yssh, the list of SSH measurements from one satellite (sorted in time),
we approximate the derivative by the rate of change of the SSH:

∂

∂s
Yssh

i ≃
Yssh

i+1 −Yssh
i

△si
(B.1)

∂2

∂s2 Yssh
i ≃

∂
∂sYssh

i+1 − ∂
∂sYssh

i
△s′

i

(B.2)
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