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Résumé étendu:

Transport de particules fines: application à l’injectivité dans les réservoirs
géothermaux

Énergie géothermique et problème d’injectivité

Les énergies renouvelables telles que les centrales géothermiques conventionnelles exploitent des ressources
hydrothermales naturelles, qui incluent des réservoirs d’eau chaude ou de vapeur situés relativement près
de la surface de la Terre (Bertani, 2016). L’un des défis critiques dans l’exploitation efficace de ces sys-
tèmes, en interaction avec le sous-sol par des puits souterrains, est de maintenir une injectivité élevée
(capacité du réservoir à accepter le fluide injecté et généralement exprimée en m3/s/MPa) dans le réser-
voir. Un facteur significatif influençant l’injectivité est le colmatage des pores, un phénomène où la
perméabilité de la roche du réservoir diminue en raison de l’accumulation de particules et d’autres sub-
stances dans les espaces poreux. L’impact du colmatage des pores sur l’injectivité est profond. À mesure
que la perméabilité du réservoir diminue, la résistance à l’écoulement des fluides augmente, entraînant
une baisse de l’injectivité. Cette réduction de l’injectivité peut entraîner des coûts opérationnels plus
élevés, une efficacité réduite de l’extraction de chaleur et, finalement, le déclin prématuré du réservoir
géothermique. Comprendre et atténuer le colmatage des pores est donc crucial pour la gestion durable
des ressources géothermiques.

Injectivité et colmatage de pores par des particules solides

Différents mécanismes physico-chimiques de colmatage des pores contribuent à la perturbation et à la
réduction de l’injectivité dans les réservoirs (voir figure A). Le sous-sol, constitué d’une matrice (par
exemple, des minéraux) et de vide (par exemple, des pores, des cavités, des fractures), décrit un milieu
poreux. Les fluides injectés contiennent des colloïdes (y compris des nanoparticules, des bactéries et des
particules fines) en suspension provenant de la réactivité géochimique des fluides ou arrachés aux parois
des pores. En effet, la précipitation in situ et le transport subséquent de particules solides réactives dans
des conditions éloignées de l’équilibre ou le détachement et la mobilisation de fines – petites particules
de sable ou d’argile faiblement attachées aux parois des pores – par des forces hydrodynamiques (Cerda,
1987) menacent l’injectivité des réservoirs géothermiques et pétroliers en réduisant la perméabilité près
des puits.

Figure A : Proportion de divers mécanismes de colmatage (Song et al., 2020).
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Dans cette thèse, nous nous concentrons sur la réduction de la perméabilité due à la rétention de
particules (Figure B). Trois mécanismes sont responsables du colmatage des pores par les particules : (i)
le tamisage, (ii) le pontage, et (iii) l’agrégation des particules (Dressaire and Sauret, 2017). Le tamisage
se réfère au blocage des particules basé sur l’exclusion par taille. Le pontage consiste en la formation
de structures en forme de pont composées de quelques particules arrivant en même temps à l’entrée du
pore où le flux converge. L’agrégation des particules résulte de dépôts successifs de particules colloïdales
contrôlés par des forces électrochimiques à longue portée entre le fluide, les particules et la surface solide.
Ainsi, une bonne compréhension de ces mécanismes de colmatage passe par une méthode précise de
modélisation du transport des particules. Cependant, le transport des colloïdes conduisant au colmatage
des pores est influencé par des paramètres physiques, chimiques et topologiques. La fluctuation locale des
paramètres du fluide tels que le débit, la température, le pH, la force ionique et la composition ionique a
un impact important sur les régimes de colmatage (Bradford et al., 2007; Li et al., 2008; Torkzaban et al.,
2015; Xia et al., 2023; Rosenbrand et al., 2015; Yan et al., 2020; Muneer et al., 2020; Yuan et al., 2020;
Pelley and Tufenkji, 2008; Sang et al., 2013; Gerber et al., 2019; Elimelech and O’Melia, 1990). De plus,
la concentration, la taille et la forme des particules ont été signalées comme guidant le comportement
de colmatage ainsi que la structure géométrique poreuse (Agbangla et al., 2012; Xie, 2014; Litton and
Olson, 1996; Bennacer et al., 2017; Hafez et al., 2021; Auset and Keller, 2006).

Figure B: Différents mécanismes responsables du colmatage des microcanaux à une constriction : (a)
tamisage, (b) pontage, et (c) agrégation de particules Dressaire and Sauret (2017).

Stratégie scientifique pour modéliser le colmatage

Les milieux poreux peuvent être modélisés à l’aide de différents niveaux de description allant de l’échelle
des pores à l’échelle continue du volume élémentaire représentatif. Ainsi, la description mathématique
des processus impliqués dans l’écoulement dans les milieux poreux varie en fonction de la résolution de
la modélisation et, par conséquent, de la taille du système étudié. Idéalement, ces deux descriptions
devraient converger vers les mêmes résultats. Cependant, certaines différences fondamentales dans leur
formalisme les en empêchent. Selon l’objectif, ces deux techniques sont fréquemment employées car elles
sont complémentaires. La description à l’échelle des pores est nécessaire pour comprendre les phénomènes
de surface comme l’adsorption de colloïdes, tandis que l’approche à l’échelle continue est souvent suffisante
pour la conception de processus où l’écoulement des fluides, le transfert de chaleur et de masse sont de la
plus haute importance. L’approche classique pour développer des modèles prédictifs à l’échelle continue
consiste à envisager une stratégie de modélisation impliquant une cascade d’échelles imbriquées les unes
dans les autres comme indiquée sur la figure C. Ensuite, des techniques d’homogénéisation et/ou une
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analyse statistique sont utilisées pour combler l’écart entre les échelles.

Les récents progrès en imagerie, microfluidique et modélisation computationnelle offrent de nouvelles
possibilités pour étudier le transport de particules et le colmatage des pores à l’échelle des pores. Les
dispositifs microfluidiques sont de plus en plus utilisés dans le domaine des géosciences car ils permettent
un contrôle précis ainsi qu’une visualisation directe et en temps réel des flux, des réactions et des méca-
nismes de transport à l’échelle des pores (Auset and Keller, 2006). Les modèles à l’échelle des pores pour
le transport colloïdal sont encore rares. Les approches à la pointe de la technologie résolvent l’écoulement
des fluides en utilisant les équations de Navier-Stokes, les méthodes de Lattice-Boltzmann, la dynamique
des particules lissées (en anglais "smoothed particle hydrodynamics") ou encore les modèles de réseau de
pores (Soulaine et al., 2021) et suivent le mouvement des particules de manière lagrangienne. D’autres
méthodes modélisent le nuage de particules comme une phase continue (par exemple, modèle à deux
fluides, modèle de transport de soluté), utilisant ainsi des lois constitutives pour modéliser les conditions
interfaciales fluide-particules (Dennis, 2013). Le couplage entre l’écoulement des fluides et le transport
des particules soulève d’importants défis ouverts. Premièrement, une description précise de la rétroaction
entre le transport des particules et l’écoulement des fluides est essentielle pour capturer la rétention des
particules et la réduction de la perméabilité. Deuxièmement, l’interaction entre les particules dépend non
seulement des effets hydromécaniques (par exemple, flottabilité, traînée, contact) mais aussi des forces
intermoléculaires. Enfin, il est nécessaire de confronter les prédictions des simulations avec des ensembles
de données de référence.

Figure C : Stratégie de modélisation utilisant une cascade d’échelles imbriquées les unes dans les autres
pour le transport dans les milieux poreux.

Un nouveau simulateur pour le colmatage particulaire à l’échelle des pores.

Dans cette thèse, nous présentons une approche novatrice pour simuler le transport colloïdal à l’échelle
des pores. Nous avons développé un nouveau simulateur basé sur l’approche "Computational Fluid
Dynamics-Discrete Element Method" (CFD-DEM) (Tsuji et al., 1993). Cette approche appartient à la
méthode Euler-Lagrange dans laquelle l’écoulement des fluides est résolu sur une grille eulérienne fixe
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avec la méthode des volumes finis en utilisant une plateforme de dynamique des fluides computationnelle,
et les particules sont suivies individuellement de manière lagrangienne en utilisant une méthode des
éléments discrets. CFD-DEM est un couplage à quatre voies ("four-way" en anglais). Cela signifie que
les particules sont transportées par le champ d’écoulement, qu’il y a une rétroaction des particules sur
l’écoulement, et que les particules interagissent entre elles et avec les parois. Contrairement à d’autres
méthodes CFD-DEM, notre approche est indépendante de la résolution et du type de grille (c’est-à-dire
structurée ou non structurée) et n’est pas limitée aux particules plus petites que la taille de la cellule. Elle
repose sur une formulation hybride résolue-non résolue pour le calcul de la force de traînée et une stratégie
de recherche efficace – appelée recherche de pair à pair – pour identifier les cellules CFD couvertes par
les particules DEM. Nous avons également mis en œuvre un filtre de lissage diffusif pour éliminer les
oscillations non physiques lorsque les particules traversent l’interface de cellule à cellule.

L’écoulement continu du fluide porteur est calculé en résolvant les équations de Navier-Stokes moyen-
nées par volume (VANS) (Whitaker, 1996) sur la grille eulérienne, qui tient compte de la présence des
particules dans les cellules de la grille. Les équations VANS s’écrivent :

∂(ϵρf )

∂t
+∇.(ϵρfvf ) = 0,

∂(ϵρfvf )
∂t

+∇.(ϵρfvfvf ) = −ϵ∇p+ ϵρfg + ϵ∇.(µf (∇vf + (∇vf )⊺)− ϵ2µf (vf − vp)/K,

où ρf est la densité du fluide, et vf est la vitesse moyenne du fluide dans la cellule. p est la pression, µf
est la viscosité dynamique, g est l’accélération gravitationnelle, vp est la vitesse moyenne des particules
sur la grille eulérienne, et K est la perméabilité locale de la cellule. Le dernier terme du côté droit est
une force de traînée correspondant à la résistance à l’écoulement due à la présence de particules.

Le champ de porosité des cellules, ϵ, décrit la présence des particules dans une cellule de calcul (Figure
D). Il est obtenu à partir de la projection de l’ombre des particules sur la grille. La force de traînée des
particules est modélisée soit en utilisant des modèles sous-grille (par exemple, la force de traînée de
Stokes) si les particules sont plus petites que la taille de la grille (approche non résolue), soit en calculant
la contrainte de cisaillement à l’interface fluide-particule si les particules sont plus grandes que la taille
de la grille (approche résolue).

Figure D : Cartographie du champ de porosité, ϵ, sur la grille eulérienne pour (a) les particules résolues
et (b) les particules non résolues.

Le mouvement du nuage de particules, en revanche, est calculé en résolvant la deuxième loi de Newton
pour chaque particule. L’équilibre des forces sur une particule sphérique i de masse mi et de moment
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d’inertie Ii en contact avec nci objets (particules et parois) s’écrit :

mi
dUp

i

dt
=

nc
i∑
j

Fcij +
nnc
i∑
j

Fncij + Ffi + Fgi ,

et l’équilibre des moments suit :

Ii
dωi
dt

=

nc
i∑
j

Mc
ij +

nnc
i∑
j

Madh
ij + Mhyd

i ,

où Up
i et Ωi sont les vitesses de translation et angulaire de la particule i, Ffi et Fgi sont les interac-

tions hydrodynamiques particule-fluide et les forces gravitationnelles. Fcij , Mc
ij et Mhyd

i sont les forces
et les couples de contact décrits à l’aide du modèle de ressort-glissière-amortisseur de Hertz (Cundall
and Strack, 1979). Les interactions à longue portée, y compris les forces électrochimiques, sont prises en
compte par la force de non-contact, Fncij , et le couple adhésif Madh

ij .

Les interactions à longue portée sont modélisées en utilisant la théorie DLVO (Derjaguin, 1934; Verwey,
1948), qui consiste en la combinaison du potentiel attractif de van der Waals et du potentiel répulsif de
la double couche électrique (couche de Stern + couche diffuse) comme indiqué sur la figure E. Leur effet
dépend de la distance entre deux particules et entre une particule et une surface solide. Le potentiel
DLVO présente un puits de minimum primaire infini si la distance entre les surfaces des particules atteint
zéro. Pour éviter une interpénétration non physique importante des particules lors de l’adhésion, nous
avons modifié le contact hertzien en ajoutant un comportement de solide élastique basé sur la théorie de
Johnson-Kendall-Robert (JKR) (Johnson et al., 1971). La théorie JKR consiste à appliquer une force
adhésive constante lorsque la distance entre les deux objets est inférieure à l’épaisseur de la couche de
Stern (quelques nanomètres).

(a) (b)

Figure E :(a) Croquis de la double couche électrique (EDL) autour des particules chargées négativement
immergées dans un électrolyte 1:1 comme le NaCl contenant des ions Na+ et Cl−. (b) Profil typique du
potentiel DLVO.

Notre couplage à quatre voies non résolu-résolu CFD-DEM pour le transport colloïdal est implémenté
dans la plateforme open-source de volumes finis OpenFOAM version 9. Notre implémentation est construi-
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te sur la base du solveur denseparticleFoam existant, couplé avec le package DEM interne d’OpenFOAM
pour simuler l’écoulement de particules denses ou diluées. Nous avons réalisé un ensemble complet de cas
tests pour vérifier la robustesse et l’efficacité de notre implémentation :

• Nous analysons l’efficacité de la recherche pair-à-pair pour la cartographie des cellules couvertes :
il s’avère que notre algorithme de recherche est aussi efficace que la recherche par courbe de Hilbert
et plus facile à implémenter.

• Nous vérifions l’implémentation du terme d’échange de moment pour les particules résolues, nous
observons un bon accord avec les solutions de référence pour différentes résolutions de maillage.

• Nous évaluons la précision de notre modèle pour différentes résolutions de maillage (résolu et non-
résolu) dans le cas d’une bille en acier se déposant dans un tube d’eau pour lequel des données
expérimentales existent.

• Nous vérifions l’implémentation des forces DLVO entre deux particules et entre une paroi et une
particule en utilisant des cas tests pour lesquels nous avons dérivé des solutions semi-analytiques.

• Nous comparons avec succès la prédiction CFD-DEM de la formation d’agrégats de particules sous
l’effets des forces DLVO avec un ensemble de données expérimentales.

Ces cas tests confèrent confiance dans la capacité prédictive de notre modèle numérique. Notre
méthode non résolue-résolue a un grand potentiel pour explorer la rétroaction complexe due à l’injection,
la rétention et la remobilisation des particules dans les milieux poreux à l’échelle des pores.

Étude numérique du colmatage dans un réseau de pores

Nous utilisons ensuite notre package CFD-DEM pour étudier la rétention des particules et la réduction de
la perméabilité due au pontage et à l’agglomération des particules dans un milieu poreux représentant un
dispositif microfluidique en PDMS (Polydiméthylsiloxane) (Roman et al., 2016). La géométrie consiste
en un domaine de taille millimétrique contenant une structure poreuse hétérogène. La géométrie des
pores et la procédure de maillage sont décrites dans Soulaine (2024). Nous appliquons une différence de
pression constante ∆P = 0.2 mbar entre l’entrée et la sortie.

Tout d’abord, nous simulons le colmatage des pores par le pontage des particules sous différentes
concentrations de particules injectées C0 = 0.05, 0.1, 0.15%. La suspension est constituée de particules
monodisperses de 6 microns de diamètre et est injectée jusqu’à un certain volume de pore PV = 4,
puis nous arrêtons l’injection de particules et continuons l’injection de fluide jusqu’à ce que les particules
restantes en suspension soient évacuées. Nous observons que certaines particules percolent tandis que
d’autres restent piégées dans le milieu poreux, colmatant les pores. La rétention des particules modifie
la porosité du système et dévie les lignes de flux locales, ce qui affecte la perméabilité du système. La
fréquence de contact des particules et la probabilité d’arrivée simultanée des particules à une entrée de
pore pour former un bouchon (formation d’arche) augmentent avec la concentration de particules. Pour
C0 = 0.05%, nous n’observons aucune formation de bouchon. Pour C0 = 0.1%, nous observons plusieurs
bouchons formés par le pontage de 2 particules à l’entrée de petits pores. Les bouchons sont très stables
et persistent même après avoir arrêté l’injection de particules (PV > 4). Pour C0 = 0.15%, la fréquence
de formation d’arche augmente car les particules sont plus susceptibles d’être proches les unes des autres
lorsqu’elles atteignent une entrée de pore en raison des trajectoires convergentes. Nous observons toutefois
que plusieurs bouchons non permanents se forment.
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Deuxièmement, nous simulons le colmatage des pores par l’agrégation de particules sous différentes
concentrations de NaCl dans le fluide [NaCl] = 1, 10, 100 mM. La suspension est constituée de particules
monodispersées de 4 microns de diamètre. La suspension est injectée à une concentration constante C0 =

0.3% depuis le côté gauche. Dans la Figure F, nous montrons des séquences d’images de la simulation du
transport colloïdal sous différentes concentration en NaCl de l’électrolyte. Certaines particules réussissent
à traverser le domaine, tandis que d’autres se déposent sur les grains solides et forment des bouchons.
Dans d’autres cas, nous observons la formation d’agrégats pendant le transport qui sont plus grands que
l’orifice du pore et sont finalement filtrés. Le profil de vitesse est mis à jour à chaque pas de temps. Nous
voyons que le colmatage des pores dévie les lignes de courant du fluide au fil du temps. Ainsi, avec le
dépôt rapide des particules aux entrées du milieu, un gâteau de filtration ("filter cake" en anglais) se
forme, empêchant les particules en amont de traverser le milieu poreux. Étant donné que nous appliquons
une pression constante ∆P , le débit diminue en raison du colmatage des pores. Macroscopiquement, cela
correspond à une réduction de la perméabilité. L’évolution de la perméabilité en fonction du volume de
pore injecté est mesurée, montrant une réduction de la perméabilité de 90% à la fin des simulations.

Figure F : Séquences d’images de la migration et du dépôt des particules pour différentes conditions de
salinité : a) 1 mM, b) 10 mM, c) 100 mM NaCl. Les couleurs de fond correspondent à l’amplitude du
champ de vitesse du fluide.

Étude théorique de la cinétique de déposition des colloïdes

Nous avons ensuite revisité la modélisation et la rétention de particules à l’échelle de Darcy en utilisant
des modèles de filtration colloïdale basés sur la CFT (Colloidal Filtration Theory). Les bases et les limites
de la CFT qui repose sur le le dépôt des particules par diffusion, interception et sédimentation ont été
discutées. Bien que certaines extensions de la CFT prédisent le dépôt des particules dû à l’attraction, les
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cas où la répulsion de la double couche électrique est dominante restent un défi pour la prédiction de la
cinétique de déposition.

Figure G : Séquence d’images des morphologies de dépôt à différents débits et salinités de fluide [NaCl],
pour des particules de latex de polystyrène carboxylé de 4.5 µm autour d’un collecteur cylindrique de
20 µm en PDMS, obtenus par simulations 3D CFD-DEM.

Ainsi, nous avons développé un modèle théorique dans lequel la capture au minimum secondaire (en
cas de répulsion dominante) et la capture au minimum primaire (en cas d’attraction dominante) sont
considérées ensemble. Pour ce faire, nous avons dérivé une nouvelle efficacité du collecteur impliquant
un paramètre adimensionné Dl qui quantifie le rapport entre la force d’attraction de Van der Waals et
la force de répulsion de la double couche électrique, et un autre δ qui quantifie le rapport de taille entre
la double couche électrique et les particules. Les travaux futurs se concentreront sur la confrontation des
prédictions de notre modèle théorique avec des données expérimentales. À cet égard, des expériences
microfluidiques bien contrôlées pourraient être développées afin d’évaluer le dépôt sur une large gamme
de conditions d’écoulement, de propriétés des particules et de salinité des fluides.

Une autre manière de valider l’approche est de réaliser des simulations CFD-DEM. Cependant, il
est encore nécessaire de s’assurer qu’elles peuvent capturer correctement la morphologie du dépôt en les
comparant avec des expériences de référence (Kusaka et al., 2010). Nous avons pour cela effectué des
simulations préliminaires sur la morphologie des dépôts (Figure G). Nous obtenons un dépôt quasiment
uniforme pour des faibles débits en accord avec la litérature. Cependant, nous n’avons pas observé de
changements significatifs avec la variation de la salinité de la solution pour ce débit. Ces simulations ont
mis en évidence la capacité du modèle CFD-DEM à étudier la cinétique de dépôt colloïdal. Les résultats
sont encore préliminaires et les travaux futurs utiliseront des paramètres plus proches de ceux de Kusaka

ix



et al. (2010) pour une meilleure comparaison.

Conclusions et perspectives

Comprendre le transport colloïdal dans les milieux poreux est complexe car il dépend de nombreux
paramètres, notamment les géométries des pores, le débit, la taille et la concentration des particules, le
pH et la salinité. Dans nos simulations, nous avons observé différents modèles de dépôt en fonction du
débit d’injection et de la salinité de la solution, qui confirment les résultats des expériences en microflu-
idique, et nous avons suivi les diminutions de perméabilité dues au colmatage des pores. Notre modèle
est implémenté dans la plateforme de simulation open-source OpenFOAM. Il comprend deux innovations
: i) un couplage hybride résolu-non résolu pour surmonter une limitation bien connue liée à la taille
des particules par rapport à la taille de la grille, et ii) le DEM considère les forces DLVO combinées
avec la théorie JKR pour modéliser les flux colloïdaux dans l’approximation du potentiel de surface con-
stant. Notre approche numérique peut capturer tous les mécanismes de colmatage des pores : tamisage,
formation d’arcs et colmatage par agrégation de particules.

Plusieurs perspectives qui influencent l’étude du comportement des particules dans les milieux poreux
sont mises en avant. Un défi majeur est le coût de calcul des simulations CFD-DEM. Bien que ces simu-
lations offrent des informations très détaillées sur l’écoulement colloïdal et les interactions des particules
à l’échelle des pores, elles nécessitent des ressources de calcul substantielles, les rendant peu pratiques
pour des études à grande échelle ou à long terme. Cette limitation souligne la nécessité de dévelop-
per des algorithmes plus efficaces ou des approches de modélisation alternatives qui puissent réduire
la charge computationnelle sans compromettre la précision. Une solution pourrait être la mise en œu-
vre de l’algorithme de diffusion pour l’équilibrage dynamique de charge (Hu and Blake, 1999). Cette
méthode est utilisée en calcul parallèle pour répartir uniformément la charge de travail computationnelle
entre plusieurs processeurs ou nœuds de calcul. L’objectif est de minimiser le temps de calcul global en
s’assurant qu’aucun processeur ne soit surchargé pendant que d’autres sont sous-utilisés.

Une autre perspective importante est la nécessité de déterminer le coefficient de dispersion colloïdale
et de comprendre la relation entre la perméabilité et la porosité lors du colmatage des particules. Cette
stratégie d’upscaling est essentielle pour traduire les résultats à l’échelle des pores en prédictions à l’échelle
des réservoirs, mais elle reste une tâche complexe. L’estimation précise du coefficient de dispersion
colloïdale est cruciale pour prédire comment les particules se distribueront et interagiront sous l’influence
des forces à longue portée dans un réservoir plus vaste, affectant l’injectivité globale et les performances
du réservoir à long terme.

Enfin, une approche lagrangienne moyenne innovante comme solution potentielle pour la mise à
l’échelle du transport des particules est nécessaire. Cette approche vise à équilibrer le besoin de suivi dé-
taillé des particules avec la faisabilité computationnelle requise pour des simulations à plus grande échelle.
En moyennant le comportement des particules dans le temps et l’espace, cette méthode pourrait offrir un
moyen plus précis afin de prédire le comportement de colmatage à différentes échelles. Cela représenterait
un progrès significatif pour rendre les simulations de transport de particules plus accessibles à la gestion
pratique des réservoirs géothermiques.

Les futurs travaux consisteront à comparer nos résultats numériques avec des expériences de mi-
crofluidique et de colonnes bien contrôlées, y compris des micro-puces de réseau de pores pour diverses
conditions de débit, de salinité, de taille et de concentration de particules.

x
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Chapter 1

Geothermal Energy and Pore-clogging

This chapter discusses injectivity issues due to pore-clogging in porous media. First, we introduce the
subsurface as a porous media solution for renewable energy (section 1.1). Second, in section 1.2, we
present the main clogging mechanisms in subsurface processes. Third, in section 1.3, the problematics
around the particle clogging in porous media are discussed. Then, in section 1.4, we show the scientific
challenges of transport including pore-clogging in porous media. Finally, in section 1.5, we enumerate the
scientific questions and describe the thesis outline.

1.1 The use of the subsurface in the energy transition

The subsurface is increasingly exploited for the various resources it contains. As well as harnessing
minerals and water for a variety of uses (drinking water, industry, irrigation, spa, etc.), the subsurface
also offers several advantages in terms of climate change and energy transition (see Fig. 1.1).

1.1.1 Geothermal energy

Geothermal energy is the technology used to harness the energy available beneath the Earth’s surface.
The temperature of the subsurface increases with depth. The geothermal gradient varies according to
geological conditions, but it averages about 30◦C/km on a global scale. This energy is primarily derived
from the natural decay of radioactive isotopes in the Earth’s crust and the residual heat from planetary
formation. Then, according to the exploitation depth, different geothermal resources will be harnessed
(Stober and Bucher, 2021).

Heat and electricity production

Up to about 200 m depth, subsurface temperatures (up to 25-30◦C) allow the production of both heat
and cold, which can be recovered at the surface using a heat pump. It corresponds to the so-called surface
geothermal energy. It can be used on a scale ranging from single-family homes to eco-districts for heating
and cooling, as well as for agricultural and industrial purposes.

At higher depths, temperatures rise to about 100◦C. Water is a sustainable way of producing heat that
can be used directly to supply heating networks and industrial or agricultural processes. For example,
a heat of around 80◦C can be captured at a depth of 2,000 meters in the Paris Basin. Waters from the
Dogger aquifer are exploited by about fifty geothermal doublets.

1



1.1. THE USE OF THE SUBSURFACE IN THE ENERGY TRANSITION

In some geological contexts (grabben, volcanic areas), it can also be used to generate electricity.
Indeed, geothermal power plants can convert heat from subsurface reservoirs into electricity. These
plants are classified into three types: dry steam, flash steam, and binary cycle plants. Each type is
suited to different temperature and pressure conditions of geothermal resources (Dickson and Fanelli,
2003). These exploited resources are generally above 150◦C, but power has been generated at Chena Hot
Springs Resort in Alaska using a 74◦C geothermal resource (Lund, 2006).

Geothermal energy offers several advantages, such as a small land footprint, low greenhouse gas
emissions, and the ability to provide baseload power, which is crucial for grid stability. Countries like
Iceland, New Zealand, and the Philippines have successfully integrated geothermal energy into their
energy mix, demonstrating its potential (Lund et al., 2011). However, the exploitation of geothermal
energy also poses challenges, including pore-clogging and fouling, high upfront costs, site-specific resource
availability, and potential environmental impacts such as induced seismicity and the management of
geothermal fluids, which may contain harmful substances (Manzella et al., 2019).

Figure 1.1: Schematic illustrating subsurface utilization to achieve decarbonization goals for net-zero
carbon dioxide emissions. Decarbonization applications include nuclear waste storage (GDF-Geological
Disposal Facility); Carbon Capture and Storage (CCS); geothermal heat and energy utilization (deep En-
hanced/Engineered Geothermal Systems (EGS), hydrothermal systems, and shallow (<120 m) geothermal
heat pumps); Underground Thermal Energy Storage (ATES, Aquifer Thermal Energy Storage; PTES,
Pit Thermal Energy Storage; BTES, Borehole Thermal Energy Storage; MTES, Mine Thermal Energy
Storage); Hydrogen storage in caverns and aquifers; and Compressed Air Energy Storage in Caverns
(CAESC) and Aquifers (CAESA) (Kaminskaite et al., 2022).

Geothermal exploitation is increasingly recognized as a vital component of the global energy transition
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towards sustainable and low-carbon energy systems. As the demand for clean energy grows, subsurface
renewable energy offers significant potential due to its vast, consistent, and largely untapped energy
reserves.

Thermal energy storage

Subsurface can be exploited to provide hot water, but it can also be used to store heat. Heat storage
technologies in the subsurface meet two main objectives. (i) To regulate thermal energy production to
better match supply with demand. For example, most solar energy is produced in summer, whereas
demand is higher in winter when heating requirements are high. (ii) To promote the fatal heat, i.e.
thermal energy indirectly produced as part of industrial processes, by waste incineration plants, data
centers, water treatment plants, or nuclear power stations.

There are several technologies for underground thermal energy storage (UTES). The most common
are:

• Aquifer Thermal Energy Storage (ATES): groundwater is pumped up and heated, then reinjected
through a well or group of wells. The stored heat is recovered by reversing the direction of fluid
flow.

• Borehole Thermal Energy Storage (BTES): this system uses a volume of soil or rock to store thermal
energy via dozens of vertical geothermal probes spaced a few meters apart and a few dozen meters
deep.

• Mine Thermal Energy Storage (MTES). This technology uses water from closed, flooded mines as
a means of storage.

1.1.2 Challenges in the fluid reinjection in the subsurface

Conventional geothermal power plants exploit naturally occurring hydrothermal resources, which include
hot water or steam reservoirs located relatively close to the Earth’s surface (Bertani, 2016). This ex-
ploitation consists of pumping hot waters, extracting calories from the aqueous fluids, and reinjecting
them into the reservoir. However, one of the critical challenges in the efficient operation of geothermal
systems is maintaining high injectivity in the reservoir. Injectivity refers to the ability to inject fluids
into a reservoir, which is essential for managing reservoir pressure and sustaining long-term production.
A significant factor influencing injectivity is pore-clogging, a phenomenon in which the permeability of
the reservoir rock decreases due to the accumulation of particles and other substances within the pore
spaces.

The seasonal storage of heat in aquifers faces the same challenge (Fleuchaus et al., 2018). The
chemical composition of the groundwater, high concentrations of dissolved gas in the water, fine-grained
materials in a heterogeneous aquifer, and clay swelling are key factors that may initiate clogging of the
injection wells. Regular cycles of production/injection can have an impact on the motion of particles
in the reservoir that can alter the porosity and the permeability of the reservoir and by the end its
injectivity/productivity.

The impact of pore-clogging on injectivity is profound. As the permeability of the reservoir decreases,
the resistance to fluid flow increases, leading to a decline in injectivity. This reduction in injectivity can
result in higher operational costs, reduced efficiency of heat extraction, and, ultimately, the premature
decline of the geothermal reservoir. Understanding and mitigating pore-clogging is therefore crucial for
the sustainable management of geothermal resources.
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Several case studies have highlighted the challenges of pore-clogging in geothermal reservoirs. For
instance, the Geysers geothermal field in California has experienced significant injectivity declines due to
silica scaling (Stefansson, 1997). Researchers found that the injection of treated wastewater, which is rich
in dissolved silica, led to the rapid formation of silica scales within the reservoir’s pore spaces, severely
impacting injectivity. The same loss of injectivity has been observed in different geothermal fields from
Japan. Because of low reinjection temperatures, a loss of 30% of injectivity per year has been observed
for some fields, mainly due to silica precipitation (Itoi et al., 1989).

To address pore-clogging, various mitigation strategies have been developed. Mechanical methods,
such as backflushing and hydraulic fracturing, can help to remove clogs and restore permeability. Chemical
treatments, including the use of scale inhibitors and acidizing, can prevent or dissolve mineral precipitates.
Biological control measures, such as biocides, can inhibit the growth of microorganisms that contribute
to biofouling. Additionally, optimizing the composition and temperature of injected fluids can minimize
the risk of scaling and precipitation.

Pore-clogging is a significant challenge in the operation of geothermal reservoirs, impacting injectivity
and the overall efficiency of geothermal energy extraction. Understanding the mechanisms of pore-clogging
and implementing effective mitigation strategies is crucial for maintaining high injectivity and ensuring
the sustainable management of geothermal resources. Continued research and innovation in this field will
play a vital role in overcoming the challenges associated with pore-clogging and enhancing the prospects
of geothermal energy and other applications.

1.1.3 Other subsurface exploitation facing injectivity issues

Carbon Capture Storage

With CO2 levels rising in the atmosphere, research has been underway for over 30 years to store some of
the CO2 emitted by industry underground. Carbon Capture and Storage (CCS) is a critical technology
for mitigating climate change by reducing CO2 emissions from industrial sources and power plants.
The process involves capturing CO2 emissions, transporting them to a storage site, and injecting them
into deep geological formations for long-term sequestration. CCS can be applied to various industries,
including cement, steel, and chemicals, which are difficult to decarbonize through other means. The
subsurface storage of CO2 typically involves injecting the gas into depleted oil and gas fields, deep
saline aquifers, or unmineable coal seams. These geological formations must have suitable porosity and
permeability to accommodate the injected CO2 and robust cap rocks to prevent their escape (Benson and
Cole, 2008). Successful CCS projects, such as the Sleipner project in Norway and the Boundary Dam
project in Canada, demonstrate the feasibility and effectiveness of this technology. The capacity of storage
of the reservoirs is huge: deep saline aquifers represent a storage capacity with an estimation of 400 to
10,000 CO2 Gton (Benson and Cole, 2008). However, CCS faces economic, technical, and regulatory
hurdles, including high costs, the need for extensive monitoring to ensure CO2 remains sequestered, and
public acceptance (Fuss et al., 2018).

H2 production and storage

More recently, hydrogen is considered a key element in the transition to a low-carbon energy system
due to its versatility and potential for use in various sectors, including transportation, industry, and
power generation. The production of hydrogen can be achieved through several methods, with steam
methane reforming (SMR) and electrolysis being the most common. SMR, combined with CCS, can
produce "blue hydrogen," while electrolysis, powered by renewable energy, produces "green hydrogen".
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Subsurface storage of hydrogen is essential for balancing supply and demand, particularly given the
intermittent nature of renewable energy sources like wind and solar. Large-scale hydrogen storage can
be achieved in underground salt caverns, depleted gas fields, or aquifers. Salt caverns are particularly
attractive due to their impermeability and ability to withstand repeated pressurization cycles (Crotogino
et al., 2010). Successful examples of hydrogen storage in salt caverns include the Teesside facility in the
UK and the Clemens Dome facility in the US (Lord et al., 2014). Despite its potential, hydrogen storage
faces challenges such as high costs, the need for suitable geological formations, and technical issues related
to hydrogen’s low energy density and its interactions with storage materials (Smith et al., 2022).

1.2 Principal clogging mechanisms

The reinjection of fluids into geothermal wells for exploitation and extension of the life of the wells con-
tributes to the perturbation and reduction of injectivity in the geothermal reservoir through different
physicochemical mechanisms. Song et al. (2020) presented a repartition of the different clogging mecha-
nisms encountered in sandstone aquifers during artificial recharge (see Fig. 1.2). It turns out that clogging
occurs mostly due to particle retention, biological processes, chemical reactions, gas trapping, and clay
swelling.

Figure 1.2: Proportion of various clogging mechanisms (Song et al., 2020).

1.2.1 Physical clogging

Physical clogging mostly relates to clogging by the transport and deposition of suspended particles (par-
ticle clogging). According to Bouwer (2002), particle clogging represents 50% of the encountered clogging
into the subsurface during the artificial recharge of groundwater, and according to Rinck-Pfeiffer et al.
(2000), more than 92% of all physical clogging. The sources of suspended particulate matter are multiple:

• Injected fluid carrying exogenous fine particles that were not filtered through the filtration process
in the surface facilities or that were formed in the injection well before the injection (Song et al.,
2021).

• Internal erosion of the matrix surfaces which results in detachments of a high fraction of fine particles
(e.g. clay particles) by hydrodynamic forces (Russell, 2013; Feia et al., 2015).
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1.2. PRINCIPAL CLOGGING MECHANISMS

• Colloidal particles formed by flocculation and precipitation resulting from the mix of the injected
fluid with the formation water near the wellbore (Grolimund and Borkovec, 1999; Eppner et al.,
2017).

Figure 1.3: Different mechanisms responsible for the clogging of pores at a constriction: (a) sieving, (b)
bridging, and (c) aggregation of particles Dressaire and Sauret (2017).

Different mechanisms involving different physics are responsible for the clogging of pores as presented
in Fig. 1.3.

Sieving or straining

Sieving refers to the capture of a suspended particle of diameter Dp flowing through a pore with a
constriction width W due to surface contact (see Fig. 1.3.a),

W ≤ Dp. (1.1)

It’s the basic capture mechanism used in the filtration process or for size separation (Sanderson et al.,
2001; Wei et al., 2011; Kim et al., 2014). It occurs for particles hydrodynamically transported (Mustin
and Stoeber, 2010) or particles rolling on the matrix surfaces (Duru and Hallez, 2015).

For polydispersed suspensions, Dressaire and Sauret (2017) figure out by experimental measurements
that the sieving of particles follows a Poisson distribution with a probability, p(tclog) = 1

⟨tclog⟩ exp
(
− tclog

⟨tclog⟩

)
where ⟨tclog⟩ = 1/(ClQ) is the average clogging time, with Cl the concentration of large particles
(Dp ≥W ) and Q the flow rate in the pore.

Figure 1.4: Series of images of a microgel particle being deformed as the applied pressure increases; from
left to right: p = 100 Pa, 150 Pa, 200 Pa, 250 Pa, 300 Pa (Wyss et al., 2010).

Soft deformable particles (e.g. polymers, droplets, cells) can flow through a constriction smaller
than their diameter depending on the applied pressure differences as shown in Fig. 1.4. Assuming the
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1.2. PRINCIPAL CLOGGING MECHANISMS

particles are linearly elastic, the translocation pressure, ∆pmax, needed to pass the pore constriction
reads, ∆pmax ∝ E

(
D0

W

)14/3
, where E is the young modulus and D0 is the diameter of the particle at

rest.

Bridging

Bridging refers to the capture of particles by arch formation through surface contacts. It consists of
particles arriving simultaneously at the entrance of the constrictions where they will form a more or less
stable bridge (typically 2 to 10 particles) that spans over the entire cross-section of the pore. In this
process, the particle diameter is smaller than the constriction size (Dp < W ), and the bridging is most
likely to occur if 0.33W < Dp < 0.46W according to Sharp and Adrian (2005). Bridging is carried by
geometrical and hydromechanical effects and by particle concentration.

Unlike sieving, the bridging mechanism is often a non-permanent blockage. The arch formed can
break under flow fluctuations, as the arch can withstand large forces in only one direction (Zuriguel,
2014). However, if particles are in an arching configuration, lateral forces induced by the shear flow on
the arch can hold the particles in place and stabilize the arch (Sharp and Adrian, 2005).

(a) (b)

Figure 1.5: (a) Flow and clogging by the bridging of a neurally buoyant suspension of PMMA (Polymethyl
Methacrylate) particles in an axisymmetric tapered glass capillary (Dressaire and Sauret, 2017). (b)
Particle arches formed at high flow velocity. Negatively charged 0.249 µm diameter polystyrene sulfate
particles (white particles) flow through 1µm pores (black dots) (Ramachandran and Fogler, 1999).

Bridging casually occurs for different regimes of particle concentration:

• For dense suspensions (Fig. 1.5a): increasing the volume fraction of particles until a critical or
jamming volume fraction, ϕm, implies a rheological non-Newtonian behavior of the fluid where
particles are rearranged to form crystal structures (Genovese and Sprakel, 2011).

• For dilute suspensions (Fig. 1.5b): it has been shown that the creation of an arch can occur for
particle concentrations lower than the jamming value (Ramachandran and Fogler, 1999). Gold-
sztein and Santamarina (2004) defined empirically the critical number of particles, nmax, arriving
simultaneously at a circular constriction to observe bridging in dilute suspension as:

nmax ∝ AcDp

2Vp
(1.2)
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where Ac is the constriction area, and Vp is the particle volume.

Surface deposition or aggregation

In this process, particles can accumulate gradually through successive deposition of colloidal particles
which reduce the cross-section of the seepage pore until clogging (see Fig. 1.6). Colloidal particles can
also be self-assembled into clusters in the bulk suspension and transported until filtration. Whereas the
two previous clogging mechanisms involve contact and hydrodynamic interactions, the aggregation im-
plies long-range electrochemical forces such as attractive Van der Waals force and repulsive electrostatic
force. These interactions apply only if the particles are close enough distance to one another. The geo-
metrical features of the porous medium made of pores and throats act as flow convergent that transports
the particles closer to each other. Thus the surface deposition mechanism is driven by the hydrodynamic
and the interplay of the electrochemical effects.

For a single particle, two types of deposition behavior are reported:

• Favorable deposition: it occurs if the interactions between the particles and the wall are attractive
for all separation distances.

• Unfavorable deposition: the energy profile is dominated by the repulsive interaction, and the depo-
sition is driven by the roughness of the solid surfaces.

Figure 1.6: Particle aggregation resulting in clog formation. (a–e) The density-matched suspension of
polystyrene particles (Dp = 3 mm) with sulfate charge groups flows through a constriction of width
W = 15.5 mm. The images are recorded at 3, 5, 10, and 36 minutes, with a flux of 2.8 × 104 particles
per minute at the onset of the experiment (Dersoir et al., 2015). (f–h) Schematic representation of the
aggregation process, from the deposition of the first particle to the clog formation (Dressaire and Sauret,
2017).

The clog is formed when N∗ particles have flown through the constriction, and N particles are de-
posited on the wall of the channel, forming a clog (Massenburg et al., 2016):

N∗ ∝ W 3H

6D4
p

(1.3)

where H is the depth of the pore. Eq.(1.3) results are in good agreement with the experimental results
(Dersoir, 2015).

Combination of particle clogging mechanisms

Table. 1.1 summarizes the main clogging mechanisms observed at small scales.
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Table 1.1: Clogging in microfluidic systems: mechanisms, suspension properties, and channel geometry
(Dressaire and Sauret, 2017). W is the width of the pore constriction and Dp is the particle diameter.

Sieving Bridging Aggregation

Size comparison Dp ≥W Dp ≤W Dp ≤W

Solid volume fraction ϕ in
suspension Low ϕ Large ϕ Low ϕ

Interaction needed
Rigid contact and

hydrodynamic
interactions

Rigid contact and
hydrodynamic
interactions

Attractive particle-wall
and particle-particle

interactions

Clog formation Blockage by a single
particle

Blockage by an arch
of particles

Successive deposition of
particles leading to

blockage

Generally, particle clogging appears as a combination of deposition and bridging/sieving and follows
ordered steps Tale et al. (2020):

• First, particles flowing in the vicinity of walls, are most likely to deposit, forming several layers of
deposited particles.

• Second, the reduction of pore diameter due to layers of deposited particles will lead to pore-clogging
by the arrival of upstream particles through bridging or sieving mechanisms.

Particle clogging mechanisms described earlier make a porous medium act as a filter when colloids
are injected into it (Fig. 1.7). Suspended or colloidal particles getting retained inside a porous medium is
known as internal filter cake or deep bed filtration. External filter cake is the term used to describe the
suspended and colloidal particles retained at the entrance of a porous medium due to the size exclusion
or bridging of particles.

Figure 1.7: (a) Schematic of well impairment due to low-quality water injection (deep bed filtration and
external filter cake formation, radial), (b–e) injection of suspension solids in core (1-D, experimental)
(Tale et al., 2020).
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1.2.2 Biological clogging

Referring to Bouwer (2002), biological clogging accounts for 15% of all clogging. The subsurface is an
ecosystem where countless species of microorganisms (eg. algae and bacteria), live, breed, and multiply
rapidly if the nutrient conditions are suitable (Fetter Jr and Holzmacher, 1974) as shown in Fig. 1.8.
During the growing process, the microorganisms increase locally the viscosity of the fluid. We talk of
biological clogging if, by biofilm growth, biological gas retention, and accumulation of organic matter,
microorganisms contribute to the clogging of an effective pore channel (Zhao et al., 2009). The biological
clogging process acts in 3: permeability drops sharply during the aerobic period; permeability remains
almost stable or increases slightly during the transition period; and permeability decreases sharply then
maintains a slow downward trend during the anaerobic period causing bio-clogging. Microorganisms
multiply rapidly when the nutrient content in the injection fluid is high (Dillon et al., 2016).

(a) (b)

Figure 1.8: On the left (a), images of biofilms after injection of Syto-9 (green fluorescent nucleic acid) in
the a artificial-structure and b real-structure micromodels (scales are different in the images). On the
right (b), a images of the micro-model after injection of Syto-9. Results of particle image velocimetry
at the middle of the micro-model during injection of tracer particles indicating the field velocity map b
without bacteria and c with bacteria. (Gaol et al., 2021)

1.2.3 Chemical clogging

The injection of cold fluid in the porous formation may lead to hydrogeochemical reactions where minerals
will precipitate and accumulate, which obstruct the seepage channel and change the permeability leading
to chemical clogging (see Fig. 1.9). Ungemach (2003) pointed out that the adverse thermochemical
reaction caused by the injection of fluid is more relevant than the chemical incompatibility between the
injection fluid and native fluid.

The clogging process is affected by the chemical properties of the injection fluid and native fluid, the
operating conditions, and the environmental characteristics of the medium.
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Figure 1.9: Illustration of main groups of chemical clogging processes: 1 – dissolution (e.g., of calcite), 2
– precipitation (e.g., of iron hydroxide). After Anna Kottsova and Brehme (2022).

1.2.4 Air clogging

Air clogging occurs when a gas is trapped inside a pore blocking the water delivery channel. Gas adheres
to the hydrophobic base surface of the solids, reducing the permeability of the porous medium and leading
to air clogging. It accounts for 10 % of all clogging (Yuhara and Maruyama, 1996). Gas can remain in
bubbles form which obstructs the water path by capillary entrapment (Seki et al., 1998). Gas bubbles in
recharge systems can be exogenous to the porous medium (entrapped air, see Fig. 1.10) or produced by
microbial metabolisms (biogenic gases), such as CO2, N2, H2, and NH4 (Holocher et al., 2003; Beckwith
and Baird, 2001). Gas bubbles tend to block the largest pore throats, leading to permeability decreases
and elevated water levels.

Figure 1.10: Photograph of the foam transport in a heterogeneous micromodel at a foam quality of 80%
(white color - trapped bubble; green color - flowing bubble) (Lv et al., 2020).

1.2.5 Clay swelling

Clay is ubiquitous in geological reservoirs. Clay particles have a sheet structure which gives them specific
properties depending on the chemical composition of the injected fluid. One of their known properties
is the swelling process. According to Zhou (1995), "clay swelling is a result of the increase in interlayer
spacing between clay particles". Clay swelling occurs when the clay is exposed to aqueous solutions having
brine concentration below the critical salt concentration (Khilar and Fogler, 1984). This corresponds to
a solution with a low ionic strength configuration (typically below 0.1 M). In the presence of a high ionic
strength solution, we are witnessing a shrinkage.

The swelling process reduces the opening of pores as shown in Fig. 1.11, and therefore, contributes to
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Figure 1.11: Clay particle expansion and pore space reduction by swelling (Civan, 2007).

the reduction of permeability and injectivity. That is why clay swelling is often considered as the main
engineered component barrier in radioactive waste disposal as they are less permeable (Gens et al., 2004).
Moreover, clay particles can be torn off and transported by fluid flow, and then, clog downstream pores
which will reduce the permeability of the reservoirs.

1.2.6 Summary of extended damage mechanisms

Bennion (1999) classify the different formation damage mechanisms encountered in the subsurface into 3
principal parts (see Fig. 1.12): mechanical mechanisms, biological mechanisms, and chemical mechanisms.
Then, Bishop (1997) summarizes into seven, formation damage mechanisms listed by Bennion (1999)
through:

1. Fluid–fluid incompatibilities. For example, emulsions are generated between invading oil-based mud
filtrate and formation water.

2. Rock-fluid incompatibilities. For example, contact of potentially swelling smectite clay or defloc-
culatable kaolinite clay by non-equilibrium water-based fluids with the potential to severely reduce
near-wellbore permeability.

3. Solids invasion. For example, the invasion of weighting agents or drilled solids.

4. Phase trapping/blocking. For example, the invasion and entrapment of water-based fluids in the
near wellbore region of a gas well.

5. Chemical adsorption/wettability alteration. For example, emulsifier adsorption changes the wetta-
bility and fluid flow characteristics of a formation.

6. Fines migration. For example, the internal movement of fine particulates within a rock’s pore
structure results in the bridging and plugging of pore throats.

7. Biological activity. For example, the introduction of bacterial agents into the formation during
drilling and the subsequent generation of polysaccharide polymer slimes which reduce permeability.
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Figure 1.12: Classification and order of the common formation damage mechanisms (Civan, 2007).

1.3 Review of the influencing factors in particle clogging

With the transport of colloids leading to the clogging of pores through deposition, bridging, or sieving,
a decline in permeability is consequently observed. Understanding the effect of particle clogging in
porous media through qualitative analysis undergoes the study of the physical, chemical, and topological
parameters influencing its behavior.

1.3.1 Influencing factors related to fluid properties and flow conditions

Particle transport in porous media is a non-stationary mechanism involving the local fluctuation of the
fluid parameters such as the flow rate, temperature, pH, ionic strength, and ions in solutions.

Flow rate

Several studies investigate the effects of the flow rate on the retention and migration mechanisms (Brad-
ford et al., 2007; Li et al., 2008; Zhang et al., 2015). In Fig. 1.13, Xia et al. (2023) show that low flow rates
are prone to clogging, and high flow rates can prevent fine particles from forming bridges and clogging
due to interruptions in pressure distribution and flow reversal.

Remobilization occurs if the pressure difference and frictional resistance generated by the fluid exceed
the compressive strength of the formation. The critical flow velocity (around 0.007 cm/s for Berea
sandstone (Gabriel and Inamdar, 1983)) is regarded as the minimum dynamic condition for the suspended
particles to stop clogging. If the flow velocity is greater than the critical flow velocity, tiny particles
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Figure 1.13: Effect of flow velocity on permeability (Xia et al., 2023).

(a) (b)

(c)

Figure 1.14: Effluent concentration curves for 1.1 µm latex colloids in (a) 360 (b) 240 (c) 150 µm quartz
sand when the ionic strength was 56 mM and the Darcy velocity was approximately 0.1, 0.2, and 0.45
cm min−1 (Bradford et al., 2007).

originally trapped on the pore surface of the medium will be carried by the fluid flow. However, exceeding
the critical fluid velocity does not mean clogging will not occur (Ochi and Vernoux, 1998). Fig. 1.13
shows the effect of flow velocity on the permeability damage regarding the injected pore volume of the
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suspension.

Moreover, Bradford et al. (2007) investigate the effect of fluid flow rate on the particle concentration
retention under salinity (NaCl) in the injected fluid. Fig. 1.14 shows that a higher Darcy velocity produces
an increase in the effluent concentration. Bradford et al. (2007) hypothesize that, in the case of the highest
Darcy velocity (q = 0.45cm min−1), the fluid drag forces were sufficient to inhibit colloid retention in
regions of pore space that would otherwise retain colloids at lower Darcy velocities (0.1 and 0.2ml min−1).

Temperature

In the exploitation of geothermal energy, the temperature of the medium has an impact on the damage
of the porous formation with the water reinjection process.

(a) (b)

Figure 1.15: (a) Videomicroscopic images of 0.93 µm polystyrene particles captured using 10X objective
lens under temperature gradient maintained at 6846.9 K/m at 0 min, 20 min, 40 min, and 60 min,
Particles are shown as black dots; (b) Number of deposited particles per unit area versus deposition time
for four different temperature gradients at 78.9 K/m, 2136.5 K/m, 5516.1 K/m and 6846.9 K/m (Yan
et al., 2020).

The increase in temperature has microscopic effects on both fluid properties, particle, and porous
matrix characteristics (Rosenbrand et al., 2015):

• The increase in temperature reduces the dielectric constant of the solution and increases the repul-
sion force of particles and matrix surfaces which has a promotion effect on particle transport.

• The increase in temperature provokes an expansion of rocks (thermal expansion) that decreases the
pore space and permeability. Experimental data has shown that heating sandstone rock samples
from room temperature to 70–200◦C decreases their permeability (Rosenbrand et al., 2014).

• The increase in temperature can increase the reaction rate of chemical interactions as dissolu-
tion/precipitation and then affect clogging.

• The increase in temperature decreases the viscosity of the fluid and changes the fluid density. This
makes the separation torque of particles attached to the rock surface greater than the adhesion
torque, leading to an increase in the separation of fine particles.
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• The inner energy of motion of suspended particles increases with increasing temperature which
accelerates the thermodynamics collision process between particles and changes the adsorption of
the suspended particles on the porous medium.

Yan et al. (2020) study the particle deposition process in a microchannel along the direction of the
applied temperature gradient. They show through Fig. 1.15a that, the number of deposited particles
increases with the injection time when a temperature gradient is applied. In Fig. 1.15b, we observe a
decrease in the number of deposited particles per unit area with the increase of the temperature gradient.

pH

The change in thermodynamic properties of geothermal water may produce unfavorable thermochemical
reactions, and the pH value is the main factor affecting the reactions.

Figure 1.16: Breakthrough curves for polystyrene latex particles in silicon dioxide glass beads. Note: (a)
shows the breakthrough curves of deionized water-washed groups in glass beads in attachment experi-
ments; (b) shows the breakthrough curves of acid-washed groups in attachment experiments; (c) shows
the breakthrough curves of deionized water-washed groups in elution experiments; and (d) shows the
breakthrough curves of the acid-washed groups in the elution experiment (Yuan et al., 2020).

The pH value of the injected fluid significantly changes the surface charge of the colloids. In turn,
this changes the repulsion and acid-base interaction forces, which affect the critical conditions for particle
release (Muneer et al., 2020):

• Under acidic conditions, the positive charge on suspended particles (synthetic fines) increases and
particles are easier to move to the solid matrix (silica glass beads).

• Under alkaline conditions, suspended particles with the same charge repel each other and are more
likely to agglomerate and deposit.
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• Neutral conditions are more favorable for the migration of suspended particles.

Vaidya and Fogler (1990) discussed the variation of the potential of colloidal particles (kaolinite clay)
at different pH solutions and pointed out that with the increase in pH solution, the total potential of
colloidal particles is positive, which corresponds to the domination of repulsive force. This causes the
colloidal particles to migrate easily and block pores under hydrodynamic effects.

Recently, Yuan et al. (2020) have studied the coupled effects of high pH and chemical heterogeneity on
colloid (polystyrene latex) retention and release in saturated porous media through column experiments
(silicon dioxide glass beads). They presented through Fig. 1.16 that the increase in pH of the solution
leads to a decrease in the retention behavior of the porous matrix surfaces concerning colloids.

Ionic strength

The ionic strength of the solution depends on the concentration of ions in the solution and on the ion
valence. It is associated with clogging because it characterizes the repulsive force between the particles
and porous matrix surfaces, and therefore, the deposition behavior of particles. The higher the ionic
strength, the lower the repulsion force, and the higher the concentration of deposited particles. Several
studies have been made on the impact of the solution ionic strength on the migration and retention of
particles in porous media. Pelley and Tufenkji (2008); Sang et al. (2013); Gerber et al. (2019) use porous
media made of quartz grains for experimental investigations.

(a) (b)

Figure 1.17: (a) Colloid deposition rate coefficients in saturated and unsaturated media (Sang et al.,
2013). (b) Attachment efficiencies (α) for the 50 nm, 110 nm, and 1500 nm colloids suspended in KCl in
the absence of natural organic matter over a wide range of solution ionic strengths (pH 5.7 ± 0.2) (Pelley
and Tufenkji, 2008).

Sang et al. (2013) shows the increase of the deposition rate coefficient (in minutes) of carboxylated red-
dyed polystyrene particles with the increase in the ionic strength (NaCl) of the solution, both in saturated
and unsaturated conditions (Fig. 1.17a). Pelley and Tufenkji (2008) shows the particle attachment
efficiency (in %) increases with the increase of ionic strength (KCl) for different latex particle sizes
(Fig. 1.17b). Gerber et al. (2019) confirms previous results by sequential images of the deposition of
positively charged latex particles in borosilicate glass beads porous medium (Fig. 1.18) where the particle
coverage increases with the ionic strength. These studies highlight that the deposition of particles grows
until it reaches plateau values even with the increase of the ionic strength. This means that the total
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Figure 1.18: Confocal microscopy images of latex particles (red) deposited in the pore space between
glass beads (black) in a 150× 150 µm2 window at the entrance of the porous media, with the suspension
flowing upwards. 4 conditions of ionic strength are presented at 4 times (Gerber et al., 2019).

deposition of particles (attachment efficiency of 1) is never observed because the competition with the
flow rate acting on the deposited layers stabilizes the deposition process until clogging (Gerber et al.,
2019).

Ions in solution

The nature of the electrolyte influences the particle retention and migration mechanism.

(a) (b)

Figure 1.19: (a)Particle breakthrough curves of the 0.753 µm latex particles with various concentrations of
KCl. The residual particle concentration C/C0 is plotted as a function of time. Experimental conditions
were as follows: approach velocity 0.14 cm/s, bed depth 20 cm, collector size 0.2 mm. (b) Particle
breakthrough curves of the 0.753 µm latex particles with various concentrations of CaCl2 in the presence
of 0.01 M KCl. The residual particle concentration C/C0 is plotted as a function of time. Experimental
conditions were as follows: approach velocity 0.14 cm/s, bed depth 20 cm, collector size 0.4 mm (Elimelech
and O’Melia, 1990).
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Elimelech and O’Melia (1990) have done column experiments (polystyrene latex particles in spherical
glass beads) with two different electrolytes (KCl and CaCl2), and latex particles of different diameters
(0.046, 0.378, and 0.753 µm). They vary the electrolyte concentration to observe the effects of favorable
and unfavorable conditions on deposition. Results in Fig. 1.19 show that in favorable conditions (high
salinity), CaCl2 is associated with lower effluent concentrations which means more deposits.

1.3.2 Influencing factors related to particle properties

Particle concentration

Particle concentration is one of the crucial characteristics of the suspension that guides the clogging
behavior. Agbangla et al. (2012) investigated the effect of particle concentration on the formation of
arches and deposits of latex microparticles (see Fig. 1.20).

(a) (b)

Figure 1.20: (a) ϕ = 10−3v/v; q = 2ml h−1; no deposit of particles after 90 min of dead-end filtration.
Latex suspensions are dispersed in ultra-pure water. (b) ϕ = 5.10−3v/v; q = 2ml h−1; cluster formation
after 90 min of dead-end filtration. Latex suspensions are dispersed in ultra-pure water (Agbangla et al.,
2012).

Figure 1.21: The temporal evolution of the average thickness of particle deposit: −∗− ϕ = 10−3v/v; q =
2ml h−1, and −o− ϕ = 5.10−3v/v; q = 2ml h−1 (dispersed in ultra-pure water) with snapshots of the
cluster formation at t = 15, 55 and 85 min.(Agbangla et al., 2012).
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In their studies, the volume fraction of latex suspension injected at a constant flow rate (q = 2ml h−1),
has an important effect on the retention mechanism. After 90 min of filtration through a PDMS (Poly-
dimethylsiloxane) microchip, no particle clogging is observed if the volume fraction is ϕ = 10−3v/v,
whereas particle capture occurs if latex suspension concentration is increased to ϕ = 5.10−3v/v. If the
volume fraction of particles increases, the flux of latex particles passing through the microchannel en-
trance is increased. Fig. 1.21 presents the evolution of the average thickness of deposit for the two volume
fractions of particles used. For ϕ = 10−3v/v, no significant fouling is observed as the average thickness
remains very low compared to the ϕ = 5.10−3v/v case.

Figure 1.22: Relationship between permeability retention and cumulative injection volume for quartz
sand particles (After Xia et al. (2023), modified from Xie (2014)).

Moreover, Xie (2014) show that, the larger the particle concentration, the lower the permeability
retention for the same particle size case (see Fig. 1.22). The greater the particle concentration of the
injected fluid, the more likely the particles accumulate on the surface of the medium to form a filter cake,
resulting in sharp attenuation of the permeability of the medium.

Particle size ratio

Permeability damage is correlated with the particle size. Litton and Olson (1996) used different sizes
of modified latex particles (addition of carboxyl or sulfate groups which influence the stability of the
suspensions); their column injection study (bed of quartz grains) showed that for different values of ionic
strength, the efficiency of attachment was systematically higher for particles whose diameters were the
largest (see Fig. 1.23). In the case of hematite particles (Fig. 1.23b), higher attachment efficiency with
smaller particle size is observed due to less negative surface charge compared to sulfate particles. These
results also show the influence of the particle surface charge on the deposition.

Results were also confirmed by the work of Bennacer et al. (2017), where they observe a low perme-
ability recovery rate for high particle size (see Fig. 1.24).
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(a) (b)

Figure 1.23: The influence of particle size on the attachment efficiency α at pH = 9.8 as a function of
ionic strength (a) for carboxylate latex (b) for sulfate latex and hematite (Litton and Olson, 1996).

Figure 1.24: Permeability recovery rate (R) as a function of ionic strength (IS). Influence of the particle
size and flow velocity (Bennacer et al., 2017).

Particle shape

In the subsurface, suspended particles have forms that differ from spherical particles used in idealized
models and laboratory experiments. This aspect of form is, however, particularly important to consider
to understand filtration rates.

Hafez et al. (2021) have studied the effect of particle shape (sphere, cube, 2D cross, 3D cross) on
discharge and clogging. Fig. 1.25 illustrates the clogging probability as a function of the orifice-to-particle
size ratio d0/d for the different particle shapes. It shows that particle shape defines particle-to-particle
interaction and relative mobility. Cubes and 3D crosses are the most prone to clogging. The superior
clogging performance of the 3D crosses results from their ability to interlock (see Fig. 1.26). Face-to-face
contact among cubes can resist torque and enhance the clogging probability.
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Figure 1.25: Dry granular flow: Clogging probability as a function of orifice-to-particle size ratio d0/d
for the spheres, 2D crosses, 3D crosses, and cubes (experimental results). The clogging probability is the
ratio of the number of tests that clogged (within a maximum discharge of 4000 particles for spheres, 2D
and 3D crosses, and 2000 particles for cubes) to the total number of tests (20 trials). Datapoints: 360
independent experimental realizations (Hafez et al., 2021).

Figure 1.26: Bridge topology (experimental results). CT scans of bridges formed by (a) spheres, (b)
cubes, and (c) 3D crosses above the orifice during dry granular flow. Typical particle-particle interaction
modes are shown below each scan (Hafez et al., 2021).

1.3.3 Influencing factors related to porous matrix conditions

Surface chemical composition

Guo et al. (2020) investigate the transport of particles (carboxylated polystyrene) through different mi-
crofluidic porous media analogs constructed with oppositely charged polystyrene microspheres in various
mixing ratios. In their experiments, six different ratios of "+" and "-" beads were set up (see Fig. 1.27).
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For a homogeneous medium consisting only of "-" beads, a very low percentage of particles was deposited
(Cout/C approximately equal to 1). The negligible deposition is due to electrostatic repulsion predom-
inance. The addition of a small fraction of "+" charged beads is associated with a clear change in the
breakthrough curves. The plateau value is shifted, and more than half of the incident particles in the
suspension are retained by the porous medium. The slightly ascending nature of the breakthrough curves
is due to the blocking phenomenon. Results suggest that the degree of geochemical variability and thus
the availability of favorable surfaces for deposition plays a major role in the transport and deposition of
colloids in the subsurface.

(a) (b)

Figure 1.27: (a) Randomly mixed porous media analogues (PMA) with 17% “+” and 83% “−” charged
beads. PMA labeled with “+” beads (red) and “−” beads (blue), as determined by the fluorescence
labeling of “−” beads. (b) Breakthrough curves for the transport of 0.5 µm carboxylated colloidal
particles in chemically heterogeneous porous media packed with amine-(“+”) and carboxyl-functionalized
(“−”) beads at different mixing ratios. Note that the percentage indicates the fraction of “+” beads in the
mixing beads. The normalized concentration (Cout/C) at the outlet of the PMA is plotted as a function
of injected pore volumes (PV). The dashed line indicates the time when deionized water flushing started
(Guo et al., 2020).

Porous structure

The porous structure through morphological parameters as the surface roughness affects the mobility
and retention of particles in porous media. Auset and Keller (2006) through pore-scale visualization,
investigate colloid straining and filtration in saturated porous media using micromodels. Roughness
seems to affect hydrodynamics, altering the streamlines and thus inducing deposition of particles more
important than for smoother collecting surfaces.

Furthermore, the collision efficiencies are statistically more significant in the rough porous medium
than in that where the grains are smooth (see Fig. 1.28). Other results from column experiments show
that surface roughness leads to significant retention of colloids both in saturated and unsaturated porous
media (Morales et al., 2009; Bradford and Torkzaban, 2013).
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(a) (b)

Figure 1.28: (a) Collision efficiencies as a function of ionic strength for the 3 and 4 µm colloids in the
smooth and rough micromodel. (b) Images of colloid deposition in a) micromodel A (smooth) and b)
micromodel B (rough). Streamlines are drawn by hand to show the pathway of the colloids (Auset and
Keller, 2006).

1.4 Scientific challenges

1.4.1 Multi-scale couplings

Porous media can be modeled using different levels of description, ranging from molecular scale to field
scale. The mathematical description of flow and transport in porous media varies with the modeling
resolution, and consequently with the size of the studied system. The classic approach to derive field
scale predictive models rooted in the physical elementary principles is to consider a modeling strategy
involving a cascade of scales nested within each other (see Fig. 1.29). Then, homogenization techniques
and/or statistical analysis are used to bridge the gap between the scales.

Figure 1.29: Modeling strategy using a cascade of scales nested within each other for transport in porous
media.
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Molecular scale

At this scale, the aim is to determine the intermolecular forces between the particles, the fluid, and the
walls. All the interactions between fluid and solid atoms and molecules are described using molecular
dynamics which relies on the knowledge of the bonds between atoms and the force fields applied to them.

Pore scale

At the pore scale, the porous medium structure is fully resolved and the particle-fluid separation is
entirely described through sharp interfaces. Describing the processes occurring at these interfaces is key
to understanding the challenges of colloidal transport and retention in porous media. At this scale, in
the absence of poromechanics and chemical reactions with dissolution/precipitation, only the pore space
is represented in the domain, and therefore continuum mechanics models (e.g. Navier-Stokes equations)
are commonly used to model the fluid flow through it. At the pore scale, the aim is to understand the
packing/clustering/flow and the force structures concerning different flow conditions.

Core scale

It is an intermediate scale between the pore and the field scale, where natural porous media (e.g. rock,
soil) exhibit significant heterogeneity. Insights gained at this scale help in developing more reliable scale-
up strategies, ensuring that models and methods can be effectively applied in the field. At the core scale,
the geometrical details of pores are not known but are described by effective properties including porosity,
specific surface area, and permeability. Fluid flow is governed by Darcy’s law. It is derived by volume-
averaging Navier-Stokes equations on a representative elementary volume (REV) of the porous medium.
This volume is sufficiently large to out-pass enough pore-scale heterogeneities so that the porous medium
is considered homogeneous in its averaged properties. The aim is to formulate governing equations with
constitutive relations of interface and bulk processes and boundary conditions. Core-scale experiments
provide empirical data that can be used to validate and refine theoretical models of particle transport.

Field scale

The porous microstructure is not described explicitly at the field scale. Each point of the domain cor-
responds to a fluid-solid aggregate and the fluid flow is described by Darcy’s law or an equivalent law.
The porous matrix topology and medium heterogeneity are lumped into effective parameters (see Sec-
tion 2.3.1). At the field scale, the aim is to quantify flow and force fields, and process performance for
optimization.

1.4.2 Multi-physics couplings

Particle transport in geological porous media involves processes that relate to different physics including
hydromechanics, electrostatics, geochemistry, and poromechanics. The strong coupling between these
physics in mechanisms like clogging limits the independent study of their actions. Understanding the
interplay and feedback between these processes is crucial to unlocking dominant mechanisms and regime
patterns in the real system. In this Ph.D. thesis, the main mechanisms identified in particle-clogging in
porous media are the fluid flow, the particle transport in the pore space, and the electrostatic interactions
(deposition/remobilization) at particles and matrix surfaces.
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1.5 Scientific questions and outline of the thesis

This chapter discussed the injectivity issues encountered due to particle transport and clogging in geother-
mal reservoirs and porous media in general. A key question in colloidal transport and retention in porous
media concerns the quantification of the fluid-mineral surface area that is not involved in the colloidal
deposition. Indeed, the suspension is evenly distributed in the system due to local flow heterogeneity.
We will focus our modeling at the pore-scale to bridge the gap between the molecular and core-scale.

The challenges surrounding these problems raise some scientific questions, namely:

• What are the deposition regimes observable on a single grain?

• How does colloidal deposition evolve in a heterogeneous medium?

• What dimensionless numbers characterize the interactions between retention and migration in a
heterogeneous environment?

• How does the permeability of a porous medium vary during the injection of colloidal suspensions
under the influence of the infiltration speed, the particle concentration, the particle size, and the
salinity of the fluid?

To answer these questions, we develop an original modeling approach at the pore-scale that is presented
in the present dissertation. The Ph.D. thesis continues following the outline:

In Chapter 2, we present a review of the particle transport numerical models used to simulate partic-
ulate flow in porous media from pore-scale to field-scale while describing the forces (electrochemical and
hydromechanical) applied to the particles.

In Chapter 3, we present our numerical model for colloidal transport at the pore-scale based on CFD-
DEM. We perform a comprehensive set of verification tests. These test cases give us confidence in the
predictive capacity of our numerical model at pore-scale.

In Chapter 4, we use our simulator to investigate pore-clogging in a single pore and a heterogeneous
porous medium. We study the effect of effect particle diameter, particle concentration, fluid flow rate,
fluid salinity, and geometry aspect ratio on the permeability damage over the injected pore volume.

In Chapter 5, we present the modeling of particle transport through the advection-diffusion-reaction
equation. We discuss the formalism of the deposition rate and we revisit the cylindrical collector efficiency
in the presence of the attraction and double-layer repulsion. Comparison with numerical simulations and
experimental data are performed to validate the proposed model.

In Chapter 6, we conclude with a summary of the overall work and present some perspectives on
future investigations and developments.
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Chapter 2

Review of Particle Transport Modeling
in Porous Media

In this chapter, we review the models describing particle transport in porous media. First, we address the
physics of particle transport, their forces, and interactions with fluids and objects (walls and particles)
that guide this transport (section 2.1). Then, in sections 2.2 and 2.3, we present the state-of-the-art
modeling of particle transport both at the pore-scale and field-scale. Finally, in section 2.4, we enumerate
the objectives of the thesis and describe the methodology used in this thesis to simulate particle transport
in porous media efficiently.

2.1 Particle dynamics

During the recharge process, the injected water contains suspended fine particles that infiltrate through
the porous medium and damage the formation in the vicinity of the injection wells (Al-Abduwani, 2005).
Before investigating the particle interactions leading to pore-clogging processes, it is important to define
the kind of particles under investigation and to list the physicochemical forces involved.

2.1.1 Particles description

In the subsurface, the pores vary from nanometric size to micrometric size depending on the constitutive
rocks. Thus, the suspended particles transported and deposited inside the porous matrix are in the
same range of size. In this study, the term "particles" refers to colloids with the size of 0.1 to 10 µm, or
suspended materials with the size of 1 µm to a few millimeters. Fig. 2.1 illustrates the different kinds of
particles that exist in the subsurface sorted by their size. Particles sized below this range (nanoparticles)
are not considered even if they can significantly cause noticeable clogging damage (Fopa et al., 2023).
Bigger particles are filtered at the entrance of the porous medium with the formation of an external filter
cake (De Zwart, 2007).

In this Ph.D. thesis, we study the dynamic of rigid spherical particles, even if natural mineral particles
in the subsurface do not have regular shapes (see Fig. 2.2). In the literature, the major source of
colloids in the injected water is due to the mobilization of existing colloids (Ryan and Elimelech, 1996).
Therefore several conditions as water chemistry, pore size distributions, and hydrodynamic conditions are
relevant besides the size of the particles. Large particles (> 10µm) are mainly subjected to hydrodynamic
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Figure 2.1: Size ranges of particles transported in groundwater (De Zwart, 2007).

conditions, smaller particles (< 1µm) are dominated by electrochemical forces, and particles intermediate
are guided by the balance of their interactions.

Figure 2.2: Some mineral dust particles (Agg I: agglomerate of Na-feldspar, illite, quartz, and magnesium-
rich clay, Sil I: magnesium-rich silicate, Ca I: magnesium-bearing calcite, Dol I: dolomite). From the left
to the right, scanning-electron microscope (SEM) images, the retrieved triangulated irregular network
model of the surface, and the final volume representation from two different viewing angles (Lindqvist
et al., 2014).

2.1.2 Balance of forces

In the subsurface, colloids and fine particles are transported by the fluid flow. Some of them deposit
at the surface of the solid matrix and eventually lead to pore-clogging. The transport and deposition
of solid particles is due to various forces. They include hydrodynamic, electrochemical, mechanical, and
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Brownian motion forces. In the following, we describe briefly these forces.

Hydrodynamic forces

The dominant force affecting the particle transport is the hydrodynamic water velocity or the injection
flow rate. Through the fluid velocity, hydrodynamic forces are induced and can either maintain the
colloids in suspension or favor their deposition. Among these forces, we cite:

• The buoyancy force
A particle in suspension in a fluid is subjected to a force dragging the particle in the direction of
gravity. The sedimentation velocity vector, vs, for spherical particles in a viscous fluid under Stokes
flow is (O’Sullivan, 2011):

vs =
D2
p(ρp − ρf )g

18µf
, (2.1)

where Dp is the particle diameter, ρp and ρf the particle and fluid densities respectively, g the
gravitational acceleration vector and µf the fluid viscosity.

• The drag force
The drag force is a force that opposes the movement of a body in a liquid or gas and acts as friction.
A general expression reads,

FD =
1

2
ρfCDv

2
r , (2.2)

where Cd is the drag coefficient, depending on the particle Reynolds number Rep = ρfv
fDp/µf ,

vr is the relative velocity between the fluid and the particle, and vf is the fluid velocity. For a
single particle in a Stokes flow (Rep < 1), the drag coefficient and the drag forces are expressed by
(Goldman et al., 1967):

CD =
24

Rep
and FD = 3πµfDpvr. (2.3)

This drag force is only valid in diluted suspensions. In the case of dense suspensions, which appear
with converging flow at the pore entrance and in clogs, the hydrodynamic impact of the surrounding
particles has to be considered. Constitutive drag forces have been proposed to account for the
packing of the particles (Wen and Yu, 1966; Ergun, 1952).

• Other hydrodynamic forces
Other hydrodynamic forces might play a role in the balance of forces and impact the transport.
Among these forces, we have the pressure gradient force, the Basset force, the Saffman force, and
the Magnus force (see Table 2.1).

Note that, only the drag and the buoyancy forces are considered because the other hydrodynamic
forces are negligible compared to the drag force for the range of particle sizes considered in this thesis.
The simplification also helps the theoretical study of particle clogging dynamics.

Electrochemical forces

Brine in the subsurface is an aqueous solution (i.e. an electrolyte) containing high concentrations of dis-
solved species. Particles with surface charges moving through an electrolyte are subjected to electrostatic
interactions at long (typically tens of nanometers) and short (typically a few nanometers) separation
distances. These forces highly influence particle mobility because they pilot particle aggregation and de-
position toward other charged objects. The electrochemical forces become dominant over hydrodynamic
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Table 2.1: Summary of the hydrodynamic forces impacting the transport of solid particles in a fluid flow
(modified after Kleinstreuer and Feng (2013)).

Forces Description Negligibility conditions over the
drag force

Drag force Force due to the viscous friction of fluid on
the particle

For purely advected particle
(vr = 0)

Buoyancy force Force due to the difference in density
between the fluid and particles

For particles that have the same
density as the fluid (ρf = ρp).

Pressure gradient
force Fernandes

et al. (2018)

Force due to the pressure gradient around
the particle

For small Dp and if the pressure
gradient around particles is low.

Basset force (Zhu
et al., 2007)

Force due to the acceleration of fluid around
the particle

For ρf << ρp and for
submicrometer particles

Saffman force
Saffman (1965)

Lift force due to inertia effects in the viscous
flow around the particle For small Dp

Magnus force
(Xiong et al., 2005)

Induced lift force due to the rotation of the
particle For small Dp

forces if the surface-to-volume ratio is large, which is the case for colloid and fine particles. They are
mainly made of Van der Waals attraction and electrical double-layer (EDL) repulsion that are described
below.

• Van der Waals force
Van der Waals force is due to the electrostatic interaction between dipoles, whether they are the
permanent dipoles of molecules or the dipoles induced by the interaction (Israelachvili, 2011).
Fig. 2.3 presents different configurations of Van der Waals interactions between dipole, induced
dipole, and ion.

We distinguish different Van der Waals interactions:
- Keesom force if the electrostatic interaction is between two permanent multipoles,
- Debye force if the interaction is between a permanent multipole and an induced multipole (in-
duction effects),
- London force if the electrostatic interaction is between two induced multipoles (dispersion ef-
fects).

Van der Waals interactions are due to the "deformation" (fluctuating polarization in the case of
the London force) of electron clouds creating an attractive electrostatic force between them at a
certain distance. If the separation distance of the two approaching surfaces is in the order of tens
of nm, the attractive interaction created by the Van der Waals force becomes dominant. A typical
Van der Waals potential as a function of the separation distance is plotted in red in Fig. 2.7.

The pair interaction energy for identical spherical particles of radius Rp separated from their center
by h is based on the London-Van der Waals force and reads (Hamaker, 1937):

V V DW = −AH
6

[
2R2

p

h2 − 4R2
p

+
2R2

p

h2
+ ln

(
h2 − 4R2

p

h2

)]
, (2.4)
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Figure 2.3: Representation of the different configurations of Van der Waals interactions be-
tween a dipole, an induced dipole, and an ion. After https://88guru.com/library/chemistry/
van-der-waals-forces.

where AH is the particle-fluid Hamaker constant (see Fig. 2.4). Its value is generally between 10−21

and 10−19 J . If subscript 1 designates the particle and 2 the fluid, the Hamaker constant is (Dersoir,
2015),

AH =
3

4
kBT

(
ϵ1 − ϵ2
ϵ1 + ϵ2

)2

+
3πℏνe
8
√
2

(n21 − n22)
2

(n21 + n22)
3/2

= A22 +A11 − 2A21 ≃
(√

A22 −
√
A11

)2
, (2.5)

with ϵ the dielectric constant, νe the orbiting frequency of the electron, kB the Boltzmann constant,
T the absolute temperature, ℏ the Planck constant, and n the material refractive index.

• Electrical Double Layer force
With the ions and counterions in the fluid and the presence of surface-charged particles, an electrical
double-layer is created between the particle surface and the bulk solution. For particles with the
same surface charge, the EDL acts as a Coulumbic repulsive barrier. It is typically composed of
a diffuse layer and a Stern layer (see Fig. 2.5). The diffuse layer is made of mobile counter-ion in
excess and of mobile co-ions in deficiency, which have a Boltzmann’s exponential distribution that
tends to the bulk ion concentration at a certain distance from the beginning of the diffuse layer
(Grahame, 1947). In this region, the ions are not specifically absorbed but are influenced by the
electric field created by the charged surface. The Stern layer – also called the stagnant layer –
is made of the counter ions absorbed by the particles due to Coulomb attraction maintaining the
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Figure 2.4: Examples of Hamaker constant values for different system configurations (grain, particle,
liquid). Modified after Muneer et al. (2020).

electro-neutrality. The plane between the Stern layer and the diffuse layer marks the separation of
fluid velocity and is called the slipping plane or shear plane. The difference between the slipping
plane electrical potential and the bulk solution electrical potential is known as the zeta potential,
ζ. This potential can be positive or negative depending on the surface charge of the particle or
the wall, ions, and the counterions in the solvent. In practice, the electrical potential ψd at the
beginning of the diffuse layer inferred from electrokinetic measurements is traditionally assumed to
be equal to the zeta potential (Leroy et al., 2013).

Figure 2.5: Model of the electrochemical double layer at the solid-liquid planar interface (surface potential
ψ0, zeta potential ζ). Taken after https://wiki.anton-paar.com/fr-fr/potentiel-zeta/.
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The EDL potential of a spherical charged particle interacting with a planar surface is given by:

V EDL = −πϵ0ϵrRp
[
2ζpζw ln

(
1 + e−κh

∗

1− e−κh∗

)
+
(
ζ2p + ζ2w

)
ln
(
1− e−2κh∗

)]
, (2.6)

where ϵ0 and ϵr are the vacuum absolute permittivity and medium relative permittivity, respectively.
κ is the inverse of the Debye length (the thickness of the diffuse layer) and varies depending on the
ionic strength, Is, and temperature, T , of the solvent. ζp and ζw are the zeta potential of the particle
and the walls of the porous formation, respectively. h∗ = h−2Rp is the surface-to-surface separation
distance. This formula has been obtained by Hogg et al. (1966) who solved the Poisson-Boltzmann
equation in the limit of weak potential using the Derjaguin (1934) approximation.

Figure 2.6: Zeta potential measurements for various environments with different base liquids. Modified
after Muneer et al. (2020)

• Born or Pauli force
At very short distances (a few nanometers), a strong repulsion force is used to avoid interpenetration
of the electronic clouds of the atoms constituting the particles. The potential energy for two
spherical particles of radius, Rp, reads (Feke et al., 1984),

V B = − AH
37800

(
σc
Rp

)6
1

r

[
r2 − 14r + 54

(r − 2)7
+

60− 2r2

r7
+
r2 + 14r + 54

(r − 2)7

]
, (2.7)

with r = h/2Rp the dimensionless center-to-center particle separation distance, and σc the collision
diameter (few Angströms).

• Hydration force
The hydration force is a strong repulsive short-range force that acts between polar surfaces separated
by a thin layer (<3 nm) of water. It is primarily due to structured water molecules around the
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hydrophilic surfaces. The formula for the hydration force between two spherical particles can be
complex due to the nature of the interactions involved. However, a simplified and commonly used
form is based on the exponential decay of the force with distance. The general form of the hydration
force Fh between two spherical particles can be expressed as (Donaldson and Alam, 2008):

Fh = F0 exp(−
h

λh
), (2.8)

where F0 is the hydration force constant (the force at zero separation distance), λh is the decay
length of the hydration force, often related to the thickness of the hydration layer.

The DLVO theory developed by Verwey (1948); Derjaguin and Landau (1941) describes the elec-
trochemical interactions acting on colloids as a combination of the Van der Waals attraction and the
electrical double-layer repulsion forces. The equivalent potential is the sum of the Van der Waals and the
EDL potentials:

V DLV O = V V DW + V EDL. (2.9)

Figure 2.7: (a) DLVO potential profile over the distance h. (b) The overall potential profile between 2
particles over the distance h (DLVO potential + Born potential). Vmin,1 and Vmin,2 are the primary and
secondary potential minimum, respectively.

As shown in Fig. 2.7, for two distant particles (hundreds of nanometers) the DLVO potential is very
weak and does not affect the dispersion or diffusion of the particles. If particles are closer to each other,
they start attracting under DLVO potential until they reach the secondary minimum Vmin,2. The sec-
ondary minimum corresponds to reversible attachment and weak aggregate. If they have enough energy
to pass the potential barrier, they end up in the primary minimum Vmin,1. The primary minimum cor-
responds to an irreversible attachment and strong aggregate.
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Near the contact, the DLVO potential results in an infinite well, that is not physical (see Fig. 2.7a).
We will see in Chapter 3 that this infinite well raises important challenges to simulate the aggregation and
attachment. An extension of the DLVO theory uses short-range repulsive forces including Born repulsion
and hydration forces to get rid of this infinite well. As we can see in Fig. 2.7b, the addition of Born
repulsion removes the infinite attractive well and the resulting potential becomes highly repulsive near
contact.

Brownian motion

The phenomenon where submicron particles make random fluctuations of their positions inside a fluid is
commonly known as Brownian motion (Feynman, 1964). This is principally due to the thermal agitation
of the solvent molecules. Brownian motion results in a diffusive mechanism which is characterized by
a diffusion coefficient relative to the particle size and obtained using the Stokes-Einstein relation by
(Einstein, 1905):

D =
kBT

3πµfDp
. (2.10)

Mechanical forces

The principal mechanical-based forces are the inter-particle contact force (between the particles) and
the particle-walls contact force. Contact interactions are often neglected in a dilute suspension (volume
fraction of particles << 1). This allows the particles to behave as if they were dispersed independently
from each other within the suspending medium. In dense suspension, however, the probability of colli-
sion between objects (particles and walls) increases with the concentration of particles. Thus, contact
interactions can significantly impact the deposition kinetics depending on the particle concentration. The
contact force can be decomposed as the sum of normal and tangential components. The latter will create
additional torque on the rotational movement of the particles when they are in contact.

Figure 2.8: Shematic description of the spring-slide-dashpot model (after Fernandes et al. (2018)). ηn
and ηt are the normal and tangential damping coefficients. kn and kt are the normal and tangential
stiffness coefficients. µ is the friction coefficient.

Contact interactions are classically described using the linear spring-slider-dashpot contact model
(Tsuji et al., 1993; Cundall and Strack, 1979) as presented in Fig. 2.8. In this system, the spring plays
the role of the reaction force on contact, the dashpot is the shock absorber, and the slider controls the
frictional force resisting the motion of the two particles during tangential contact. Other models exist
and a non-exhaustive list of contact models is presented in Table 2.2. A more in-depth mathematical
description of the spring-slider-dashpot model is found in Chapter 3.
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Contact model References

Linear spring-slider-dashpot model Cundall and Strack (1979)

Non-linear simplified Hertz-Midlin and Deresiewicz
model Zhou et al. (1999); Zhu and Yu (2002)

Walton and Braun’s model Walton and Braun (1986); Walton (1993)

Table 2.2: Contact force models (Zhu et al., 2007).

2.2 Pore-scale description

At the pore-scale, the solid skeleton is fully resolved. It means that the fluid flow in each pore is described
explicitly using the standard equations of fluid dynamics. In this representation, boundary conditions
apply at the fluid-solid interface. In this section, we review the approaches for solving fluid flow at the
pore-scale. Then, we review the state-of-the-art methods including Euler-Lagrange and Euler-Euler to
transport a cloud of particles.

2.2.1 Flow models at the pore-scale

At the pore-scale several methods are used to model the fluid flow, they include computational fluid
dynamics, lattice-Boltzmann method, smoothed particle hydrodynamic, and pore network model. In the
following, we describe the principles of these approaches.

Computational Fluid Dynamics (CFD)

Volume-averaged Navier-Stokes (VANS) equations are used to simulate the flow of a suspension. They
are obtained by cell-averaging of the Navier-Stokes equations (NS). The continuity and momentum con-
servation read (Whitaker, 1996):

∂(ϵρf )

∂t
+∇ ·

(
ϵρfvf

)
= 0, (2.11)

∂(ϵρfvf )
∂t

+∇ ·
(
ϵρfvfvf

)
= −ϵ∇pf +∇ · ϵτ f − ξ(vf − vp) + ϵρfg, (2.12)

where τ f is the Newtonian fluid viscous stress tensor, pf is the fluid pressure, vf is the fluid velocity
vector, ρf is the fluid density, ϵ is the volume fraction of fluid in each cell (local porosity), and ξ is the
interphase drag force coefficient, vf is the fluid velocity and vp is the particle velocity. In Eq. (2.12),
the left-hand side represents the inertia effects, the first term of the right-hand side relates to the load
losses, the second refers to the viscous effects, and the last term is the gravitational effects. If ϵ = 1, the
VANS equations boil down to the Navier-Stokes equations used to simulate the fluid flow at pore-scale
(see Fig. 2.9).

In CFD, the VANS equations are solved by discretizing the spatial differential operators on an Eulerian
grid using techniques such as the finite element method (FEM), the finite volume method (FVM), or
the finite difference method (FDM) (Ferziger et al., 2020). FVM is usually preferred as it is locally
conservative and deals with unstructured grids by construction.

Solution algorithms of the VANS equations usually rely on predictor-corrector strategies to solve
for the pressure-velocity coupling. Pressure Implicit with Splitting Operators (PISO) is the most used
algorithm for solving transient flow (Issa, 1986).

36



2.2. PORE-SCALE DESCRIPTION

Figure 2.9: Pore-scale fluid flow simulation using NS equations in a trabecular bone based on micro-CT
imaging (Daish et al., 2017).

Lattice-Boltzmann Method (LBM)

‘LBM is an approach that represents the fluid as discrete fictitious parcels moving in a fixed lattice along a
finite number of directions (He and Luo, 1997). It uses simple collision rules, has a robust implementation
of complex geometries for porous media, and can accommodate multiphase flow (Chen et al., 2003). It
is based on the Boltzmann equation that describes the probability of finding a given particle at a given
position with a given velocity. Unlike CFD, LBM does not solve continuous partial differential equations
(PDEs) as Navier-Stokes equations, which simplify its numerical implementation.

In LBM, the degree of freedom is determined by the nature of the lattice classified with the nomencla-
ture DnQm where n corresponds to the dimension of the lattice and m stands for the number of directions
(see Fig. 2.10). Then, the D2Q9 model refers to a lattice-Boltzmann method of a two-dimensional sim-
ulation with 9 directions for the velocity. The associated lattice-Boltzmann equation reads (Guo et al.,
2002),

fα (x + eαδt, t+ δt)− fα (x, t) =
1

τ

[
fα (x, t)− f (eq)α (x, t)

]
+ Fα (x, t) δt, (2.13)

where x is the grid node position, α refers to the direction, eα is the discrete velocity vector defined by
Eq.(2.15), δt is the time-step, τ is the relaxation time, fα(x, t) is the distribution function and f (eq)α (x, t)
is the equilibrium distribution function given by ,

f (eq)α = ωαρ

[
1 +

eα · vf

c2s
+

(eα · vf )2

2c4s
− vf2

2c2s

]
, (2.14)

eα =


(0, 0), α = 0

(cos [(α− 1)π/2], sin [(α− 1)π/2) , α = 1, 2, 3, 4
√
2 (cos [(α− 5)π/2 + π/4], sin [(α− 5)π/2 + π/4) , α = 5, 6, 7, 8

(2.15)

with cs the lattice sound speed, ωα the weigh coefficient. Fα (x, t) is an external force that can account
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for the momentum exchange between fluid and particles. If the interaction force from particle to fluid
flow, Fpf (x, t) is known, the external force term, Fα (x, t), is obtained by (Zhu et al., 2011),

Fα (x, t) =
(
1− 1

2τ

)
ωα

(
eα − vf

c2s
+

eα · vf

c4s
eα
)

Fpf (x, t) . (2.16)

Figure 2.10: Schematic of the (a) D2Q9 and the (b) D3Q19 configurations of the LBM space discretization
(Chaaban et al., 2020).

Pore Network Model (PNM)

PNM is the historical method introduced by Fatt (1956) to simulate flow in porous media at the pore-
scale. It consists of representing the pore space geometry as a discrete network of pores interconnected
by throats (see Fig. 2.11). The throats are idealized as pipes of simple forms (e.g. cylinders and prisms).

Figure 2.11: 3D view of the Nubian Sandstone pore-network. The solid phase is in gray, while the
extracted pore elements are overlain. The pore bodies and pore throats are respectively rendered as red
spheres and gray cylinders that are smaller than their actual sizes to improve visualization. (Hefny et al.,
2020).

For a given node the mass balance equation for the fluid flow reads (Wu et al., 2019),
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n∑
j

Qi,j =

n∑
j

∫
Si,j

(
vf − vp

)
· n dS = −∂Vi

∂t
, (2.17)

where n is the local normal vector of the cross-sectional area Si,j , and Qi,j is the local flow rate of the
throat linking pore i and pore j. Vi is the volume of the pore i. vp is the velocity of the particle. The
momentum balance is based on the Hagen-Poiseuille law that relates the pressure difference, ∆Pij , with
the mean flow rate in a pore throat. We have,

∆Pij =
32µfLi,j
D∗2
i,j

Qi,j
Si,j

(2.18)

where D∗
i,j is the mean diameter and Li,j is the length of the (i, j) throat connecting pore i to pore j.

Smooth Particle Hydrodynamics (SPH)

SPH is a method used to simulate continuum mechanics including solid mechanics and fluid flows (Gingold
and Monaghan, 1977). SPH is the most mature mesh-free method. It is convenient for modeling complex
flows with multiple phases (Liu et al., 1995). Indeed, in SPH the differential operators are discretized by
moving particles. The particles have a spatial distance over which their properties are smoothed by a
kernel function centered on the particles (see Fig. 2.12). This distance defines the sphere of influence for
each particle and is used to reconstruct continuous variables such as fluid density.

Figure 2.12: Schematic of the kernel function in the SPH method. (Yang et al., 2024).

In SPH, the continuity equation which reads,

Dρf,i
Dt

=
∑
j

mj

(
vfi − vfj

)
· ∇iWij + δhc0

∑
j

2mj

ρf,j
(ρf,i − ρf,j)

rij
||rij ||2 + 0.01h2

· ∇iWij , (2.19)

and a momentum conservation is,

Dvfi
Dt

=
∑
j

mj

(
σj
ρ2f,j

+
σi
ρ2f,i

−Πij

)
∇iWij + g + Fexti . (2.20)

where Wij is the smooth kernel function. h is the smoothing length. δ ≃ 0.1 is a constant used to control
the intensity of the density diffusion. A too-small δ is not enough to give smooth pressure results, whereas
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a too-large δ induces excessive damping. c0 is the speed of sound. rij is the displacement vector from
fluid particle i to j. m is the fluid particle mass. σ is the Cauchy stress tensor. Πij is a stabilization
tension term including the corrections by artificial viscosity and artificial pressure. The artificial viscosity
is used to prevent numerical instability and unphysical particle penetration, whereas artificial pressure is
employed to alleviate the tensile instability (Monaghan, 1994). Fext is a momentum source term.

In a recent literature review, Wang et al. (2016) reports that SPH can deal with moving interfaces
and particulate transport more easily than conventional grid-based methods including Particle in Cell
PIC (Matyash et al., 2007), Volume of Fluid VOF (Hirt and Nichols, 1981), and Level Set Method LSM
(Peng et al., 1999) because by construction, the solid elements are also described by moving particles.
Nevertheless, SPH is still in its infancy, and leading-edge SPH methods’ computational cost per number
of particles is significantly larger than the cost of grid-based simulations per number of cells when the
metric of interest is not directly related to density (Price, 2011).

2.2.2 Lagrangian approaches for particle transport

We have introduced in the previous section the different engines for solving the fluid flow at the pore-scale
in the presence of solid particles. In this section, we review approaches where these engines are coupled
with Lagrangian particle tracking to describe the particle’s motion including their mutual interactions.

Principle of the Discrete Element Method (DEM)

One of the most widely used Lagrangian approaches to describe particle dynamics is the Discrete El-
ement Method, originally developed by Cundall and Strack (1979). DEM is well-suited for modeling
hydromechanical processes because it considers all the forces applied to the particles including contact
laws.

The translational and rotational velocities, Up, ωp, of an individual particle are governed by Newton’s
second law of motion. We have,

m
dUp

dt
=
∑
j

Fp,j , (2.21)

I
dωp

dt
=
∑
j

Mp,j , (2.22)

where Fp,j and Mp,j are the forces and torques applied to the particle, respectively. These forces and
torques are described in section 3.2.2 and include contacts, hydrodynamics, and electrochemical interac-
tions. Subscript j designates all the objects (e.g. particles and walls) in interactions with the particle.
m and I are the particle mass and moment of inertia.

DEM uses the assumptions of rigid and spherical particles (Tsuji et al., 1993). Particles of arbitrary
shapes (e.g. spherical, disk, irregular), can be modeled with DEM using the multi-sphere method (MSM)
as shown in Fig. 2.13 or the surface mesh representation (SMR) as shown in Fig. 2.14. When the multi-
sphere model is used, forces from sub-particles are assembled and applied on the clump. The clump
is treated as a rigid body, and then the sub-particle motion is updated according to this rigid-body
motion (Shen et al., 2022). In SMR, particle surfaces are discretized using contact nodes, which can be
conveniently determined in preprocessing as the vertices of the surface mesh (Zhan et al., 2021).

The accuracy of DEM for mechanical contacts has been demonstrated by many authors (Coetzee,
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Figure 2.13: In DEM, particles of arbitrary shapes can be modeled using a compound of packed particles
with strong adhesive forces. (a) Spherical clump; (b) Disk clump; (c) Irregularly shaped particle (Shen
et al., 2022).

Figure 2.14: The schematic diagram of particle surface representation of three typical shapes and one
irregular shape (top: original shapes of particles; middle: surface meshes with triangles; bottom: distri-
bution of contact nodes at particle surfaces). After Zhan et al. (2021).

2017; Guo and Ye, 2023). For example, Kruggel-Emden et al. (2008) conclude that multi-sphere DEM
accurately captures collisions using a multi-contact model (van der Haven et al., 2023). Hanley and
O’Sullivan (2016) have demonstrated that the choice of the time-step ∆tDEM is crucial to minimizes the
numerical error (truncation + round-off errors). The numerical errors in idealized DEM simulations were
investigated analytically by comparing energy balances applied at the beginning and end of one time-step.
The number of contacts affects the accuracy, and one can deduce that because 2D simulations contain
fewer inter-particle contacts than the equivalent 3D simulations, they have lower accrued simulation errors.

Since its early development, DEM has been coupled with various approaches to simulate particulate
flow for a wide range of applications. The coupled approaches between flow models described in sec-
tion 2.2.1 and DEM are described below. A summary of their capabilities and limitations is provided in
Table 2.3.
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CFD-DEM

The CFD-DEM model is one of the most widely methods used for modeling particulate flows (Tsuji
et al., 1993). CFD-DEM is a four-way coupling because the particles are driven by the fluid flow, the
particle’s presence has feedback on the flow streamlines, and inter-particle and particle-wall interactions
are considered. The four-way coupling is presented in Fig. 2.15.

Figure 2.15: Specification of the 4-way CFD-DEM coupling. Each interaction is illustrated by an arrow
(Puderbach et al., 2021).

Based on how we can model the fluid-particle interactions, 2 coupling approaches exist (see Fig. 2.16)
namely, the unresolved (or Averaged Volume Method AVM) and the resolved (or Immersed Method IM)
approaches (van der Hoef et al., 2008). In the unresolved approach, the fluid-particle forces are based
on constitutive relationships that depend on local relative velocities and solid volume fractions. This
approach used a large grid size, which is computationally efficient compared to the resolved approach.
Alternatively, in the resolved approach, the DEM particle interfaces serve as boundaries for the fluid
phases, and the interaction forces are calculated along the particle surfaces (Zhong et al., 2016). The
resolved approach is more accurate than the unresolved approach since particles are treated like moving
boundaries.

Figure 2.16: Conventional CFD-DEM coupling approaches (a) resolved (b) unresolved (Kanitz and Grabe,
2019).

Kloss et al. (2012) present an overview of the unresolved and resolved approaches, their mathematical
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Figure 2.17: Particle build-up comparison between the CFD–DEM simulation on a wire-wrapped screen
opening on the left, and particle shadowgraph velocimetry experiment from Kinsale and Nobes (2018) on
a straight slot on the right (Razavi et al., 2021).

formulations, numerical implementations, and validations of the CFD-DEM. Chen et al. (2012) use an
unresolved CFD-DEM applied to gas-solid two-phase flow in pulmonary airways to investigate particle
transport and deposition. Zhao and Shan (2013) used an unresolved coupled CFD-DEM to investigate
geomechanics systems. Shen et al. (2022) used a coupling CFD-DEM for modeling two-phase fluid with
transport of irregularly shaped particles. Razavi et al. (2021) applied unresolved CFD-DEM to predict
the retention mechanisms that occur at the opening of sand filters under laminar steady flow conditions of
the well-bore. The filter slots under investigation have different geometries: straight, wire-wrapped screen
and the particles are considered with different shapes and different aspect ratios and size distributions
(see Fig. 2.17).

LBM-DEM

Most of the LBM-DEM coupling in the literature is based on the resolved coupling. Indeed Rettinger
and Rüde (2017) report numerical issues for unresolved particles.

For example, Li and Prigiobbe (2018) and Zhou et al. (2018) use the LBM-DEM coupled with the
Immersed Boundary Method (IBM) for simulating the migration of fine particles in porous media. How-
ever, they do not consider long-range interactions and cannot capture the aggregation. Samari Kermani
et al. (2020) use LBM-DEM with Smoothed Profile Method (SPM) which assumed resolved particles to
investigate the impact fluid flow velocity, colloid size, and pore structure on retention and transport of
particles at pore-scale with aggregation of particles. Liu and Wu (2020) use LBM-DEM to perform the
inertial migration of dense particle suspensions, the agglomeration of adhesive particle flows in channel
flow, and the sedimentation of particles in cavity flow (see Fig. 2.18). Lu et al. (2024) investigate the
effect mechanism of the grain material of artificial porous media coating quartz sand, titanium dioxide,
zinc oxide, and polystyrene on the motion and deposition of suspended particles using the LBM-DEM
with IBM.

If LBM is often considered an efficient and easy approach to simulate fluid flow, Wang et al. (2022)
reports that LBM-DEM is less computationally efficient compared with CFD-DEM in 3D cases.
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Figure 2.18: Snapshots of the particle suspensions flowing through a channel with a cavity for particle
Reynolds number Rep = 56.88 at different time points (for the top to the bottom) using LBM-DEM.
(Liu and Wu, 2020).

PNM-DEM

PNM is widely used to determine flow properties and is suitable for coupling with the DEM as it effectively
describes the essential skeleton of the porous medium. Pore bodies and their pore throat are defined
locally through a regular Delaunay triangulation of the particle assemblies (see Fig. 2.19), and thus we
can obtain fluid pressure applied on particles. When particles change their position due to particle-fluid
forces, the associated pore structure changes and results in a new fluid flow.

On the particle’s side, the particle-fluid force is composed of a drag force Fd,ij and a pressure gradient
force Fp,ij Chareyre et al. (2011).

Fd,ij = As,ij∆Pijnij (2.23)

Fp,ij = Af,ij∆Pijnij (2.24)

where Ap,ij and Af,ij are the solid and fluid part of the interface respectively, nij is a unit vector pointing
from the center of pore i to that of pore j.

Chareyre et al. (2011) use this method to simulate the viscous flow in dense sphere packings, Wu et al.
(2021) use the PNM-DEM for particle-fluid flow in a dynamic cell, gas-fluidized bed, and a packed bed
and they found good agreement with LBM-DEM or experiments results (see Fig. 2.20). Zhu et al. (2023)
investigate the fluid injection in dense granular media with the PNM-DEM modeling. PNM is also used
to capture poromechanical effects (Catalano et al., 2013).
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Figure 2.19: Schematics of the pore network model: (a) Pore domains formed from close chains of bonded
particles; and (b) The drag force on a particle, Ffluid, as a resultant from the pore pressures of surrounding
pore domains (Huang et al., 2019).

Figure 2.20: (a) Fluidized bed simulation using PNM-DEM. The color indicates the particle ID. The
meshing of the fluidized bed: (b) with the Delaunay tessellation; and (c) with the Voronoi tessellation
(Wu et al., 2021).

SPH-DEM

Tang et al. (2018) use the SPH-DEM for studying fluid-solid interactions with free surface flows. Their
DEM particles are deformable using the Mohr-Coulomb criterion. They are capable of simulating failure
and deformation under complex flow conditions with accuracy. Robinson et al. (2014) study 3D particle
sedimentation and Rayleigh-Taylor instability with a two-way coupled SPH-DEM at the pore-scale. Peng
et al. (2021) use the SPH-DEM to study fluid-solid interactions for heterogeneous suspension in non-
newtonian fluids with arbitrary shapes of particles (see Fig. 2.21).

Parametrization of SPH simulations might be challenging. For example, Shadloo et al. (2016) explain
that settling boundary conditions at the inlet, outlet, and walls is more difficult than with grid-based
methods.
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Figure 2.21: Snapshots of gravity-driven fresh concrete flow with natural pebbles of arbitrary shapes at
different times using SPH-DEM method (Peng et al., 2021).

Other Lagrangian modeling approaches

• Multi-phase Particle-In-Cell (MP-PIC) method: The MP-PIC used an Eulerian grid for
modeling the fluid flow while a Liouville equation gives access to the particle distribution function
of the Lagrangian computational particles (Andrews and O’Rourke, 1996). In this approach, com-
putational parcels are used to represent a defined number of particles with identical properties such
as size, velocity, and location Dymala et al. (2022). This situation is illustrated in Fig. 2.22. The
Liouville equation treats parcels as a continuous fluid and calculates their motion by computing the
derivative on the Eulerian grid. Then, the motion of each parcel is mapped onto the Lagrangian
frame. This results in a multiphase model that can handle particle transport with a distribution of
particle sizes and properties in dilute or dense suspension. However, this method has the limita-
tion that the particles need to be small compared to the Eulerian grid for accurate interpolation.
Also, it uses a particle stress model instead of resolving collisions for particle-particle interactions.
Snider (2001) use incompressible MP-PIC to simulate dense particle flows. Tian et al. (2020) used
compressible MP-PIC coupled with coarse-grained DEM on gaz-particle systems.

• Random Walk Particle Tracking (RWPT): It uses Lagrangian description to simulate the
transport of solute seen as a huge amount of particles for the analysis of dispersion in porous media
Kinzelbach (1988). This method models the trajectories of individual particles as they undergo
random displacements at each time step. The displacement of each particle is typically determined
by a combination of deterministic components (e.g. advection due to the flow) and stochastic
components (e.g. diffusion or dispersion). RWPT allows the accommodation of non-linear processes
and interactions between particles and the medium. RWPT is scalable as it can be applied from
microscopic to macroscopic levels. However, with RWPT the results can exhibit statistical noise,
especially when the number of particles is low. Ensuring accurate results may require simulating a
large number of particles LaBolle et al. (1996). The accuracy of the method relies on the correct
specification of parameters such as diffusion coefficients. Importantly, this approach is a one-way
coupling (see Fig. 2.23) and therefore, does not consider the feedback of the particles on the flow
or the particle-particle interactions.
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Figure 2.22: Schematic representation of the MP-PIC method (Dymala et al., 2022). Parcels are consti-
tuted as groups of particles of the same physical properties and are transported as Lagrangian particles
using the unresolved approach.

Figure 2.23: Different coupling configurations in Euler-Lagrange methods. (https://www.cfd-online.
com/Forums/star-ccm/223996-cfd-dem-coupling.html)
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2.2.3 Eulerian models for particulate transport

The Eulerian method describes the flow of particles collectively as a continuous phase through the particle
concentration distribution or a probability density function to access the evolution in space and time of
the particle phase in a control volume. The Eulerian method enables simulations in larger domains.
However, it relies on constitutive laws for describing hydrodynamical, mechanical, and electrochemical
interactions. We introduce two models. In the Two-Fluid Model, the solid particle phase motion is
described as a continuous fluid with its momentum balance equations. In the scalar transport model, the
motion of the particle concentration field is computed using the fluid velocity. Table. 2.4 summarizes the
capabilities and limitations of these two models.

Two-Fluid Model (TFM)

Two-fluid model is an Euler-Euler model in which both the particulate and fluid phases are considered as
two separate interpenetrating continua, described with their own momentum and mass balance equations
that are coupled by mutual interaction terms Herman and Prigogine (1979). Constitutive laws represent
the inter-field interaction. TFM has been widely used to model two-phase flow with dispersed bubble
(see Fig. 2.24) and gas-solid systems including fluidized beds (Schneiderbauer et al., 2012; Wang et al.,
2014; Zhao et al., 2021; Esgandari et al., 2023). It has also been used for particulate transport in porous
media (Biesheuvel, 2011).

Figure 2.24: Separated multiphase flow models describe the phase boundary in de-
tail, while dispersed multiphase flow models only deal with volume fractions of
one phase dispersed in a continuous phase (after https://www.comsol.com/blogs/
modeling-and-simulation-of-multiphase-flow-in-comsol-part-1).

The continuity and momentum equations of the fluid phase are based on VANS equations (Eq. 2.11-
2.12). The particulate phase equations are (van der Hoef et al., 2008):

∂[ϵpρp]

∂t
+∇ · [ϵpρpvp] = 0, (2.25)

∂[ϵpρpvp]
∂t

+∇ · [ϵpρpvpvp] = −ϵp∇pf −∇pp −∇ · ϵpτ p − ξ(vf − vp)− ϵpρpg. (2.26)

In the two-fluid model, the interactions between particles are included through a "solid pressure" term,
pp. ϵp is the particle volume fraction in each cell.
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2.2. PORE-SCALE DESCRIPTION

The deposition of particles at the solid surface is modeled through kinetic boundary conditions (i.e.
Robin conditions) (Carrillo and Bourg, 2019). The determination of the kinetic coefficient is complex
because it depends on the flow conditions, particle size, concentration, pH, and salinity. A standard multi-
scale approach to obtain the constitutive TFM laws is to volume-average the Euler-Lagrange solution
(Quintard and Whitaker, 1995).

Scalar Transport Model

The scalar transport model is used to describe physical phenomena where particles, energy, or other
physical quantities are transferred through a domain due to two processes: diffusion (transfer by con-
centration gradient) and advection (transfer by fluid flow). The advection-diffusion equation used in the
scalar transport model applied to transfer a cloud of particles defined by its volume fraction ϵp reads,

∂ϵp
∂t

= ∇ ·
(
D∇ϵp − vf ϵp −

D F
kBT

ϵp

)
+ ST , (2.27)

where vf is given by Navier-Stokes equations, and F is the vector of forces experienced by the phase
(colloidal forces described previously). ST is a source/sink term and D is the diffusion or dispersion
coefficient.

Boccardo et al. (2014) investigate particle deposition in porous media with microscale simulations
using the scalar transport model with the colloidal filtration theory (CFT) developed by Yao et al.
(1971), where only Brownian motions and steric interception are accounted for as deposition mechanisms
(see Fig. 2.25). Li et al. (2008) investigate the transport and deposition of Nanoparticles in Quartz
sand under varying flow conditions. They use a scalar transport model with CFT to investigate effluent
concentration breakthrough curves and deposition profiles through attachment kinetics and maximum
retention capacity.

Figure 2.25: Contour plots of normalized particle concentration on a realistic porous medium model, for
superficial velocity u = 10−6 ms−1 (a), u = 10−5 ms−1 (b), u = 10−4 ms−1 (c). Dp is the particle
diameter (Boccardo et al., 2014).
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Table 2.4: Capabilities and limitations of the two-fluid model and the scalar transport model.

Model Capabilities Limitations

Two-Fluid
Model

- High predictive accuracy on the void
fraction distribution.

- Combined with kinetic theory, it can
describe two-phase flow at relatively
large scales, yet retain the physics of
particle-particle interactions (Dennis,

2013).

- It can be applied to a wide range of
particulate flow problems, including

gas-solid, liquid-solid, and liquid-liquid
flows.

- Computationally more efficient than
the Euler-Lagrange model for large

domains.

- Trouble modeling flows with a distribution
of particle densities and sizes because
separate continuity and momentum

equations must be solved for each size and
density (Gidaspow, 1994).

- The interphase term is accessible over
several correlations and the model is more

complex to implement.

- Closure relations are needed for contact
parameters that are no longer measurable
properties, and then do not allow for the

rheological characteristics of the solid phase.
(Dennis, 2013).

-Defining appropriate boundary conditions
for both phases can be challenging, especially

at phase interfaces, and can be
computationally demanding for 3D

simulations.

- Rely on constitutive relationship for the
modelization of particle retention (i.e.

deposition kinetics, permeability-porosity
relation)

Scalar
Transport

Model

- It uses a simple equation, allowing
analytical solutions for linear and

homogeneous conditions (Ogata and
Banks, 1961).

- It can be scaled for both macroscopic
scale and microscopic resolution

problems.

- By accurately modeling the
underlying processes, the model can

predict the spatial and temporal
distribution of particulate matter.

- The model can incorporate certain
physical processes such as chemical or
biological processes (Rubin, 1983).

- Computationally more efficient than
TFM for large domains.

- The assumption of constant diffusion
coefficient, linear reaction, or homogeneous

properties of the medium.

- Accurate predictions require well-defined
boundaries and initial conditions, and

accurate determination of model parameters
(advection velocities, diffusion coefficients)

(LeVeque, 2002).

- The model equation may trigger in its basic
form when accounting for non-linear effects

such as high concentration gradient,
high-velocity flows, or non-linear reactions

(Sachdev, 1990).

- Rely on constitutive relationship for the
modelization of particle retention (i.e.

deposition kinetics, permeability-porosity
relation).

- Solving the model equation, especially in
three dimensions or with complex boundary
conditions, can be computationally intensive.
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2.3 Darcy-scale description

For large domains including core-scale and field-scale, the description of flow, particles, and species trans-
port within each pore is not feasible, as the pore space is no longer explicitly described (see Fig. 2.26). In-
stead, volume-averaged equations are used to describe flow and particle transport. Similar to Euler-Euler
equations, volume-averaged equations consider the sub-scale effects through constitutive relationships.
One of the standard approaches for modeling particulate transport at Darcy’s scale is a combination of
Darcy’s law, a permeability-porosity relationship, and a mass balance equation for the particle volume
fraction. Electrochemical processes are described through deposition and detachment rates that must be
informed by pore-scale physics.

Figure 2.26: Two different representations of the physics of flow in porous media. The arrows represent
the velocity vectors. (a) direct modeling or pore-scale approach where the solid is explicitly represented.
(b) the continuum modeling or Darcy scale where the physics is governed by quantities averaged over
control volumes. The color map represents the volume fraction of solid per control volume (Soulaine,
2022).

2.3.1 Heterogeneous structure of porous media

Porous media can be declined in various aspects with homogeneous and heterogeneous pore space as
shown by Fig. 2.27. There are typical topological and physical parameters to characterize their structure
complexity.

Porosity

A porous medium is characterized by its porosity. The porosity or void fraction ϕ measures the void
spaces in a volume of porous medium. It is expressed as the fraction of the volume of pore spaces, over
the total volume of the medium (porous matrix and pores) and varies between 0 and 1.

ϕ =

∑
Vpore

Vtotal
(2.28)
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Figure 2.27: Different kinds of porous media (Xu et al., 2015).

Depending on the type of porous medium, the porosity ranges to very different values as shown in
Table 2.5. Clay reservoirs have high porosity values, but the effective porosity (the fraction of pore space
that can contribute to fluid flow) is much lower (1 - 2%) because a significant portion of the pore space is
not interconnected or is too small to allow fluid flow. In comparison, sandstone has an effective porosity
of around 10 - 25% (Olivier and Mulongo, 1997), which are range of values typically associated with
geothermal reservoirs (Kristensen et al., 2016; Wadas and von Hartmann, 2022).

Table 2.5: Porosity magnitude order of environmental porous media (from https://www.
saltworkconsultants.com/carbonate-porosity-sandstone-vs-carbonate/ and Neuzil (2019)).

Medium Porosity (%)

Limestone reservoirs 5 - 30

Sandstone reservoirs 25 - 40

Clay reservoirs 30 - 50

Carbonate reservoirs 40 - 70

The closed porosity is created by isolated pores, and with the existence of dead-end pores, the concept
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of effective porosity due to transport pores only is introduced as shown in Fig. 2.28.

Figure 2.28: Schematic of the pore structure and definitions of pore characteristics. The radius of the
largest sphere that can pass freely through the porous material (leftmost black sphere) corresponds to
the critical pore radius rcr (Nishiyama and Yokoyama, 2017).

Tortuosity

Tortuosity is a widely used criterion to characterize the morphological property of porous microstructures.
The tortuosity τ is the fraction of the length of the path Lpath over the distance between its ends L. It
reads,

τ =
Lpath
L

. (2.29)

Specific surface area

The specific surface area, Ae, defines the ratio of the total surface area Aint (area covered by the solid-pore
interface) over the total solid volume.

Ae =
Aint
Vtotal

, (2.30)

This parameter becomes interesting with surface phenomena such as adsorption-desorption. The finer
the grains which constitute the porous medium, the higher the specific surface area. In geochemistry, the
specific surface area is the surface area of the pore walls divided by the solid mass (in m2/g).

Permeability

Permeability noted K, is the measure of the capacity of porous materials to let fluid flow through them.
Permeability is strongly linked to the effective porosity and specific surface area. Similar to porosity
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values, the permeability can be widely different from one material to another (see Fig. 2.29).

Figure 2.29: Order of magnitude of permeability of some porous media (Bear, 1988).

If the pore morphology changes because of particle deposition and pore-clogging, the porosity and
permeability are modified. In the literature, permeability-porosity K(ϕ) relationships attempt to assess
the permeability reduction due to a change in porosity. The most common relationships are presented in
Table 2.6. We know, however, that the structure of the deposition depends strongly on other parameters
including flow conditions, suspension concentration, and solution chemistry.

Table 2.6: Different formulations of porosity-permeability relationship.

Description Porosity-permeability relation

Kozeny-Carman’s equation for predicting
permeability based on porosity and grain size

(Kozeny, 1927; Carman, 1937)

K = c ϵ3

(1−ϕ)2 A2
e
, with c the Kozeny-Carman
constant

Lucia’s model specifically for carbonate
reservoirs, relating porosity to permeability

based on rock fabric (Lucia, 1983)

K = a · ϕn, with a and n are empirical
constants that vary with rock fabric

Pittman’s relation is an empirical
relationship for sandstones, taking into

account grain size and sorting (Pittman,
1992)

K = ϕm ·Dn, with D the mean grain size, m
and n are empirical constant

Hilfer’s relation is used to relate porosity to
permeability in clean, consolidated

sandstones using Archi’s law (Archie, 1942;
Hilfer, 1993)

K = b
(
F
a

)− n
m , with F the formation factor

related to the electrical conductivity, a is a
constant coefficient, b, n are empirical

parameters and m is the cementation exponent

The power law is a generalized relationship
often used in various forms (Nelson, 1994) K = ϕn, n is an empirical constant.
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2.3.2 From pore-scale to Darcy-scale

Control volumes are defined all over the medium, and the physical quantities are averaged over these
control volumes. The definition of this control volume is crucial for the accuracy of the results (Bear,
1988). It needs to be a Representative Elementary Volume (REV) which is the smallest volume over
which a measurement can be made that will yield a value representative of the whole.

The operator (−) and (−β) over the quantities denote, the superficial average and the intrinsic β-
phase average over the control volume respectively. Let the function Γf associated with the fluid f -phase
in the control volume V (see Fig. 2.30), its superficial average reads Whitaker (1986),

Γf =
1

V

∫
Vf

ΓfdV (2.31)

and its intrinsic phase average which means the average in the void space only reads,

Γ
f

f =
1

Vf

∫
Vf

ΓfdV . (2.32)

with Vf the pore volume. The two previous formulations are linked through,

Γf = ϕΓ
f

f . (2.33)

Figure 2.30: Two-dimensional slice of a rock representing a control volume V. The black region represents
the void space (f-phase) while the white region represents the solid grains (s-phase). Asf is the fluid-solid
interface.

In the case of a non-deformable medium, ϕ is constant over time. For example, the unknown quantities
describing the flow of a f -phase in a porous medium are the averaged phase velocity vector vf and
averaged phase pressure pff .

The average of the derivative ∇Γf involves the derivative of the average ∇Γf and the boundary
information at the solid through,

∇Γf = ∇Γf +
1

V

∫
Asf

nsfΓfdA. (2.34)
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with nsf , the normal vector at the solid walls, and Asf the fluid-solid interface.

2.3.3 Darcy equations

As the pore network of the medium is not accessible at this scale, Darcy’s law is used to access unknown
averaged quantities Darcy (1856), ∇ · vf = 0,

vf = − 1
µf
K ·

(
∇pff − ρfg

) (2.35)

whereK is the permeability tensor of the porous medium. K contains information relating to the topology
of the pore matrix.

2.3.4 Deep bed filtration (DBF)

The reduction in porosity is deduced from the evolution of the suspended particle concentration, C = ϵfp ,
where ϵfp is the intrinsic particle volume fraction averaged in the void space. The transport equation of
the particle concentration is an advection-dispersion-reaction partial differential equation. We have,

∂ϕC

∂t
+∇ · (vfC) = ∇ · (ϕD · ∇C)− ρb

∂S

∂t
, (2.36)

where D is the dispersion tensor and ρb is the porous medium bulk density. The last term represents the
rate of particle retention and S is the attachment concentration on the matrix surface. vf is the fluid
velocity obtained with Darcy’s equations (Eq. 2.35).

Dispersion tensor

The dispersion D results from a combination of molecular diffusion Dm and hydrodynamic dispersion Dh

(Soulaine et al., 2021).
D = Dmτ

−1 (I+ Dh) , (2.37)

where τ is the tortuosity of the medium. Bear (1988) proposed a formula for the hydrodynamic dispersion
coefficient in one-dimension Dh = aL(v

f
f )
n, with aL the longitudinal dispersivity and n is an empirical

exponent. For a high Peclet number Pe = Lvf/Dm >> 1, the molecular diffusion is negligible, with L

the length of the domain.

Retention kinetics

The retention term can be described using several adsorption isotherm expressions (Madhan Nur Agista,
2017):

ρb
ϕ

∂S

∂t
= kC (Linear), (2.38)

ρb
ϕ

∂S

∂t
=

k1Cm
1 + k2Cm

(Langmuir), (2.39)

ρb
ϕ

∂S

∂t
= kC1/n, n > 1 (Freundlich), (2.40)
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ρb
ϕ

∂S

∂t
= k1C − k2C

2 (Quadratic), (2.41)

ρb
ϕ

∂S

∂t
= k1 exp

−k2/C (Exponential), (2.42)

where ρb is the porous medium bulk density, k, k1, k2, are attachment rates, Cm, and n is a fitting
exponent. Several models have been developed based on different theories (e.g. colloidal filtration,
colloidal filtration with site blocking, colloidal filtration with detachment, kinetic Langmuir model, dual-
site model, and linear adsorption model) and are presented in Table 2.7. These models will be described
and discussed in Chapter 5.

Table 2.7: Retention kinetics models (modified after Zhang et al. (2016))

Model References Deposition term

Colloid Filtration
Theory (CFT) Yao et al. (1971) ρb

ϕ
∂S
∂t

= kdepC

Filtration Model +
Maximum site

Li et al. (2008); Liu et al.
(2009); Cullen et al.

(2010)

ρb
ϕ

∂S
∂t

= kdep

(
1− S

Smax

)
C

Filtration Model +
Detachment Bradford et al. (2002) ρb

ϕ
∂S
∂t

= kdepC − ρb
ϕ
kdetS

Kinetic Langmuir
Model Wang et al. (2008) ρb

ϕ
∂S
∂t

= kdep

(
1− S

Smax

)
C − ρb

ϕ
kdetS

Two Site Model Zhang et al. (2016)

ρb
ϕ

∂S
∂t

= kirr

(
1− S1

S1max

)
C +

kra

(
1− S2

S2max

)
C − ρb

ϕ
krdS2

Modified Linear
Adsorption Model

Madhan Nur Agista
(2017)

∂S
∂t

= kcη0
∂C
∂t

In Table 2.7, kdep is the deposition rate, kdet is the detachment rate, kirr is the irreversible attach-
ment rate, kra is the reversible attachment rate, krd is the reversible detachment rate, Smax, S1max,
S2max are the particle retention capacities, S1 and S2 are the concentration of irreversible and reversible
attachments, respectively. η0 is the single collector capture efficiency, kc is the concentration distribution.

2.4 Objectives and methodology of the thesis

2.4.1 Objectives

Through our literature review, we have seen that the modeling of particulate transport in porous media
at a large scale relies on constitutive relationships that depend on a wide range of parameters including
flow rates and suspension properties.
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A standard strategy to derive large-scale models rooted in elementary physical principles is to start at
the pore-scale where the physics is better understood and to upscale the results to larger scales. At the
pore-scale, however, the state-of-the-art modeling approach is not able to reproduce the main clogging
mechanisms (e.g. sieving, bridging, aggregation).

In this Ph.D. thesis, we aim to develop a robust and efficient simulator to describe the transport of
particles within the porous matrix at the pore-scale. The model should be able to capture the three
main clogging mechanisms. It will be used to propose and validate new kinetic deposition rates and
permeability-porosity relationships.

2.4.2 Methodology

To achieve our objectives, we develop a new CFD-DEM coupling model. The model is implemented
within the open-source CFD platform OpenFOAM. OpenFOAM is a general-purpose simulator that
solves partial differential equations using the Finite-Volume Method.

OpenFOAM already has a CFD-DEM solver. It comes, however, with strong limitations: the electro-
chemical interactions are not considered and the particles must be smaller than the grid size (unresolved
approach).

In Chapter 3, we present our new unresolved-resolved CFD-DEM simulator for colloidal particles. We
perform a comprehensive set of verification tests. These test cases give us confidence in the predictive
capacity of our numerical model.

In Chapter 4, we use our CFD-DEM numerical model to investigate pore-clogging at the pore-scale in
a single pore and a representation of a heterogeneous porous medium. We investigate the effect of fluid
properties, particle properties, and flow conditions on the permeability reduction over the injected pore
volume.

In Chapter 5, based on the colloidal filtration theory which describes particles as a continuum phase
transported by advection, diffusion, and reaction, we revisit the deposition kinetic law to investigate
deposition patterns on a cylindrical collector with comparison to experimental results.

A graphical flowchart of the thesis methodology is presented in Fig. 2.31.
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Figure 2.31: Thesis methodology for colloidal transport at core scale.
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Chapter 3

Unresolved-Resolved CFD-DEM for
Colloidal Flow

In this chapter, we introduce a novel hybrid unresolved-resolved CFD-DEM four-way coupling approach
combined with DLVO forces and the adhesive JKR contact force to simulate spherical, rigid particulate
flows in porous media at the pore-scale with migration, deposition, and retention mechanisms. Our hybrid
model includes: (i) a drag force that accounts for both resolved and unresolved particles, (ii) the associated
hydrodynamic torque, (iii) an efficient algorithm for identifying particle-fluid cells, and (iv) a diffusive
layer to smooth the particle-fluid interface. The chapter is organized as follows. In section 3.1, we
introduce the CFD-DEM model and its limitations. In section 3.2, we describe the governing equations
of the fluid and particles and the coupling algorithms. Then, in section 3.3, we show the accuracy,
consistency, and efficiency of our approach using cases for which reference solutions exist. Finally, we
close with a summary and concluding remarks.

3.1 Review of the CFD-DEM Model

CFD-DEM is an Euler-Lagrange method commonly used to simulate particle transport (Tsuji et al.,
1993). It consists of solving Navier-Stokes equations on a fixed Eulerian grid using computational fluid
dynamics (CFD) to compute the continuous carrier phases’ flow and resolve the particle dynamics using a
Lagrangian discrete element method (DEM). State-of-the-art CFD-DEM relies on the so-called four-way
coupling which states that the fluid transports the particles, the presence of particles impacts the fluid
flow, and particle-particle and particle-wall interactions are considered, which avoids the assumption of
diluted suspension (O’Sullivan, 2011). Two main fluid-particle coupling approaches exist whether particle
diameter, Dp, is bigger or not than the grid cell size, ∆x. On the one hand, the unresolved coupling
approach is used if the particle size is smaller than the grid resolution. The drag force between fluid and
particle is calculated using a sub-grid model. On the other hand, in resolved coupling, the particle size
is bigger than the grid resolution, and the fluid-particle shear stress forces acting on the particle are an
output of the simulation.

Limitations exist in both resolved and unresolved approaches. Pirker et al. (2011); Marshall and Sala
(2013) reported that unresolved coupling leads to significant errors and instabilities if ∆x < 3Dp. Despite
its faster calculation time, this approach presents discontinuities in the calculation of the particle velocity
because the particle oscillates when it crosses two adjacent cells that have different fluid velocities (Peng
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et al., 2014). Importantly, sieving cannot be simulated using unresolved coupling because the grid size is
necessarily smaller than the pore-throat and then the particle size. This lack of capture of the dynamics
of flows around the particles which guides the aggregation or remobilization process of colloids is a big
limitation. In resolved coupling, the size ratio has to be at least Dp/∆x > 10, to ensure an accurate
resolution of the particle surface on the Eulerian grid (Hager, 2014; Uhlmann, 2005). This results in
large computational times that increase with the particle number which limits this method for simulating
large quantities of particles. Moreover, the complexity of the porous geometry with pores of different
sizes often requires computational grids made of cells with different sizes, and the same particle might
be resolved in some parts of the domain and unresolved in others. Some approaches intend to overcome
the aforementioned limitations by developing hybrid unresolved-resolved approaches. For example, the
semi-resolved CFD-DEM described in Wang et al. (2019) corrects the fluid velocity around the particle
and the volume fraction in the drag force model using kernel-based approximations. Their model half-
theoretical half-empirical leads to inaccurate calculations of the fluid-particle forces for dense suspensions
of large particles. Kuruneru et al. (2018) proposed a mixed resolved-unresolved CFD-DEM approach that
uses an Immersed Boundary Method (IBM), a specific contact handling algorithm to compute particle
contact forces, and a Brinkman penalization technique for the momentum sink term of the fluid phase.
However, their model works only for regular grids which is limiting for heterogeneous porous media with
confined pores. The unresolved-resolved CFD-DEM approach introduced in this chapter overcomes these
limitations relative to particle sizes over the Eulerian grid refinement (see Table 3.1). However, modeling
colloidal transport leading to clogging by aggregation in porous media requires additional forces and
appropriate treatment of the colloid adhesion (Poon and Haw, 1997).

Colloidal forces for the aggregation mechanism arise if particles are submicrometer in size and elec-
trochemical interactions become dominant (Liang et al., 2007). These forces are due to long-range
interactions whose influence applies from typically tens of nanometers down to nearly surface-to-surface
contact. They are classically described using the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory
(Verwey, 1948; Derjaguin and Landau, 1941) that combines London-Van der Waals attraction and elec-
trical double-layer (EDL) repulsion. DLVO forces are very sensitive to salinity and pH due to electrostatic
forces depending on the surface electrical potential commonly assumed to be similar to the zeta potential
(Sameut Bouhaik et al., 2013). Crystal structure and related electrochemical reactions at the surface
of the particle in contact with water are responsible for the dependency of surface electrical potential
on water chemistry (Leroy et al., 2022). DLVO forces can be implemented in CFD-DEM by modifying
the Lagrangian force balance (Agbangla et al., 2014; Samari-Kermani et al., 2021). Because the DLVO
theory is based on the direct collision hypothesis, however, the force and torque caused by collisions are
missing. Therefore, if the separation distance between the particles approaches zero, there are numerical
singularity problems due to the infinitely attractive DLVO potential. This is a major concern for modeling
pore-clogging by aggregation of particles because adhesive contact is not handled properly and can lead to
unphysical particle-particle and particle-wall interpenetrations. To circumvent this issue, Abbasfard et al.
(2016) introduces a cut-off distance between the surfaces below which DLVO forces vanish. The selection
of an adequate cut-off length is challenging because it is system-dependent, and to avoid numerical errors,
the particle displacement between time steps should be less than the cut-off distance (Mihajlovic et al.,
2020). Another approach uses the Born repulsion – a highly repulsive short-range force – introduced by
Ruckenstein and Prieve (1976) to avoid the interpenetration of particle-particle and particle-wall (Muneer
et al., 2020; Schumacher and van de Ven, 1987; Liu et al., 2023). Parametrization of the Born repulsion
force requires precise knowledge of the system’s atomic collision diameter (the finite intermolecular sepa-
ration distance at which the Lennard-Jones potential associated with Van der Waals interactions is equal
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to zero). Moreover, the Born repulsion force becomes dominant if the separation distance is less than
1 nm (Mahmood et al., 2001) which requires small enough time steps to capture particle displacement
and to avoid highly non-physical repulsion of the particles in contact. Another possibility is to consider
repulsive Stern layers and/or repulsive hydration/steric forces (van Oss, 2006, 2008). Alternatively, the
Johnson-Kendall-Roberts (JKR) theory is a physically-rooted adhesion contact model known to predict
the contact area accurately (Johnson et al., 1971). JKR theory considers the interaction between surface
energy on particles and material surface and does not rely on fitting parameters. It has already been used
in some Euler-Lagrange approaches with DLVO theory for simulating fine migration (Trofa et al., 2019;
Zhou et al., 2021; Cheng et al., 2023), but not on an unresolved-resolved CFD-DEM four-way coupling.
To our knowledge, DLVO and JKR theory had never been coupled to a four-way CFD-DEM approach
handling both resolved and unresolved coupling approaches.

Table 3.1: Features of the resolved, semi-resolved (Wang et al., 2019), unresolved and unresolved-resolved
CFD–DEM. DNS: direct numerical simulation, FVM: finite volume method.

Resolved
CFD-DEM

Semi-resolved
CFD-DEM

Unresolved
CFD-DEM

Unresolved-resolved
CFD-DEM

Particle
surface Resolved Not resolved Not resolved

Resolved for Dp/∆x > 1
and unresolved for

Dp/∆x ≤ 1

Particle-fluid
force

Particle-
resolved DNS

Drag force
model

Drag force
model

Combined
particle-resolved DNS
and drag force model

Background
velocity

Fluid velocities
resolved in
FVM cells

Fluid velocities
resolved in
neighboring
FVM cells

Fluid velocities
in the local

FVM cell only

Fluid velocities calculated
in FVM cells around

resolved particles and in
local FVM cells for
unresolved particles

Particle to
cell

ratio Dp/∆x
> 10 ≃ 1 < 1/3 No restriction

3.2 Computational Model

In this part, we present the new unresolved-resolved four-way coupling CFD-DEM. First, we introduce
the CFD approach to model fluid flow in an Eulerian grid (Section 3.2.1). Then, we introduce the DEM
approach including long-range interaction forces to simulate the particle displacement in a Lagrangian
frame (Section 3.2.2). Finally, we show the strategy to couple CFD and DEM together (Section 3.2.3).
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3.2.1 Fluid motion in the CFD Eulerian grid

The Eulerian computational grid is used to solve fluid flow accounting for the presence of the particles.
The latter is described by a local porosity field ϵ, defined as,

ϵ =


1, if the cell is occupied by fluids only,

]0, 1[, if the cell contains a fluid-solid aggregate or a fluid-solid interface,

0, if the cell is occupied by solids only.

(3.1)

The two situations illustrated in Fig 3.1 can exist concomitantly whether the particle diameter is larger
or smaller than the cell size. On the one hand, in unresolved cases, particles are smaller than the cell size.
A cluster of particles can occupy a computational cell and ϵ ∈ ]0, 1[. On the other hand, in resolved cases,
the particle is larger than the cell size, and its shadow covers an ensemble of cells. The particle shadow is
obtained by a projection on the Eulerian-covered cells identified through a searching algorithm described
in Section 3.2.3. In this situation, intermediate values of the phase indicator ϵ ∈ ]0, 1[, correspond to the
fluid-particle interface. When a cell is fully covered by a particle, we impose a minimum porosity value,
ϵmin = 0.001, instead of ϵ = 0 to have flow equations valid everywhere in the computational domain
regardless of the cell content (Soulaine et al., 2017).

Figure 3.1: Mapping of the porosity field, ϵ, on the Eulerian grid (a) for resolved particles and (b) for
unresolved particles.

The fluid motion is modeled by solving incompressible Volume-Averaged Navier-Stokes (VANS) equa-
tions (Whitaker, 1996; Zhou et al., 2010). The mass balance equation for the fluid phase reads

∂(ϵρf )

∂t
+∇.(ϵρfvf ) = 0, (3.2)

where ρf is the fluid density, and vf is the cell-averaged fluid velocity.
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The fluid momentum balance equation is:

∂(ϵρfvf )
∂t

+∇.(ϵρfvfvf ) = −ϵ∇p+ ϵρfg + ϵ∇.(µf (∇vf + (∇vf )⊺)− ϵ2µf (vf − vp)/K, (3.3)

where p is pressure, µf is the dynamic viscosity, g is the gravitational acceleration, vp is the averaged
particle velocity on the Eulerian grid, and K is the local cell-permeability. The last term of the right-hand
side is a drag force corresponding to the flow resistance due to the presence of particles. ϵ2µf/K is the
is the interphase drag force coefficient, ξ, defined in Eq (2.12). VANS momentum tends asymptotically
towards the Navier-Stokes equation in regions that contain fluid only (ϵ = 1 and the drag force vanishes)
and toward Darcy’s law in cells containing fluid-solid aggregates (0 < ϵ < 1) because inertia and viscous
dissipation are negligible in front of the drag force (Auriault, 2009).

The transition between these two asymptotic behaviors is obtained using a cell-permeability that
varies with the cell porosity in a way that K−1 −→ 0 if ε = 1 and to a finite value if ϵ < 1. In the
latter case, K is determined differently whether the cell is occupied by resolved or unresolved particles.
In resolved cases, particles are seen as low-porosity (ϵ = ϵmin) low-permeability media and the drag force
acts as a penalization term to drop the velocity within the occupied cells near zero value and to approach
no-slip condition on the particle-fluid interfaces (Soulaine and Tchelepi, 2016; Angot et al., 1999). In this
case, K is calculated using a modified Kozeny-Carman formula (Minto et al., 2019),

K = K0
ϵ3

(1− ϵ)2
, (3.4)

where K0 is a sufficiently low given permeability. In unresolved cases, K is the permeability of the
ensemble of particles seen as a porous medium and obtained using the drag forces applied on particles
(see section 3.2.2).

3.2.2 Particle motion in the DEM Lagrangian frame

The motion of a cloud of particles is solved in a Lagrangian frame using a four-way coupling Discrete
Element Method (DEM). In this approach, the particle flow is driven by interactions with the carrier
fluid, and particle-particle and particle-wall interactions. The total velocity, vpi , of particle i reads,

vpi = Up
i + ωi × ri, (3.5)

where Up
i and ωi are the translational and the angular velocity of particle i, respectively, and ri is the

position vector. The description of the translational and rotational motion in DEM is based on Newton’s
second law applied to a spherical particle of mass mi and moment of inertia Ii in contact with nci objects
(particles and walls). Long-range interaction forces are applied to nnci objects (particles and walls) that
are not necessarily in contact with particle i but in its close neighborhood. The balance of forces is
illustrated in Fig 3.2. We have (Cundall and Strack, 1979):

mi
dUp

i

dt
=

nc
i∑
j

Fcij +
nnc
i∑
j

Fncij + Ffi + Fgi , (3.6)

Ii
dωi
dt

=

nc
i∑
j

Mc
ij +

nnc
i∑
j

Madh
ij + Mhyd

i , (3.7)
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where Ffi and Fgi are the particle-fluid interactions and gravitational forces acting on particle i at time

Figure 3.2: Illustration of the forces acting on particle i from contacting particle j and the wall w.

t, respectively. Fcij , Mc
ij and Mhyd

i are the contact forces, the contact torques, and the hydrodynamic
torque acting on particle i, respectively. Long-range interaction forces are considered through Fncij , the
non-contact forces and Madh

ij , the adhesive torque acting on particle i in interaction with j = 1, 2, ..., nnci
objects (particles and walls) at time t, respectively. To reduce the computational costs, we consider that
only the objects j (particles and walls) within a kernel centered on the centroid of particle i and with
a radius equal to the particle diameter are candidates for particle-particle and particle-wall interactions.
If an object j covers a cell that is overlapping with that radius (see Fig. 3.3), the object j is added to
the interaction list of particle i, and long-range interaction forces are applied until they collide with each
other or move away.

For particulate flow in a charged solution, adsorption of high concentrations of ions and water
molecules at its surface creates a viscous thin layer known as the Stern layer (see Fig. 3.4a), where
the ion concentration gradient is constant (Leroy et al., 2022). Therefore, the long-range interactions
behave differently whether they occur inside or outside the Stern layer. The non-contact forces are,
therefore, defined as,

Fncij =

FDLV Oij , if the interactions take place outside the Stern layer,

FJKRij , if the interactions take place within the Stern layer,
(3.8)

where FDLV Oij and FJKRij are the DLVO forces and the adhesive JKR force, respectively. All these forces
and torques are described in the following.

Hydrodynamic forces

In the four-way approach, the surrounding fluid in contact with a particle creates particle-fluid inter-
actions on the particle i among which the drag, the pressure gradient, the virtual mass, and the lift
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Figure 3.3: The range of interaction of a particle (in green) is determined by a kernel (in purple) centered
on the particle centroid and whose radius is equal to the particle diameter. The particles (in red)
overlapping cells within this orbit are eligible for collision and long-range interactions.

forces. We only considered the drag force. The drag force applied on particles is calculated through the
appropriate porosity-permeability relationship if particles are unresolved and with the summation of the
stress divergence terms over the cells containing the particle for resolved coupling. We have,

Ffi =


Vp,iβ

(
vf − vpi

)
1

(1−ϵ) , if unresolved coupling.∑nk

k Vc,k (1− ϵk) (−ρf∇pk +∇.τk) , if resolved coupling.
(3.9)

where nk is the total number of cells covered by the particle, Vc,k the volume of cell k, τk = µf (∇vf +
(∇vf )⊺) the fluid shear-rate tensor of cell k, pk and ϵk the fluid pressure and the porosity in cell k,
and Vp,i the volume of the particle i. The fluid-particle momentum exchange coefficient, β, is defined in
Table 3.2.

The gravitational force for a spherical particle considering buoyancy effects reads,

Fgi =
4

3
πρiR

3
i g − 4

3
πρfR

3
i g = mig

(
1− ρf

ρi

)
, (3.10)

where ρi, is the particle’s density and Ri is the particle’s radius.

Contact forces

A particle can be in contact with other particles (particle-particle interactions) or with walls (particle-
wall interactions). We consider rigid spherical particles, and the contact between two elements is not at
a single point but a finite area corresponding to the overlapping of the two objects (O’Sullivan, 2011).
The overlapping distance obeys the Hertzian spring-slider-dashpot model (Tsuji et al., 1993; Hertz, 1882)
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β formulation Description

Stokes law β = 6πµfRi
(1−ϵ)
Vp,i

, and Rep = ρf |vf − vpi |
Dp,i

µf

For a single particle
with Rep < 1

Kozeny-Carman
law β = 180 (1−ϵ)3

ϵ2
µf

D2
p,i

For Rep < 1 and dense
suspensions

Ergun law
(Ergun, 1952) β = 150 (1−ϵ)2

ϵ
µf

D2
p,i

+ 1.75 (1− ϵ)
ρf
Dp,i

|vf − vpi |
For dense suspensions
(ϵ < 0.8) and Rep > 1

Wen and Yu
law (Wen and

Yu, 1966)

β = 3
4Cd

ϵ(1−ϵ)
Dp,i

ρf |vf − vpi |ϵ−2.65 ,

with Cd =


24
Rep

(1 + 0.15Re0.687p ) if Rep ≤ 1000,

0.44 if Rep > 1000.

For dilute suspensions
(ϵ ≥ 0.8)

Table 3.2: Different formulations of the fluid-solid momentum exchange coefficient β are implemented,
where Cd is the drag coefficient, Rep is the particle Reynolds number, Dp,i is the diameter of particle i.

in which the spring realizes the elastic deformation, the dashpot realizes the viscous dissipation, and
the slider realizes the frictional dissipation. These effects act on particles through the stiffness k, the
damping coefficient η, and the friction coefficient µ. These parameters are based on particle properties
including radius, mass, Poisson coefficient, and Young modulus (see Table 3.3). The contact force Fci has
two components – a normal and a tangential – described as follows:

(a) Normal component

The normal component of the inter-particle and particle-wall contact (Fcnij) acting on particle i in
contact with object j (particle or wall) is given by the sum of the forces related to the spring and
dashpot

Fcnij = (−knij |δnij |3/2 − ηnijv
p
ij · nij)nij , (3.11)

where knij and ηnij are respectively the equivalent normal stiffness and damping coefficients of
particles i with object j. |δnij | is the normal overlapping distance given by,

|δnij | =

Ri +Rj − |pj − pi|, for particle-particle contact,

Ri − |pi − pw|, for particle-wall contact,
(3.12)

where pi is the position vector of particle i. The vector pw corresponds to the nearest point to
pi located on the wall. The relative velocity, vpij , is given by vpij = vpi − vpj , where for a wall, vpj
is the slip velocity of any sphere-wall contact point. The unit vector nij points either from the
center of particle i to that of particle j in particle-particle contact, or points from the wall to the
computational domain and is normal to the wall for particle-wall contact.

(b) Tangential component

The tangential component of the particle-particle and particle-wall forces (Fctij) acting on particle
i depends on the tangential overlap, δtij , and on the tangential slip velocities, vptij , according to

Fctij = −ktijδtij − ηtijv
p
tij , (3.13)

where ktij and ηtij are the tangential equivalent stiffness and damping coefficients of particle i with
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object j. The formula for the tangential overlap δtij for particle-particle and particle-wall contacts
is found in Deen et al. (2007). The tangential slip velocities are given by vptij = vpij− (vpij ·nij)nij+
(Riωi +Rjωj)× nij . Notes that for particle-wall contact with immobile walls, ωj = 0.

If the relation, |Fctij | ≥ µ|Fcnij |, is satisfied, then particle i is sliding over object j and the tangential
force is modeled by Coulomb-type sliding friction,

Fctij = −µ|Fcnij |
δtij
|δtij |

. (3.14)

Parameter Equation

Equivalent normal stiffness knij =
4
3

√
rijEij

Equivalent normal damping coefficient ηnij = α δ0.25nij

√
mijknij

Equivalent tangential stiffness ktij = 8Gij
√
rijδnij

Equivalent tangential damping coefficient ηtij = ηnij

Equivalent Young modulus Eij =
(

1−ν2
i

Ei
+

1−ν2
j

Ej

)−1

Equivalent shear modulus Gij =
(

2(1+νi)(2−νi)
Ei

+
2(1+νj)(2−νj)

Ej

)−1

Equivalent mass mij =
(

1
mi

+ 1
mj

)−1

Equivalent radius rij =
(

1
Ri

+ 1
Rj

)−1

Table 3.3: Parameters for the DEM model. For the equivalent quantities, the case of particle-wall
interaction is obtained assuming that the wall has infinite radius and mass. ν is the Poisson’s ratio and
α is given by the coefficient of elasticity.

DLVO forces

Long-range interactions outside the Stern layer are modeled using the well-established DLVO theory that
consists of a combination of an attractive and a repulsive force (see Fig. 3.4b). The first, known as the
London-Van der Waals attraction force, is caused by correlations in the fluctuating polarizations of the
electron clouds around nearby atoms and molecules. This force is usually described as a combination of
the London dispersion force between instantaneously induced dipoles, the Debye force between permanent
dipoles and induced dipoles, and the Keesom force between permanent molecular dipoles whose rotational
orientations are dynamically averaged over time (Oss et al., 1986). The second, referred to as the
electrostatic repulsion force, is related to the interactions between charged surfaces with the generation of
a repulsive EDL (when the surface charges of the two interaction surfaces have the same sign) composed
typically of a diffuse layer and a Stern layer (see Fig. 3.4a). The diffusive layer – also called the Gouy-
Chapman layer – is the region where the ions are distributed under the action of electrical forces and
thermal motions. The electrostatic repulsion force occurs between charged objects across liquids and its
strength increases with the magnitude of the electrical surface potential commonly considered to be equal
to the zeta potential (the electrical potential located at the shear or slipping plane Leroy et al. (2013)).

69



3.2. COMPUTATIONAL MODEL

(a) (b)

Figure 3.4: (a) Sketch of the electrical double layer (EDL) around negatively charged particles immersed
in a 1:1 electrolyte like NaCl containing Na+ and Cl− ions. (b) Typical profile of DLVO potential.

DLVO forces applied on particle i derive from the Van der Waals and electrostatic potentials,

FDLV Oij = − d

dhij

(
V V DWij + V EDLij

)
nij , (3.15)

where hij is the smallest surface-to-surface separation distance, nij is the unit vector normal to object
j surface and pointing to particle i centroid. Particle-particle and particle-wall potentials have different
formulations denoted with the superscript "pp" and "pw" in the following.

The Van der Waals attraction potential between two spherical particles with smooth surfaces was
approximated in 1937 by Hamaker (1937), (using London’s famous equation for the dispersion interaction
energy between atoms/molecules as the starting point (London, 1937). It reads,

V
V DWpp

ij = −AiLj
6

(
2RiRj

d2ij − (Ri +Rj)
2 +

2RiRj

d2ij − (Ri −Rj)
2 + ln

(
d2ij − (Ri +Rj)

2

d2ij − (Ri −Rj)
2

))
, (3.16)

where AiLj is the Hamaker constant of the particle i, the particle j, and the liquid medium L, expressed
as AiLj = Aij+ALL−AiL−AjL. dij = hij+Ri+Rj is the center-to-center separation distance between
particles, Ri and Rj are the radius of particle i and particle j, respectively. If the spheres are very close to
each other, hij ≪ Ri, Rj , and using the equivalent radius, rij = RiRj/(Ri+Rj), the attraction potential
becomes,

V
V DWpp

ij = −AiLj rij
6hij

. (3.17)

The electrostatic repulsion potential between two spherical charged particles dispersed in a solvent is
calculated by (Verwey, 1948),

V
EDLpp

ij = 64πϵ0ϵrrij

(
kBT

Ze

)2

tanh

(
Zeψi
4kBT

)
tanh

(
Zeψj
4kBT

)
e−κhij , (3.18)

where ϵ0ϵr is the dielectric constant of the solvent, ψi is the surface potential of the particle i, κ−1 =√
ϵ0ϵrkBT

2×103NAe2IS
is the Debye screening length corresponding to the EDL thickness for a given electrolyte,
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kB is the Boltzmann’s constant, T is the absolute temperature, Z is the valence of the electrolyte, e
is the charge of the electron, NA is the Avogadro’s number, and IS is the electrolyte ionic strength.
Eq.(3.18) is based on the constant surface potential approximation (no ion adsorption or condensation
on the surface), with the surface potential taken as the potential at the slipping plane. In this paper, we
consider particles of identical material which leads to ψi = ψj = ψ. Therefore, the electrostatic potential
becomes,

V
EDLpp

ij = 64πϵ0ϵrrij

(
kBT

Ze

)2

tanh

(
Zeψ

4kBT

)2

e−κhij . (3.19)

Finally, the particle-particle DLVO force reads,

FDLV Opp

ij =

(
−AiLj rij

6h2ij
+ 64πϵ0ϵrrijκ

(
kBT

Ze

)2

tanh

(
Zeψ

4kBT

)2

e−κhij

)
nij . (3.20)

To model the long-range interactions between a sphere (Ri, ψi) and a wall (Rj → ∞, ψj), we use the
retarded London-Van der Waals attraction potential (Schenkel and Kitchener, 1960) and the electrostatic
repulsion potential proposed by Hogg et al. (1966). The attraction potential reads,

V
V DWpw

ij = − AiLjRi

6hij

(
1 + 14

hij

λ

) , (3.21)

where λ is the characteristic wavelength of the interaction (retardation length assumed to be around
100 nm). The retarded London-Van der Waals potential is an adequate approximation for separation
distance, hij , up to Ri/5 (Gregory, 1981).

The particle-wall electrostatic repulsion potential based on constant surface potential approximation
is,

V
EDLpw

ij = πϵ0ϵrRi
(
ψ2
i + ψ2

j

)( 2ψiψj
ψ2
i + ψ2

j

ln

(
1 + e−κhij

1− e−κhij

)
+ ln

(
1− e−2κhij

))
. (3.22)

Finally, the DLVO force for particle-wall interactions is,

FDLV Opw

ij =

−
AiLj Ri

(
1 + 28

hij

λ

)
6h2ij

(
1 + 14

hij

λ

)2 + 2πϵ0ϵrRiκ

(
2ψiψje

−κhij −
(
ψ2
i + ψ2

j

)
e−2κhij

1− e−2κhij

)nij . (3.23)

Adhesive contact force

DLVO potential has an infinite primary well due to the Van der Waals contribution if the distance
between two particle surfaces approaches zero (see Fig. 3.4b). In CFD-DEM, this results in a large inter-
penetration of the particles that is unphysical and unrealistic. To avoid the latter and describe accurately
adhesive particle contacts, we modified the Hertzian contact (Tsuji et al., 1993; Hertz, 1882) by adding an
elastic solid-body behavior based on the Johnson-Kendall-Roberts (JKR) theory (Johnson et al., 1971).
This was achieved by modifying the normal overlapping distance |δn| of the spring-slider-dashpot model
described above.

In the JKR theory, a sphere in contact with an object (particle or wall) under the action of an
external force deforms irreversibly (soft sphere model). It means that a finite contact area remains
even if the external force vanishes. The JKR method consists of applying a constant attractive force
(see Fig. 3.5b) based on the Derjaguin approximation (Derjaguin and Landau, 1941) when the surface
separation distance is smaller than the Stern layer thickness, σSt (a few nanometers maximum). Within

71



3.2. COMPUTATIONAL MODEL

(a) (b)

Figure 3.5: (a) Sketch of the JKR adhesion seen as an overlapping of two elastic spheres. (b) Profile of
the potential function and forces including JKR adhesion for distance 0 ≤ hij < σSt.

the Stern layer (h ≤ σSt), the JKR adhesive force of a particle i in interaction with an object j reads
(Hong, 1998),

FJKRij = −3

2
πrijWiLjnij , (3.24)

where WiLj = γLij − γiL − γjL is the surface energy or adhesion energy, and γ is the interfacial energy.

The JKR adhesive potential is obtained by a linear interpolation between the potential at the wall
(hij = 0) and the potential at the slipping plane (hij = σSt),

V JKRij = V DLV OSt + |FJKRij | (σSt − hij) , (3.25)

where V DLV OSt is the DLVO potential at hij = σSt.

The adhesive JKR force acting on particle i is an attractive force that produces a slight overlap, ς,
with object j, and, therefore, a finite contact radius a (see Fig. 3.5a). The adhesive overlapping distance
and the equilibrium contact radius are given by (Johnson et al., 1971)

ς =
a2

rij
, and, a =

3

√
6π r2ij WiLj

kij
, (3.26)

where kij = 4
3πEij

and Eij =
(

1−ν2
i

Ei
+

1−ν2
j

Ej

)−1

are the equivalent elastic constant and the equivalent
Young modulus respectively, and ν refer to Poisson ratio. Note that, if object j is a wall (Rj → ∞), then
the equivalent radius is rij = Ri.

When the contact appears (i.e. the contact overlap, |δn| > 0), two configurations exist in the DEM
calculation: (i) If |δn| ≤ ς, the Hertzian contact force is not considered which leads to an elastic attach-
ment of the particle and the object through the adhesive contact. (ii) If |δn| > ς, then the rigid Hertzian
contact force is applied with a new overlap distance as |δ∗n| = |δn| − ς.
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Torques

The torque due to inter-particle and particle-wall contacts acting on a particle i is,

Mc
ij = Rinij × Fctij . (3.27)

Rolling is the dominant hydrodynamic mechanism that can cause particle removal from a wall under
laminar flow. For an unresolved particle, the hydrodynamic torque is calculated when approaching an
object j. For a resolved particle, the hydrodynamic torque is calculated over the cells covered by its
shadow. The influence of the hydrodynamic shear on particle i is given by

Mhyd
i =


1.4 Rinij × Ffi , if unresolved coupling,∑nk

k sk × Vc,k (1− ϵk) (−ρf∇pk +∇.τk) , if resolved coupling,
(3.28)

where sk is the position vector relative to the particle center and pointing to the center of the cell k. As
the velocity increases with the distance from the obstacle, Torkzaban et al. (2007) pointed out that the
drag force effectively acts on the particle at a distance equal to 1.4 Ri.

Adhesion of a particle to a wall or another particle occurs if the distance is within the range of the
primary or secondary minimum for the interaction potential. The adhesive physicochemical forces, FJKRij

and FDLV Oij , involved in the attachment process generate a torque that resists the particle detachment
when hydrodynamic forces are applied. The adhesive – or resisting – torque is (Torkzaban et al., 2007),

Madh
ij =


atij × FJKRij , for adhesion at the primary minimum,

lxtij × FDLV Oij , for adhesion at the secondary minimum,
(3.29)

where tij = vptij/|v
p
tij | is the tangential unit vector, vptij is the tangential slip velocity. In the secondary

minimum, the DLVO force characterizes the force acting on a lever arm lx that must be overcome to
detach the particle. Since there is no overlapping area at the secondary minimum, lx is expressed as,
(Torkzaban et al., 2007)

lx =
3

√
rij |FDLV Oij |

4kij
. (3.30)

3.2.3 CFD-DEM coupling strategy and numerical implementation

The unresolved-resolved four-way coupling CFD-DEM is implemented within the open-source finite-
volume toolbox OpenFOAM version 9 (https://www.openfoam.org). Our implementation is built on
top of the existing dpmFoam solver coupled with the OpenFOAM’s internal DEM package to simulate
dense or dilute particle packing. The algorithmic procedure is illustrated in Fig. 3.6. dpmFoam has strong
limitations for simulating particle transport in porous media at the pore-scale. First, it uses an unresolved
approach. Second, numerical instabilities occur when particles cross the Eulerian cell faces. In addition
to the DEM model in which we implemented the unresolved-resolved hydrodynamic drag and torque
described in Section 3.2.2: (i) we developed an efficient searching algorithm to identify the Eulerian cells
covered by the shadow of the resolved particles (Sec. 3.2.3.a), (ii) we implemented a velocity-pressure
solution algorithm free of numerical errors when a particle centroid crosses a cell face (Sec. 3.2.3.b), and
(iii) we constrained the time-stepping with appropriate stability criteria (Sec. 3.2.3.c).
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Figure 3.6: Detailled flowchart for the unresolved-resolved four-way coupling CFD–DEM numerical pro-
cedure including colloidal forces.

Mapping the resolved/unresolved local porosity: searching strategy of covered cells

A key aspect of the CFD-DEM coupling is the projection of the particle presence onto the Eulerian grid.
In unresolved cases, the particle is smaller than the grid size and the local porosity is lower than 1. In a
resolved case, the particle shadow covers an ensemble of cells. In both cases, the local porosity within a
cell is obtained by calculating the sum of each volume of particle contained in the cell using

ϵ = 1−
∑
j ∆Vp,j

Vc
, (3.31)

where ∆Vp,j is the volume of each particle j contained within the cell, and Vc is the cell volume. In
CFD-DEM, the cell label in which a particle centroid is located is an attribute of the particle. This
attribute changes if the particle moves to a neighboring cell. Other attributes include particle mass and
diameter. Therefore, in unresolved cases, if the particle is not overlapping two or more cells, then the
volume of particles within computational cells is known and the mapping operation is straightforward.

In resolved coupling (Dp > ∆x) and in unresolved coupling with particle overlapping 2 or more cells,
however, the cells covered by the particle shadow have to be identified by a searching algorithm knowing
the particle position and diameter. The process of identifying all the cells covered by the particles can
highly impact the computational cost if a search method such as traversal search (going individually
through all the cells of the Eulerian grid) is used, in particular, if the numbers of particles and grid
cells are extremely large. Here, we present a peer-to-peer search algorithm whose objective is to identify
efficiently the cells neighboring any given cell up to a certain distance.

An example of the peer-to-peer algorithm applied to a two-dimensional 4 × 4 regular grid is shown
in Fig. 3.7a-d. The black points represent the cell centers. The cell containing the particle centroid is
identified as the starting cell (step 0) depicted with the black empty circle. The search algorithm is as
follows:
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(a) Step 1 (b) Step 2 (c) Step 3

(d) Step 4 (e) (f)

Figure 3.7: Principle of the peer-to-peer search algorithm. (a)–(d) Illustrations of the steps for searching
nearby grid points in a two-dimensional 4 × 4 grid. Points correspond to cell centers. Lines correspond
to the path to a newly identified cell. Their color changes gradually at each iteration. From an initially
identified cell (black empty circle), the algorithm searches for cells adjacent to the newly identified cells,
and iterates. (e) The peer-to-peer search is an efficient way to identify cells covered by particles. The
red lines describe the path the algorithm took to research covered cells. (f) The peer-to-peer search also
works in three-dimensional structured and unstructured grids – here, a 3× 3× 3 regular domain.

• Step 1: Identification of the cells adjacent to the starting cell (Neumann neighborhood in red
points).

• Step 2: Identification of the cells adjacent to the newly identified cells. The algorithm ignores a cell
previously identified to avoid duplicates. In the 4 × 4 grid example, we see that the 4 cells in the
square lattice surrounding the starting cell (Moore neighborhood in red stars) are now identified.

• Step ≥ 3: Repeat the identification of the cells adjacent to the newly identified cells until the grid
is mapped.

Notes that to find all the neighboring cells (Neumann and Moore points) of a starting cell using the
peer-to-peer search, it takes only 2 steps in 2D and 3 steps in 3D (Fig. 3.7f) for both structured and
unstructured grids.

To search the cells covered by particles, two rules are necessary to unmark newly identified cells: (i) the
particle-to-cell-center distance is greater than the particle radius, (ii) the intersection point between the
particle surface and the particle-to-cell-center line is outside the cell. Eventually, the algorithm has
marked all the cells covered by particles including the particle-fluid interfaces as shown in Fig 3.7e.
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Solution strategy for solving VANS equations in CFD

In this part, we describe our solution strategy for solving the Volume-Averaged-Navier-Stokes equations
using the Finite-Volume Method. The system has three unknown variables solved on a collocated grid,
namely the void fraction, ϵ, the fluid pressure, p, and the fluid velocity, vf . The void fraction results
from the projection of the particle shadow onto the grid. The pressure-velocity coupling is solved using
a semi-implicit time integration scheme adapted from the Pressure Implicit with Splitting of Operators
(PISO) algorithm developed by Issa (1986).

A known issue in CFD-DEM coupling is the presence of numerical instability on the velocity profile
when the centroid of the particle is crossing a cell boundary (Marshall and Sala, 2013; Peng et al., 2014).
A way to stabilize the particle-fluid coupling is to smooth ϵ after its mapping on the computational grid
(Pirker et al., 2011). We use an isotropic diffusive smoothing controlled by the smoothing length λs. This
is achieved using the parabolic filter:

∂ϵ

∂t
= ∇2

(
λ2s

∆tCFD
ϵ

)
, (3.32)

where ∆tCFD is the time step used to solve Eqs. (3.2) and (3.3). A smoothing length of λs ≤ Dp/10
−3

is found necessary to improve the stability of the simulations.

The pressure-velocity coupling is solved by forming a pressure equation from the continuity equation,
Eq. (3.2), and a semi-discrete form of the momentum equation, Eq. (3.3). The latter is obtained using a
forward Euler time integration between two successive times n+ 1 and n for each cell. We obtain,

ϵ
vn+1
C − vnC
∆tCFD

= −a′Cvn+1
C +

∑
NC

a′NCvn+1
NC +

ϵ2µf
K

vp − ϵ∇p
′
, (3.33)

where the subscript C indicates the cell owner and NC the neighboring cells. The coefficients a′C and
a′NC are the diagonal and off-diagonal coefficients of the space discretization of the momentum equation
that includes advection and viscous dissipation effects. The pressure variable p

′
divided by the fluid

density, corresponds to the actual pressure including the hydrostatic pressure as ∇p′
= 1

ρf
(−ρfg +∇p).

The semi-discrete momentum equation can be recast into,

aCvn+1
C = H(v)− ϵ∇p

′
, (3.34)

where aC =
(

ϵ
∆tCFD

+ a′C

)
is the diagonal coefficients of the matrix for the velocity, and,

H(v) =
∑
NC

a′NCvn+1
NC +

(
ϵ

∆tCFD

)
vnC +

ϵ2µf
K

vp, (3.35)

contains the off-diagonal coefficients and the source terms. Finally, the pressure equation is formed from
the combination of the fluid mass balance equation (Eq. 3.2 divided by the fluid density), the parabolic
filter (Eq. 3.32), and the semi-discretized momentum (Eq. 3.34 divided by aC),

∇.
(
ϵ2

aC
∇p

′
)

= ∇.
(
ϵH(v)
aC

)
+∇2

(
λ2s

∆tCFD
ϵ

)
. (3.36)

PISO is a predictor-corrector scheme for solving pressure-velocity coupling. Within a time step, the
procedure is as follows. (i) Solve the discretized momentum equation (Eq. 3.33) to compute a predicted
velocity field, v∗, for given boundary conditions and the pressure field, pk calculated at the previous
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time step. At this stage, the resulting guessed velocity does not satisfy the mass conservation. (ii) Solve
the pressure equation (Eq. 3.36) and guess the pressure field, p∗∗. (iii) Get the corrected velocity field
using Eq. 3.34 and p∗∗. (iv) Update the boundary conditions. (v) Repeat the steps 2 to 5 for at least 2
iterations (Issa, 1986). At the end of these steps, you get the velocity, vk+1, and pressure fields, pk+1,
for the next time-step.

Time-stepping stability criteria

Three numerical stability criteria are necessary for the fluid-particle coupling model proposed in this
work: (i) a criterion for the pressure-velocity coupling algorithm, (ii) a constraint due to the calculation
of colliding particles, and (iii) a stability criterion related to the fluid-particle interactions.

The PISO-like pressure-velocity algorithm for solving the VANS equations is not unconditionally stable
and the time integration, ∆tCFD, is limited by a Courant-Friedrich-Lewy (CFL) condition (Ferziger et al.,
2020; Courant et al., 1928),

CFL = ∆tCFD max

(
|vf |
∆x

)
< 1, (3.37)

where ∆x is the cell size.

As the constraints on the particle dynamics are stronger than the fluid flow, we use sub-cycling of
∆tDEM within the CFD time-step to capture particle collision events accurately (see Fig. 3.8). The DEM
time-step requirements to capture the particle-particle and particle-wall collisions is the minimum of the
particle relaxation time

(
τp =

D2
pρp

18µf

)
and a portion of the Rayleigh time TRa (Thornton and Randall,

1988; Burns et al., 2019). The latter corresponds to the time a shear wave takes to propagate through a
solid particle (Li et al., 2005). The time-step criterion for DEM reads,

∆tDEM = min(αtTRa, τp) with TRa =
πDp

2 Γ

√
ρp
G
, (3.38)

where αt is a chosen constant lower than 1, G = E/4(2−ν)(1+ν) is the equivalent shear modulus with E
being the Young modulus, ν the Poisson ratio, and Γ is a coefficient approximated by Γ = 0.1631ν+0.8766

(Li et al., 2005).

Figure 3.8: Temporal evolution for the fluid flow calculation compared to that of the particle dynamics
calculation.

The stability of the unresolved coupling results from the impact of the fluid-solid interaction on the
DEM equations of each particle though the drag force is linked to the particle relaxation time. By
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assuming an explicit scheme on the source term integration, the coupling stability criterion is defined as
:

∆tc ≤
4

3

Dp

Cd

ρp
ρf

1

|vf − vpi |
. (3.39)

In practice, ∆tCFD is taken as min(∆tCFD,∆tc) and is, therefore, satisfying both Eq. (3.37) and
Eq. (3.39).

3.3 Model Verifications

In this section, we present test cases to verify the robustness and efficiency of the unresolved-resolved
four-way coupling CFD-DEM. First, we analyze the efficiency of our search algorithm for mapping the
covered cells (Section 3.3.1). Second, we verify the implementation of the resolved-unresolved momen-
tum exchange term (Section 3.3.2). Third, we assess the accuracy of our model in the case of a steel
ball sedimenting in a water tube for which experimental data exists (Section 3.3.3). Fourth, we verify
the implementation of DLVO forces using test cases for which we derived semi-analytical solutions (Sec-
tion 3.3.4). Then, we verify the coupling physics between the unresolved-resolved CFD-DEM model itself
and the DLVO forces through the formation of particle aggregates or clusters (Section 3.3.5).

3.3.1 Searching algorithm efficiency analysis

We compare the time efficiency of our peer-to-peer search algorithm with the most frequently-used search-
ing strategies, namely, the traverse search, the tree search (quadtree for 2D and octree for 3D) (Hernquist
and Katz, 1989), and the linked-list search such as the Hilbert curve search (Monaghan, 1985; Jagadish,
1997). In traditional traverse search, the computation time is devoted to traversing all the cells of the
domain, which can become very important with a large number of cells and particles. Tree search con-
tinuously divides the current domain into 8 parts until it has no overlapping with the neighborhood area
or it only contains one cell. Linked-list search organizes all the cells with the advantage of positioning
spatially adjacent cells close to each other in the form of a linked list and then searching for it. The
peer-to-peer search belongs to the family of linked-list search. Supposing that there are N cells and N

particles in the domain, the time cost of traverse search, octree search, and Hilbert curve search are
O(N2), O(N logN), and O(N), respectively (Wang et al., 2019).

The benchmark setup and data come from Wang et al. (2019). In this test case, the cells covered
by particles are sought through traverse, octree, and Hilbert searching strategies. Particles of 1cm

diameter are placed randomly in a regular grid made of 1 cm × 1 cm × 1 cm cubic cells. Because the
cell and particle center coordinates do not match, a particle can overlap up to 8 cells. Two test cases are
considered. First, we investigate the efficiency of the algorithms for an increasing number of particles in
a 10 cm × 10 cm × 100 cm grid (i.e. 104 cells). Second, we compare their efficiency for a fixed number
of 104 particles within a domain whose size varies from 10 cm × 10 cm × 50 cm (i.e. 5 × 103 cells) to
10 cm× 10 cm× 500 cm (i.e. 5× 104 cells). In each case, the simulation is run for 100 iterations.
We see in Fig. 3.9b and Fig. 3.9a that the peer-to-peer search efficiency is comparable to the Hilbert
curve search when the number of cells increases (time cost of O(N)) and to the octree search when the
particle number increases (time cost of O(N logN)). In both cases, it is more efficient than the traverse
search. One of the advantages of the peer-to-peer search is the easy implementation of the algorithm
regardless of the structure of the mesh.
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(a) (b)

Figure 3.9: Efficiency of the peer-to-peer search compared with the traverse, octree, and Hilbert curve
search results taken from Wang et al. (2019). (a) Efficiency for an increasing number of particles in a
case with 10000 cells. (b) Efficiency for an increasing number of cells in a case with 10000 particles.

3.3.2 Fluid flow around a stationary spherical particle

The purpose of this section is to verify the implementation of the resolved drag force acting on both the
particle (in DEM) and the fluid (in CFD). In resolved cases, the mutual drag between the fluid and the
particle is not modeled by constitutive laws but it is an output of the simulation. Here, we run two sets
of simulations to verify that: (i) in CFD, the fluid velocity profile around a resolved particle is accurate,
(ii) in DEM, the drag applied to the particle is correct.

First, we consider a single stationary particle of diameter Dp = 10 µm located in the middle of a
50 µm × 50 µm square domain. The inlet is on the left-hand side and the outlet is on the right. A
constant velocity v0 = 10−3 m/s (Rep = 0.01) is applied at the inlet and the pressure is set to zero at
the outlet. Lateral boundaries are set as walls with no-slip conditions. In CFD-DEM simulations, we use
regular grids with different levels of refinement defined as the ratio of the particle diameter Dp to the
smallest cell size ∆xmin as illustrated in Fig. 3.10b-d. The cells mapping the particle presence are penal-
ized according to Eq. (3.4). A reference solution, denoted "CFD" hereafter, is obtained by solving the
incompressible Navier-Stokes equations (using the so-called simpleFoam OpenFOAM solver) on a refined
conformal grid

(
Dp

∆xmin
= 40

)
in which no-slip condition is applied at the particle surface (see Fig. 3.10a).

The velocity profile along the vertical axis that crosses the particle center is plotted in Fig. 3.11 for the
x and y components. We observe a good agreement of the CFD-DEM with the reference CFD solution,
especially for resolutions > 3.

Second, we focus on the calculated drag force acting on the particle surface. The simulation setup is
similar to the first case, except that the square box is larger, corresponding to 80Dp × 80Dp, to avoid
boundary effects, and that the particle-fluid interface is resolved through a local mesh refinement as shown
in Fig. 3.12. The level of refinement at the vicinity of the particle corresponds to Dp

∆xmin
= 3, 5, and 7,

respectively. The inlet velocity, v0, is set such that the Reynolds number varies from 0.001 to 100. In
Fig. 3.13, we compare the resultant drag coefficient, Cd, with the empirical model proposed by Schiller
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Figure 3.10: Schematic representation of the flow past a stationary single particle, (b)-(d) CFD-DEM
approach with different mesh resolution, and (a) CFD approach.

(a) (b)

Figure 3.11: (a) and (b), comparison of fluid velocity components Ux and Uy between results obtained
from the model and a steady CFD solver of OpenFOAM (simpleFoam) calculated at the vertical line
passing by the particle centroid.

and Naumann (1935) which is used as a reference solution (the values come from Nguyen et al. (2021)).
It is calculated using Cd = 2|Fd|

ρfv20Ap
where Fd is the drag force acting on the particle in DEM calculated

using Eq. (3.9), and Ap is the particle surface projected on the Eulerian grid. We observe a very good
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agreement between the drag coefficient calculated with our resolved CFD-DEM model and the reference
solution.

Figure 3.12: Shematic representation of the domain, with (a)-(c) the local meshes refinement.

Figure 3.13: Comparison between the drag coefficient obtained with the unresolved-resolved CFD-DEM
model and the empirical data of Schiller and Naumann (1935).

These simulations highlight the accuracy of the calculation of the drag force in our resolved CFD-DEM
both from the CFD and the DEM sides. They also document the optimal mesh refinement in resolved
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CFD-DEM.

3.3.3 Sedimentation of a steel ball in a water tube

In this test case, we simulate the sedimentation of a steel ball in a water tube and compare the results with
the experimental data of Allen (1900). The experiment consists of a 3.18 mm diameter steel (density of
7820 kg/m3) bead falling by gravity in a 11.5 cm long, 3 cm wide, and 28 cm high rectangular water tube.
The fall of the particle initially placed at the top center of the domain without initial velocity is simulated
using the unresolved-resolved CFD-DEM coupling on different mesh resolutions

(
Dp

∆x = 1
3 ,

1
2 , 1, 2, 3

)
. The

results are also compared with the prediction made by the unresolved CFD-DEM solver of OpenFOAM
(denseParticleFoam) for Dp

∆x = 1 (which corresponds to a 33× 9× 88 regular grid).

Figure 3.14: Comparison of the falling velocity obtained with unresolved CFD–DEM coupling on
Dp/∆x = 1, with the resolved-unresolved CFD-DEM coupling on different mesh resolutions.

We see in Fig. 3.14 that the unresolved-resolved solver predictions are very close to the experimental
value for both the resolved

(
Dp

∆x > 1
)

and unresolved
(
Dp

∆x ≤ 1
)

cases. The terminal particle velocity
calculated by the standard OpenFOAM unresolved CFD-DEM solver, however, does not match the refer-
ence data. These simulations highlight the ability of the hybrid CFD-DEM model to capture accurately
the particle trajectory regardless of the mesh resolution.

3.3.4 Verification of the implementation of DLVO forces

Particle-particle DLVO interactions

We consider two identical particles of density ρp = 1050 kg/m3 (lower than the average density of min-
erals around 2500 − 3000 kg/m3), radius R1 = R2 = R = 1 µm, and mass m = 4.4 × 10−15 kg initially
separated from each other by h0 as presented in Fig. 3.15. Both particles are initially immobile and
immersed in a brine (water + NaCl) solution. Table 3.4 summarizes particle and fluid properties. There
is no flow, and the drag and sedimentation forces are neglected so that only the DLVO forces are involved
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in the particle displacement. The evolution of the surface-to-surface separation distance, h(t), is com-
puted using our CFD-DEM approach in pure attraction, pure repulsion, and mixed attraction-repulsion.
Results are compared with semi-analytical solutions that are derived in the following.

Figure 3.15: Representation of the two particles distant from h.

Parameters Particle-Particle Particle-Wall
Hamaker constant A 6.3× 10−20 J 0.1× 10−20 J

Surface electrical potential ψ −58 mV −52.3 mV

Inverse Debye length κ 1.05× 108 m−1

Relative permittivity ϵr 78.2

Salinity [NaCl] 1 mM

Temperature T 298 K

Table 3.4: Fluid, wall, and particle properties used in the model verification simulations (Yu et al., 2017).

The CFD-DEM computational domain is a 50 µm × 50 µm square with a regular grid cell size of
1 µm× 1 µm. We use ∆t = 2.5× 10−6 s and h0 = 2 µm in the attraction and mixed attraction-repulsion
cases, and ∆t = 10−8 s and h0 = 0.04 µm for the repulsive case.

Alternately, the evolution of the separation distance can also be solved using Ordinary Differential
Equations (ODE). Indeed, from Eq. (3.6) and Eq. (3.20), the particle motion is governed bymd2x1

dt2 x⃗ = AR
12h2 x⃗− R

2 κBe
−κhx⃗,

md2x2

dt2 x⃗ = − AR
12h2 x⃗+ R

2 κBe
−κhx⃗,

(3.40)

where x1(t) and x2(t) denote the position of the two particles, and B = 64πϵ0ϵr
(
kBT
Ze

)2
tanh

(
Zeψ
4kBT

)2
.

Therefore, the evolution of the surface-to-surface separation distance, h(t) = x2(t)− x1(t)− 2R, reads

h2eκhh
′′
=

R

6m

(
6κBh2 −Aeκh

)
for mixed attraction-repulsion, (3.41)

where h
′′
(t) = d2h(t)

dt2 . This ODE can be simplified for pure attraction and pure repulsion. On the one
hand, for pure attraction, B = 0 and Eq. (3.41) becomes,

h2h
′′
= −AR

6m
, for pure attraction. (3.42)

On the other hand, for pure repulsion, A = 0 and we have,

eκhh
′′
=
κBR

m
, for pure repulsion. (3.43)
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These three ODEs are solved numerically using MATLAB high-order method for solving non-stiff dif-
ferential equations – ode89 –, with absolute and relative tolerance of 10−10 and 10−8 respectively. The
ODE results are used as reference solutions to compare with CFD-DEM predictions.

Figure 3.16: Particle-particle separation distance h(t) and the relative velocity of particles h
′
(t): (a) for

the attraction case with h0 = 2 µm, (b) for the repulsion case with h0 = 0.04 µm, and (c)-(d) for mixed
attraction-repulsion with h0 = 2 µm.

We see in Fig. 3.16 that the CFD-DEM including DLVO forces is in very good agreement with the ref-
erence ODE solutions. In the case of pure attraction, the surface-to-surface separation distance decreases
from its initial value h0 to a near-zero value, while the relative velocity, h′, increases exponentially until
the contact. For the repulsion case, the surface-to-surface separation distance increases exponentially
from its initial value and the particle relative velocity increases up to a threshold value as the repulsive
force decreases with the increase of separation distance. If both repulsion and attraction are considered,
the separation distance describes a periodic oscillatory motion ranging from its initial value h0 down to
a minimal value hmin = 0.0856 µm. The latter corresponds to the secondary minimum at which the
repulsive force takes over attraction pushing back the particles to their initial positions. The three test
cases confirm the robustness of the DLVO implementation in our CFD-DEM package.
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Particle-wall DLVO interactions

In this test case, we verify the implementation of the particle-wall DLVO interactions. We consider a
particle of density, ρ = 1050 kg/m3, radius, R = 1 µm, and mass, m = 4.4 × 10−15 kg, located at
a distance, h(t), from a immobile plane wall (see Fig. 3.17). Table 3.4 summarizes the particle, wall,
and fluid properties. The particle is suspended in brine. The only force that applies are the attractive
and repulsive DLVO interactions: there is no flow and the sedimentation and drag forces are neglected.
Along the same line as the particle-particle verification cases, we consider three sets of simulations: pure
attraction, pure repulsion, and mixed attraction-repulsion. The CFD-DEM predictions of the surface-to-
wall separation distance h(t) are compared with semi-analytical solutions.

Figure 3.17: Representation of the particle and the wall distanced from h.

The computational domain is a 50 µm× 50 µm square with a regular grid cell size of 1 µm× 1 µm.
We use ∆t = 10−5 s in the attraction case, ∆t = 10−8 s for the repulsion case and ∆t = 4× 10−5 s in the
mixed attraction-repulsion case. h0 = 2µm is used for the attraction and the mixed attraction-repulsion
cases and h0 = 0.04µm for the repulsion case.

Reference solutions for this configuration are obtained through an ODE that governs the evolution of
the surface-to-wall distance, h(t) = xp(t)−xw−R, where xp(t) and xw are the particle and wall positions,
respectively. The particle motion is obtained by combining Eq.(3.6) and Eq. (3.23),

m
d2xp
dt2

x⃗ = −
AR

(
1 + 28hλ

)
6h2

(
1 + 14hλ

)2 x⃗ + BκR
(
ψ2
p + ψ2

w

) 2ψpψw

ψ2
p+ψ

2
w
− e−κh

eκh − e−κh

 x⃗. (3.44)

where B = 2πϵ0ϵr. This equation is recast into an ODE solved numerically for mixed attraction-repulsion:

6h2
(
1 + h 14

λ

)2 (
eκh − e−κh

)
h

′′

6κBRh2
(
1 + h 14

λ

)2 (
2ψpψw −

(
ψ2
p + ψ2

w

)
e−κh

)
−A

(
1 + 28hλ

)
(eκh − e−κh)

=
R

m
. (3.45)

An ODE for pure attraction is obtained if B = 0,

6h2
(
1 + 14

h

λ

)2

h
′′
= −

AR
(
1 + 28hλ

)
m

, for pure attraction. (3.46)
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Figure 3.18: Particle-wall separation distance h(t) and the velocity of the particle h
′
(t), (a) for the

attraction case with h0 = 2 µm, (b) for the repulsion case with h0 = 0.04 µm, and (c)-(d) for mixed
attraction-repulsion with h0 = 2 µm.

If A = 0, we obtain an ODE for pure repulsive interaction,(
eκh − e−κh

)
h

′′

2ψpψw −
(
ψ2
p + ψ2

w

)
e−κh

=
κBR

m
, for pure repulsion. (3.47)

Simulation results for pure attraction, pure repulsion, and mixed attraction-repulsion are shown in
Fig. 3.18. The CFD-DEM results for the three cases are in very good agreement with the ODE refer-
ence solutions. We recover similar behaviors to the particle-particle interactions including the periodic
oscillatory motion already observed for mixed attractive-repulsive interactions with a different secondary
minimum hmin = 0.12 µm. These three test cases ensure that the DLVO forces are properly calculated
when a particle arrives at the vicinity of a solid wall described by a boundary condition in CFD-DEM.

3.3.5 Colloidal aggregation of a suspension

To verify the numerical implementation of the coupling between the unresolved-resolved CFD-DEM
method and the DLVO + JKR theories, we simulate the aggregation kinetics of particles initially dispersed
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in a fluid at rest on a 2D plan. We compare the evolution of the total number of separated objectsN(t) (i.e.
monomers: unattached particles and clusters: attached particles) with the experimental data obtained
by Earnshaw et al. (1996). Two-dimensional colloidal systems have several attributes that make them
particularly useful. They provide an experimentally convenient approach to studying the impact of DLVO
forces on aggregate dynamics in which the interparticle interactions can be modified through the salinity
of the aqueous solution, as shown in Fig. 3.19.

Figure 3.19: Experimental images obtained by Earnshaw et al. (1996) of an aggregating 2D layer of 1
mm polystyrene spheres on the surface of an aqueous 0.73 M CaCl2 solution. The images are 768× 512
pixels2, one pixel = 0.95 mm. The images correspond to t = 60 (a), 75 (b), 105 (c), and 135 min (d).

The simulation domain consists of a two-dimensional 88.6µm× 88.6µm square box discretized with a
205 × 205 regular grid. The box is closed and the lateral boundaries are impermeable walls. It is filled
with a brine aqueous solution (CaCl2+H2O) containing 0.73 M of salt concentration. Initially, N0 = 1000

separated polystyrene latex particles (ρ = 1050 Kg/m3, E = 3 GPa, ν = 0.34) of 1 µm diameter are
randomly placed in the box (see Fig. 3.20). They occupy about 10% of the box surface area. The particle
surface charge density is 0.4 µC/cm2 which corresponds to a surface potential ψp = 12 mV using the
Grahame equation (Butt et al., 2023). the particle-liquid-particle Hamaker constant is 3.4 × 10−21 J.
The particle motions are only due to long-range double-layer (repulsive) and Van der Waals (attractive)
interactions, gravity is neglected, and particle-wall interactions are not considered.

Fig. 3.20 shows the typical sequence of images of the 2D aggregating colloidal layer over time for the
simulation. In Fig. 3.21, the number of objects decreases with time as the number of aggregates grows.
The growth kinetics demonstrates a ramp-up from slow aggregation early to fast aggregation until it
reaches a steady state. We see that the prediction of the evolution of the number of separated objects,
N(t), is in good agreement with the experimental measurements of Earnshaw et al. (1996), confirming

87



3.3. MODEL VERIFICATIONS

Figure 3.20: Image sequence of the simulation of 2D aggregation of the colloidal layer over time from
initial setup to end time. The color represents the distinct objects (monomers+clusters) in the domain.
Initially (t = 0 s), we have 1000 distinct monomers.

Figure 3.21: The number of separated objects (monomers and clusters) relative to their initial value at
various times after the start of aggregation on a 0.73 M CaCl2 brine aqueous solution, with a comparison
of the experiment (obtained with N0 ≃ 6000 objects) versus simulation.
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that our numerical model can capture the clusterization mechanisms of the colloids.

3.4 Summary of the novelties

An unresolved-resolved four-way coupling CFD-DEM to simulate particle migration, deposition, and
retention in porous media at the pore-scale is proposed. The investigation of local permeability reduction
due to the injection of particles becomes, therefore, possible. Unlike other CFD-DEM, our approach
is independent of the grid resolution and type (i.e. structured and unstructured) and is not limited to
particles smaller than the cell size. It relies on a hybrid resolved-unresolved formulation of the drag force
calculation and an efficient searching strategy – called peer-to-peer search – to identify the CFD cells
covered by DEM particles. Moreover, a diffusive smoothing filter removes unphysical oscillations when
particles cross the cell-to-cell interface. The method has been successfully validated using cases for which
reference solutions exist. For instance, relatively good agreement is observed between model predictions
and drag coefficient, sedimentation of a steel ball in a water tube, or colloidal aggregation measurements.
The peer-to-peer search is as efficient as the Hilbert curve search and easier to implement. Our method
has great potential to investigate the complex feedback due to the injection, retention, and remobilization
of particles in porous media.
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Chapter 4

Pore-scale Simulations of Particle
Clogging in Porous Media

In this chapter, we use our unresolved-resolved CFD-DEM solver to simulate colloidal migration and
retention in porous media at the pore scale. First, in section 4.1, we simulate bridging and sieving inside
a single pore. Second, in section 4.2, we investigate the influence of particle properties, flow conditions,
and pore geometry on the bridging mechanism. Then, in section 4.3 we simulate particle bridging and
aggregation within a porous network.

4.1 Clogging of a single pore: sieving and bridging

Sieving and bridging are two of the main pore-clogging mechanisms. In sieving, particles larger than the
pore throat block at the pore entrance (i.e. exclusion of particles by size). In bridging, particles arrive
simultaneously at the pore throat forming an arch. In this part, we simulate such processes in a single
pore using our CFD-DEM package. The pore geometry is made of a two-dimensional converging-diverging
channel of diameter, Dch = 2 mm, and a throat width, W = 500 µm. The computational domain is
gridded with a 150× 50 conformal mesh.

We consider two cases:

1. we inject three particles, one every three seconds, at the middle of the inlet. Particles have different
diameters (100 µm, 300 µm, 550 µm) to simulate the sieving of the biggest particle (Dp > W ).

2. A polydisperse distribution of particles with sizes ranging from 100 to 300 µm is continuously
injected for 50 seconds with a rate of 2 particles per second. The objective is to simulate the arch
formation of particles of different sizes.

In both cases, a constant pressure difference ∆p = 2 µbar is applied between the inlet and the outlet.
Simulations are stopped when the pore is clogged. The fluid is water, the particles are in polystyrene,
and the pore walls are in PDMS (Polydimethylsiloxane). The properties of water, particles, and pore
walls are found in Table 4.2. Snapshots of the two clogging mechanisms are presented in Fig. 4.1-4.3.

4.1.1 Pore-clogging by sieving

In the first simulation (sieving, Fig. 4.1), we see that particles smaller than the pore throat (Dp ≤ W )
can pass through the constriction as expected until a big particle (Dp > W ) is filtered by its size. At that
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point, the pore permeability decreases and the flow velocity drops to a near-zero value as shown in Fig. 4.4.

Notes that pore-clogging by size exclusion cannot be captured by the standard unresolved CFD-DEM
solver of OpenFOAM. Indeed, Fig. 4.2 shows the particle trajectory and fluid velocity field of a sieving
simulation of a Dp = 550 µm particle (the size of the particle is larger than the cell size: Dp > ∆x), using
denseParticleFoam solver of OpenFOAM which is based on the unresolved coupling. Sieving requires
the particle to be larger than the grid size. Then, the simulation results in numerical errors in the fluid
velocity calculations which provokes a chaotic motion of the particle because the particle shadow on
the Eulerian grid is only calculated on the cell containing the particle center. Our resolved-unresolved
approach, however, is not constrained by such limitations and can be used in all configurations.

Figure 4.1: Sieving of a large particle at different times. The background color corresponds to the fluid
velocity magnitude (red-maximum, blue-minimum).

Figure 4.2: Unresolved CFD-DEM simulation of the sieving of a large particle (Dp = 550 µm).The
background color corresponds to the fluid velocity magnitude (red-maximum, blue-minimum)

4.1.2 Pore-clogging by arch formation

In the second scenario (bridging, Fig. 4.3), the suspension flows in the domain until two particles arrive
simultaneously at the pore entrance, forming an arch, and blocking the flow. The time-to-plug by arch
formation depends on the probability that such an event happens, the closer the ratio Dp

Dt
is to 1, the

higher the probability of bridging (Dressaire and Sauret, 2017). Pore-scale modeling of particulate flow
with CFD-DEM will bring new insights for assessing the time-to-plug according to flow conditions and
suspension properties.

Figure 4.3: Bridging formation of 2 particles (214 µm and 287 µm) at different times. The background
color corresponds to the fluid velocity magnitude (red-maximum, blue-minimum).

Fig. 4.4, highlights the intermittent behavior of bridging. We observe that the blue curve reaches its
minimal value (synonymous with clogging) two times. The first one corresponds to the formation of an
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unstable arch that breaks eventually. The second one corresponds to a stable arch blocking the pore.

Figure 4.4: Evolution of the permeability damage calculated using Darcy’s law in the case of sieving and
bridging.

4.2 Sensitivity analysis of particle bridging in a single pore

In this section, we study the influence of different parameters on the bridging mechanism such as
the injected particle concentration C0, the particle-to-throat ratio Dp/W , the Reynolds number Re =

Dchv
f/νf , and the pore-to-throat ratio Dch/W . For each parameter, we run 4 simulations with different

values presented in Table 4.1. The pore geometry is a two-dimensional converging-diverging channel of
diameter Dch = 200 µm and a throat width W = 50 µm (see Fig. 4.5). The computational domain
is gridded with a 200 × 25 conformal mesh. the study concerns the parameters Dp, C0, Dch, and Re.
Particles are polystyrene latex, the pore in PDMS (Polydimethylsiloxane), and their properties are listed
in Table 4.2. We process two-dimensional depth-integrated simulations with VANS equations in which
the depth geometry is h = 25 × 10−6 µm. A no-slip boundary condition is applied on the walls for the
fluid flow.

Figure 4.5: Geometry of the 2D simulation of a single pore

To study the impact of each parameter of the arch formation, we compare the different times to clog,
defined as the time when particles clog the pore (see Fig. 4.6). We observe a linear decreasing behavior of
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Table 4.1: Simulation configurations for bridging investigation.

Case 1: effect of the particle
concentration Case 2: effect of the particle diameter

C0 = {0.08%, 0.1%, 0.115%, 0.13%} with
Re = 0.02, Dp/W = 0.4, and Dch/W = 4

Dp/W = {0.4, 0.45, 0.5, 0.6} with Re = 0.02,
C0 = 0.13%, and Dch/W = 4

Case 3: effect of the flowrate Case 4: effect of the geometry aspect
ratio

Re = {0.005, 0.01, 0.05, 0.1} with
Dp/W = 0.4, C0 = 0.13%, and Dch/W = 4

Dch/W = {3, 4, 6, 8} with Re = 0.02,
C0 = 0.13%, and Dp/W = 0.4

time for clogging with the increase of the studied parameters (C0, Re, Dch/W , Dp/W ) except for those
relating to the aspect ratio of the geometry Dp/W .

Figure 4.6: Numerical results of the time to clog a single pore by arch formation relative to the particle
concentration, the Reynolds number, the geometry aspect ratio, and the particle diameter.
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4.2.1 Case 1: effect of the particle concentration

Here, we vary the particle concentration by using different values of C0 = {0.08%, 0.1%, 0.115%, 0.13%}.
Snapshots corresponding to each configuration are presented in Fig. 4.7.

Figure 4.7: Particle arches formation and velocity magnitude field for different particle concentrations
C0 = {0.08%, 0.1%, 0.115%, 0.13%} in a single pore. The orange spheres are particles and the color map
represents the fluid velocity magnitude. t represents the time at which the clog forms.

We observe that, with the increase in particle concentration, the time to form arches of particles that
will clog the pore decreases. These results are in agreement with experimental observations (Agbangla
et al., 2012).

4.2.2 Case 2: effect of the particle diameter

Here, we vary the particle diameter by using different values of Dp = {20 µm, 22.5 µm, 25 µm, 30 µm}.
This parameter plays a role in the amplitude of the drag force applied to the particle as well as in
the particle-to-throat ratio, Dp/W , that characterizes the probability of arch formation. Snapshots
corresponding to each configuration are presented in Fig. 4.8.

As expected, when the particle size approaches the size of the pore throat, the probability of clogging
increases, minimizing the time needed to clog the pore. For the duration given to the simulations (20s),
we do not observe clogging for Dp/W = {0.4, 0.45}.

4.2.3 Case 3: effect of the flowrate

Here, we vary the flow rate by using different values of seepage velocity vf = {2.5 × 10−5 m/s, 5 ×
10−5 m/s, 2.5× 10−4 m/s, 5× 10−4 m/s}. Snapshots corresponding to each configuration are presented
in Fig. 4.9. Xia et al. (2023) reported that lower flow rates are prone to clogging and higher flow rates
can prevent fine particles from forming bridges and clogging due to interruptions in pressure distribution
and flow reversal. However, since the particles are transported more quickly at a higher flow rate, they
will also tend to form clogs more quickly, as seen on the scale of a pore.
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Figure 4.8: Particle arches formation and velocity magnitude field for different particle-to-throat ratios
Dp/W = {0.4, 0.45, 0.5, 0.6} in a single pore. The orange spheres are particles and the color map repre-
sents the fluid velocity magnitude. t represents the time at which the clog forms.

Figure 4.9: Particle arches formation and velocity magnitude field for different Reynolds numbers Re =
{0.005, 0.01, 0.05, 0.1} in a single pore. The orange spheres are particles and the color map represents the
fluid velocity magnitude. t represents the time at which the clog forms.

4.2.4 Case 4: effect of the geometry aspect ratio

Here, we vary the pore-to-throat ratio which implies different streamlines near the pore throat. The lower
the pore-to-throat ratio, the more convergent the streamlines at the constrictions which, in principle,
increases the probability that particles arrive simultaneously at the pore entrance and form an arch.
Snapshots corresponding to each configuration are presented in Fig. 4.10.
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Figure 4.10: Particle arches formation and velocity magnitude field for different pore-to-throat ratios
Dch/W = {3, 4, 6, 8} in a single pore. The orange spheres are particles and the color map represents
the fluid velocity magnitude. t represents the time at which the clog forms. For all these geometries the
throat width is W = 50 µm.

4.3 Clogging inside heterogeneous pore network

In this part, we use our CFD-DEM package to investigate particle retention and permeability reduction
in a porous medium that is a representation of a PDMS microfluidic device (Roman et al., 2016).

The pore geometry and the meshing procedure are found in Soulaine (2024). We obtain a two-
dimensional 1050 µm × 310 µm pore-scale domain is shown in Fig. 4.11. The typical pore size is d50 =

26 µm, porosity is ϵi = 0.62, and permeability is Ki = 1.1 × 10−11 m2. The domain is discretized into
an unstructured mesh with 49330 cells using snappyHexMesh, the OpenFOAM automatic gridder. The
left and right sides are inlet and outlet boundaries, respectively. The top, bottom, and grain surfaces are
walls described with no-slip conditions. Fluid, particles, PDMS properties, and simulation parameters
are listed in Table 4.2. We set a constant pressure difference of ∆p = 0.2 mbar between the inlet and
the outlet. The simulations use an additional Hele-Shaw correction term, 12µf ϵvf/h2, in the volume-
averaged Navier-Stokes momentum equation to account for the hydrodynamic effects in the microfluidic
device thickness, h, of the microfluidic device (Soulaine et al., 2021). Temporal results are presented
using the pore volume (PV) (a dimensionless measure of time defined as the ratio of the injected volume
of water to the pore-space volume).

4.3.1 Pore-clogging due to hydrodynamic forces only

We consider a cloud of Dp = 6 µm diameter monodispersed polystyrene particles. The mean mesh
resolution is Dp/∆x ≃ 5. According to the verification tests performed in the previous chapter, this
allows for an accurate calculation of the drag forces. Here, simulations are run in 3 consecutive steps.
First, the fluid (water) flows through the porous formation until the flow field is stable. PV is set to zero.
Then, a concentration of particles, C0 (0.05%, 0.1%, 0.15%), is continuously injected from the inlet until
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Table 4.2: Parameters of the CFD-DEM simulations used to investigate pore-clogging by aggregation of
particles.

CFD and fluid
parameters

DEM and particle
parameters

CFD time-step
∆tCFD

10−5 s DEM time-step ∆tDEM 2× 10−9 s

Fluid density ρf 103 kg/m3 Particle density ρp 1050 kg/m3

Fluid viscosity µf 10−3 Pa s Poisson ratio νp / νw 0.34 / 0.5

Temperature T 293 K Young modulus Ep / Ew 3 GPa/ 2 MPa

Salinity [NaCl] 1 ; 10 ; 100 mM
Hamaker constant ApLp /

ApLw

3.4× 10−21 J /
10−21 J

Ionic valence Z 1 Surface potential ψp −58 ; −26 ; −20 mV

Model depth b 20 µm Surface potential ψw −52.3 ; −45 ; −26 mV

Surface energy WpLp / WpLw 41/20 mJ/m2

Figure 4.11: (a) Geometry of the 2D simulation model of the porous media (length = 310 µm, width =
1050 µm).

PV = 4. Finally, the injection of particles is stopped, and the simulation is run until a steady state is
reached.

Snapshots of the particle migration and retention are shown in Fig. 4.12 (C0 = 0.1%) and Fig. 4.13
(C0 = 0.15%). We observe that some particles percolate while others remain trapped within the porous
medium clogging pores. The retention of particles changes the system porosity and reroutes the local
flow lines which affect the system permeability. The particle contact frequency and the probability of
simultaneous arrival of particles at a pore entrance to form a clog (arch formation) increase with the par-
ticle concentration. For C0 = 0.05% (results not shown here), there is no clog inside the porous medium
– although, a few isolated particles are trapped in dead-end pores – which is not the case for higher con-
centrations. For C0 = 0.1% (Fig. 4.12), we see several clogs formed by the bridging of 2 particles at the
entrance of small pores and others that grow until they reach their filling limit. The clogs are very stable
and remain even after we stopped the injection of particles (PV > 4). For C0 = 0.15%, the possibility of
arch formation increases because the particles are more likely to be near each other as they reach a pore
entrance due to converging trajectories. We observe (Fig. 4.13), however, several non-permanent pores
clogged. These observations are also seen in the particle cumulative breakthrough curves (Fig. 4.14a)
and the plot of the number of clogs over time (Fig. 4.14b). Once the injection stops, we see that almost
all particles go through the porous structure for C0 = 0.05%, and up to 6% of particles remain trapped
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for C0 = 0.1%, and 3% for C0 = 0.15%. For the highest concentration, more clogs are formed but they
are less stable and remobilized, eventually (see Fig. 4.14b).

Figure 4.12: Particle deposition and velocity magnitude field for C0 = 0.1% during the injection of
particles (PV = 2.8) and post-injection (PV = 6.8). The orange spheres are particles and the color map
represents the fluid velocity magnitude. The clogs formed during the particle injection and remain stable
when the particle injection is stopped.

Figure 4.13: Particle deposition and velocity magnitude field for C0 = 0.15% during the injection of
particles (PV = 2.88) and post-injection (PV = 6.9). Arches of particles are formed during the injection,
but they are unstable, and most of them are remobilized.
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(a) (b)

Figure 4.14: (a) Particle cumulative BTC (Breakthrough Curves) normalized by the total number of
injected particles. (b) Evolution of the current number of clogs (Current Nclog) in the system, and the
number of clogs formed at different positions (Different Nclog) for different C0. For C0 = 0.1%, each clog
formed at a unique position. The pink zone represents the particle injection period.

(a) (b)

Figure 4.15: (a) Permeability damage severity, Kr, and porosity damage severity, ϵr, for different particle
concentration, C0. (b) The probability density function of the fluid longitudinal velocity vfx for different
C0 at the end of the simulation compared with the case without particles.

Pore-clogging leads to permeability reduction. The evolution of the porosity damage severity, ϵr =

⟨ϵ⟩/ϵi, with ⟨ϵ⟩ the domain-averaged porosity, and the permeability damage severity, Kr = Kf/Ki,
is shown in Fig. 4.15a. The permeability, Kf , of the porous system is obtained using Darcy’s law,
Kf =

⟨vfx⟩µfL
∆p , where ⟨vfx⟩ is the domain-averaged fluid velocity, L is the length of the domain, and

∆p is the pressure difference. For identical hydrodynamic conditions, permeability reduction increases
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with the particle concentration, which matches with experimental observations (Agbangla et al., 2012;
Ramachandran and Fogler, 1999; Mustin and Stoeber, 2010). A permeability reduction of 10% is also
observed for C0 = 0.05% for which there is no pore-clogging. This reduction corresponds to the flow
resistance related to the suspension itself. The permeability recovers its initial value after all the particles
have been flushed out. For C0 = 0.1% and C0 = 0.15%, we observe a hysteresis between the initial and
final permeability/porosity values. It is related to the clogs formed with the retention of particles. Note
that we observe at the end of the simulations a recovered permeability higher for C0 = 0.15% compared to
C0 = 0.1%. This could be explained by a certain critical concentration of particles at which the increase
in concentration results in an increase in permeability damage. To know if this result was due to the
randomness of a simulation or if it is a physical behavior, we simulated each of these concentrations up
to 5 times and plotted the average of the permeability damage severity over the injected pore volume as
presented in Fig. 4.16.

The Probability Density Function (PDF) presented in Fig. 4.15b gives information about the redis-
tribution of local flow rates during pore-clogging. For C0 = 0.05%, it is superimposed with the PDF
without particles. Indeed, as almost all the particles percolate and the remaining particles are trapped
individually in dead-end pores, they do not affect the fluid flow. For C0 = 0.1% and 0.15%, we observe
an increase in the densities of low fluid velocities and a reduction of the highest value of the fluid ve-
locities. This is characteristic of pore-clogging (Velásquez-Parra et al., 2022). The multiple permanent
clogs formed with C0 = 0.1% create additional dead-end pores and subsequent fluid recirculations that
increase negative values of the velocity fluid.

Figure 4.16: Average of the permeability damage severity, Kr, over 5 replicates for different particle
concentration, C0.

4.3.2 Pore-clogging including colloidal interactions

We consider a cloud of monodispersed polystyrene particles whose diameter is Dp = 4 µm. The mean
mesh resolution is Dp/∆x ≃ 5, which allows for an accurate calculation of the drag forces. Three different
brines with salinities [NaCl] = 1, 10, 100 mM are used. Both polystyrene and PDMS immersed in the
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fluid have a negative surface charge at T = 293 K (Liu and Wu, 2020; Kirby and Hasselbrink, 2004). An
increase in salinity increases the surface potential as well, which favors deposition (García-Salinas et al.,
2000). In each case, the interactions between particles and the porous medium are different because
the DLVO potential has different values. Fig. 4.17 shows that the repulsive barrier is more significant
for 1 mM of salinity as the surface potential is the lowest. Overall, particle-particle and particle-wall
interactions are weakly repulsive for [NaCl] = 1, 10, 100 mM with an attractive secondary minimum that
will favor aggregation.

(a) (b)

Figure 4.17: DLVO potential (normalized by kBT ) for (a) particle-particle, and (b) particle-wall interac-
tions for various NaCl salt concentrations.

Snapshots of the particle migration and retention are shown in Fig. 4.18. For the three simulations,
we observe that some particles deposit rapidly at the entrance of the porous medium. It means that long-
range interactions are dominant over the hydrodynamic forces. Layers of deposited particles grow until
they clog pores. Thus, the clogs change the system porosity and reroute the local flow lines, affecting the
system permeability. When all entrance pores of the porous system are clogged, the mean flow velocity
drops to near zero value and no more particles percolate through the domain.

Large-scale properties such as permeability and porosity are strongly impacted by pore-clogging. The
impact of salinity on the evolution of porosity damage severity and the permeability damage severity is
shown in Fig. 4.19a. The first is defined as ϵrem = ⟨ϵ⟩/ϵi where ⟨ϵ⟩ is the domain porosity at time t.
The second is calculated using Kr = Kf/Ki, where Kf is the system permeability at time t obtained
using Darcy’s law, Kf =

⟨vf
x⟩µfL
∆p , where ⟨vfx⟩ is the domain-averaged fluid velocity, and L is the length

of the domain. Both Kr and ϵrem decrease at the beginning of the injection when PV ∈ [0, 0.5]. The
same evolution is observed for the three salinities. This reduction corresponds to the flow resistance
related to the suspension itself. For PV > 0.5, pores at the medium’s entrance are clogged, resulting in a
sudden drop in permeability damage. We observe fluctuations in the permeability damage evolution. The
remobilization of clusters of deposited particles explains them. These remobilizations happen mostly for
1 mM and 10 mM salt concentrations for which the particle-wall potential barrier is more important. For
identical flow conditions, the permeability impairment by aggregation of particles increases with salinity,
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Figure 4.18: Snapshots of the particle migration and deposition for various salinity conditions: a) 1 mM,
b) 10 mM, c) 100 mM NaCl. The background colors correspond to the fluid velocity field magnitude.

(a) (b)

Figure 4.19: (a) Evolution of permeability damage Kr and porosity damage ϵrem over the injected PV
for various salt concentrations. (b) Probability density function (PDF) of the longitudinal flow velocity
|vfx| over the domain-averaged flow velocity ⟨vfx⟩ with no particles, and with particles for various salt
concentrations at PV = 2.2
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as observed experimentally (Agbangla et al., 2012; Ryan and Elimelech, 1996). It can be seen that the Kr

plateau values – that indicate the clogging of the porous medium – are reached earlier for higher salinity.

4.4 Summary and partial conclusions

We use our unresolved-resolved four-way coupling CFD-DEM to simulate particle migration and retention
in two typical geometries. The first one corresponds to an idealized representation of a pore, and the
second one is a hand-made representation of a heterogeneous porous medium. We highlight the ability of
our model to capture sieving (Dp > W ), bridging (Dp < W ), and aggregation of particles leading to pore-
clogging. The conclusion of the investigation of local permeability reduction due to the concentration of
injected particles is in line with what has been done in the literature. The more concentrated a suspension
is, the more likely it is to clog pores. Note that, our study was not carried out on a range of values for
concentration wide enough to rule out the existence of a critical concentration. Other parameters such
as particle size, fluid salinity, flow rate, and geometry aspect ratio and their influence on the time-to-clog
are discussed.

In the next chapter, we use our computational model to investigate the colloidal attachment around
a single collector and develop advanced theoretical models of the mean deposition rate.
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Chapter 5

Colloidal Deposition Kinetics

In this chapter, we investigate the mean kinetics rate of deposition and detachment to simulate colloidal
retention in porous media at larger scales. First, in section 5.1, we describe the state-of-the-art filtration
models for particle retention in porous media. Second, in section 5.2, we introduce the concept of single-
collector efficiency and we review some empirical and semi-analytical correlations used in its assessment.
Third, in section 5.3 we revisit the single-collector efficiency for a cylindrical collector including the
mechanisms of capture by electrostatic deposition. Then, in the section 5.4 we undergo preliminary inves-
tigation on the morphology of the deposit obtained with CFD-DEM simulations and make a comparison
with experimental data from the literature.

5.1 Filtration models

5.1.1 Colloid filtration theory (CFT)

CFT was developed by Yao et al. (1971) for water and waste-water filtration simulation and is widely
used for the prediction of particle retention processes. Later on, CFT was used to predict the transport
behavior of diverse colloidal particles such as pollutants (Yao et al., 1971), microbial particles (Harvey
and Garabedian, 1991), and nanoparticles (Zhang et al., 2016; Wang et al., 2008).

Governing partial differential equations

CFT describes colloidal particle flow through saturated homogeneous porous media (e.g. a packed bed)
with consideration of hydrodynamic dispersion, molecular diffusion, advection, and retention on grains’
surface. The equation of transport at core-scale reads,

∂C

∂t
+∇ ·

(
vffC

)
= ∇ · (D · ∇C)− ρb

ϕ

∂S

∂t
, (5.1)

where C is the mean colloidal particle concentration, ϕ is the porosity, vff is the intrinsic velocity obtained
using Darcy’s law, D is the dispersion tensor, ρb is the bed bulk density, and S is particle concentration
attached at the matrix surface.

In CFT, the adsorption retention law is modeled as a first-order linear reaction term with a constant
deposition rate kdep. The deposition term reads:

ρb
ϕ

∂S

∂t
= kdepC. (5.2)
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A classical way for deriving the kinetic rate of deposition is to idealize a porous medium as a packed bed
of identical spherical grains of diameter Dc and to calculate the mean deposition rate around an isolated
grain. This is known as the single-collector concept.

Single-collector removal efficiency

The single-collector removal efficiency, η, is defined as the ratio of the overall particle deposition rate onto
the collector to the advective transport of upstream particles toward the projected area of the collector
(see Fig. 5.1). For an isolated spherical collector, the single-collector removal efficiency is (Yao et al.,
1971):

η =
I

U∞C0πD2
c

, (5.3)

where U∞ is the fluid velocity away from the collector, C0 is the bulk concentration of particles, and I

is the overall flux of the particles deposited at the collector surface. Practically, some particles arriving
at the collector surface are attached while others flow away after the contact. Therefore, we define the
single-collector contact efficiency, η0, as the ratio of the number of particles contacting the collector over
the total number of particles arriving toward the collector. We have,

η = αη0, (5.4)

where α is the single-collector attachment efficiency. It is an empirical coefficient used to describe the
fraction of collision with collector grains that result in attachment (Elimelech and O’melia, 1990).

Figure 5.1: Schematic of a single-collector concept. Paths of a colloidal particle: trajectory a leads to
a collision, trajectory b is the limiting trajectory, and trajectory c leads to no collision. Modified after
Masliyah and Bhattacharjee (2005)

Kinetic deposition of particles

For a packed bed with nc number of collectors per unit volume with an element of length dx, a particle
number balance on the differential thickness gives,

[U∞nAb]x −
[
U∞nAb + U∞Ab

dn

dx
dx

]
x+dx

=
(
nc
π

4
D2
c

)
(Abdx) (U∞n) η, (5.5)

where Ab is the bed cross-sectional area, and n is the number of particles at distance x per unit volume.
Eq. (5.5) reduces to,

dn

dx
= −π

4
D2
cncnη. (5.6)
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The number of collector grains per unit volume is given by,

nc =
6(1− ϕ)

πD3
c

. (5.7)

Then, Eq. (5.6) becomes,
dn

dx
= −3

2

(1− ϕ)η

Dc
n. (5.8)

For an instant infiltration of particles in the medium, we assume from Eq. (5.1) and Eq. (5.2) that:

vff
dn

dx
= −kdepn. (5.9)

The kinetic constant, kdep, is therefore a function of porosity ϕ, grain collector diameter Dc, contact
efficiency η0, attachment efficiency α, and particle velocity magnitude vp (here, we assume that vp = vff ).
We have,

kdep =
3

2

(1− ϕ)

Dc
αη0v

p. (5.10)

Eq. (5.10) shows that the deposition rate varies linearly with the particle velocity, the attachment effi-
ciency, and the single collector efficiency. However, the relation between particle velocity and deposition
is not truly linear. Indeed, Benamar et al. (2007) found that the recovery of nanoparticles increases with
increasing flow rate up to a critical point and then decreases with increasing rate.

Model hypothesis and limitations

The colloid filtration theory assumes: (i) Homogeneous porous medium, (ii) incompressible fluid and
medium, (iii) constant rate at isothermal state, (iv) dispersion occurs in a parallel direction, (v) aggrega-
tion, contact interactions between particles, and chemical reaction with matrix surface are not considered,
(vi) undisturbed flow field in the presence of colloids. (vii) deposition of colloids is irreversible, (viii) no
maximum capacity sites (deposition occurs as long as the colloids are injected).

5.1.2 Extensions of the CFT

To overcome these limitations, variations of the colloidal filtration theory have been proposed in the
literature. We review below some of them.

CFT with maximum site

Classic CFT does not consider the maximum capacity of deposition sites. Therefore, Cullen et al. (2010)
added maximum site capacity Smax parameter to accommodate site blocking. The reaction term reads:

ρb
ϕ

∂S

∂t
= kdep

(
1− S

Smax

)
C, (5.11)

Li et al. (2008) estimate Smax in a granular sand medium using empirical correlation as a function of
particle velocity and diameter as:

Smax = 19.6

((
vpDp

D

)1/3
Dc

D50

)−1.2

, (5.12)
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where, D50 is the average diameter of the medium sand and D is the dispersion coefficient. From the
previous equation, velocity has a direct effect on the maximum site capacity, which means at high velocity
maximum adsorption capacity is smaller. Also, smaller particles are favorable to achieving maximum
adsorption.

CFT with detachment

Classic CFT assumes the deposition of particles to be irreversible and does not consider the detachment
phenomena. Therefore considering the detachment of particles already attached to the collector surface,
the deposition term reads:

ρb
ϕ

∂S

∂t
= kdepC − ρb

ϕ
kdetS, (5.13)

with kdet the detachment rate coefficient of the particle from the collector surface. The detachment
phenomena results from a competition between hydrodynamic forces and deposition forces. No theoretical
approaches exist to estimate kdet, which is only estimated using fitting. Note that, this model assumes
the detachment and attachment rate coefficient to be constant and that all the attachment processes that
occur are reversible (attachment leads to detachment).

Kinetic Langmuir model

The kinetic Langmuir model is derived from the classic CFT and posits adsorption is driven by chemical
potential and adheres to the Langmuir isotherm rule. The kinetic Langmuir model differs from the CFT
in that the attachment is reversible with a maximum capacity of attachment (Wang et al., 2008). The
deposition term is expressed as,

ρb
ϕ

∂S

∂t
= kdep

(
1− S

Smax

)
C − ρb

ϕ
kdetS. (5.14)

Assuming monolayer deposition on the collector surface, the maximum attachment concentration can
be estimated with additional assumptions as deposition capacity is independent of flow condition, both
attachment and detachment rate coefficients are uniform, and all attached particles can’t be detached.
In this approach, all attached particles on the collectors can be removed by having enough post-flush
(zero particle concentration). This is not correct since experimental results showed immobilized particle
concentration (Caldelas et al., 2011). Therefore, several models describing immobilized particles have
been proposed (Zhang et al., 2016; Seetha et al., 2017).

Two-site model

The two-site model incorporates both irreversible and reversible attachment of particles. Zhang et al.
(2016) proposed a two-site model that includes maximum site capacity for both reversible and irreversible
attachment. Fig. 5.2 shows a schematic of immobilized attached particles (blue) and reversibly attached
particles (orange) due to an impinging flow near a rough surface. The model assumes particle attach-
ment to behave more solute-like than colloid-like with both attachment and detachment rate coefficients
independent of flow rate and the sites for attachment limited by surface area. The deposition term for a
two-site model is expressed as,

ρb
ϕ

∂S

∂t
=

(
ρb
ϕ

∂S

∂t

)
irr

+

(
ρb
ϕ

∂S

∂t

)
rev

, (5.15)
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ρb
ϕ

∂S

∂t
=

[
kirr

(
1− S1

S1max

)
C

]
+

[
kra

(
1− S2

S2max

)
C − ρb

ϕ
krdS2

]
, (5.16)

where kirr is the irreversible attachment rate coefficient, kra and krd are the reversible attachment

Figure 5.2: (a) SEM picture of a sand grain sieved from crushed Boise sandstone within a size range
of 90–105 µm; (b) Schematic of sand grain surface roughness and an impinging fluid velocity field near
the surface. The orange points are attached nanoparticles that are accessible for recovery with the
detachment path parallel to the flow direction, and the blue points represent the attached particles that
are hard to detach with the escape direction opposite to the flow direction. The former may be modeled
as “reversible” sites for attachment/detachment, while the latter may be modeled as “irreversible” sites
for attachment (Zhang et al., 2016).

and detachment rate coefficient respectively. S1 and S2 are the irreversible and reversible attachment
concentrations, and S1max and S2max are the irreversible and reversible maximum attachment concen-
trationrespectively. The unknown parameters kirr, kra, krd, S1max, S2max are estimated by fitting with
core flood experimental data.

Modified linear adsorption model

Madhan Nur Agista (2017) proposed a modified linear adsorption model that assumes that the concen-
tration of the particle on the collector surface, S, is linear to the concentration of particles inside the
fluid, C. The deposition term of the model is expressed as,

S = kcη0C, (5.17)

ρb
ϕ

∂S

∂t
=
ρb
ϕ

∂C

∂t
kcη0, (5.18)

where kc is the concentration distribution coefficient of particles between the medium and the fluid. kc
is obtained from history matching with experimental data and is assumed constant for similar particles,
medium, and experimental conditions. The final transport equation of particles is,(

1 +
ρb
ϕ
kcη0

)
∂C

∂t
+ vff · ∇C = ∇ · (D∇C) , (5.19)

The additional term acts like a retardation term on the particle transport due to particle deposition.
The linear expression proposes that the equilibrium between the deposited concentration on the collector
and the dispersed concentration in the fluid is instantly obtained. This means that a variation in the in-
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jected concentration directly affects the deposited concentration proportionally Zhang et al. (2016). Note
that, since the deposited concentration has a linear relation with dispersed concentration (Eq. 5.17), the
maximum retention capacity is determined by the initial concentration and the concentration distribution
coefficient, instead of a function of the surface area of the pore (blocking function).

5.2 Capture efficiency of single collector

Yao et al. (1971) defined the single collector capture efficiency as the sum of capture efficiency by inter-
ception (ηI), diffusion (ηD), and gravity (ηG). We have,

η0 = ηI + ηD + ηG, (5.20)

An illustration of each capture mechanism is presented in Fig. 5.3. Note that, the simple additivity of the
different mechanisms for deposition is an approximation. Although it is found to be quite accurate for
some applications (Prieve and Ruckenstein, 1974), such additivity of different mechanisms that interplay
each other, may not be fundamentally sound.

Figure 5.3: The three major mechanisms controlling particle deposition onto a collector: gravity, inter-
ception (i.e., the combination of advection and steric effect), and Brownian motion (i.e., the combination
of advection and Brownian diffusion (Boccardo et al., 2020).

For the calculation of the different mechanisms, some factors are needed. We define the spherical
Happel correction factor, Asph, to account for the flow perturbation of surrounding collector grains as
Happel (1958),

Asph =
2(1− γ5/3)

2− γ1/3 + 3γ5/3 − 2γ2
, (5.21)

where γ = 1− ϕ is the volume fraction of the collector.
The aspect ratio, NR, reads,

NR =
Dp

Dc
, (5.22)

the Peclet number, NPe, is,

NPe =
U∞Dc

ϕD
, (5.23)
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the Van der Waals number, Nvdw, expressed as,

Nvdw =
AH
kBT

, (5.24)

the attraction number, NA, reads,

NA =
AHϕ

12πµfD2
pU∞

, (5.25)

and the gravitation number, NG, expressed as,

NG =
D2
p(ρp − ρf )gϕ

18µfU∞
. (5.26)

5.2.1 Interception capture

Interception deposition refers to the capture of a finite-size particle non-interacting (no long-range inter-
actions). Here, the particle follows the undisturbed fluid streamlines driven by inertia and is captured
when it touches the collector.

Figure 5.4: Capture due to interception by a spherical collector. ΨL is the limiting streamline at which
the particles are intercepted by the collector. Modified after Masliyah and Bhattacharjee (2005).

Fig. 5.4 shows the sketch of the interception deposition of a spherical particle. All particles whose
centers are above the limiting streamline ΨLim will not be intercepted by the collector. In the case of large
collector (Dp/Dc ≪ 1) and Stokes flow (Re → 0), the interception capture efficiency ηI for cylindrical
collectors describes (Spielman and Goren, 1970),

ηI = 2AcylN
2
R, (5.27)

where Rc and Rp are the collector and the particle radii, respectively. Acyl is a dimensionless parameter
that expresses the modification of the streamlines due to the presence of other collectors. Faxen (1946)
provided a formula for the hydrodynamic flow parameter Acyl for an isolated cylinder of length, l, as :

Acyl =
1

2

[
ln

(
l

Rc

)
− 0.9157 + 1.724

(
Rc
l

)2

− 1.73

(
Rc
l

)4
]−1

(5.28)

Note that the interception deposition ignores the enhanced hydrodynamic resistance when the particles
approach the collector.
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For spherical collectors, the interception capture efficiency in a packed bed is defined by Yao et al.
(1971),

ηI =
3

2
AsphN

2
R. (5.29)

5.2.2 Diffusion capture

The diffusion capture efficiency of a cylindrical collector, which is often used to describe the efficiency of
particle capture by fiber in a filter or aerosol system, can be expressed by the following formula:

ηD =
2N

2/3
Pe

1 +N
−1/2
Pe

. (5.30)

For spherical collectors, Pfeffer (1964) proposed the following equation for the diffusion capture efficiency
of a packed bed:

ηD = 4A
1/3
sphN

−2/3
Pe . (5.31)

5.2.3 Sedimentation capture

The sedimentation efficiency, ηG, gives the proportion of particles that sedimented on the collector out of
the total number of particles approaching it. In the case of large collector (Dp/Dc ≪ 1), the sedimentation
capture efficiency is,

ηG =
vs
U∞

(
Dp

Dc

)2

, (5.32)

where vs is the velocity at which a particle settles under the influence of gravity considering the balance
between the gravitational force and the drag force (see Chapter 2). This formula assumes that the primary
mechanism of particle capture is sedimentation where particles settle due to gravity as they approach the
collector. For a spherical collector, the sedimentation capture efficiency is ηs = NG.

5.2.4 Discussion and limits of the current collector efficiency models

Collector efficiency can be estimated using empirical correlation as shown in Table 5.1 for a spherical
collector.

In Fig. 5.5, we compare the evolution of the collector efficiency with the correlation proposed by Yao
et al. (1971), Rajagopalan and Tien (1976), Logan et al. (1995), Tufenkji and Elimelech (2003), and
Messina et al. (2015). The correlations are plotted for a spherical collector of diameter Dc = 400 µm, a
porosity medium ϕ = 0.32, with particle density ρp = 1050 kg/m3, fluid density ρf = 1000 kg/m3, fluid
viscosity µf = 10−3 Pa.s, fluid velocity U∞ = 4 × 10−5 m/s and temperature T = 288 K. We see that
the deposition is enhanced by attraction and Brownian motion for small particles, and sedimentation for
larger ones, while it is decreased by viscous interactions.

However, classic CFT fails to predict η when the repulsive double-layer predominates (Ryan and
Elimelech, 1996).

5.3 A new collector efficiency including electrostatic effect

This section investigates the interactions between small particles (colloids) and a large immobile surface
called a collector in creeping flow. The collector can be cylindrical as a filter mat, spherical as a granular

112



5.3. A NEW COLLECTOR EFFICIENCY INCLUDING ELECTROSTATIC EFFECT

Table 5.1: Single collector efficiency equations for a spherical collector.

References Equations for the collector efficiency, η0

Yao et al. (1971) 4A
1/3
sphN

−2/3
Pe + 3

2N
2
R +NG

Rajagopalan and
Tien (1976) 0.72AsphN

1/8
A N

15/8
R + 2.4× 10−3AsphN

1.2
G N−0.4

R + 4A
1/3
sphN

−2/3
Pe

Logan et al. (1995) 4A
1/3
sphN

−2/3
Pe +AsphN

15/8
R N

1/8
vdw + 0.00338AsphN

1.2
G N−0.4

R

Tufenkji and
Elimelech (2003) 2.4A

1/3
sphN

−0.081
R N−0.715

Pe N0.052
vdw +0.55AsphN

1.675
R N0.125

A +0.22N−0.24
R N1.11

G N0.053
vdw

Messina et al.
(2015)

γ2[1.5062AsphN
1.9834
R +NG(1 + 6.0187N2

R)

+N−1
Pe (7.5609 + 4.9534NR)/(2− 2γ)

+A0.1259
sph N0.8741

G (0.0442 + 0.122N0.4210
R )

+A0.3662
sph N−0.6338

Pe (2.9352 + 2.7480N0.3737
R )

+N0.6550
G N−0.3450

Pe (0.9461 + 1.1626N0.6012
R )

+A0.1562
sph N0.5873

G N−0.2565
Pe (0.6740 + 0.7119N0.5438

R )]

Figure 5.5: Collision efficiencies as a function of particle diameter using the relation from i) (Yao et al.,
1971), ii) (Rajagopalan and Tien, 1976), iii) (Logan et al., 1995), iv) (Tufenkji and Elimelech, 2003),
and v) (Messina et al., 2015).
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particle in a packed bed, or a surface surrounding the colloidal dispersion. The focus is put on the
deposition mechanism of the colloids onto a cylindrical collector as shown in Fig. 5.6. The walls are
sufficiently far from the collector to not influence the streamlines near the collector. The thickness
is negligible over the width of the geometry (L ≫ e). We delimitate the study to the capture by
electrochemical forces, therefore we neglect gravitational and Brownian motion forces.

Figure 5.6: The flow geometry considered in this part. The system is two-dimensional with fluid flowing
from the inlet to the outlet, with inert boundaries (wall). The central circle is a thin cylinder of diameter
Dc (collector). (A) is the top view and (B) is the lateral view.

Using the Lagrangian approach, we describe the trajectories of a single particle around the collector,
which led to the capture efficiency of spherical colloids on a large cylindrical collector. In the absence
of gravitational forces and the Brownian motion, and hence the diffusion of particles (Pe → ∞), the
deposition mechanism will be guided by the particle sizes, the particle inertia, or interparticle forces
(attraction + repulsion).

We consider a colloid driven near a cylindrical collector and deviating from its streamline due to
Van der Waals attraction and double-layer repulsion acting between the colloid and the collector. The
associated collector removal efficiency, η, for a cylindrical collector reads,

η =
πΨL
eRcU∞

, (5.33)

where ΨL is the limiting streamline (see Fig. 5.4) obtained by computing the colloid trajectory around
the collector.

5.3.1 Colloidal trajectory

To obtain the trajectory of the particle, we use the stream function of the fluid to calculate the particle
velocity near the collector. Then with a balance of forces applied to the particle, we obtained a relationship
between the radial and the angular and displacement components of the particle.

114



5.3. A NEW COLLECTOR EFFICIENCY INCLUDING ELECTROSTATIC EFFECT

Fluid stream function

Neglecting the fluid inertia, the flow field is described by a Stokes solution. The undisturbed flow stream
function Ψ around an isolated cylindrical collector for Re ≤ 0.5 is given by (Schrijver et al., 1981),

Ψ =
2U∞Acyl

Rc
(r −Rc)

2
sin θ, (5.34)

where θ is the angular component of the particle position and r is its radial component. The center of
the coordinates system is the collector centroid (see Fig. 5.7).

Figure 5.7: Flow geometry of a particle at the vicinity of a larger spherical collector. (a) Overall geometry.
The radial and angular velocity components of the fluid, vfr , and vfθ respectively, are shown for the polar
coordinate system with the collector center as the origin. This velocity field can be represented as a
linear superposition of two types of flow, namely, stagnation flow (b) and shear flow (c). Modified after
Masliyah and Bhattacharjee (2005).

Finally, the radial and angular components of the fluid velocity are obtained using vfr = 1
r
∂Ψ
∂θ and

vfθ = −∂Ψ
∂r , respectively. We have,

vfr = 2U∞Acyl
r

Rc

(
1− Rc

r

)2

cos θ, (5.35)

vfθ = −4U∞Acyl
r

Rc

(
1− Rc

r

)
sin θ. (5.36)
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Particle trajectory at the vicinity of the collector

Following the approach of Spielman and Fitzpatrick (1973), the velocity of the particle entrained near
the collector is a combination of a normal velocity, vpst, and tangential velocity, vpsh. We have,

vp = vpst + vpsh. (5.37)

These velocities are related to the flow velocities around the collector, Eqs. (5.35)-(5.36), using correction
functions that account for the wall effects. The particle normal and tangential velocities are related to
the stagnant and shear flows using,

vpst = f2v
f
r , (5.38)

and
vpsh = f3v

f
θ , (5.39)

where f2 and f3 are dimensionless correction functions accounting for the wall effects. These functions
depend on the surface-to-surface separation distance between the collector and the colloid, s = r−Rc−Rp.
In practice, we use the dimensionless separation gap, h = s/Rp. The asymptotic values of the correction
functions are given in Table 5.2.

Table 5.2: Asymptotic behavior of the functions characterizing the hydrodynamic interactions (Spielman
and Fitzpatrick, 1973).

Functions h→ 0 h→ ∞

f1(h) h 1− 9
8 (h+ 1)

−1

f2(h) 3.230
(
1− 9

8 (h+ 1)
−1
)−1

f3(h)
0.7431

(0.6376−0.2 lnh) 1− 5
16 (h+ 1)

−3

Deposition forces

Then the balance of forces acting on the colloids consisting of the attraction, the repulsion, and the drag
forces writes,

vpst =
ds

dt
=

Fnf1
6πµfRp

, (5.40)

where
Fn = Fvdw + Fedl + Fhyd, (5.41)

is the total force entraining the colloid normal to the collector surface and f1 is the hydrodynamic universal
retardation correction function introduced by Brenner (1961) and given in Table 5.2.

The hydrodynamic force is due to flow stagnation by,

Fhyd = −6πµfRpf2v
p
st = − (6πµfRpf2) 2U∞Acyl

r

Rc

(
1− Rc

r

)2

cos θ. (5.42)
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Using the dimensionless separation gap, h, the hydrodynamic force acting on the colloid reads,

Fhyd = −12U∞AcylπµfRpf2
N2
R (h+ 1)

2

NR (h+ 1) + 1
cos θ. (5.43)

For simplification of the analysis, the non-retarded expression of the London-Van der Waals potential
is used, likewise, the zeta potential ζ of the particle and collector are equal. With that, the Van der
Waals and the double-layer repulsion forces are expressed as (Suzuki et al., 1969; Usui, 1973),

Fvdw = − 2AH
3Rp(h+ 2)2h2

, (5.44)

Fedl = 4πϵ0ϵrκRpζpζc
exp(−κRph)

1 + exp (−κRph)
, (5.45)

where AH is the Hamaker constant of the particle-liquid-collector system, κ is the inverse Debye length,
ϵ0ϵr is the absolute permittitivity.

Trajectory equation

From Eq. (5.40) and replacing with Eq. (5.43)-(5.45), the variation of h with time reads,

dh

dt

(
6πµfR

2
p

f1

)
=− 2AH

3Rp(h+ 2)2h2
+ 4πϵ0ϵrκRpζpζc

exp(−κRph)
1 + exp(−κRph)

− 12U∞AcylπµfRpf2
N2
R (h+ 1)

2

NR (h+ 1) + 1
cos θ.

(5.46)

The angular motion of the particles around the collector due to the shear velocity is obtained with,

Rc
dθ

dt
= 4U∞AcylNR (1 + h) f3 sin θ. (5.47)

The particle trajectory equation, h(θ), is obtained by the elimination of time combining Eqs. (5.46)
and (5.47) and using the chain rule dh

dt = dh
dθ

dθ
dt . We have,

4 (1 + h) f3
sin θ

f1

dh

dθ
= − Att

(h+ 2)2h2
+ δ ∗Att ∗Dl exp(−δh)

1 + exp(−δh)
− 2 (h+ 1)

2

NR (h+ 1) + 1
f2 cos θ, (5.48)

where δ = κRp is the dimensionless Debye length, Att is the attraction parameter defined as,

Att =
AHR

2
c

9πµfR4
pU∞Acyl

, (5.49)

and Dl, the double-layer parameter defined as,

Dl =
6πϵ0ϵrRpζpζc

AH
. (5.50)

The integration of Eq. (5.48) gives the trajectory of the particle. Because we are only interested in the
trajectory at the vicinity of the collector to characterize the deposition, this equation can be simplified
using an asymptotic analysis in the limits h→ 0.
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5.3.2 Asymptotic analysis of the particle trajectory near the collector

To perform an asymptotic analysis of Eq. (5.48), we analyze the behavior of the equation in the limits
h → 0. This limit provides insights into the dominant terms and how the particles behave near the
collector surface.

Let’s substitute the asymptotic forms of f1(h), f2(h), and f3(h) as h→ 0 into Eq. (5.48) :

4 (1 + h)
0.7431

(0.6376− 0.2 lnh)

sin θ

h

dh

dθ
= − Att

(h+ 2)2h2
+δAtt∗Dl exp(−δh)

1 + exp(−δh)
− 2 (h+ 1)

2

NR (h+ 1) + 1
∗3.230 cos θ.

• Then, Att
(h+2)2h2 can be approximated as Att

4h2 because h+ 2 ≈ 2.

• Also, exp(−δh) ≈ 1− δh, and 1 + exp(−δh) ≈ 2− δh.

• Hence, exp(−δh)
1+exp(−δh) ≈

1
2 − δh

4 .

• The last term simplifies to 2
NR+1 · 3.230 · cos θ.

The equation simplifies to:

4 (1 + h)
0.7431 sin θ

h (0.6376− 0.2 lnh)

dh

dθ
= −Att

4h2
+
δAtt ∗Dl

2

(
1− δh

2

)
− 6.46 cos θ

NR + 1
(5.51)

As h→ 0, the dominant term on the left is 1
h , and on the right, the dominant term is −Att

4h2 . The equation,
therefore, primarily balances these two terms:

4 · 0.7431 sin θ
0.6376h

dh

dθ
∼ −Att

4h2
. (5.52)

Rearranging:

h
dh

dθ
∼ −0.053626699Att

sin θ
. (5.53)

This shows that at h → 0, the dominant term is the attraction one. An analytical solution of this
equation is:

h(θ) =
√
2k1 + 2k2 ln | csc θ − cot θ|. (5.54)

where k1 is obtained using the boundary conditions and k2 = 0.053626699 ∗ Att. However, this particle
trajectory equation does not consider the influence of the electrical double layer. A solution for this
limitation is presented below.

5.3.3 New collector efficiency

The limiting streamline reads,
ΨL = lim

θ→0
Ψ. (5.55)

Therefore, the collector efficiency η reads,

η =
2πAcyl
eR2

c

lim
θ→0

(
(r(θ)−Rc)

2
sin θ

)
(5.56)

This equation is only valid near the collector, where particles of small θ coincide with a fluid streamline
with a sufficiently small particle ratio (NR ≪ 1). Then assuming small angles approximation (sin θ ∼ θ
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and cos θ ∼ 1), Eq. (5.51) becomes,

9.3237h · sin θdh
dθ

∼ −2Att+ δ ·Att ·Dl · h2, (5.57)

which gives the following trajectory equation:

h(θ) =

√
1

δ ·Att ·Dl
(
k

′′
1 θ

2δ·Att·Dl/9.3237 + 2Att
)
. (5.58)

Then by replacing r by h, in Eq. (5.56) we obtain:

η =
4πAcylN

2
R

eδDl
. (5.59)

This new collector efficiency involves a dimensionless parameter Dl that quantifies the ratio between
intermolecular Van der Waals attraction and electric double-layer repulsion forces, and another parameter
δ that quantifies the size ratio between the electric double layer and the particles.

5.4 Analysis of deposits morphology

The theoretical approach proposed in this chapter does not account for the morphology of the deposits
around the collector. Indeed, because of the strong interplay between advection, diffusion, and deposition,
the deposit can be formed by a non-uniform succession of particle layers. This modifies the shape of the
collector and implies feedback on the flow profile. The CFD-DEM simulator developed in this Ph.D
thesis can bring new insights into the morphology of the deposits. It is also another way to compute
the kinetic of deposition. In this section, we first introduce reference microfluidic experiments from the
literature that highlight the deposit morphology. Then, we present preliminary simulations of the particle
deposition around a single collector.

5.4.1 Experimental results from the literature

Kusaka et al. (2010) study the morphology and breaking of latex particle deposits at a cylindrical collector
placed in a microfluidic channel. They use PDMS for the microfluidic channel, and the dimensions of
the geometry are presented in Fig. 5.8. The cylindrical collector has a diameter, Dc = 0.2 mm, and is
located at the center of the rectilinear flow channel. The width of the channel is w = 0.9 mm and the
micromodel thickness is e = 0.1 mm. Particles consist of polystyrene sulfate latex (PSL) particles of two
different diameters 1.04 and 3.6 µm (hereafter denoted as 1040PSL and 3600PSL, respectively).

The deposition patterns obtained in their experiments are plotted in Fig. 5.9 for different injection
velocities characterized by the Péclet number. For low Péclet numbers in the limit of their experiment
configurations (i.e. 0.3 < Pe < 5), particle deposits are nearly uniform all over the collector surface except
at the rear where particles do not attach. This asymmetry increases along with the Péclet number with
more deposits upstream than downstream. For larger flow rates (i.e. Pe > 120), a formation of conical
dendrites is observed at the upstream stagnation point of the collector. By continuously increasing the
Péclet number to values larger than 2000, particles in the dendrite originally formed upstream migrate
to the downstream stagnation point to form a new deposit by rolling all around the collector surface.

This set of experiments highlights the variety of deposition patterns around a single collector. However,
they do not cover the entire spectrum of parameters. In particular, they were working at high salinity
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Figure 5.8: (a) Schematic drawing of the PDMS microfluidic channel, (b) Geometrical details for the
cylindrical collector surface (zoom of the dashed rectangular part of the microchannel as drawn in panel
a), and (c) Cross-section image (along the dashed line indicated in panel a) for the microchannel and
cylindrical collector (obtained by optical microscopy). After Kusaka et al. (2010)

Figure 5.9: Snapshots of deposit morphologies at various flow rates (indicated together with the corre-
sponding Peclet numbers) for 1040PSL (panels a) and 3600PSL (panels b). Deposits were generated in
1.5 M KCl solution at pH ≃ 6.9. PSL denominates polystyrene sulfate latex. The scale bar indicates
0.1 mm (Kusaka et al., 2010).
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Figure 5.10: Illustrations of the geometry and the mesh of the numerical domain.

(i.e. 1.5 M KCl) and did not probe the impact of repulsive interactions on the particle deposition.

5.4.2 Numerical results with CFD-DEM for colloids

In this part, we use our unresolved-resolved CFD-DEM to investigate colloid deposition on a cylindrical
collector. In particular, we want to look at the interplay between fluid salinity and velocity. The geometry
is a L = 366 µm long, w = 100 µm wide, and 20 µm high rectangular microchannel. A cylindrical collector
with a diameter Dc = 20 µm is positioned at the center of the domain. The computational domain is
gridded with 41760 cells. A grid refinement is applied at the collector vicinity (see Fig. 5.10). The smallest
cell size is 0.62 µm and the largest is 3.178 µm. The cells containing the collector are removed. We apply
a constant flow rate at the inlet and a constant pressure at the outlet. No-slip boundary conditions are
used for the wall and collector surfaces. Carboxylate polystyrene latex particles of 4.5 µm of diameter
are injected with a concentration of C0 = 0.125% through the inlet. With such particle and grid sizes,
the maximum and minimum particle-to-cell ratios are 1.416 and 7.258, respectively, which guarantees
resolved simulations at the vicinity of the collector. The properties of the particles and walls are found
in Chapter 4. Simulations are three-dimensional.

To highlight the influence of the fluid salinity and velocity, we simulate different couples of flow
rate-salinity as (i) Q = 1 µl/min and [NaCl] = 1 mM , (ii) Q = 1 µl/min and [NaCl] = 10 mM , (iii)
Q = 1 µl/min and [NaCl] = 100 mM , (iv) Q = 5 µl/min and [NaCl] = 100 mM and (v) Q = 10 µl/min

and [NaCl] = 100 mM . Snapshots of the deposit morphologies are presented in Fig. 5.11. We observe
different trends in the deposition patterns.

For slow flow rates (i.e. Q = 1 µl/min), the deposition of particles is quasi-uniform around the
cylinder. This is consistent with the experiments of Kusaka et al. (2010). However, unlike what we were
expecting, we did not observe significant changes with variation of the solution salinity for that flow rate.
For higher flow rate (i.e. Q > 5 µl/min) and high salinity (i.e. [NaCl] = 100 mM), fewer particles attach
to the collector surface and we do not observe the dendrites experimentally obtained by Kusaka et al.
(2010).

Several reasons can explain the differences with the experimental data. First, the particle size to
the collector diameter is larger in our case which reduces the deposition capacity. Second, we used
carboxylate-coated particles while Kusaka et al. (2010) used polystyrene sulfate latex particles. This
difference in particle surface properties changes the attractive and repulsive interactions. Moreover,
Kusaka et al. (2010) used a solution with a salinity 15 times higher than our simulations which changes
the value of the ionic strength in the repulsive potential. Finally, we stop the simulations before they
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Figure 5.11: Snapshots of deposit morphologies at various flow rates and fluid salinities [NaCl], for 4.5 µm
of polystyrene carboxylated latex around a 20 µm cylindrical collector in PDMS obtained with CFD-
DEM 3D simulations.

reach a steady morphology.
These simulations highlight the ability of the CFD-DEM model to investigate colloidal deposition

kinetics. The results are still preliminary and future work will use parameters closer than the work of
Kusaka et al. (2010) for a better comparison.

5.5 Summary of the novelties

This chapter discusses the modeling of particle retention using the colloidal filtration theory. We re-
viewed the assertions and limitations of the CFT models that describe particle deposition by diffusion,
interception, and sedimentation. While some extended CFT models can simulate particle deposition due
to attraction, it remains a challenge for cases where the electrical double-layer repulsion is dominant.

We developed a theoretical model in which the secondary minimum capture (repulsion dominant)
and the primary minimum capture (attraction dominant) are held together. We derived a new collector
efficiency involving the ratio of intermolecular Van der Waals force and the electrical double-layer force
through parameters such as δ and Dl. Future work will focus on the confrontation of our model prediction
with experimental data. In that regard, well-controlled microfluidic experiments could be developed to
assess the deposition over a wide range of flow conditions, particle properties, and fluid salinity.
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Another way to validate the approach is to run CFD-DEM simulations. However, it is still necessary
to be sure that they can capture the deposit morphology properly. We have performed preliminary
simulations in this direction.
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Chapter 6

General Conclusion and Perspectives

6.1 General conclusion

Renewable energies such as conventional geothermal power plants exploit natural hydrothermal resources,
which include reservoirs of hot water or steam located relatively close to the Earth’s surface. One of the
critical challenges in the effective exploitation of these systems in interaction with the subsurface through
underground wells is maintaining high injectivity into the reservoir. A significant factor influencing injec-
tivity is pore clogging, a phenomenon where the permeability of the reservoir rock decreases due to the
accumulation of particles and other substances in the pore spaces. The impact of pore-clogging on injec-
tivity is profound. As the reservoir permeability decreases, the resistance to fluid flow increases, leading
to a drop in injectivity. This reduction in injectivity can result in higher operational costs, reduced heat
extraction efficiency, and, ultimately, premature decline of the geothermal reservoir. Understanding and
mitigating pore clogging is thus crucial for the sustainable management of geothermal resources.

Various physicochemical mechanisms of pore-clogging contribute to the disruption and reduction of
injectivity in reservoirs. The subsurface, consisting of a porous matrix (e.g., rocks) and pore spaces (e.g.,
cavities, fractures), describes a porous medium. Injected fluids contain colloids (including nanoparticles,
bacteria, and fine particles) that are ubiquitous and can be suspended or attached to the pore walls. For
instance, in-situ precipitation and subsequent transport of reactive solid particles under non-equilibrium
conditions or detachment and mobilization of fines—small particles of sand or clay loosely attached to
pore walls—by hydrodynamic forces threaten the productivity of geothermal and oil reservoirs by reduc-
ing permeability near wells.

We focused on permeability reduction due to particle retention. Three mechanisms are responsible
for pore clogging by particles: (i) sieving, (ii) bridging, and (iii) particle aggregation. Sieving refers to
the blocking of particles based on size exclusion. Bridging involves the formation of bridge-like struc-
tures composed of a few particles arriving simultaneously at the pore entrance where the flow converges.
Particle aggregation results from successive deposits of colloidal particles driven by long-range electro-
chemical forces between the fluid, particles, and the solid surface. Thus, a good understanding of these
clogging mechanisms involves a precise method for modeling particle transport. However, the transport
of colloids leading to pore clogging is influenced by physical, chemical, and topological parameters. Local
fluctuations in fluid parameters such as flow rate, temperature, pH, ionic strength, and ion composition
have a significant impact on clogging regimes. Additionally, particle concentration, size, and shape have
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been reported as guiding clogging behavior as well as the porous structure.

In this Ph.D. thesis, we present an innovative approach to simulate colloidal transport at the pore
scale. We developed a new simulator based on the Computational Fluid Dynamics-Discrete Element
Method (CFD-DEM) approach. This approach belongs to the Eulerian-Lagrangian method in which
fluid flow is solved on a fixed Eulerian grid using finite volume methods on a computational fluid dy-
namics platform, and particles are tracked individually in a Lagrangian manner using a discrete element
method. CFD-DEM is a four-way coupling. This means that particles are transported by the flow field,
there is feedback from particles on the flow, and particles interact with each other and with the walls. Un-
like other CFD-DEM approaches, our method is independent of grid resolution and type (i.e., structured
and unstructured) and is not limited to particles smaller than cell size. It relies on a hybrid resolved-
unresolved formulation for drag force calculation and an efficient search strategy—called peer-to-peer
search—to identify CFD cells covered by DEM particles. We also implemented a diffusive smoothing
filter to eliminate non-physical oscillations when particles pass through cell-to-cell interfaces.

The continuous flow of the carrying fluid is calculated by solving volume-averaged Navier-Stokes
equations (VANS) on the Eulerian grid, which accounts for the presence of particles in grid cells. These
equations include a source term corresponding to flow resistance due to the presence of particles. The
porosity field of the cells, ϵ, describes the presence of particles in a grid block. It is obtained from the
projection of the particle shadow on the grid. The drag force on fluid particles is modeled either using
sub-grid models (e.g., Stokes drag force) if the particles are smaller than the grid size (unresolved ap-
proach) or by calculating the shear stress at the fluid-particle interface if the particles are larger than the
grid size (resolved approach). In contrast, the movement of the particle cloud is calculated by solving
Newton’s second law for each particle.

Long-range interactions are modeled using the well-established DLVO theory, which consists of com-
bining the attractive van der Waals potential with the repulsive electrical double-layer potential (Stern
layer + diffuse layer) as indicated below. Their effect depends on the distance between two particles
and between a particle and a solid surface. The DLVO potential has an infinite primary minimum well
if the distance between particle surfaces reaches zero. To avoid significant non-physical interpenetration
of particles during adhesion, we modified the Hertzian contact by adding an elastic solid-body behavior
based on Johnson-Kendall-Robert (JKR) theory. The JKR theory involves applying a constant adhe-
sive force when the distance between two objects is less than the Stern layer thickness (a few nanometers).

Our unresolved-resolved four-way coupling CFD-DEM for colloidal transport is implemented in the
open-source finite-volume platform OpenFOAM version 9. Our implementation builds upon the existing
denseparticleFoam solver, coupled with OpenFOAM’s internal DEM package to simulate dense or dilute
particle flow. We performed a comprehensive set of test cases to verify the robustness and efficiency of
our implementation: (i) We analyze the efficiency of peer-to-peer search for mapping covered cells: it
turns out that our search algorithm is as efficient as the state-of-the-art Hilbert curve search and easier
to implement. (ii) We verify the implementation of the resolved-unresolved momentum exchange term.
For resolved particles, we observe good agreement with reference solutions for different mesh resolutions.
(iii) We assess the accuracy of our model for different mesh resolutions (resolved and unresolved) in the
case of a steel ball sedimenting in a cubic fluid-filled cell. We find excellent agreement with reference
datasets, showing a stable and accurate simulation of colloidal transport.
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We then used our simulator to study the impact of particle size and concentration on the reduction
of permeability. We examined the pore-clogging effect of different particle types (e.g., silica, polystyrene)
under various flow and chemical conditions (e.g., pH, ionic strength). Our simulations demonstrated
that particle size and concentration significantly impact clogging dynamics. For instance, larger particles
tend to bridge and block pore throats more effectively, while smaller particles may penetrate deeper into
the pore network and cause clogging further from the well. High particle concentrations lead to a more
pronounced reduction in permeability, often resulting in rapid clogging near the injection point. We also
observed that the interaction of particles with the porous medium, including the effect of surface charge
and roughness, plays a crucial role in clogging behavior. The results obtained from the CFD-DEM sim-
ulations provide valuable insights into the mechanisms of pore-clogging and highlight the importance of
considering particle properties and environmental conditions in the design and management of geother-
mal systems. This approach offers a more detailed and accurate understanding of particle transport and
retention, which is essential for optimizing fluid injection strategies and maintaining reservoir productivity.

After that, we have revisited the modeling of particle retention using the Colloidal Filtration Theory
(CFT). CFT and its variations predict particle deposition due to diffusion, interception, sedimentation,
and Van der Waals attraction. Cases for which electric double-layer repulsion is dominant remains mise-
valuated. Thus, we have developed a theoretical model that considers both the capture at the secondary
minimum (in cases of dominant repulsion) and capture at the primary minimum (in cases of dominant
attraction). To this end, we derived a new collector efficiency involving a dimensionless parameter Dl that
quantifies the ratio between intermolecular Van der Waals attraction and electric double-layer repulsion
forces, and another parameter δ that quantifies the size ratio between the electric double layer and the
particles.

Finally, we have investigated the deposit morphology using preliminary CFD-DEM simulations around
a cylindrical collector in which we vary the salinity and the flow rate. For low flow rates, we observe
a quasi uniform particle deposition around the collector in agreement with experimental dataset of the
literature. These simulations have highlighted the ability of the CFD-DEM model to investigate colloidal
deposition kinetics. The results are still preliminary, and future work will confront the simulation results
with microfluidic experiments using identical parameters.

In summary, this PhD thesis presents a novel CFD-DEM-based simulator for colloidal transport and
pore-clogging in porous media. The developed approach allows for detailed and accurate simulations of
particle movement and interactions, providing valuable insights into the factors affecting permeability re-
duction in geothermal reservoirs. This research contributes to the sustainable management of geothermal
resources by enhancing our understanding of pore-clogging mechanisms and offering tools for optimizing
fluid injection practices.

6.2 Perspectives

We highlight several critical perspectives that impact the study of particle behavior in porous media. One
significant challenge is the computational intensity of CFD-DEM simulations. While these simulations
provide highly detailed insights into colloidal flow and particle interactions at the pore-scale, they require
substantial computational resources, making them impractical for large-scale or long-term studies. This
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limitation highlights the need for more efficient algorithms or alternative modeling approaches that can
reduce the computational burden without sacrificing accuracy. A solution could be to implement the
diffusion algorithm for dynamic load balancing (Hu and Blake, 1999). This method is used in parallel
computing to distribute computational workload evenly across multiple processors or computing nodes.
The goal is to minimize the overall computation time by ensuring that no single processor is overloaded
while others are underutilized.

Another important perspective is the necessity of determining the colloidal dispersion coefficient and
understanding the relationship between permeability and porosity during particle clogging. This upscal-
ing strategy is essential for translating pore-scale findings to reservoir-scale predictions, yet it remains
a complex task. Accurate estimation of the colloidal dispersion coefficient is crucial for predicting how
particles will distribute and interact under long-range forces within a larger reservoir, affecting overall
injectivity and long-term reservoir performance.

Finally, an innovative averaged Lagrangian approach as a potential solution for upscaling particle
transport is required. This approach aims to balance the need for detailed particle tracking with the
computational feasibility required for larger-scale simulations. By averaging particle behavior over time
and space, this method could provide a more efficient yet accurate means of predicting clogging behavior
across different scales. This will represent a significant step forward in making particle transport simula-
tions more accessible for practical geothermal reservoir management in the requirement of validations.
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Laurez MAYA FOGOUANG
Transport de Particules Fines. Application à l’Injectivité dans les Réservoirs Géothermaux

Résumé :
Lors de l’exploitation de ressources renouvelables, comme pour l’énergie géothermique, l’injection de fluides dans les réservoirs souterrains
peut impacter drastiquement la perméabilité du milieu poreux au voisinage des puits d’injection. Les particules fines en suspension
chargées (colloïdes), qu’elles soient initialement présentes dans les fluides injectés ou qu’elles soient détachées de la matrice poreuse par
le gradient de pression, vont être transportées, s’agréger, se déposer irréversiblement ou non, et/ou conduire au colmatage des pores.
La conséquence de ce colmatage des pores (filtration, pontage ou agrégation de particules) sur la perméabilité conduit à une diminution
drastique de l’injectivité dans les puits pouvant entraîner leur abandon. L’étude des phénomènes de colmatage est primordiale pour
mieux contrôler l’injectivité et proposer des solutions de décolmatage efficaces afin de maintenir l’exploitation des puits. Ainsi l’enjeu
de ce travail porte sur la connaissance de l’évolution de la perméabilité d’un milieu poreux, lors de l’injection d’une suspension en son
sein, afin de prédire la chute d’injectivité et d’optimiser des processus d’injections à travers des modèles numériques. A l’échelle des
sites d’exploitation (macroscopique), les approches classiques pour modéliser le transport particulaire et le colmatage reposent sur des
paramètres heuristiques et des hypothèses restrictives qui limitent leurs capacités prédictives. Notamment, la prise en compte des effets
électrochimiques sur le dépôt, l’agrégation et le détachement de particule ainsi que leur rétroaction sur l’écoulement est perfectible.
Dans cette thèse, il est donc question d’apporter une solution quant à la modélisation du transport colloïdal dans des milieux poreux.
La stratégie adoptée est basée sur une approche de modélisation en cascade d’échelles spatio-temporelles du milieu poreux. Dans un
premier temps, nous nous intéressons aux échelles microscopiques (échelle moléculaire, du pore, et du réseaux de pores) où les interfaces
particule-fluide et fluide-matrice, sièges des phénomènes hydromécaniques et électrochimiques contrôlant les mécanismes de colmatage,
sont bien décrites. Nous avons développé et validé une nouvelle approche numérique pour simuler le transport colloïdal à l’échelle du
pore. Elle s’appuie sur une méthode Euler-Lagrange du type CFD-DEM où le fluide est décrit par une phase continue et le transport des
particules est représenté par une phase discrète (suivi individuel). En particulier, notre approche s’affranchit des limitations classiques sur
la taille des cellules de calcul par rapport à la taille des particules. Le modèle développé nous sert de socle pour étudier la prépondérance
des grandeurs physico-chimiques sur le colmatage (vitesse d’infiltration, concentration des particules, pH et salinité de la solution,
taille des pores et des particules, etc...). Dans un second temps et dans une logique de remontée en échelle, nous ne considérons les
particules non plus comme des éléments discrets mais comme un champ de concentration. Pour ce faire, nous revisitons la théorie de
le dépôt des colloïdes autour d’un cylindre afin de déterminer analytiquement des lois macroscopiques de cinétique de dépôt. Enfin, le
modèle numérique est utilisé pour simuler la rétention de particules dans le milieux poreux. Il capture les trois principaux mécanismes
de colmatage (exclusion de taille, formation d’arche, et agrégation). Il permet de déterminer des relations porosité-perméabilité et la
cinétique de rétention en fonction des régimes d’écoulement, de la chimie de la solution et des propriétés de la suspension représentés par
des nombres adimensionnés adéquats. Les avancées apportées par ces travaux améliorent la compréhension des mécanismes de colmatage
et guident le développement de modèles à plus larges échelles.
Mots clés : Milieux poreux, Transport colloïdal, Agrégation de colloïdes, Colmatage de pores, CFD-DEM, Échelle du pore.

Transport of Fine Particles: Application to Injectivity in Geothermal Reservoirs

Abstract:
When exploiting renewable resources, such as geothermal energy, the injection of fluids into underground reservoirs can drastically impact
the permeability of the porous medium near the injection wells. Fine suspended particles (colloids), whether initially present in the injected
fluids or detached from the porous matrix by the pressure gradient, are transported, aggregated, irreversibly or reversibly deposited,
and/or lead to pore clogging. The consequence of this pore-clogging (filtration, bridging, or particle aggregation) on permeability results
in a drastic decrease in injectivity in the wells, potentially leading to their abandonment. Studying clogging phenomena is crucial to
control injectivity better and propose effective unclogging solutions to maintain well exploitation. Thus, this work aims to understand
the evolution of the permeability of a porous medium during the injection of a suspension, to predict the injectivity drop, and to
optimize injection processes through numerical models. At the scale of exploitation sites (macroscopic), classical approaches for modeling
particle transport and clogging rely on heuristic parameters and restrictive assumptions that limit their predictive capabilities. Notably,
considering electrochemical effects on particle deposition, aggregation, and detachment and their feedback on flow can be improved.
This thesis aims to provide a solution for modeling colloidal transport in porous media. The strategy adopted is based on a cascade
modeling approach across spatio-temporal scales of the porous medium. First, we focus on microscopic scales (molecular, pore, and pore
network scale) where particle-fluid and fluid-matrix interfaces, the sites of hydromechanical and electrochemical phenomena controlling
clogging mechanisms, are well described. We have developed and validated a new numerical approach to simulate colloidal transport
at the pore scale. It is based on an Euler-Lagrange method of the CFD-DEM type, where a continuous phase describes the fluid, and
particle transport is represented by a discrete phase (individual tracking). In particular, our approach overcomes the classical limitations
on the size of computational cells relative to the size of particles. The developed model is a foundation for studying the predominance
of physicochemical variables on clogging (infiltration velocity, particle concentration, solution pH and salinity, pore and particle size,
etc.). Subsequently, and in a logic of upscaling, we no longer consider particles as discrete elements but as a concentration field. To
do this, we revisit the theory of colloidal deposition around a cylinder to analytically determine macroscopic deposition kinetic laws.
Finally, the numerical model simulates particle retention in porous media. It captures the three main clogging mechanisms (size exclusion,
arch formation, and aggregation). It allows for determining porosity-permeability relationships and retention kinetics depending on flow
regimes, solution chemistry, and suspension properties represented by appropriate dimensionless numbers. The advances brought by this
work improve the understanding of clogging mechanisms and guide the development of models on larger scales.
Keywords: Porous media, Colloidal transport, Colloid aggregation, Pore-clogging, CFD-DEM, Pore-scale.
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