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Introduction en francais

La physique statistique a été introduite au milieu du 19°™¢ siécle par Boltzmann et Maxwell pour décrire
la dynamique d’'un gaz composé d’un grand nombre de particules. L’approche microscopique consistant
a suivre individuellement chaque particule a été délaissée au profit d’une approche macroscopique.

En terme de planification sociale ou urbaine, il est tentant a 1’échelle d’une ville avec un grand nombre
d’habitants d’adopter un point de vue macroscopique a ’aide de la physique statistique pour modéliser
les dynamiques de populations. Cependant, & la différence des particules, chaque individu est différent et
évolue en fonction de son expérience et des rencontres qu’il fait , ce qui rend complexe toute tentative de
modélisation de la société. Une revue de la littérature en physique statistique appliquée aux dynamiques
sociales [CFL09| montre que I'idée d’approcher la société a l'aide de la physique statistique a connu un
intérét croissant depuis les années 2000, mais le bilan montre un déséquilibre entre les preuves empiriques
et les modélisations théoriques dont la derniére est favorisée. De plus, trés peu de liens entre données et
théories ont été faits.

Malgré cela, la théorie des jeux & champ moyen a émergé en 2006, grace a Lasry et Lions et au méme
moment grace a Caines, Huang et Malhamé. Leurs travaux consistent & étendre la notion d’équilibre de
Nash pour N joueurs & un nombre infini de joueurs ot chaque joueur a une influence négligeable sur le
jeu, mais I’ensemble des stratégies forme une densité globale & la maniére de la physique statistique, d’ou
le choix du terme champ moyen. De nombreuses applications existent dans les modéles économiques dont
quelques unes par exemple sont présentées dans la thése de Guéant |[Gué09).

Les travaux de cette thése sont motivés par la modélisation de la dynamique de la population au sein
d’une ville ott chaque habitant déménage d’un endroit & un autre. De ce fait, la stratégie d’un joueur
ici est une courbe dépendant du temps qui est constante par morceaux a valeurs dans ’espace qui est la
ville. Cette stratégie est optimisée en fonction du nombre de déménagements effectués et d’une densité
globale donnée de la population. Si chaque joueur résout ce probléme d’optimisation, cela génére un
nouvel ensemble de stratégies qui forme une autre densité de la population. Si la densité initiale et la
densité finale sont égales, alors cette densité est un point fixe d’un certain opérateur. De cette fagon, nous
avons une idée d’approche pour montrer ’existence d’un équilibre de Nash pour un jeu avec un continuum
de joueurs dont les trajectoires sont discontinues et minimisant le nombre de ces discontinuités. Nous
aurions voulu faire plus de modélisations, mais les jeux a champs moyen de ce type sont nouveaux et cela
nous a fait rencontrer de nombreuses propriétés non-triviales et intéressantes. En plus d’une formulation
rigoureuse de l'aspect point fixe en lien avec une formulation variationnelle ou il faut choisir un espace
fonctionnel adapté des trajectoires BV, nous obtenons une formulation variationnelle faisant apparaitre
un terme de longueur d’une courbe & valeurs dans l’espace de mesures muni ici de la norme TV. D’un
point de vue numérique, le terme de longueur implique 1'utilisation d’un terme non-lisse mais proximable
qui est la norme L' de la vitesse et qui est appliqué & I'image de I'inconnue par un opérateur linéaire (ici,
la dérivée).

Dans un premier temps, le Chapitre [I] introduit la théorie des jeux a champ moyen qui consiste a
prendre un jeu & N joueurs et faire tendre N vers I’infini. A 'aide de la théorie du contréle optimal, nous
obtenons une solution (u, p) d’un systéme de deux équations: la premiére est une équation d’Hamilton-
Jacobi dont u est la fonction valeur qui dépend de la densité et la deuxiéme est une équation de continuité
décrivant le flot de la densité dont la vélocité dépend de I’Hamiltonien appliqué au gradient de u. Dans
cette thése, nous adoptons le point de variationnel des jeux & champ moyen dont 1’idée provient initiale-
ment de la reformulation de Benamou et Brenier du probléme de transport optimal comme un probléme
de minimisation d’une énergie cinétique. Dans notre cas, le cotit de transport est trivial, c’est-a-dire que
cela cofite 1 de changer d’endroit quelque soit la distance. Les jeux & champ moyen avec sauts ont été
introduits par Bertucci en étendant le controle impulsionnel au cas champ moyen avec une infinité de
joueurs. Néanmoins, ’aspect stochastique semble cruciale dans les travaux de Bertucci pour montrer
I’existence d’une solution au systéme, tandis que la formulation variationnelle de notre probléme nous
permet de considérer les trajectoires déterministes. Dans la Section nous montrons ’existence d’un
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équilibre de Nash Q comme optimiseur d’un probléme ot chaque agent résout

T T
it Jo() =AM+ [ SLe#QGO)dt+ [P0t Qit+ v ((T))

v: [0,T]—Q
¥(0)=zo

ou ) C R™ représente la ville. La fonction A décrit soit le nombre de sauts, soit I’énergie cinétique. Le
probléme contient deux termes dépendant de la densité e;#Q: le premier (dI/dm) est variationnel, c’est-
a-dire que nous pouvons calculer son intégrale premiére; le second (F') est non-variationnel, autrement
dit, nous ne pouvons calculer son intégrale premiére, mais sa continuité suffit pour obtenir des résultats
d’existence et de régularité de la solution. De ce fait, nous appelons ce type de probléme jeux a champ
moyen miztes. Le dernier terme est une pénalisation en temps final. En notant C I’espace des trajectoires,
nous utilisons le théoréme de point fixe de Kakutani pour montrer que la multifonction

QHQyzfirgi_r:no{/cA(v)dQ(vH/o I(e:#Q) dt+// F(t,y(t), e #Q)dt dQ(v /wT dQ(vy )}

admet un point fixe dans P(C). Il reste & démontrer que ce point fixe est bien une mesure supportée sur les
trajectoires optimales, mais ce sera I'objet du Chapitre [3] Ce Chapitre [I] est aussi bien une introduction
au sujet qu’'une présentation de résultats nouveaux (ceux du cas mixte) qui constituent la Section 2 de
[DS24].

Dans le Chapitre 2] nous réécrivons le probléme

legr(lc){/cA(’y)dQ(y)Jr/oT (e:#Q) dt+// (t,y(t))dt dQ(v /T/JT dQ(v )}

sous la forme Eulérienne

min A +/ dt—i—/ / dt—l—/ dp(T).
p: [0,T]=P(R) () 0 QwT p(T)

Nous considérons les cas suivants:

e Alp)=1 fOT Jq |pldzdt lorsque A décrit le nombre de sauts S.

w, ( ou A est I'énergie cinétique e w, est la dérivée métrique
Lo/ |w, (t)Pdt on A est I ctique [ D dt et |- t la dé 6t
selon la dlstance de Wassersteln d’ordre p > 1.

Précédemment, nous avons montré lexistence d’un point fixe qui est une mesure de probabilité Q sur
I’ensemble des trajectoires utilisées par les agents. Ce point de vue correspond au point de vue Lagrangien,
car nous suivons individuellement chaque particule. Dans la reformulation Eulérienne, pour chaque temps
t nous observons 'allure de la densité qui cette fois est une mesure de probabilité sur I’espace €2, en prenant
la mesure image de @) par 'application d’évaluation au temps t, i.e. p; = e;#Q. Dans le cas ou ’énergie
correspond au nombre de sauts, le nouveau probléme consiste & minimiser la longueur de la courbe
p: [0,T] — P(2). Cette réécriture, démontrée dans la Section 4 de |[DS24|, provient d’une propriété
importante en transport optimal, ot lorsque le cott de transport est trivial, c’est-a-dire c(z,y) = 1,2y,
alors nous avons ceci:

1
inf / 1oz dr(x,y) == ||lp—v .
rell(i) Joxa #ydm (2, y) 2 [l ||TV

L’intérét de cette reformulation est multiple. En effet, nous pourrons étudier la régularité de la solution
p dans le Chapitre [4 et utiliser des algorithmes d’optimisation non-lisses pour effectuer des simulations
numériques dans le Chapitre[5} Dans le cas de I'énergie cinétique, 'équivalence Eulérienne-Lagrangienne
est déja connue et présentée par exemple dans [BCS17|. Aprés avoir montré l'existence d’une mesure
d’équilibre dans la Section [I.4] pour le probléme Lagrangien, nous montrons également dans la Section
(qui se trouve aussi dans |[DS24, Section 5]) lexistence d’une mesure d’équilibre pour le probléme
Eulérien en définissant

.7::L2 — LQ‘
p + argmin, A(p —|—f0 dt—i—fo Jo V(& p(t),-)dp(t)dt + [, rdp(T).

La fonction I est définie par

1(p) = {fﬂ dr sip< L2,

400 sinon,
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avec f une fonction cy-convexe. Si V' est un opérateur Lipschitzien en fonction de p tel que Li‘;igv) <1,
alors F est une contraction, ce qui permet d’utiliser le théoréme de point de fixe de Banach. Ce dernier
offre un moyen d’approcher numériquement la solution lorsque le probléme est mixte (cf. Section .
Dans le Chapitre [3| (et aussi dans [DS24, Section 3], nous montrons rigoureusement que la mesure
@ obtenue comme point fixe dans la Section est bien un équilibre de Nash, c’est-a-dire que @ est

concentré sur les courbes minimisant J. Ceci équivaut a

vQ, /C J5(1)dQ() < /C To(1)dQ(). (1)

Ainsi, cette mesure est supportée sur les trajectoires optimales des joueurs en sachant que les autres
joueurs sont distribués aussi selon cette mesure. La preuve consistant & dériver

T T
Us(Q) = /C A()AQ() + /O I(en#Q)dt + /C /0 F(t,A(t), ec#0)dt dQ()

dans une certaine direction au sens de Gateaux permet d’obtenir lorsque @ vérifie [ I(e;#Q) < occ.
Pour montrer que (1) est vraie pour toute mesure @, il faut approcher @) par une mesure @, obtenue
en remplacant chaque courbe par une translation (& modification prés en ¢ = 0) et en moyennisant
selon le paramétre de translation. De ce fait, @, vérifie bien et en passant a la limite » — 0, nous
obtenons que @Q est un équilibre de Nash. Notre preuve a été construite en particulier pour le cas o les
trajectoires sont constantes par morceaux, car la preuve contenue dans [CMS16| et inspirée des travaux
d’Ambrosio et Figalli [AF09] pour les équations d’Euler incompressible ne marche pas ici. En effet, la
difficulté réside dans la non-séparabilité de ’espace BV et la non-continuité de cette fonctionnelle avec
la convergence forte. Une fois la nouvelle approche établie pour le cas avec discontinuité, nous pouvons
aussi retrouver un résultat connu pour les jeux & champ moyen classiques avec une nouvelle preuve. Cela
demande une hypothése sur les exposants (i.e. ¢ <1+ % ou f a une croissance polynomiale d’exposant
au plus g et p’ est Pexposant conjugué de p), mais cette hypothése n’est pas nouvelle. Elle apparait
en particulier dans de nombreux articles au début de ’analyse des MFG variationnels d’ordre 1 (par
exemple [CG15|). L’approche pour montrer que @ est bien un équilibre de Nash demande des propriétés
de régularité (continuité et bornitude de la densité), mais ces propriétés ont été obtenues grace a la
formulation Eulérienne du probléme.

Ces régularités sont rassemblées dans le Chapitre [4] et apparaissent également dans larticle [DS23].
Nous commengons par étudier la régularité de la solution v: [0,1] — R? & valeurs dans un espace de
dimension finie de

1
min {va; 0,1)) + / F(t,7(0)dt +0(v(0)) + 1 (+(1)) : 7 € BV ([0, 11;Rd>}. (2)

En approchant ce probléme par

min{ [ (L 0) + 0D+ atinr(0) + 616(0) < 2 € 1 (@ 11)},

en utilisant le systéme d’Euler-Lagrange et en maximisant une fonction appropriée, nous obtenons une
borne uniforme sur la dérivée de la solution

Co Q€
'l <max{ —, —— ;. 3

En appliquant le théoréme d’Arzela-Ascoli et la semi-continuité de la variation totale TV, la suite v,
converge A une sous-suite prés vers la solution de (2]). De plus, en passant a la limite dans I'inégalité ,
la solution vérifie

Yl <C,

ce qui est une autre facon de dire que la solution est Lipschitz en temps. De plus, lorsque d = 1, la
solution est soit constante, soit elle est un point critique de F. Ceci nous permet d’avoir une idée de
I’allure de la courbe. Ensuite, nous montrons une régularité similaire pour la solution du probléme

T
min / / (16(t,2)| + V(£ 2)p(t, ) + F(o(t, 2))) dd + do(p(0)) + br(p(T)),  (4)
(©) 0o JQ

p: [0,T]—L*

P
vtel0,T], [, p(t,z)dz=1
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ou cette fois p est une courbe a valeurs dans un espace de dimension infinie. Nous approchons p par une
courbe dans un espace de dimension finie p,: [0,7] — R™, puis nous utilisons des techniques analogues
qui permettent d’obtenir
sup |p(t, z)|2dx < C,
te[0,T]/Q
autrement dit, p: ]0, T[— L?(Q) est Lipschitz. Avec des ajustements supplémentaires, nous avons aussi
que la solution de

min / T / (16(t,2)| + V(£ 2)p(t,2) + F(p(t, 7)) dedt + do(p(0))

p: [0,+0c0[= L (Q)
>0

p>
VteRy, [ p(t,z)dz=1

est Lispchitz en temps a valeurs dans L2(f2). Lorsque le probléme a des conditions de Dirichlet en
temps, il est possible de montrer que la solution p admet la méme régularité que les données du probléme
(c’est-a~dire les conditions aux bords et la fonction V') en espace presque partout.

Les simulations numériques de la solution de sont rassemblées dans le Chapitre |5} Tout d’abord,
nous introduisons les différents algorithmes d’optimisation existants en terminant par 1’algorithme que
nous utilisons, a savoir la méthode de gradient proximal duale rapide. Il est connu que la suite obtenue
par cet algorithme converge & une vitesse d’ordre O(1/k) vers la solution du probléme (cf. [BT14)]).
Pour différents exemples de V' et différentes conditions aux bords de [0,7], nous effectuons quelques
simulations de la solution de . Ces résultats numériques apparaissent dans [DS23, Section 6]. Dans le
cas du probléme mixte, c’est-a-dire lorsque la solution p qui minimise

min = [ [ (Nt + V@000 + o) vt o)+ o)

p€L2([O T]><Q)

p>
vtel0,T], [q p(t x)dr=1

est un point fixe d’un opérateur, alors il est possible de réaliser des simulations numériques de ce dernier
grace au théoréme de point fixe de Banach qui fournit un moyen de le calculer. Notons que nous choisissons
des exemples V' (p) non-variationnels et qui dépendent de p de fagon non-autonome (pour que la solution
ne soit pas constante en temps). Nous considérons aussi un exemple dépendant de toute 'histoire, c’est-a-
dire V (p fo s, x)dx, qui peut avoir un intérét pour la modélisation. Ces exemples sont présentés
dans |DSQ4 Sectlon 6].

Le dernier Chapitre [6] de cette thése est une présentation de deux applications du modéle de jeux a
champ moyen déterministes avec sauts dans les cas & plusieurs populations. Le premier exemple est un
modéle de deux populations ot les individus d’un groupe sont moins enclins & vivre proches des individus
de l'autre groupe. Grace a la formulation mixte du probléme,

G: L*([0,T] x Q) x L*([0,T] x Q) — L*([0,T] x Q) x L*([0,T] x Q)

(p1, p2) — argmin Vpl 5 (p1); argmin Vpl 5 (P2)
p120 p2>0
v, [pi(t)=3 vt, [p2(t)=5

avec

- / /Q M|+ Vi(@)p + £(p) dedt + o(p(0)) + r(o(T))

T
et V2(p) = / / Nl + Va(p)p+ £(p) dadt + bo(p(0)) + r(p(T)),

nous obtenons des simulations numériques de la solution grace au théoréme de point fixe de Banach. Le
deuxiéme exemple est un modéle inspiré de Carlier et Ekeland |[CE07| sur 'aménagement du territoire
selon les travailleurs et les entreprises. Dans leur article, ils interprétent le salaire percu par les travailleurs
et le salaire payé par les entreprises 1 comme des potentiels de Kantorovitch dont le cotit de transport
correspond aux frais de trajets pour se rendre sur le lieu de travail. Autrement dit, le probléme de
transport est
inf / c(w, y)dy(z,y)
yel(p.v) Jax G

avec p décrivant la densité des travailleurs et v la densité des entreprises, et ce probléme est équivalent a

Sup{/wdv—/wdu $00) — 9la) < o). V(o) € 2 2.
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Nous considérons que chaque travailleur souhaite minimiser

min 2X,5(7) +/0 [=@u (Y(1) + Vo (t,7() + f'(w) (v (8)]dt + o7 (v(T))
7(0)=wo

et chaque entreprise souhaite minimiser
T
min 2225(7) + / W (18)) + Vot A(1) + 1/ (0) (6, /(D) + br(1(T)).

~(0)=z0

Un équilibre de Nash (u, v) vérifierait le probléme Eulérien suivant

v >0
Ht=] Vt=75

T T
min / /A1|;:L|+A2|p\+v0,1u+vo,2u+f(u)+f(u)dxdt+/ W (e, v2)dt
1 0 Q 0

+Po(1(0)) + o ((0)) + @1 (u(T)) + L2 (v(T)),

ot We(p,v) = inf eri(u) foQ c(z,y)dy(z,y). 1l est plus facile de calculer les potentiels de Kantorovitch
grace a I'algorithme de Sinkhorn. C’est pourquoi nous utilisons la régularisation de la distance de Wasser-
stein

Wee(p,v) = inf / c(fmy)dw(%y)—&/v(logv—1)
YEII(p,v) JOxQ

YY) —e(x)—c(z,y)
€

= sup [ o) - [ p@ne) —e [ S s ) ),

qui permet aussi d’éliminer la contrainte ¥(y) — ¢(z) < ¢(x,y). Nous proposons trois fagons différentes
d’approcher le probléme numériquement. Ce probléme, dans sa version la plus simple, est variationnel.
Pourtant, la premiére approche consiste & ignorer cela et appliquer un théoréme de point fixe comme
précédemment pour le probléme mixte avec la fonction G en définissant

T
V() = / /Q Mlitl = opoti+ () dadt + B0 ((0)) + B (u(T))

et V2 (1) ::/0 /QA2|p|+¢,-L,Du+f(V) dadt + o(1(0)) + Br(W(T)).

Des tentatives de simulations numériques ont été effectuées, mais les résultats ne sont pas encore conva-
incants et ne sont pas inclus dans cette thése. La seconde approche exploite la structure variationnelle
pour appliquer la méthode de gradient proximale duale dans deux cas différents: soit W, . est pergue
comme une perturbation de la fonction uniformément convexe, soit comme une perturbation de la fonc-
tion convexe non-lisse. La troisiéme approche utilise également la formulation variationnelle en 1’écrivant
sous la forme

inf sup L(p, v, ¢, 1),

¥ o
ce qui laisse la possibilité d’appliquer l'algorithme d’Uzawa, esquivant ainsi le calcul des potentiels de
Kantorovitch avec I'algorithme de Sinkhorn. Par manque de temps, nous n’avons pas encore exploré ces
pistes. Néanmoins, elle méritent des études plus approfondies.
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Introduction en anglais

Statistical physics was introduced in the mid-19th century by Boltzmann and Maxwell to describe the
dynamics of a gas composed of a large number of particles. The microscopic approach, which involves
tracking each particle individually, was abandoned in favor of a macroscopic approach. In terms of social
or urban planning, it is tempting to adopt a macroscopic viewpoint to model population dynamics using
statistical physics in a city with a large number of inhabitants. However, unlike particles, each individual
is different and evolves based on their experiences and interactions, making any attempt to model society
complex. A review of the literature on statistical physics applied to social dynamics [CFL09] shows that
the idea of approaching society using statistical physics has gained increasing interest since the 2000s,
but there is an imbalance between empirical evidence and theoretical modeling, with the latter being
favored. Moreover, very few links between data and theories have been made.

Despite this, the theory of Mean Field Games emerged in 2006, thanks to Lasry and Lions and
simultaneously to Caines, Huang, and Malhamé. Their work extends the notion of Nash equilibrium
for N players to an infinite number of players where each player has a negligible influence on the game,
but the set of strategies forms a global density similar to statistical physics, hence the term Mean Field.
There are numerous applications in economic models, some of which are presented in Guéant’s thesis
|Gué09).

The work of this thesis is motivated by modeling the population dynamics within a city where each
inhabitant moves from one place to another. Thus, the strategy of a player here is a piecewise constant
curve in time with values in the city. This strategy is optimized based on the number of moves made and a
given global population density. If each player solves this optimization problem, it generates a new set, of
strategies that forms another population density. If the initial density and the final density are equal, then
this density is a fixed point of a certain operator. This gives us an idea of an approach to show the existence
of a Nash equilibrium for a game with a continuum of players whose trajectories are discontinuous and
minimize the number of these discontinuities. We wanted to do more modeling, but Mean Field Games
of this type are new and led us to encounter many non-trivial and interesting properties. In addition to
a rigorous formulation of the fixed-point aspect linked to a variational formulation where an appropriate
functional space for BV trajectories must be chosen, we obtain a variational formulation featuring a curve
length term valued in the space of measures endowed with the TV norm. From a numerical point of
view, the length term implies the use of a non-smooth but proximable term, which is the L' norm of the
velocity applied to the unknown image by a linear operator (here, the derivative).

Firstly, Chapter [I] introduces the theory of Mean Field Games, which consists of taking a game with
N players and letting N tend to infinity. Using optimal control theory, we obtain a solution (u, p) of a
system of two equations: the first is a Hamilton-Jacobi equation where u is the value function depending
on the density, and the second is a continuity equation describing the flow of the density whose velocity
depends on the Hamiltonian applied to the gradient of w. In this thesis, we adopt the variational point
of view of Mean Field Games, initially inspired by Benamou and Brenier’s reformulation of the optimal
transport problem as a kinetic energy minimization problem. In our case, the transport cost is trivial,
meaning it costs 1 to change places regardless of the distance. Mean Field Games with jumps were
introduced by Bertucci by extending impulsive control to the Mean Field case with an infinite number
of players. However, the stochastic aspect seems crucial in Bertucci’s work to show the existence of a
solution to the system, while our variational formulation allows us to consider deterministic trajectories.
In Section we show the existence of a Nash equilibrium @ as the optimizer of a problem where each
agent solves

T T
it Jo() =AM+ [ L@+ [P0, cctQit+ v ((T))

v: [0,T]—Q
7(0)=zo

where 2 C R" represents the city. The function A describes either the number of jumps or the kinetic
energy. The problem contains two terms dependent on the density e;#@Q: the first (dI/dm) is variational,
meaning we can calculate its first integral; the second (F’) is non-variational, meaning we cannot calculate

13



14 CONTENTS

its first integral, but its continuity is sufficient to obtain existence and regularity results for the solution.
Therefore, we call this type of problem mixed Mean Field Games. The last term is a final time penalty. By
noting C the space of trajectories, we use Kakutani’s fixed-point theorem to show that the multifunction

T
) | )
Q> angmin { /c (1)dQ(y) + /0 e Q)dt + / / (6, 7(8), et Q)dt dQ( / vrly )}

admits a fixed point in P(C). It remains to demonstrate that this fixed point is indeed a measure
supported by the optimal trajectories, which will be the subject of Chapter Chapter [I| is both an
introduction to the subject and a presentation of new results (those of the mixed case) that constitute
Section 2 of [DS24].

In Chapter [2] we rewrite the problem

Qlenyir(lc){/cA(’Y)dQ(V)—i_/oT (e #Q) dt—l—// (t,y(t))dt dQ(vy /T/JT )}

in Eulerian form

T T
e 0 B g AP+ /O L(p(t))dt + /0 /Q V(t,-)dp(t)dt + /Q Yrdp(T)

We consider the following cases:

e Alp) =1 fOT Jo |pldzdt when A describes the number of jumps S.

foT L1 /|y, (t)Pdt where A is the kinetic energy fo |7 P dt and |- lw, is the metric derivative
of the p > 1 Wassersteln distance.

Previously, we showed the existence of a fixed point which is a probability measure @ on the set of
trajectories used by the agents. This viewpoint corresponds to the Lagrangian point of view, as we follow
each particle individually. In the Eulerian reformulation, for each time ¢ we observe the density, which this
time is a probability measure on the space 2, by taking the push-forward measure of @ by the evaluation
map at time ¢, i.e., p, = e, #Q. In the case where the energy corresponds to the number of jumps, the
new problem is to minimize the length of the curve p: [0,7] — P(Q2). This rewriting, demonstrated in
Section 4 of [DS24], comes from an important property in optimal transport, which claims that when the
transport cost is trivial, i.e., ¢(z,y) = 1,2y, then we have this result:

1
it [ Lesdnog) = 5l iy
The interest in this reformulation is multiple. Indeed, we will be able to study the regularity of the
solution p in Chapter [f] and use non-smooth optimization algorithms to perform numerical simulations
in Chapter [5] In the kinetic case, the Eulerian-Lagrangian equivalence is already known and presented,
for example, in [BCS17]. After showing the existence of an equilibrium measure in Section for the
Lagrangian problem, we also show in Section (also found in [DS24, Section 5]) the existence of an
equilibrium measure for the Eulerian problem by defining

FiL2, — L2,
p + argmin, A(p —|—f0 dt—l—fo Jo V(t, p(t),-)dp(t)dt + [, vrdp(T).

The function I is defined by

1(0) Jo I( de if p < L9,
p —|—oo otherwise,
with f a co-convex function. If V is a Lipschitz operator with respect to p such that Llp(v) < 1, then

F is a contraction, allowing the use of Banach’s fixed-point theorem. This theorem prov1des a means to
numerically approximate the solution when the problem is mixed (see Section .

In Chapter [3] (and also in [DS24, Section 3], we rigorously show that the measure Q) obtained as a
fixed point in Section is indeed a Nash equilibrium, meaning that @ is concentrated on the curves
minimizing Jg. This is equivalent to

Q. /C To(1).dQ() < /C To(1).dQ(). (5)
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Thus, this measure is supported on the optimal trajectories of the players, knowing that the other players
are also distributed according to this measure. The proof consists of deriving

T T
Us(Q) = /C A(M)AQ() + /0 I(er#Q)dt + /c /0 F(t,7(t), ec#Q)dt dQ()

in a certain direction in the sense of Gfeaux to obtain when @ satisfies [ I(e,#Q) < co. To show
that is true for any measure (Q, it is necessary to approximate ) by a measure @, obtained by
replacing each curve by a translation (with a modification at ¢ = 0) and averaging according to the
translation parameter. Thus, @, indeed satisfies , and by taking the limit as r — 0, we obtain that
@ is a Nash equilibrium. Our proof was constructed particularly for the case where the trajectories
are piecewise constant, as the proof contained in [CMS16| and inspired by the works of Ambrosio and
Figalli [AF09| for the incompressible Euler equations does not work here. Indeed, the difficulty lies in
the non-separability of the BV space and the non-continuity of this functional with strong convergence.
Once the new approach is established for the case with discontinuities, we can also retrieve a known
result for classical mean field games with a new proof. This requires an assumption on the exponents
(ie,g<1+ % where f has polynomial growth of exponent at most g and p’ is the conjugate exponent
of p), but this assumption is not new. It appears particularly in many articles at the beginning of the
analysis of first-order variational MFGs (for example [CG15|). The approach to show that @ is indeed
a Nash equilibrium requires regularity properties (continuity and boundedness of the density), but these
properties were obtained thanks to the Eulerian formulation of the problem.

These regularities are gathered in Chapter {4| and also appear in the article [DS23]. We begin by
studying the regularity of the solution 7: [0,1] — R? in a finite-dimensional space of

1
min{va; 0+ [ P+ 602(0) + 6160() = 7 € BV (D 11;Rd>}. (6)

By approaching this problem with

1
min {/ (Le(v' (1) + F(t,7(8)))dt + e ($o(7(0) + 1 (v(1))) = v € HY([0, 1])} ;
0
using the Euler-Lagrange system and maximizing an appropriate function, we obtain a uniform bound

on the derivative of the solution
CO Q€
' <max{ —, ——— 3. 7

By applying the Arzela-Ascoli theorem and the semi-continuity of the total variation TV, the sequence -,
converges up to a subsequence towards the solution of @ Moreover, by passing to the limit in inequality
(7). the solution satisfies

'l <G,

which is another way of saying that the solution is Lipschitz in time. Furthermore, when d = 1, the
solution is either constant or a critical point of F'. This gives us an idea of the shape of the curve. Next,
we show a similar regularity for the solution of the problem

min /0 /Q(|/>(t,90)| +V(t,2)p(t, x) + fp(t, x))) dedt + o(p(0)) + P (p(T)),  (8)

p: [0,T]1=L(Q)
p=0
vte[0,T], [q, p(t,x)dz=1

where this time p is a curve valued in an infinite-dimensional space. We approach p by a curve in a
finite-dimensional space py,: [0,T] — R™, and then use similar techniques to obtain

sup [ |o(t,0)Pde < C.
t€l0,T] JQ

in other words, p: |0, T[— L?(Q) is Lipschitz. With additional adjustments, we also have that the solution
of

win / T [ ot + Vit a)ott, )+ F(p(t, ) dad +v0(p(0)

p: [0,40c[=LY(Q
p=>0
VteRy, [ p(t,z)dz=1
is Lipschitz in time with values in L?(2). When the problem has Dirichlet boundary conditions in time,

it is possible to show that the solution p has the same regularity as the data (i.e., the boundary conditions
and the function V') in space almost everywhere.
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Numerical simulations of the solution to are compiled in Chapter [5| Firstly, we introduce various
existing optimization algorithms, concluding with the algorithm we employ, namely the fast dual proximal
gradient method. It is well-known that the sequence generated by this algorithm converges at a rate of
O(1/k) to the solution of the problem (cf. |[BT14]). For different examples of V' and various boundary
conditions on [0, 7], we perform simulations of the solution to . These numerical results are detailed
in [DS23| Section 6. In the case of the mixed problem, where the solution 5 minimizes

min = [ [ (N + V@000 + o) vt o)+ o)

pEL?([0,T]xQ)
p>0

vtel0,T7, fQ p(t,z)dz=1

being a fixed point of an operator, it is possible to conduct numerical simulations of the latter using the
Banach’s fixed point theorem, which provides a means to compute it. Note that we select examples of
V(p) that are non-variational and depend on p in a non-autonomous manner (to ensure the solution is
not constant over time). We also consider an example dependent on the entire history, i.e., V(p)(t,z) =

fo s,x)dz, which may be of interest for modeling purposes. These examples are presented in [DS24,
Sectlon 6].

The final Chapter [6] of this thesis presents two applications of the deterministic Mean Field Games
model with jumps in the case of multiple populations. The first example considers a model with two
populations where individuals from one group are less inclined to live near individuals from the other
group. Using the mixed formulation of the problem,

G: L*([0,T] x Q) x L*([0,T] x Q) — L*([0,T] x Q) x L*([0,T] x Q)

(p1, p2) — argmin Vpl 5,(p1); argmin Vpl pz( 2)
p120 p2>0
vt, [p1(t)=% vt, [p2(t)=3%

with
= [ [ N+ Vi@ + £ dodt-+ w(o(0) + br(o(T)

and V2(p / /)\|p|+v2( p)p+ f(p) dxdt +1o(p(0)) + 1 (p(T)),

we obtain numerical simulations of the solution using the Banach’s fixed point theorem. The second
example is a model inspired by Carlier and Ekeland |[CE07| on urban planning involving workers and
firms. In their work, they interpret worker wages ¢ and firm payments ¢ as Kantorovich potentials, where
transportation costs correspond to commuting expenses. In other words, the transportation problem is
formulated as

in /‘cmmmmw,
YEI(1,v) JOx O

with p representing worker density and v representing firm density, which is equivalent to

sw{/ww—/ww $00) — 9l0) < clop). V(o) € 2 2},

Each worker aims to minimize
T
min 22:5(7) +/ (=@ (V(B)) + Vo (8, 7(8) + (1) (8,7 ()]dt + 7 ((T))
7(0)=w0o 0
and each firm aims to minimize
T
min- 2X25(7) +/ [V (1) + Vot 7(8) + f'(v) (¢, 7 (t))]dt + ¢r(v(T)).
¥(0)=z0 0
A Nash equilibrium (p, v) satisfies the following Eulerian problem

T T
umglo / / Al + Ao+ Vo + Voov + f(v) +f(u)dxdt+/ W, ve)dt
w2 o Ja 0

Jne=[vi=3
+P0(1(0)) + Po(¥(0)) + 2 (u(T)) + 2 (v(T)),
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where We(p,v) = inf cru.) f()x(z c(x,y)dvy(xz,y). To compute Kantorovich potentials effectively, the
Sinkhorn algorithm is used to regularize the Wasserstein distance

Wee(uv)= inf /Q i) ¢ / +(logy — 1)

yEI(p,v)

sup | $(y)du(y) - / pla)iu(a) ¢ /

» Y JQ QxQ

YY) —e(z)—c(z,y)
=

d(p @ v)(z,y),

which also relaxes the constraint ¥(y) — ¢(x) < ¢(x,y). We propose three different numerical approaches
to solving this problem. The simplest approach ignores its variational structure and applies a fixed-point
theorem similar to the mixed problem with the function G, defining

T
VI () = / / NIl = gmopi+ £(1) dedt + B0 ((0)) + B (u(T))

T
and V2 (1) = / / Nolio| + Gpow + F(v) dadt + Bo(w(0)) + Br(v(T)).

o Ja
Attempts at numerical simulations have been made, but the results are not yet conclusive and are not
included in this thesis. The second approach uses the variational structure to apply the dual proximal
gradient method in two different scenarios: either W, . is seen as a perturbation of the uniformly convex
function or as a perturbation of the non-smooth convex function. The third approach also utilizes the
variational formulation by writing it as

inf sup L(u, v, ¢, 1),
"R

which allows the application of the Uzawa algorithm, thereby avoiding the computation of Kantorovich
potentials with the Sinkhorn algorithm. Due to time constraints, these paths have not yet been fully
explored, but they deserve further investigation.
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Chapter 1

Mean Field Games

1.1 Classical Mean Field Games

The theory of Mean Field Games (MFG for short) has been simultanuously introduced by Lasry and
Lions in |LLO6a|, [LLO6b| and [LLO7| and by Huang, Malhamé and Caines [HMCO06] in 2006.

In a game with N players, we consider that each player is rational, which means that they choose the
best strategy to maximize or minimize a certain cost that depends on the strategy chosen by the other
players. Hence, they try to anticipate the choices of the other players. The strategy of each player i can
be described by a trajectory v;: [0,T] — R™ such that v/(¢) = «;(t) and 7;(0) = xg, where «; is a control
chosen by the player in order to minimize a cost

) T
Jan,...an) = / L(t, (), () + f(on (8)dt

which depends on py (t) = 7745 > ;i 0;(1), the distribution of the other agents produced by the controls
o with j # i.
A Nash equilibrium is a N-tuple (a',...,&") such that for all 4,
Vo, Jiat,...,av) < Jiat,...,a" ot att L al).
This notion was introduced by John Nash [Nas51] in 1951, and now we know that such an equilibrium
always exists in a N-player game with mixed strategies, by using the Brouwer fixed point theorem.

The idea of Lasry and Lions was to extend the Nash equilibrium in a game with an infinite number of
players by taking N — oo. This means that py should converge to a probability measure p representing
an infinite number of players. This density p coupled with a function u should verify a system containing
the Hamilton-Jacobi-Bellman equation coupled with the continuity equation. The function w is the value
function of a control problem corresponding to the minimum of J. The MFG system is as follows:

—Owu(t,x) + H(t,z,—Vyu) = flp®)](x)
Op(t,z) +div(pV,H (t,x,—Vu)) = 0 (1.1)
p(0) = po )
u(T) ur

where H(t,z,p) = sup, —L(t,x,q) + ¢ - p in some cases. Thanks to the Schauder fixed point theorem, the
solution (u, p) to (|1.1) exists (see Section 4 in the notes by Cardaliaguet |[Carl2]).

Some noise can be added in the trajectories v; by using a Brownian motion. The agents would then
minimize

] T
Jiar,....an) = E / Lt (), () + f(on ()t

and the MFG system would be of second order by Ito’s formula. This will be referred to as the
stochastic case while here I introduced the deterministic case which is of interest in this thesis. Originally,
Mean Field Games were first introduced in the stochastic case by Lions and then were studied in the
deterministic case using vanishing viscosity.

A difficult question is whether the limit of such a N-player game is always of the form of a MFG
system , and conversely whether the solution to the system can provide an approximation of a
N-player game. A breakthrough has been done to prove the mean field limit by Cardaliaguet, Delarue,
Lasry and Lions [CDLL19] by using the Master Equation in the case where the players undergo a common
noise. Carmona and Delarue [CD18, Chapter 6] explore also both of these questions in their book.
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20 CHAPTER 1. MEAN FIELD GAMES

To explain the system (1.1]), we need a presentation of the main ideas in optimal control.
Let us denote y, o the solution to the ODE

{y’(t) = g(y(t), a(t))
y(0) = =

Usually, the function « is called the control. We denote ¢(z) the value of the infimum

o(x) = ir(if/O L(s,ys,a(s),a(s))ds

Yz,a(t) = x} .

Then, the Dynamic Programming Principle claims that if o* is optimal for ¢(z) on [0, T, then it is also
optimal on [t,T7], i.e. a* is optimal for the problem

and the value function

T
8(t,7) = in { | Hstnats)al)ds

(e

O(t, Yz, (t)) = inf {/t L(s,yz,a(s), a(s))ds

Yo,a(t) = Yo,ax (t)} .
As a consequence, ¢(x) can be rewritten as a solution to a Bellman equation

t

#(x) = inf {/ L(s,Yz,a(s), a(s))ds + qﬁ(t,yz,a(t))} .
« 0

Further computations can prove that ¢(t, ) is a viscosity solution of the Hamilton-Jacobi-Bellman equa-

tion

—8t¢(t,x)—|—H(t,x,—V1¢(t,x)) 207 (12)
where H is the Hamiltonian defined by

H(t7 I,p) = sup 7L(t7 €, Q) +p- g(fE, Q)
qeR™

I refer to [FR75| for rigorous proofs about optimal control. The lecture notes by Guillaume Carlier [Car07]
with heuristic computations were a good help to understand dynamic programming principle. A very
short introducion to optimal control has also been written in the second book by Filippo Santambrogio
[San23| Section 1.7].

The heuristic proof of consists in showing it by double inequality. The direction < is established
for all ¢ € R™ in —L(t,z,q) + p - g(x,q) with p = —V,¢ and then one takes the supremum over g.
For the other direction >, one has to take the optimal control « for the problem ¢. The inequality
is proved and it happens that at the same time this optimal control « is a maximiser of H, i.e a €
argmax, —L(t,z,q) + p - g(x,q) with p = —V,¢. A posteriori, this furnishes a way to compute the
optimal control. The connection between the optimiser of H and the optimal control is established in
[BC97, Corollary 2.18].

Now, we can link optimal control to MFG. The only difference is that the MFG system is
coupled with the continuity equation in a way that the right-hand side of the Hamilton-Jacobi equation
f(x,p(t,z)) depends on the density. If p is given, then u is the value function

T
u(t, ) :igf/t L(8,Yz.a(5), () + f(yz,a(s), p(,Yz.a(s5)))ds (1.3)

and by the previous discussion, u verifies the first equation in the MFG system. To recover g(z, ), we
use the fact that the optimal control « is optimal for H. Then we use the envelope theorem (reminded in
Box 1.11 [San23|) which claims that if (hg), is a family of functions such that for all p, h(p) = sup, ha(p)
and if A is differentiable at py such that h(pg) = hq, (po) for some ag, then V,h(py) = Vphe, (po). Thanks
to this and to the fact that « is optimal for H, we obtain that

VpH(ta x»p) = Vp [_L(ta z, a) +p- g(fﬂ, Oé)] = 9(1'7 OZ),
with p = —V,u. Hence, the optimal trajectory y, o verifies the ODE

{y/(t) = VPH(tvy(t)a_vzu(tvy(t)))
y(0) = =
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If we denote v(t,x) = V,H(t,z, —Vzu(t, z)), then v can be seen as the velocity field of the particles y(t).
Therefore, by the mass conservation equation which arises in fluid mechanics, we obtain that the density
p solves the continuity equation in the sense of distributions

Owp + div(pv) = 0 with v = V,H(t, z, =V, u),

which is exactly the second equation in the MFG system .

The existence of the solution to has been established when the coupling f[p(t)](x) is nonlocal
(see [LLOGb| and |Carl2]), which means that f[p(t)](z) = f[p(t,-)](z) can be for example a convolution
of a function with p(t,-) which has a regularization effect. If one considers the application that with
p associates the solution u to the Hamilton-Jacobi equation and the application that with u associates
the solution p to the continuity, then by Schauder fixed point theorem there exists a fixed point to the
composition of these two applications. This is possible thanks to the nonlocal property of f which allows
the composition to be a continuous application.

If the coupling is local, namely f directly depends on p(t, z) such that f[p(¢)](x) = f(z, p(t,x)), then it
was not clear whether the solution exists. This problem has been overcome later by Cardaliaguet [CG15|
in 2015 using a variational formulation that will be introduced in the next section.

1.2 Variational Mean Field Games

In this section, we pass to the case where the coupling f is local, i.e. f[p(t)](x) := f(z, p(t,x)).

In [Carl5] Cardaliaguet proves the existence of a weak solution to by describing it as the
minimizer of two variational problems that are in duality.

The first one essentially comes from the weak formulation of the continuity equation and is

. T
i A@) = [ [ Fle—00(t.0) + H. =V eota)dudt — [ 6(0,)dma(a)

where F' is the antiderivation of f in the sense that dF'/dm = f and ¢ should play the role of the value
funtion. The function F* is the Fenchel conjugate of F'.
The second one stems from the minimization problem u(0,z) in (1.3)) and is

T
it Blpo)= [ [ el (o —eltn) + Floplta))dodt + [ or(@p(Ta)de (L)
v d d
Btp+d?V(pU):0 0 T T
where p is the density and v the velocity. The function H* is also the Fenchel conjugate of H.
By the Fenchel-Rockafellar duality theorem (see [ET99]), we have that

inf A(¢) =—  min  B(p,w), (1.5)
¢ (p,w)
O p+div(w)=0
where we use the change of variable w := pv to make B convex in its second variable.

Let us note that this formulation of variational MFG was the first to occur in the litterature. From
a modeling point of view the problem min B is the most meaningful, but since it is set in the setting of
measures it is itself the dual of min A, and not vice versa. A similar game with potential has also been
studied in the case of Wardrop equilibria [CJS08] which was introduced in the 1950s by Wardrop [War52]
to study a large number of vehicles.

In [BCS17], the authors explain formally how we pass from the MFG system to these dual problems in
the simple case where L(t,~(t),¥(t)) = |¥(¢)|?/2 and the control is g(x, a) = . By using the formulation
of the problem, existence and uniqueness of weak solutions of the MFG system has been rigorously
proved in [Carl5| when H and f has a superlinear growth, in the case of a first order MFG with a local
coupling. Under slightly less restrictions on H and f, existence and uniqueness are proved in [CG15|.
Thanks to this variational approach, there is also existence and uniqueness of weak solutions to the second
order MFG system with degenerate diffusion and local coupling in [CGPT15].

A particular case of the problem has been reformulated by Benamou and Brenier in [BBOO|
into an optimal transport problem at the beginning of the 2000s before the introduction of Mean Field
Games. The authors showed that the dynamical formulation of the optimal transport problem is actually
the minimizer of some kinetic energy subjected to the continuity equation:

(p,v)
O p+V-(pv)=0

T

Walpopr)?= it T [ [ ptoloft,n) Pt (1.6)

Rd JO
p(0)=po,p(T)=pT
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Here the density is not coupled with the Hamilton-Jacobi equation since f = 0, so the function f does
not really depend on the density in , so this is not a true MFG problem. Nervertheless, this result
allows to use dynamical formulation of optimal transport in MFG. This link is described in [BCS17].
The result has been extended to p > 1 instead of p = 2 in [Bre03|. In [BJO09|, Buttazzo, Jimenez
and Oudet generalize the problem in the right-hand side of to a more general cost function which
enables to add a congestion term to the kinetic energy |] f plv|?. Without knowing it, the authors studied
a variational Mean Field Game whose formulation is described later in .

Without being exhaustive, several studies have been done thanks to this approach in Mean Field
Games. For example, the regularity of the solution is studied via the variational structure of the problem.
In the paper by Lavenant and Santambrogio [LS18]|, the authors prove the L™ regularity of the solution
thanks to the JKO scheme. For a particular case of the Hamiltonian, i.e. H(z,§) = 3|¢|?, Prosinski and
Santambrogio |[PS17| show Sobolev regularity of the solution by using the duality of the problem. This
result has been improved by Graber and Mészaros [GM18| for more general H.

If H is non-standard and if f, whose increasing property usually describes the congestion in the
models, is decreasing, then Cirant and Nurbekyan |[CN18| showed the existence of the solution to viscous
MFG by using a suitable variational formulation of the problem.

In order to perform numerical simulations of variational MFG problems, the Alternating Direction
Method of Multipliers (ADMM) can be used. It was introduced in 1983 by Fortin and Glowinski [FG83)|.
They give two different versions which they call ALG1 and ALG2. Since ALG2 is cheaper than the
second, it is applied in [BC15|, [AL16|, [BCS17| and [And17]| to model Variational Mean Field Games.
The authors Bricefios-Arias, Kalise and Silva compare different proximal methods in [BKSI8| such as
ADMM, Chambolle-Pock, Predictor-Corrector Proximal Multiplier and Monotone+Skew to model sta-
tionary MFG.

Up to now, the variational formulation has been presented in an Fulerian point of view where we
consider the density p(t) as a curve of measures. Now we introduce the Lagrangian formulation where
the density is represented by a probability measure ) € P(C) supported on the set of curves taken by
each agent.

Formally, if we think about dividing Eq. by T2 and letting T tend to 0 and if we define the
metric derivative by

s—t ‘3 —t|

, (1.7)

then we have the following characterization of absolutely continuous curves in the set of probability
measures equipped with the Wasserstein distance W), whose statement and proof can be found in [AGS05,
Theorem 8.3.1] or in [San15, Theorem 5.14]:

Theorem 1.2.1. Let p > 1, P,(Q) be a probability space equipped with the Wasserstein distance W, and
I be an open interval of R.

If p: I — Pp(Q) is an absolutely continuous curve, then there exists a vector field v such that Oip +
V - (pv) = 0 in the sense of distributions and

o))l Lo o) < 1P'1(2), a.e. t.

Conversely, if p satisfies Op + V - (pv) = 0 in the sense of distributions for some v, then p is an
absolutely continuous curve and

|p/|(t) < Hv(t)”Lp(pt)) a.e. t.

Theorem stems from a generalisation of (|1.6)) for p > 1. Thanks to the next Proposition, we will
be able to write a Lagrangian version of Theorem

Proposition 1.2.2 (|Sanl5|, Proposition 5.31). For every Lipschitz curve (pt): in Pp(2) endowed with
the Wasserstein distance W, there exists a measure Q € P(C) such that p, = e, #Q and

1 1
/C / OPaden) < [ lerd,

Conversely, if Q € P(C) is such that p(t) = e;#Q, then

/ oyt < [/ @),

Proposition allows us to rewrite Theorem |1.2.1|in a Lagrangian way:
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Proposition 1.2.3 (|[BCS17], Proposition 3.1). If Q € P(C) is a probability measure such that p; = e;#Q

and [, fT b’ (t)‘pdtdQ( ) < oo, then p: [0,T] — Pp(Q) is absolutely continuous and there exists a vector
field v such that the continuity equation is satisfied and

1T T
,//Wg//
PJo Jo cJo

Conversely, if p is absolutely continuous, (p,v) satisfies the continuity equation and fOT Jo plvP < oo,
then |p'|(t) < ||v(t)||Lr(p,) for almost every t and there exists Q € P(C) such that py = e;#Q and

[ a2 [ e

Therefore, the minimization problem

min {/ /< plol? + Gz, pt)) da:dt+/\1/de} (1.8)

A p+V-(pv)=0

OF i),

can be written as:

pepin, po{ / / DO ag / Gle#Q)dt + / \I/d(eT#Q)} (1.9)

where G: P(2) — R is such that

G(p) = { [ Gz, p(x))dz, if p < L2,

+00 otherwise.

The link between the problem (1.9) and MFG is that if Q minimizes (1.9)), then we have for all Q such
that [ G(e#Q)dt < +o0,

/ </T Y @F dt+/T G(y(t),et#Q)dt+‘I’(7(T»> dQ(v)
¢ \Jo p 0

T T
</ ( / POF 4 G(v(t»et#@dtwww») dQ().
C 0

p 0

Further work shows that this inequality is true for all ), thus proving that @ is supported on the optimal
trajectories . I refer to [BCS17| and [San20| for a more rigorous presentation.

The Lagrangian point of view was used in a MFG model with density constraints studied by Cardaliaguet,
Mészaros and Santambrogio [CMS16|, where the agents going through a congested area have to pay an
extra price. They showed that the solution the MFG system generates a probability measure that is sup-
ported on the optimal trajectories. By using the Eulerian formulation, they proved Lt 1o BV z Tegularity
of the pressure. Under more restrictive hypotheses on H, Lavenant and Santambroglo |[LS19] proved
better regularity that is L{°H}.

The problem where the conditions at time 0 and at time 7" are prescribed (i.e we impose the density
to verify p(0) = pg and p(T) = pr) is called the planning problem. In [OPS19], the Eulerian variational
structure is used to prove existence and uniqueness of a weak solution for the first order MFG where H is
convex with a quadratic growth. In addition, they show that there exists a probability measure supported
on the optimal paths. Still in the Eulerian framework, Graber, Mészaros, Silva and Tonon |[GMST19|
improve this existence and uniqueness for more general H. Moreover, they obtain Sobolev regularity of
the solution under some restrictions. In [BFG22|, the authors propose a different variational approach of
the planning problem in MFG which eliminates the continuity equation in the variational problem. They
also prove existence and uniqueness of the solution.

To modelize crowd motion, Mazanti and Santambrogio [MS19| use a minimal-time control problem
where agents seek to exit a bounded domain as fast as possible, but are subjected to bounded maximal
speed in crowded areas. By using the Lagrangian formulation of the problem, they prove existence of an
equilibria thanks to Kakutani’s fixed point theorem.

The Lagrangian setting can also be used to modelize crowd motion where the velocity of an agent
depends on the velocity of the other’s. One can think of a group of birds which moves by following each
other. The existence and the regularity properties of such a model has been investigated by Santambrogio
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and Shim [SS21]. The problem is said to be Cucker-Smale inspired. The variational problem is the
minimization of a cost that depends on the kinetic energy and a convolution term that depends on an
interaction kernel. Sadeghi Arjmand in his thesis [Sad22] improves this result in the free final time case
with a general running cost L and a more general interaction cost.

As far as numerics are concerned, we note that in [Sar22|, Sarrazin uses the Lagrangian formulation
to approximate the solution of a variational MFG with a variational MFG of finite number of players.

1.3 Mean Field Games with jumps

In this thesis, we concentrate on deterministic Mean Field Games with jumps, which means that we allow
the trajectory of an agent v to be discontinuous. More precisely, we are motivated by the modeling of
the residents in a city. Each inhabitant will choose a place to live according to their preferences (e.g. city
center, suburbs, ...) and to the density of the population. The move of a person will count as a jump.
Between one jump and the next one, the trajectory is constant. The model we introduce is only a toy
model and our aim is not to fit any real experimental data, but to study the basic properties of the model
such as existence and uniqueness of solutions, regularity properties, numerical simulations, etc.

Mean Field Games with jumps have already been studied by Bertucci in his thesis in 2018 [Ber18| in
the stochastic case where the agent’s trajectories are controlled by a Brownian motion and are allowed
to make jumps. In particular, he extends impulse control problems to Mean Field Games by making
the value function depend on the density. Impulse control theory has been brought to the community’s
attention in the 1970s by Bensoussan and J.-L. Lions in [BL75] who introduced new methods such as
Quasi-Variational Inequalities (QVTI) to solve these kind of problems.

The motivations for the study of impulse control problems is for example stock management. To
present an impulse control problem, I borrow the notations from [BL75]:

e y(t) € R™ is the state of the stock at time t € [0,T] of n different types of goods,

e D(s,t) = (t — s)u + o(W(t) — W(s)) is the demand between times s and ¢ where u € R™ and
W (t) € R™ is a standard Wiener process and o is a linear application from R™ to R™,

e A is a matrix such that A; ; = (60%); 5,
e The set of random variables v = {0, w!, 6% w?, ...} is the policy of commands to replenish the

stock when knowing the state y; 5, where 0 < Pl < ... < @ < @1 < T are the times at which

the command is performed and w!',w?,... in R® are the quantity of goods that are ordered at

respectively times 01,62, ...
When there is no jump, the stock y evolves simply according to the demand, i.e. for all s € [t, 0],
y(0) =z € R" and y(s) = = — D(0, ).
Then, when a jump occurs, we add new stock to y:
y(0") =2 — D(t,0") + w'.
Knowing y(6%), the next part of the trajectory is defined as follows
y(s) = y(0) — D(0",s),Vs € [0°, 6",
y(0 ) = y(6") — D(6",60") + '

To choose the best control v = {6, w!, 62, w?, ...}, one would like to minimize a cost that depends on
the number of jumps and on the state of stock. We define a function f(¢,z) that describes the cost paid
for storing the goods or for stock shortage. The integer N; describes the number of instants 6; starting
from ¢, i.e. the number of jumps. The problem is then

u(t,z) = inf }J(v) =E (Nt +/t f(s,y(s))ds) . (1.10)

v={0%w!,...
y(t)==

The dynamic programming principle (already introduced in the first section of this chapter) provides
another formulation of u. At time ¢, if it is optimal to place an order £ € R™, then

u(t,z) =1+ u(z +&t)
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and if it exists, one can chose £ such that it optimizes
1+u(x+¢&t) =1+ infu(z+ w,t).

When it is optimal not to jump and to let the demand reduce the stock during a period of time §, then

t+6
Mu@:E<A‘ ﬂx—D@@%ﬁ%+uﬁ+&x—D@t+®0. (1.11)

Therefore, the new formulation of u is

[ t+infyu(e +w,b), 1.12
u(t,z) = min E( tt+6 f(z — D(t,s),s)ds +u(t + 6,z — D(t,t+5))) . (1.12)

By writing the Taylor expansion of first order of the right-hand side of (1.11]), we obtain

u 1 8?
amwuw@@+5—Xy@§+§ZMM%§;+MMw)+d&
B [ . [ 7

2]

By denoting A the operator such that

~ ou 1 0%u
Au=2 iy =3 2 A g

]

the problem (1.12)) is equivalent to the system of inequalities

u(t,z) < 1+inf, u(t, z + w),
—du+ Au— f <0, (1.13)
[@Mn@—AM@@+f@@MML@—1—mMu@x+wﬂ:Q

The system ([1.13]) can be written in a weaker way in a system of quasi-variational inequalities (QVI):
under some assumptions on f and u, we get

u(t,z) < 1+inf, u(t, z + w) a.e,
{ —(Owulv — u) + a(u,v —u) — (flv —u) > 0, for all v such that v(¢,z) < 1+ inf,, u(t, z + w),
(1.14)
where a is a bilinear application linked to A.
It is possible to generalize the cost of jumps. Instead of 1 in the formula 1 + inf,, u(¢, x + w) we can
put a cost k(w) that depends on the place where it will jump so that we obtain

Mu(t, z) := inf k(w) + u(t, z + w).

M is a frequent notation for this operator.
The QVI (1.14)) can be extended to more general cost functions f that depend on the control « on
the trajectories y such that

T
J(v,a) =E (No +/ L(t,y(t),a(t))dt) .
0
If we define H(t,x,p) = min, L(¢,z,q) — p - ¢, the QVI would be roughly of the form

<
{ u < Mu a.e, (1.15)

— (Qgulv —u) + a(u,v —u) — (H(t,z, Vu)lv —u) > 0, for all v < Mu.

This extension has been made for the first time in [BL77] by Bensoussan and J.-L. Lions and the case
when H has a quadratic growth has been studied in [BFMS82].

Several studies have been carried out since the 1980s on impulse control problems. To cite a few,
Frehse and Mosco in [FM82] study the problem when there are irregular obstacles. The idea of obstacle
is contained in the operator Mu since the jumps occurs when the trajectory y(t) reaches the set of points
defined by {z ; wu(t,z) = Mu(t,x)}. Further investigation on the obstacle and the regularity of the
solution w has been done by Perthame in [Per85|.
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All the cited works so far have been performed in the stochastic case, which means that the trajectories
are subjected to a Brownian motion and the jumps occurs in a random way. It is possible to pass from
the stochastic case to the deterministic case by defining an operator

0 1 0?
_C+Z,U/z u: Z ’Jﬁxlng

)

and letting ¢ — 0. In [Men81|, Menaldi showed that the solution u. of the following QVI
e < Mu, and Yo < Mu, a.e, ac(ue,v —u:) > (f|lv — u.)

converges towards the solution u of 3
u < Mu and Apu < f. (1.16)

In [Men82|, the author describes the solution of (1.16)) as the value function of an impulse control problem
u(x)=  inf  J(v):= Z k(&) e Y +/ fy(s)e P4 ds
i=0 0

’L)i(gl,fl,... )
y(0)=z

where 7 is some optimal stopping time and S > 0 a sufficiently large coefficient.
Barles in [Bar85| extends this result to a more general cost function

o0 +oo
u(x) = inf J(v, a) = k(& 6*591_’_/ s, a(t)) e~ ds
(@) U:(al((a)&)l;-u),a ( ) ; (&) o f(y(s), al(t))
y(0)=z

which depends on the control o where the continuous part of the trajectory verifies y'(¢) = b(y(t), a(t)).

Another approach is to formulate the optimality condition as a maximum principle. Blaquiére intro-
duces this method in [Bla77| for finite time horizon and in [Bla85] for infinite time horizon. Rempala and
Zabczyk |[RZ88| suggest a simpler proof for the maximum principle.

Deterministic impulse control problems are also the subject of more recent research for example in
|[EBB10], where El Farouq, Barles and Bernhard study the uniqueness of the viscosity solution of an
Isaacs QVI which comes from an impulse control minimax problem.

The impulse control problems introduced in this subsection only deal with individual trajectories
while in Mean Field Games one would like to study the behavior of an infinite number of players. This
is the problem Bertucci investigated in his thesis |Ber18].

First, Bertucci presents what would be the density if the trajectories were subject to a Brownian
motion and the value function of the problem were

#(0:)i
u(t,z) = inf / (s ))ds + k(&
(ta)= _ inf - Fsy(s Z (&)
For any ¢ > 0, he defines the PDE
1 1
Ome(t, ) — vAm.(t,x) + g(lAms)(t,x) - g(lAmE)(t,w -¢)=0 (1.17)

where A C R™ is the set at which the particle jump, the term élAm6 (t,z) represents the rate at which
the particles jumps and %1 ame(t, x — &) stands for the rate of particles that arrive. For simplicity, £ € R”
is the unique possible jump, i.e. we jump from z to x 4+ £. By using appropriate estimates on m,, he
extracts a sequence which converges towards a solution m such that for all v < Mv on A,

/OT (Opu — vAulm) — / u(0)mo < /OT (G0 — vAvim) - / w0

for any u such that u = Mwu on A. This inequality is called by the author the Fokker-Planck equation
of particles which can be seen as the dual of a QVI. Then, he extends this result to a finite number of
possible jumps. Nevertheless, it is possible to apply this to any possible jump.

Second, Bertucci proves the existence of a solution to the MFG of an impulse control problem. Now
the running cost f(m) depends on the density and the MFG system is of the form

max(— 8tu—uAu—f( ),u— Mu) =0,
Vo < Mo fo (=0 (v —u) — vA(v —u)lm) — [, (v —u)(0)mg > 0,
fo S (=0u — vAu — f(m))m = 0.
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The last equation can be viewed as a relaxation of the fact that m = 0 on the set {u = Mu}, which is
the set at which it is optimal to jump. Yet, one may have at the same time —0;u — vAu = f(m) where it
is optimal not to jump. Therefore, the last equation allows the density m not to vanish in that situation
which makes the problem more convex.

To prove existence of an equilibrium (u, m), Bertucci approximates the second inequality of the system
as in . Then, he uses Kakutani’s fixed point theorem to show the existence of a solution (u.,m.)
of the approximated system. Finally, he passes to the limit € — 0 up to a subsequence by using suitable
estimates on m,. and wu.. Next, the author discusses the uniqueness of the solution which occurs under
some monotonicity conditions on f.

As pointed out in his work, the existence of such an equilibrium strongly depends on an estimate on
me which comes from the second order property of the problem that is ¥ > 0. Thus, the MFG with
jumps can only be treated in the stochastic case with his approach.

To our knowledge, the study of MFG with jumps in the deterministic case has not yet been tackled in
the literature. This will be the object of this thesis, and our strategy will be different from the one used in
impulse control problems which are dealt with QVIs. In fact, we will use the variational formulations of
the MFG (both Eulerian and Lagrangian) for which we will prove existence and some regularity properties
in the Eulerian case.

The cost function considered by each agent is similar to the one used in impulse control theory:

T

T
it A0+ [ et QO+ [P0, Qe+ i (D))

~v: [0,T]—=R"™
v(0)=zo
We consider a general framework where A can either represent the number of jumps of v or the kinetic
energy fOT Wdt. Besides the fact that this problem is deterministic in order to be more general, the
novelty of the model is that the running function is the sum of a variational term dI/dm and a continuous
(not necessarily variational) term F.

1.4 Mixed Mean Field Games

In this section, I present a class of variational Mean Field Games that we call mized, because the term G
in the potential is the sum of two terms: one that is variational and one that is not. The problem
when G is variational, i.e GG is the anti-derivative of a certain function, has been broached in a lot of
studies that I mentioned in Section[I.2} A presentation of this class of problems can be found in [BCS17].
The case where G is not the anti-derivative of a function and is only continuous has been studied in the
paper by Cannarsa and Capuani [CC18], where the existence of a solution is established using Kakutani’s
fixed point theorem. Our strategy to prove existence of a solution ) to the mixed MFG is highly inspired
by the latter.
The problem is as follows: given Q, we solve

Jmin {/CA(W)dQ(v)—i-/OT I(e:#Q) dt+// (t, (1), e#Q)dt dQ(v /wT d(er#Q)(x )}

eo#Q=po

We will prove the existence of an equilibrium measure Q such that Q solve the problem for Q = Q,
characterized as a fixed point of a multi-valued function.

First, let us introduce the notations and the problem solved by each agent. The metric space (C, d) will
designate the set of curves v: [0, 7] — € followed by an agent in the space Q C R? with d > 1 (it would
also be possible to consider other domains such as the torus). Since the dimension d > 1 is a number and
the distance d(z,y) takes two variables, the context will separate the meaning of the notations. The set
Q is supposed to be compact. On the space C we will define an action A : C — [0, +00] which represents
the cost for moving. The choice of C is not very important since it is more important to know the set of
curves with finite action. In particular, we require {y € C : A(y) < +o00} C BV([0,T]). We recall that
we have

BV([O’T]’Q) = {7: [O7T] -0 TV(’% [OaT]) = 0t <Sugt _ Z |7(ti) - ’Y(ti—l)| < o0 }

I refer to [Loj88| for an introduction to bounded variation functions with this definition.

To be explicit, the main setting that we consider is the one where we take for C the set of measurable
curves defined on [—1,T], valued into 2, and constant on [—1,0]. These curves are identified by a.e.
equivalence, and we endow it with the L' distance. This space is a complete metric Polish space. We
spend few words on this choice of modeling:
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e Even if curves with finite action are all BV we do not want to choose C = BV since this would
suggest to endow it with the BV norm, which would make our compactness results fail.

e Neither do we want to choose C = BV and endow it with the L! norm since this would not make
it a complete metric space and some measure-theoretic tools that we use require to be in a Polish
space.

e The choice of the left-continuous representative together with the choice of extending the curves
to [—1,T] instead of only [0,T] allows to give a precise meaning of the initial point v(0), but also
allows for immediate jumps at ¢ = 07. Another possibility would have been to require curves to be
right-continuous at ¢ = 0 and, instead of imposing initial data of the form ~(0) = z( penalizing the
difference |y(0) — x| as done in [DS23|, but this would have made the presentation much heavier.
On the other hand, we never impose Dirichlet boundary conditions at t = T', so there is no need to
do the same for the final point v(7") and we can just think that the final penalization 1 includes
the possibility to jump at t =T.

e Topologically, the only effect of extending curves in a constant way to [—1, 0] is that the convergence
in C means convergence for a.e. t € (0,7] and at ¢t = 0.

e When only continuous curves have finite action (we will see later that we consider two cases: the
jump case where the BV setting is the adapted one, and the kinetic case where curves with finite
action are continuous) it would also be possible to choose C to be the set of continuous curves valued
into €2, endowed with the uniform convergence instead of the L' convergence, and many difficulties
would disappear.

For all ¢ € [0,T7], the evaluation map e, is defined as follows:

€t C —0Q
v =)

Let mg € P(f2) be a probability measure over the space 2. The set Py, (C) will be the set of probability
measures @ over the set of curves C such that [ AdQ < +oo and such that the push-forward measure
by the evaluation map satisfies eg#Q = mgy. We recall that for all ¢t € [0,T], the push-forward measure
e;#Q is characterized by

Vo € C(9), / o(@)d(er#Q) () = /c (1 (1)dQ(),

where C() is the set of continuous and bounded functions on Q. The measures e;#@Q are well-defined
whenever [ AdQ < 4oo since in this case @ is concentrated on left-continuous curves.

Let Q@ € Pp,(C). Each agent whose starting point is zy seeks to solve the following optimization
problem:

T T
miy Jo()i= A0+ [ Geh@O@)+ [ FeaadQdi+ (@) (113)

yel
~(0)=zo

In this section, we make the following hypotheses:

(H1) A:C — R is lower semi-continuous and coercive (its sublevel sets are compact in C), and A(y) =0
for any constant curve 7 (this simplifying assumption is the reason not to include 7 (v(T")) in the
action A); the function r: Q@ — R is also lower semi-continuous and we suppose ¢ > 0;

(Hs) I:P(Q) — [0,400] is convex, l.s.c. for the weak convergence, and admits a first variation dI/dm;
we also assume I(mg) < +00;

(H3) F:[0,T] x 2 x P(Q) — R is continuous with respect to its three variables, and we suppose F' > 0;

(H4) the space C is such that if Q, = Q in P,,,(C) with J AdQ,, < C, then up to a subsequence, we
have e;#Q,, — e;#Q, for a.e t. The notation — represents the narrow convergence of a sequence
n

of measures, i.e.

¥ G0, [ e(i@ut) — [ erdan)
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Note that the assumption on the coercivity of A could equivalently be replaced with the coercivity of
v = A(y) + é(v(0)) for a suitable coercive function ¢ : & — Ry (and that ¢ could be included in A).
Indeed, due to the fact that we prescribe the initial point in the variational problem of each agent and we
prescribe the initial distribution of the agents, adding a penalization on their initial point has no effect,
and we can use an arbitrary coercive function ¢ such that [ ¢dmg < +oco. In particular, very often the
action A penalizes the derivative of the curve v and for compactness we also need to bound the curve
inside a compact domain, which can be obtained enforcing a bound on +(0).

For the sake of clarity, I recall the definitions of lower semi-continuity and first variation below. Some
examples of standard first variation functions are presented in [Sanl5, Section 7.2].

Definition 1.4.1. Let X be a topological space which verifies the first axiom of countability. A function
f+ X — R is lower semi-continuous (l.s.c.) in xo € X, if f verifies one of these equivalent conditions:

(i) for allt < f(xg), there exists a neighborhood U of xy such that for allz e UN X, t < f(x);
(i) for all a € R, the set {z ; f(x) < a} is closed;
(i) J(z0) < limink, ., [(z).
Definition 1.4.2. Let f: P(Q) — [0,+00] be a functional. Let m € P(2) be such that for all € € [0,1]

and all m € P(Q) NLE(Q), f(1—e)m+e m) < 4oo. If it exists, we call %(m) a first variation of f
such that for every perturbation x := m — m with m € P(2) N LX (),

daf

dm

Elm e imo = [ L m@)in(a).

We also say that f is a first integral of %(m).

The goal is to find a measure Q € Py,, (C) whose support is included in the set of optimal trajectories
of Jg. This is equivalent to satisfying the following inequality:

WE%WLA%MQMSL%MMM- (1.19)

One can see that (1.19) is the optimality condition of an optimization problem. In particular, if Q
minimizes

Q- Us(Q /A )dQ(y // (e:#Q)(z dxdt+// (t,v(t), e, #Q)dt dQ( /sz

then it formally verifies (1.19). A rigorous statement will be proved in Chapter [3, but here it motivates
the study of the problem ming Ug(Q). The goal then becomes to find @ such that @ is a minimizer of
Ups.
Q _
To find such a measure (), we will define an application H that associates with any Qo the set of
minimizers of ming Ug, (Q), and we will prove that it admits a fixed point @ thanks to Kakutani’s fixed
point theorem [Kak41] which is reminded below.

Theorem 1.4.3. (Kakutani’s fixed point theorem) Let X be a nonempty convex and compact set. Let
f: X = P(X) be a multi-valued function, i.e. f(x) is a subset of X, which in this case will be denoted
X=X,

If for all x € X, f(x) is nonempty and convez, and if the graph of f is closed, then f admits a fized
point, i.e. there exists T € X such that T € f(T).

The following Lemma is a useful tool when a sequence (Q )y narrowly converges to @, and we state
it in its most general form for possible use.

Lemma 1.4.4. Let (C,d) be a metric space and f: C — R a function bounded from below and (Qn)n C

P(C) a sequence of probability measures narrowly converging towards Q. Set ldisc(f) :={z € C : Iz, —
x @ liminf, f(z,) < f(x)}, i.e. ldisc(f) is the set of points where f is not l.s.c. Then, if Q(1disc(f)) =0,
we have

/C fdQ < limnt /C FdQx.

Proof. For all kK € N, we define fi: C — R such that

Wk e N, fu(e) = min (nf 7(s) + k(o). k).

(7);
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Then, for all k € N, fj is k-Lipschitz and bounded, so

[ sudn — [ fude.
c N Je
In particular, using f > fi, we obtain
N Je c
Moreover, f(x) = supy, fr(z) for all x € C\ ldisc(f). Indeed, for a fixed = € C, let kg € N be such that

f(x) < ko. Then, for all k > ko, we have fi(x) = infycc f(y) + kd(z,y). Therefore, for all k > ko, there
exists yi € C such that

fe(@) < flyw) + & d(z,yx) < fr(z) +1/k. (1.20)
Dividing Ineq. (1.20) by k£ > 0, and letting k — 400, we obtain
lim Fwe) +d(z,yx) = 0.
k—o0 k

Since f is bounded from below, we have limg_, d(z,yx) = 0, so

Y — .
k—o0

Then, by taking the liminf limit in (1.20)), we have

liminf f(yy) + & d(z, yx) < sup fi.(2)- (1.21)
o0 k
Next, by definition of fi and using the l.s.c. behavior of f at points in C \ ldisc(f) we obtain

sup fel@) < f(z) < liminf f(y) + & d(z, yx)- (1.22)

Ineq (L.21) and (L.22) imply

sgpfk(x) < f(z) < Sllip fe(2),

so f(x) = supy fi(z).

Using the assumption Q(1disc(f)) = 0, by the monotone convergence theorem we have

| Q= jim [ fda

hence the claim. O
In order to apply the previous Lemma, we will need A to be bounded from below.
Lemma 1.4.5. If A: C — R is L.s.c. and coercive, then A is bounded from below.

Proof. One could already see it with the existence of a minimizer of a non-empty compact sublevel
set by the lower semi-continuity of A, but here I suggest a proof with the definition (i) of the lower
semi-continuity.

Let a > 0 be such that € := { € C; A(y) < a} is nonempty. Since A is L.s.c., for all vy € €, we have
Vt < A(7o), there exists a neighborhood U.,, C C of g, such that

Yy e U, NE, t < A(y).

Thus, UW ce Uy, is a subcover of €. By compactness of €, there exists a finite number of neighborhoods
that covers €. Let us denote U; each neighborhood of a point ~; for every ¢ = 1,...,n. For each ¢, we

chose t; such that t; < A(+;) (e.g. t; = A(y;) — 1). The smallest ¢;, for some ig € {1,...,n} will verify
Vy e, t;, < A(v).

A fortiori, for all v € C, we have t;; < A(vy). Hence A is bounded from below.
O

The next Lemma shows that the coercivity of A implies the coercivity of @ — [ A(7)dQ(v), so that
we will be able to define compact subsets of P(C).
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Lemma 1.4.6. If A: C — R is coercive, then QQ — fc Y)dQ(7) is coercive.

Proof. We aim to prove that for all a € R, the set T'o, = {Q € P(C); [, A(7)dQ(7) < a} is compact.
If a > 0, then by the Markov inequality, we have for all N € N*,

A(v)d
QT QUyeC: Al) > Ny < Je A0 o
N N
In particular, for all € > 0, there exists N € N* sufficiently large such that

VQ € Ta, QU ; Aly) < N} <e

Since {7y ; A(y) < N} is a compact set (by the coercivity of A), the family T',, is tight. Consequently, by
Prokhorov’s theorem (see e.g. [Bil99, Chapter 1, Theorems 1.4 and 6.1]), the set T',, is relatively compact.
There remains to show that T',, is closed. Let (@), be a sequence in I', narrowly converging towards
Q@ € P(C). Let us show that Q € T',.
Since A is l.s.c. by Hypothesis (H;) and bounded from below (see Lemma7 we have by Lemma
44 that

[ A0iQ() < timint [ A0)dQ.(2) <,
C

c
hence @ € T',,.
In conclusion, I',, is relatively compact and closed, so it is compact.
If o <0, then I'y, is a closed subset of I'g for any § > 0 which is compact, so Iy, is compact. O

The following Theorem states the existence of an equilibrium measure Q, as introduced at the begin-
ning of this section.

Theorem 1.4.7. Let T :=Tc = {Q € P, (C) : [, A( ) < C} with C defined in Remark
Under the assumptions (H1-4), the multzfunctzon
H:T =T
Q — argmin Up(Q)
Q,e0#Q=mo

:Q,if%i:%o{/A(V)dQWH/O I(e:#Q) dt+// (t,7(t), e, #Q)dt dQ(~ /wT

admits a fixed point.

Remark 1.4.8. The application H is well-defined if we determine a suitable C' such that ' is nonempty
and L{Q(Q) c I'. For example, we take a measure Qstiyy € P, (C) concentrated on constant curves, i.e.
the image of mg through the map associating with every x €  the constant curve equal to x. Then,

fc A)dQstin () = 0 and et #Qstin = mo for all t. If Q minimizes Ug, then

Ug(Q) < 0+/ (mo)dt + // 0), e #Q)dt dQuriu(y /¢T ))dQ i (7y)
=TI(myg) / / (t,x, e;#Q)dt dmo(x / Yrdmyg

< TI(my) // sup F(t,z,-)dt dmo(x /wTdmo =

P(Q)
and in particular we have [, A(v)dQ(y) < C

Proof. To prove the theorem, we will apply Kakutani’s fixed point theorem, hence we need to verify the
three following conditions:

(i) For each measure Q € T, the set H(Q) is convex.

This is a consequence of the fact that the functional which is minimized over @) is convex in ), and
it is actually the only reason to require the convexity of I.

o)
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Let @ and Qy be in H(Q) and A € [0,1]. We denote by M the minimum value M := U@(Ql) =
Z/[Q(QQ). By the linearity of e; and the convexity of I, we have

Us(MQu + (1 - N)Qs) = /c AMAOQ: + (1 - N)Q2)(7)
T
+ / (et OAQ1 + (1 — N)Qa))dt
0
T
+ / / F(t (1), e #Q)dtd(ANQs + (1~ N)Q2)(7)
/ Pr((T)AAQ: + (1 — N)Q2)(7)
T
— ) / AM)AQ: () + / (et OAQ1 + (1 — N)Qa))dt
+A// (£ (), et Q)dt dQu (4 +A/wT 1)dQ ()
<17A>/ A(7)dQa(7) + (1 A // (£ (1), ec#O)dt dQa()

(- / br(1(T))dQa(7)
< oY) uQ<@2>
which proves that AQ; + (1 — \)Q2 € H(Q)7 and consequently, that H(Q) is a convex set.
(ii) For each Q € T, the set H(Q) is non-empty.

We have to prove the existence of a minimizer in the problem defining H (Q) The coercivity of A
implies that the set I is compact for the narrow convergence of probability measures on C (see Lemma
1.4.6). Hence, there exists a subsequence (@, )r narrowly converging towards @ € T'. We re-extract a
subsequence in order to apply, later on (Hy).

Let us estimate liminfy Uy (@n, ) as k — oco.
Since A and 97 are Ls.c. and bounded from below (see Lemma [1.4.5)), we have by Lemma [1.4.4]

/ A()dQ() < limnf / AM)dQn. () (1.23)

and /wT ))dQ( )<hm1nf/1/)T ))dQn,. (7). (1.24)

Using (Hy) and after extracting a subsequence, we have e;#Qn, X e #Q for a.e. t. By the lower
semi-continuity of I and Fatou’s Lemma, we obtain

T T T
/ I(e;#Q) dt < / liminf I(e;#Qy,) dt <liminf / I(et#Qn,,) dt, (1.25)
0 0 k k 0

and since F' is continuous in its variables, we have

// F(t, (1), e #Q)dt dQy, (v // (t, (1), e #Q)dt dQ(7). (1.26)

Gathering the results ((1.23)), (1.25)), (1.26]) and (1.24]) gives

which proves that @ is a minimizer of Z/IQ and consequently, H (Q) is non-empty.

(iii) The graph of H is closed.

Let (Qn)n be a sequence narrowly converging towards Qo and Q,, € H(Q,,) a sequence converging
towards Qno. We will prove Qo € H(Qwo)-
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Since @, € H(Qn), we have for all Q €T,

/C A()AQn () + /OT IectQu)dt + / / F(t,7(1), er#Q0)dt dQu( / br(/(T)dQn(y)  (1.27)

< /C A()dQ() + /OT Ie#tQ)dt + / / (1 (0), et @u)it dQ( / br(((T))dQ().

For each term in , we consider its limit When n — 400.
Let us begin with fA )dQn(v) and [ 7 (v(T))dQn (). The functions A and ¢7 are ls.c. and
bounded from below, so by Lemma@[, we have

| 40)iQ(0) < timint [ A0, 0)
and /wT )dQuc (4 ><hmmf/wT ))dQu(7).

For the second term, by Hypothesis (Hy) (up to extracting a subsequence), the lower semi-continuity
of I and Fatou’s Lemma, we have the inequality

T

T T
/ I(et#Qo0)dt < / liminf I(e;#Q,)dt < liminf / I(et#Qy)dt
0 0 " " 0

When it comes to [, fOT F(t,~(t), e, #Qy)dt dQ, (), the continuity of F gives

T _ T B
L] Pea®.es@iaioum = [ [ Peam. @ aa.m,

In the right-hand side of (1.27)), only one term depends on n. The dominated convergence theorem
and Hypothesis (Hy) yields up to a subsequence

/ / (t.7(1), et Qu)dt Q) —> / / 1), er#Qu)dt dQ().

Finally, passing to the limit liminf in (1.27)) gives

/C AM)dQa(7) + /0 I(e#Quo)dt + / / F(t,7(t), et Qoo )t dQoo( / 1 (4(T))dQmo ()

< /CA(V)dQ(VH—/O I(e;#Q) dt+// F(t,y(t), es#Quo)dt dQ(v /wT (7)-

Since this inequality is true for all @Q € T', Q is a minimizer of Ug_, namely Qoo € H(Qoo) This
proves that the graph of H is closed.

Since the conditions (i), (ii), (iii) are verified, by Kakutani’s theorem, we can conclude that H admits
a fixed point in T'. O

1.4.1 The jump case

The theorem[I.4.7] can be applied to the case where A = S, where the functional S describes the number of
jumps of a curve . As we said at the beginning of the section, we choose C to be the space of measurable
curves (defined on [—1,T] but constant on [—1,0]) equipped with the L'-norm and S: C — [0, 00] is
defined via

S(y) = inf{#{t ; 7 is discontinuous in ¢ } ; 4 = v a.e. and 7 is piecewise constant}. (1.28)

Of course, S(v) = 400 whenever v does not admit a piecewise constant representative.

‘We note that we have
TV (v;[0,T]) < diam(2)S(y),

where diam(2) is the diameter of the compact domain €.
The following proposition shows that the function S is lower semi-continuous and coercive:

Proposition 1.4.9. S: C — NU {+oo} is l.s.c. and coercive.
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Proof. We need to prove that for all @ € R, the set E, := {y € C; S(v) < a} is compact. This proves
at the same time lower semi-continuity (for which the closedness of E, would have been enough) and
coercivity.

We assume « > 0 since otherwise E, = 0. Let (7,), be a sequence in F,. Take 7, a representative
of 7, which realizes exactly S(v,) jumps. Up to extracting a subsequence there exists a number N
such that N — 1 < « and each 7, is of the form 7, = Ei[if)l zf’l[a?’ahl). It is then possible to extract

converging subsequences from (z['),, and (a}'), and prove that %, converges to a curve 7 of the form

K3
v = Zf\;}l 2i1(a;,a,,,)- This convergence will be very strong: from the convergence of the values z; taken
by the curves and of the intervals on which these values are taken we can deduce that we have a.e. and L'
convergence (but not uniform convergence). Since v is piecewise constant and defined using N intervals
we have S(7) < N —1 < « (the inequality in S(y) < N could be strict, since we do not know whether the
points z; are distinct). This proves the compactness of E,, since we extracted a converging subsequence,
and the limit still belongs to the same set. O

There remains to verify that Assumption (Hy) holds true:

Proposition 1.4.10. Let (Qn)n be a sequence narrowly converging towards @Q in P(C) with
fc Y)dQr () < C < 400. Then there exists a subsequence Qn, such that

et#Qn, % e #Q, a.e. t.

Proof. For each n, let us define a measure p,, on [0,7] via

(1) = /C TV (7: 1)dQu ()

for every open interval I. The total mass of u, is equal to

/ TV (7: 0, T))dQn () < diam(€) / S()dQn() < C.
C C

Since the distribution function defined by F), (t) = infs>¢ pn(] — 1,5s]) is nondecreasing, bounded and
right-continuous, u,, is well-defined as a positive measure on [0, 7]. The sequence i, is then bounded in
the space of positive measures on [0,7] and we can extract a converging subsequence fi,, % . We will
then choose the corresponding subsequence @, .

We now claim that the convergence e;#Q, % e #Q) occurs for each t which is not an atom of p, i.e.

for all but a countable quantity of ¢.
We fix a test function ¢ € Lip(€2) and we need to consider [, ¢(7(t))dQn(v). The function C > v —
O () := ¢(7(t)) is not continuous, so this term does not pass easily to the limit. For this reason we fix

€ > 0 and consider instead the function C 3 v +— @ ( )= F" o (y(s ))ds Which is continuous for the L!

t— 5
convergence of v. In particular, we have lim,, fc dQn fc ().

Our goal is to prove limy fc Y)dQn,, (v fc ). By the lower semi-continuity of v —
TV (7, I) on each open interval I with the topology 1nduced by the L'-norm, we have

/ TV (y,]t — e, t +e))dQ(v) < liminf TV (v, ]t — e, t + €[)dQn ()
C n

and by the Portmanteau Lemma we have

limsup pn ([t —e,t+¢]) < p(ft —e,t+¢)).
Both of these inequalities and the definition of u, imply
[TVt - et chdae) < ple - et 4 <), (1.29)
c

We use |®(y) — ®-(7)| < Lip(¢)TV (v;]t — €,t + ¢[) and the inequality (1.29) which allows to obtain

< Lipo pin, ([t — &, +£]),

viq - | @ad@] < Lipou(lt — et +2]).
C C

@wm—/@wo%
C C

This implies

@WW/QMM
C C

/(I)dan - / (I)dQ‘ < Lip¢ (,u,([tfé‘,tﬁ»e]) +/’L”k([t7€7t+€])) +
C C
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Using lim supy, pin, (F) < p(E), which holds for every closed set E, we obtain

lim sup
k

[ v, —/cbd@\ < Wip ([t — .t +<]).
C C

The arbitrariness of € shows the desired limit as soon as pu({t}) = 0.
O

~ All the assumptions for Theorem are verified, so we can deduce that there exists a measure
Q € T which is a fixed point, i.e. it minimizes Ug in the case A = S.

1.4.2 The kinetic case

Another application of Theorem [[.4.7] can be obtained by using A = K with the function K defined as
follows

(1.30)

T [ymI» ; 1,p
K(7) = S—dtif y € WHP((0,T]),
400 if not,

for a given exponent p with 1 < p < co. In this case we can either choose C to be again the same space
as in the jump case, or even choose C = C°([0,7T7]; ), the set of continuous curves endowed with the sup
distance, i.e. with the topology of uniform convergence. This second choice simplifies some arguments
and make this section independent of the previous one.
Proposition 1.4.11. The application K: C — R is l.s.c. and coercive.
Proof. Tt suffices to show that for all a € R, the lower level-sets E, = {y € W?([0, T)); OT Wdt <a}
are compact for the uniform convergence (which also implies compactness for the L' convergence, in case
the reader prefers to use C as in the previous section on the jump case).

If o« <0, then E, = 0.

Now suppose a > 0. Let (7,), C E, be a sequence. The sequence (v,), is bounded in W1P([0,T7])
(we also use the compactness of Q2 to bound the L? norm of +, and not only of its derivative). By the
Sobolev inequality we obtain for all n € N,

[ (t) — n(s)| .
= —_ =< p .
[’YH]COJ*%([O’T]) S;;l}t) ‘t—8|1_1/p = ”’-ynHL ([0,77)

Hence, the sequence (v;,) is equicontinuous and we can apply Arzela-Ascoli’s theorem. Thus, there exists
a subsequence (7., ) that converges uniformly towards a limit curve ~. It is also possible to extract a
further subsequence so that 4, weakly-* converges in LP to a function, which can only be (identifying
the limit with the distributional limit) 4. The lower semi-continuity of the LP-norm shows that we have

T | T .
1P ()P
/ B, liminf/ O 3y < .
0 p n 0 p
which proves that the limit v belongs to E,, and hence the compactness of E,. O
The last point to check is if assumption (Hy) is verified.

Proposition 1.4.12. Let (Qn), be a sequence narrowly converging towards Q in P, (C). Then

et Qn = entQ,

Proof. We remind that in this case the space C has been endowed with the topology of uniform con-
vergence. Hence, for each ¢, differently from what we faced in the proof of Proposition [[.4.10} the map
e : C — Q is continuous. Continuous maps transform narrowly converging sequences on C into narrowly
converging sequences on ), hence the result is straightforward. O

Since all the hypotheses for Theorem [1.4.7] are verified, we can conclude also in this case the existence
of a fixed point ) € I" that minimizes .
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Chapter 2

Equivalence between Eulerian and
Lagrangian point of views and Eulerian
fixed point

In this chapter, in particular in Section we prove that the following problem formulated in a La-
grangian way, where the minimum is taken on the probability measures over the curves @ € P(C),

mén{/cA(v)dQ(’Y)Jr/oT (e:#Q) dt+// (t,~(t))dt dQ(y /1/) )}

is equivalent to the following Eulerian problem

min A(p) + / dt+/ / Ndp(t dt—l—/wdp

where the minimum is on the curves of measures, i.e. p: [0,T] — L?(Q) such that e;#Q = p;. The result
is true in the following cases:

e Alp)=1 fOT Jq |pldzdt when A describes the number of jumps S.

e A(p fo i |p lw, (t)Pdt when A is the kinetic energy K where |p'|w, is the metric derivative

deﬁned in

This equivalence is already known in the kinetic case, so most of the proof will be performed in the
jump case where we use an important property from optimal transport.

Here [[ |p| is an informal notation which stands for the time derivative of p. More, precisely, we
should use the length of the curve p in the space of measures endowed with the total variation norm.
This identification (which is rigorous for smooth curves) comes from the fact that the total variation
norm coincides with the L!-norm for absolutely continuous measures (and the term fOT I(p(t))dt forces
p(t) to be absolutely continuous for a.e. t) and that the length of a curve valued into a normed vector
space is the integral of the norm of its velocity.

In the Mixed Mean Field Game problem presented in Section we showed the existence of a fixed
point @ which minimizes

ngn{/cA(wdQ(vH/oT (et#QdH// (£, (1), e #Q)dt dQ(~ /w )}

and which by Chapter [3]is in fact a Nash equilibrium.
By the equivalence result from Theorem p(t) = e;#Q minimizes

T T
min A(p) + / T(p(t))dt + / /ﬂwt,-,ﬁ(t))dp(t)dw /Q wdp(T)

In Section[2.2] we show that, conversely, such a fixed point p exists by the Banach fixed point theorem.

37
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2.1 Equivalence between Eulerian and Lagrangian problems

The goal of this section is to prove that, instead of considering a minimization problem among measures
on curves (the Lagrangian viewpoint), it is possible to consider a minimization problem among curves
of measures (the Eulerian viewpoint). In the kinetic case this is well-known and stems out of Theorem
CZ3

One can informally understand why the Eulerian equivalent of f KdQ involves the power p of the

[y (tag) =y ()l |P

metric derivative in W), Indeed, we can see K () as a limit (or a sup) of % > okt —ty) e

when the partitions (¢)r become finer and finer. The minimal value of optimal transport problems with
cost (z,y) — |z — y|? is the power p of the Wasserstein distance W,. Hence, we obtain as an Eulerian

WP :
equivalent of [ KdQ a sum of the form %Zk(tk+1 - t@%
T
LTl ()P,

If we want to do a similar procedure for the jump case, i.e. with S instead of K, we first note that
S() can be discretized as follows

, which is itself a discretization of

S(y) = sup D Lttt (2.1)
to<t1<--<tnC[0,T]

where, of course, one has to choose the left-continuous representative of v (otherwise we need to take
an infimum among representatives). Then, we notice two points. The first point is the absence of the
dependence in (tx+1 — tx), corresponding to the case p = 1: as a consequence, we will not have a kinetic
energy but a length, for a certain distance. The other is the fact that (z,y) — 1, is a distance (the
so-called discrete distance) and that the associated Wasserstein distance is the total variation distance
between measures, as explained in the following Lemma, whose proof can be found, for instance, in
[Vilo3].

Lemma 2.1.1. For all pu and v in P(Q),

. 1
inf / 1oz dr(z,y) = sup / fd(p—v)= sup / fdlp—v)=<|p—v|\m
rell(u,r) Jaxa fisup f—inf £<1 Jo felfi<i/2 o 2
where II(u, v) is the set of probability measures over Q x Q whose marginals are p et v and || - ||pm is the

norm on the space of measures, i.e. the total variation of (signed) measures.

For these reasons, we will consider the length of a curve p in the space P(Q2) computed according to
the distance || - ||a. We will denote it by L.

N—

L(p) == sup > llptivn) = pti)

O=to< - <t; < <tN=T i—0

L) = | ' | Vit o)ldzar

since, when all the measures p; are absolutely continuous, the total variation distance coincides with the
L' distance, and computing a length corresponds to computing the integral of the norm of the derivative.

The next proposition gives one inequality which is of interest for the equivalence of a Lagrangian and
an Eulerian problem.

Very informally we can write

Proposition 2.1.2. For all measure Q € P(C), setting for all t € [0,T], e;#Q = p, we have

L(p) <2 /c S(1)dQ().

Proof. Let tg < -+- < t; < --- < ty be a subdivision of [0,7]. For all ¢ € {0,---,N — 1}, if ¢, is a
function such that ||l < 1, we have

N-1 N1
; /Q%d(/)(tiﬂ) —p(ti)) = ; /C%(’Y(tiﬂ)) — 0i(y(t:))dQ()

N-1
< 2/(1 ; 17(ti)¢7(ti+1)dQ(’7) < 2/65(’}/)(162(’7).
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The term in the right-hand side of the inequality is independent of ¢;, so we can take the supremum
over the functions bounded by 1. We obtain

N—-1

> lottien) = ol <2 | SG)AQ).

i=0
Next, by taking the supremum over the set of subdivisions of [0,T], we obtain the desired result, by
definition of length. O

In the following proposition, we construct a sequence of measures (Qn)y which are transport plans
for the optimal transport problem with c(z,y) = Lyzy:

Lemma 2.1.3. Given N + 1 measures po,...,pn € P(Q) there exists a measure 7% € P(QNT1) which
has marginals po,...,pn € P(Q) and such that

N-1 1 N-1
/ Z 193k7590k+1d7rN($07""wN) =35 Z Hpk _karl”M . (2'2)
QN o 2=

Proof. By Lemma we know that for each k we have

. 1
ittt = 3 I prsalla
Since the cost (x,y) +— 1,2, is lower semi-continuous, we can choose for each k a measure m, € P(Q x Q)
attaining such an infimum. The second marginal of 7, equals the first marginal of m;41. Hence it is
possible, applying several times the well-known gluing lemma about the composition of transport plans
(see [Sanl5, Lemma 5.5|), to build a measure 7% € P(QNV*1) such that, for each k¥ < N — 1, the
projection of this measure onto the k-th and (k 4 1)-th coordinate (i.e. its image through the map
(xo,...,2N) +— (g, xp+1)) equals ;. Such a measure satisfies

1
/ 11k¢$k+1dﬂN(x07"'7xN) = 5 Hpk*pk-H”M
QN+1

and, summing over k, we obtain the claim. O]

Lemma 2.1.4. Let [-1,T] > ¢t — p(t) be a left-continuous curve valued into P(S2), constant on [—1,0],
and such that p(0) = mg. Let E be a finite subset of (—1,T) \ {0}. Then, there exists a measure
Q € Py (C) such that

1
/SdQ < §L(p) and e;#Q = p; forallt € E.
c

Proof. We order the points in F and call them t¢q,to,...,ty_1. We add, if needed, tg = —1 and ty =T
There is an index j such that ¢; < 0 and ¢;41 > 0. We take p; = p(¢;) and apply the previous Lemma.
Then, we consider a map Z : QNV+! — C where the points of QV*! are denoted (z¢, 21, ..., zx). We define
Z in this way: Z(z)(t) = z; for every t € (¢;_1,t;]N(0,T] (which requires i > j+1); Z(x)(t) = z; for every
t e (t;,0]; Z(z)(t) = x; for every t € (t;—1,t;] for i < j and Z(x)(—1) = zo. Then, we take Q = Z#m and
we see that it satisfies the condition of the claim, since Z(x)(¢;) = z; and S(Z(x)) = fCV;Ol 1 O

ka?éxk-u .

Proposition 2.1.5. Let [-1,T] 3 t — p(t) be a left-continuous curve valued into P(Q) with p(0) = mg
and constant on [—1,0], with p(0) = mg. Then there exists a measure Q € Pp,,(C) such that

/SdQ < %L(p) and ey #Q = p; for all t.
C

Proof. First, note that there is nothing to prove if L(p) = +oo. We then assume L(p) < +o0o and
consider the measure i on [—1, 7] defined via i(I) = TV (p; I) for every open interval I, where the total
variation is to be intended when endowing P(€) with the distance induced by the || - ||;q norm. We
have i([—1,7]) = L(p) < +oo. Let us consider a dense countable set Eo, = {tr,k € N} of points in
(=1,7)\ {0} which are not atoms of fi. For every N, we take t,ta,...,txy and we reorder them, calling
t{c\' the ordered sequence that we obtain, characterized by ¢V < tf\fH and {tfv}izl,_“’]v ={ti}i=1,...n. We
then apply Lemma toE=FEn= {tzN}i:L...,N and we obtain the existence of a curve Qn € Py, (C)
such that

1
/CSdQ < iL(p) and e;#Q = p; forall t =0,y ,... N, T.
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We can say that Qy € T'c = {Q € P, (C) : [, SdQ < C} and such a set is compact for the narrow
convergence, so that we can extract a narrowly converging subsequence Q) Q. By construction,
for each ¢t € E and each N large enough (depending on t) we have e;#Qn = p(t). We want now to
apply Lemma in order to obtain e;#Qn — e;#Q, which would imply e, #Q = p(t). This is not
straightforward since Lemma only guarantees this convergence up to subsequences (but this is not
a problem, we could extract once more) and for a.e. ¢ and we do not know if these ¢ are concerned. Here
comes the assumption i({t}) = 0. Recall the measures uy defined in the proof of Lemma they
were defined via uy(I) = [TV (v;1)dQn(7) but we can say

pn) = Y / L)@y, ndOn( = D7 llptd) = p(tRn)lla < (D).

N N
kety g, €1 kot N, €l

This implies that any narrow limit p of a subsequence of the px should satisfy p < fi. In particular, any
t which is not an atom for /i is not an atom for p neither, and the convergence e;#Qn — e;#Q holds
along such a subsequence.

We then obtained the existence of a measure ) which, by semi-continuity of .S, satisfies

/S’ S% (p) and e, #Q =p, forallt e E,

where F is a dense set. We now want to extend this to any ¢ € (—1, 7] using left-continuity. We remind
that we made the choice to use left-continuous curves and that we compute the evaluations e; using such
representatives. In particular, we have, when s — ¢~, the narrow convergence e, #Q — e;#Q. This can
be seen by testing against a test function ¢ € Cp(9):

/c 660 = [ o()dQw).

s—t—

this convergence being justified by the dominated convergence ¢(y(s)) = ¢(y(t)), which itself comes from
the left-continuity of v. We also have, again for s — t~, the convergence p(s) — p(t), which is due to the
assumption that p is left-continuous.

As a consequence, approximating an arbitrary ¢t € (—1,7T] with s < ¢, s € E, we obtain e;#Q = p(t)
and this concludes the proof. O

We then obtain the following equality.

Corollary 2.1.6. For every curve t — p(t) valued in P(Q2) and left-continuous we have

= inf {/ SMAQ() : Q € P(C), e#Q = p(t) for all t} .
c
Proof. The left-hand side is bounded by the right-hand side using Proposition and the converse
inequality is deduced from Proposition [2.1.5] O

This allows to state the equivalence, both in the jump case and in the kinetic case, of a Lagrangian
and an Eulerian problem.

Theorem 2.1.7. Given V : [0,T] x Q — R, an action A equal either to S or to K, and a function
I:P(Q) — [0+ <], the Lagrangian problem

min {U(Q) ::/CA(V)dQ(VH/ (er#Q) dt+// ))dt dQ(y /77/’ )}

s equivalent to the following Fulerian problem

T T
m;n{U(p) —A(p) + / I(p(t))dt + / /Qvu,m)dp(t)dw /QW(T)},

where the minimization is performed among left- contmuous curves t — p(t) with p(0) = myg, and the
action functional A is given by A = 1L if A=S5 or A(p fo 117|p lw, (t)Pdt if A= K.

The equivalence means that the mzmmal values are the same and that from an optimal QQ we can find
an optimal p by taking p(t) = e #Q and from an optimal p we can find an optimal Q by taking the one
provided by Proposition|2.1.5,
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Proof. Take an optimal @ and construct p as described in the statement. Since all terms but the first
one in the functional only depend on the measures e;#@), then clearly we have, using Proposition [2.1.2

min U < U(p) <U(Q) = minU. (2.3)
Then, take an optimal p and construct @ via Proposition m The same proposition also shows the
inequality needed to obtain

minld <U(Q) < U(p) = minU. (2.4)
Putting together (2.3) and (2.4), we obtain at the same time the equality of the minimal values and the
optimality of p in (2.3) and @ in (2.4)). O

2.2 Banach fixed point

In Section we presented the fixed point problem where we look for a measure ) which minimizes the
functional Ug and in Chapter We will explain how to prove that such a minimizer is indeed concentrated
on curves optimizing Jg, i.e. it is a Nash equilibrium. In Section we explained how to translate the
optimization problem from the Lagrangian language to the Eulerian one.

We want now to consider the fixed-point problem in Eulerian language. First, we define an operator
F on the set of curves valued into P(2) via

T T
F(p) o= avgmin, Ap)+ [ 1)+ [ [ Veepo.)dp(ode+ [ vdo()

0

where the minimization is performed among left-continuous curves ¢t — p(t) with p(0) = mg. Note that,
the minimizer is unique as soon as I is strictly convex. Then, thanks to the results of the previous section,
we look for a curve p such that g = F(p).

We will consider the case where I is given by

I(p) — {fQ f(P(ff))dx if p < £d7

400 if not,

which is lower semi-continuous for the weak-* convergence whenever f is convex and superlinear. In this
case, the function dI/dm equals f/(p) and is thus a priori only defined a.e.

More generally, we study the dependence of the optimizer in terms of the potential appearing in
the linear part of the minimization problem. Let us define a map O associating with every potential
V :[0,T] x @ — R the solution p of

T T
min A(p) +/ / f(p(t,x))dzdt —|—/ / V(t, z)p(t, z)dxdt +/ wdp(T).
P 0o Ja 0 Ja Q
We will prove that this map is Lipschitz continuous for the L? norm in time-space and, for this, we

first need to recall the notion of proximal operator.

Definition 2.2.1. Given a Hilbert space H and a function h: H — (—o00, 00|, the proximal operator of
h is defined by

) 1
prox;, (v) = argmin,, ¢ {h(u) + §||u - 11||2} .
The prox operator has the property to be 1—Lipschitz continuous.

Proposition 2.2.2 (nonexpansivity property). Let h be a proper closed and convex function. Then for
any v1,ve € H we have
[| prox, (v1) — proxy, (v2)|| < [[vr — val|.

Proof. See for example |Becl7, Theorem 6.42] or the seminal paper [Mor65]. O
We will prove that the operator O defined by

T T
O(V) := argmin, A(p)+/0 /Qf(p(t,x))dmdt+/0 /QV(t,x)p(t,x)dxdtJr/dep(T)

is Lipschitz continuous for the L? norm by showing that it can be seen as a proximal operator of a convex
function. First, we analyze the convexity of A. We recall the definition of A in the two cases

(jump case) A(p) = L(p) (length for the M norm);

T T
1 1
(kinetic case) A(p) = /0 ];|p'|Wp (t)Pdt = vzatpjrvlf(pv):o/o /Q 2;|v|’”dp(t)dt (action in the W, space).
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Lemma 2.2.3. Given pg, p1 : [0,T] = P() two curves of measures, we have
Alpa) < (1 =XA(po) + AA(p1),

where px(t) := (1= A)po(t) + Apa(t).

Proof. We have in both the jump and the kinetic case A(p) = min{ [, A( (7) : et #Q = p(t)}. Take
Qo, Q1 optimal in this definition for pg, p1, respectively. Deﬁne Q= ( )QO + AQ1. We have then
et#Qx = px(t) and hence

Alpy) < /C A(M)AQA() = (1 - \)A(po) + AA(p1).
O

We can now use these notions to establish the Lipschitz dependence of the optimal p in terms of the
data V. Before stating the main estimates, we need to be clear about what is meant by Lipschitz constant.
In the following, we will use maps defined on a subset of L2([0, T] x ) and valued into L*([0,T] x ), and
denote by Lipz2 (9, 7)xq) its Lipschitz constant w.r.t. to the L? norm in space-time; we will also later use
maps defined on a subset of L?(£2) and valued into L?(f2), and denote by Lip; - () its Lipschitz constant
w.r.t. to the L? norm in space only. It will also happen later that we consider curves t — p(t) and we
will consider their Lipschitz constant as a map from time to L?(£2), which will be denoted by Lip,.

Proposition 2.2.4. Suppose that ¥y: L*(Q) — R and Ur: LY(Q) — R are conver and lower semi-
continuous on L*(§). Suppose that f: R — R is co-convez, i.e suppose that s — f(s) — %’82 18 conver.

Then, the map O : L*([0,T] x Q) — L%([0,T] x Q) defined via

O(V) := argmin, A(p / / Vp+ f(p))dzdt + $o(p(0)) + T (p(T))

satisfies
1

Lip 2 jo,1)x0)(O) < .

o

Note that the functional ¥ can encode the constraint p(0) = mg.

Proof. Let us rewrite the functional F as a proximal operator. Since f is c¢g-convex, we note by ¢ the
funtion such that f(s) = g(s) + % s*. We then denote by G the function defined via

G(p / / p)dzdt +Wo(p(0)) + Vr(p(T))

and we note that G is convex. We have the following equalities:

O(V) = argmin, G(p / / (Vp + 2Ydxdt

= argmin, G(p / / o p—|— dmdt
|4
= argmin, G(p) p+ —
g 2 €o |l L2([0,7]x Q)

v
= prOXG/CQ Z .

Thus, by the 1-Lipschitz property of the proximal operator displayed in Proposition 2.2.2] we obtained
the desired estimate. O

Thanks to these results, we can bound the Lipschitz constant of F.

Proposition 2.2.5. Suppose that for each t € [0,T] the map p— F(t,p,-) is L-Lipschitz continuous on
L?(Q). Then we have

L

Lipra(jo,71x0) (F) < .
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Proof. Let us take po, p1 and define, for i = 0, 1, the functions V; (¢, z) := F(¢, ps(t), x). We have F(p;) =
O(V;), hence

1
1F(po) = F(p)ll r2(jo,m1x0) = 1O(V0) = O(Vi)ll L2 (0, 77x0) < o Vo = Vill 2o, 1y x ) -

We then compute
2 r 2
Vo= Vil ey = [ V008 = VaCt e

T
< /0 L2 lpo(ts ) = pa(t, M 720y dt = L2 10 = prllZe 0,11 x00)
which allows to conclude. ]

As a consequence, we obtain the following

Theorem 2.2.6. If the assumptions of Proposition hold and if L < cg, then F admits a unique
fized point which is the limit of any sequence (F™(po))n with po € L2([0,T] x Q).

Proof. By Proposition and é < 1, F is a contraction. By Banach’s fixed point theorem, there exists
a unique p such that F{p) = p and such a fixed point is the limit of the sequence (F™(po)), whatever is
Po-

Some examples fit into the framework of the above theorem.
o If F(t,p,x) = Vo(t,x) + g(n * p(z)) then we can use L = Lip(g)||n||r1;

o If F(t,p,x) = Vo(t,z) + u,, where u, is the viscosity solution of |Vu| = g(n * p) with u =0 on 0
(for a given non-decreasing function g) then we can use L = Lip(log g)||n||L29(||n]|£=);

e the last example can be made more explicit when Q = [a,b] in 1D, and we can take F(t,p,z) =
Vo(t, z)+u,, where u,, is given by u,(z) = min{ [ g(p(y))dy; f;g(p(y))dy} or we can replace, in the
integrals, p with nx*p (this is not strictly necessary since in dimension one p € L? already guarantees
u, € C°, but without the convolution this example does not fit the assumptions of Section .

Then we can use L = Lip(g)@, where the constant m comes from the sharp Poincaré constant

on [a,b]. This example will be treated in Section

Many other examples can be cooked up with convolutions or similar tools. We also want to underline
an example which actually does not fit our general framework but could be treated similarly. Indeed, it
is possible to also consider the case where V (¢, x) actually depends on the whole history (p(t)): and not
only on p(t). An interesting example is the following one:

1t
F(t,xz) = ;/0 p(s,x)ds.

In this example, the running cost paid by an agent at time ¢ depends on the average of the density she
saw at the same point in the past. Of course it is also possible to add an exogenous cost Vj thus getting

1 t
Fip(t.2) = Valt.o) + ¢ [ plo.)ds

and making the problem non-autonomous. It is not possible to treat this MFG using Proposition but
one can directly look at the Lipschitz dependence of F in terms of p in the time-space norm L?([0, 7] x £2).
Thanks to the Hardy inequality (see [Har20; HLP88|) we have

[[Fo — Fillz2(0,mx0) < 2llpo — pillz2(jo,11x9)

so that the map F is a contraction as soon as ¢y > 2.
We finish this section with an observation which is specific to the jump case A = S. Indeed, in this
setting we know from |[DS23| (or Chapter [4]) that the solution to any variational problem of the form

min A(,o)—|—/OT/Qf(p(tm))dxdt—i—/()T/§2V(t7x)p(t7m)dxdt+/dep(T)

p
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is Lipschitz in time valued in L?({)) whenever ¢ — V(¢,-) is Lipschitz in time valued in the same space
and f is uniformly convex. More precisely we have

. . Lip, (V'
Lipi(p) = sup 116t )z < 22eV). (2.5)

te[0,T)
We then obtain the following result

Proposition 2.2.7. Suppose F(t,p,x) = Vo(t,x) + F1(p,x) and suppose that the map p — Fi(p,-) is
L-Lipschitz continuous on L*(Q)) and that Vy is Lipschitz continuous valued into L?(S2). Suppose that f
is co—convex and L < c¢o. Then the unique fized point satisfies

< Lipt VO

Lip,(p .
ipy(p) < co—1L

In particular, if F' does not depend explicitly on time (i.e. Vo = 0), then p is constant in time.
Proof. Using (2.5) we obtain
1
Lip,(p) < C—Lipt(V)7 where V(t,z) = Vy(t,z) + F1(p(t), ).
0

We then have
Lip,V < Lip,Vp + Lip, (t — F1(p(t), )) < Lip,Vo + L - Lip,(p).

Using L < ¢p allows to obtain the claim. O



Chapter 3

Equivalence between optimizers and
Nash equilibria

In Section we showed that there exists a fixed point, i.e. a measure Q@ € ' := {Q € Py,,(C) :
fc A(7)dQ(v) < C} which minimizes Ug. However, this does not prove yet that Q@ is a Nash equilibrium
in the sense that it is supported on the set of optimal trajectories for the individual cost Jg. The
difficulty in proving this fact comes from the variational part dI/dm. What we need to prove is that, for
a fixed function V : [0,7] x Q — R, whenever V is exogenous or depends on a fixed measure @ such as
(t,z) = F(t, 7, e:#Q), the measure Q which minimizes

:/CA(y)dQ(y)-k/O I(e:#Q) dt+// V(t,~(t))dt dQ(v /wT GO CRY

is concentrated on curves which minimize

Tw(y / Wt A()dt +or(2(T)  for W(t,a) = S feuttQ)(x) + V(1,)

The result will be proven in the case where we take

z))dz i d
= {la e e

This functional is lower semi-continuous for the weak-* convergence whenever f is convex and super-
linear.

In this case, the function dI/dm equals f’(p) and is thus a priori only defined a.e. In general, this
requires to choose a precise representative of it, but a first result that we will show will concern the case
where by chance f’'(p) is a continuous function.

The regularity of the density p can be studied as an independent question and is better analyzed if
the variational problem solved by @ is re-written as a problem involving p, hence in Eulerian terms. The
equivalence between these two approaches were addressed in the previous chapter in the more delicate
case A =S (the jump case).

In this case we can see that minimizing I/ is equivalent to solving

mm/ / (10:p| + Vp+ f(p))dzdt + ¥o(p / Yrdp(T (3.3)

for a suitable ¥q : P(Q) — R. This allows to use the results in [DS23| (or in Chapter [4]), which indeed
provide regularity of the optimal p (under suitable assumptions, the solution p of is Lipschitz in
time valued in L2(Q2) and its regularity in space depends on the regularity of V).

Let us begin with the next proposition which provides the optimality condition for Problem .

Proposition 3.0.1. Let Q be a solution of Problem (3.1) in the case where I is given by (3.2). Let
Q €T be a measure such that, setting p(t,-) = e:#Q, we have

/()T/Qf(p(t,x))dxdt < 0. (3.4)

45
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Then we have
| Aeiao / [ ey + @) str.zydsa + [ 6)dQ0) (3.5)
/A )dQ(~y // (t,z) + f'(p(t, z))) (txdxdt+/wT )dQ(7).

Proof. Given ¢ € [0,1], let us define Q. = Q + &(Q — Q) and

ule) = /c )dQ. (+ / / (b, 2)d(e Qo) (@)t + / / Fler#Q2) (x)ddt + / br(A(T))dQ. (7).

By the optimality of Q, we have u(e) > u(0). We want to compute u'(0). All terms in u are affine

in ¢ except for ¢ — fo Jo fles#Qo) (x)dadt = fOT Jo F((1 = €)p + ep))dxdt (notice p; = e, #Q and
pt i= e #Q). Yet, the convexity of f provides

f(A—e)p+ep)— f(p)

g

< flp) = 1(p)-

The limit as € — 07 of the Lh.s. is f/(p)(p — p). The above inequality, together with the integrability
condition (3.4)), show in particular that we have f'(p)(p — p) < +oo a.e. and that the positive part of
this function is L'. Then, we can obtain by Fatou’s Lemma

[ 70003 i [ 100 1)

g

Therefore we have:

T
0<u/(0) < /c AMAQ — Q)() + / / V(t, 2)d(en (@ — Q))(x)ds
T —
+ /0 /Q P (ectQ) (@)d(ett(Q — Q))(x) di + / Yr((T)AQ - Q) ().

This inequality is exactly (3.5)). O

We first re-write the inequality (3.5)) in a more suitable way using the notation Jy,. We observe that
we have, for any Q € I' with p; := e; #Q,

/A )dQ(vy / /th (t,z) da:dt—F/?//T (v) = /CJW(v)dQ(y).

This means that the Proposition [3.0.1] provides the inequality

/JW JdQ( /JW dQ(+

for W =V + f/(p) and any Q satisfying the condition fOT Jo f(p(t, x))dxdt < 400 (Where p; := e, #Q).
Note that because both ) and @ are such that the measures p; and p; are absolutely continuous for
every t, modifying W into another function which is equal to W a.e. does not change the validity of
this inequality. On the other hand, what we would like is to prove that @ is actually concentrated on
curves which minimize Jy starting from their starting point. This condition, instead, could depend on
the choice of the representative of W since curves are negligible.

We prove now an integral characterization of this condition.

Lemma 3.0.2. Given a measurable function W : [0,T] x Q — R, a measure Q € Py, (C) is concentrated
on the curves vy such that the following conditions holds

Vw € C s.t. 7(0) = w(0), Jw(7) < Jw(w)

if and only if it satisfies

/ JwdQ < / JwdQ  for every Q € Pu,, (C). (3.6)
c c
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Proof. Let us define a value function ¢ through ¢(z) := infy, . ,0)=a, Jw (W).

First, we suppose that  satisfies . Then, for every ¢ > 0 we can choose for every zg a curve
Wy, such that w,,(0) =z and Jyw (wz,) < @(z9) + . Choosing the map xg — w,, in a measurable way
(this is possible by measurable selection arguments, for which we refer to the seminal book |[CV77]) and
taking the image of mq through such a map we obtain a measure Q € P,,,(C) such that

/c TwdQ) < / P(1(0))dO() + & = / pdmo +¢.

/CJWng/CJWdcég/ngﬂ.

The number ¢ being arbitrarily small, we also obtain [, JwdQ < [, ¢. Yet, we have Jw (v) > ©(7(0)),
which shows that this inequality is an equality. Then, we can see that () is concentrated on curves
satisfying Jg(v) = ©(7(0)), i.e. on optimal curves, which proves the claim.

For the converse implication suppose that Q is concentrated on optimal curves. Then we have, for
Q-a.c. v, Jw(7) = ¢(7(0)) and [, JWdQ Jo0(7(0))dQ = [, pdmy. On the other hand, for any other
measure @ we have [, JwdQ > [, ¢(7(0))dQ = [, <palmo7 which proves O

The goal becomes now to choose a function W which is a precise representative of the function V+ f/(p)
and for which we have the validity of (3.6). The main difficulty is to prove that this inequality is valid

We then have

for every @ and not only for those satisfying the integrability condition fOT Jo flp(t, z))dzdt < +oo0.

We will do this in the two cases that we are considering, i.e. the jump case and the kinetic case. We
start from the jump case where, under suitable conditions, it is possible to prove, thanks to regularity
results contained in |[DS23|, that p is continuous. In this case there is no ambiguity, and we can take
W =V + f'(p) just choosing such a continuous representative.

Before analyzing the two cases and proving that optimizers are indeed equilibria in the sense that we
explained, we want to explain why this chapter is called “equivalence between equilibria and optimizers”
while we only prove that optimizers are equilibria. Indeed, the converse implication is straightforward
because of the convexity of the functional /. Proposition provides necessary optimality conditions
for the minimization of U/, consisting in inequality which has to be satisfied for those @ for which
holds. Actually, because of convexity, this necessary optimality condition is also sufficient, and every
equilibrium satisfies it (and even more, because it satisfies even without (3.4)).

3.1 The jump case

Let us consider the case A(y) = S(v) defined in Section [I.4.1] It is important to have in mind the results
of [DS23|, where we proved that the solution p of the problem is Lipschitz in time and that according
to the regularity of V' and the conditions at time 0 and T, p can be either continuous or bounded. Because
of these results, we will provide statements under the additional assumption that p is either continuous
or bounded. In order to illustrate the strategy, we start from the case where it is continuous.

Theorem 3.1.1. Suppose that Q is either the d-dimensional torus or a compact Lipschitz domain in R?.
Let Q be such that holds for all Q satisfying . Define p; := e, #Q, suppose that the measures p;
are all absolutely continuous, and call p(t,x) their densities. Suppose that the function p: [0,T] x Q@ — R
is continuous (and hence bounded). Then we have

VQEF/S YdQ (v // (t,z) + f'(p(t, x))) (txdxdt+/1[)T NAQ() (3.7)
/s )AQ(y //Q (t,2) + F(5(t 7)) (txda:dt+/¢T )AQ (7).

We observe that, in this statement, the continuity of p in both variables is not really needed, and
continuity in x for a.e. t together with a uniform L° bound would be enough.

Proof. Let us start from the case where () is the torus. Let Q be in I'. Let r > 0. For all y € B, =
B(0,7) C R, we define the function

. y(t), if t <to(y),
Ty:C—=C, yr (tH{ v(t) +y, ift>t(v),

where to(7y) is the time at which the curve « has its first jump or discontinuity. This function is a
translation of a vector y of the curves in 2 starting from the time the curve jumps (note that this very
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construction requires to use the torus, otherwise v(t) + y could be outside the domain; the general case
of other domains will be considered later). This construction leaves the curves unchanged at time 0, i.e

Vy € C, T,(7)(0) =~(0).

In addition, by the construction of T}, the function 7} does not add new jumps to the curves, so the
following inequality holds:
S(Ty(v) < S(). (3.8)

For fixed r > 0, we define the measure (), such that
Q=1 T#Qdy,
B
so the inequality (3.8) implies

/ S(y)dQ, (v / S(y)dQ(~ (3.9)

Next, we have for all ¢ € C(Q),

/Q p()d(eo#Qr) (x /][ 0))dy dQ(v) = /Q@(w)dmo(x),

S0 eg#Q, = mg, which means that the initial condition is verified.
For each t, let us define the subsets

At) ={v€C; t <to(v)} (3.10)
and B(t) = {y €C; t > to(y)}. (3.11)

Let ¢ be in [0,T]. For all positive functions ¢ € Cy(2), we have

| etoriesan@ - [ 7[ £)La (7)dy dQ(y / 1, #00) + sy Q) (312
=/t X 0+ ][ 1) + )1y (1)dy dQ()
- [ stonint /]z -
_ / 2)dmo(x / / d |”j;|y 5. (—y)dy d(e#Q)(x)
uiﬂ,/ﬂ )dmo(@ /Q /R 2, (o = w)d plt, )
= [ otedmota) + [ ot [ 220D s s)nan

_ /Q o) dmo () + /R o) (|1BB; *pt) (u)du.

Therefore, for almost every z € 2, we have

1

it ) 1= (EchQr) ) < mofa) + .

The right-hand side is independent of ¢ and is of the form my + C. By assumption, mg is bounded, and
so is p,. Hence, we obtain

/T/ fpr(t, x))dzdt < oo. (3.13)
o Ja

Therefore, we can apply Proposition [3.0.1] so as to write
Vr >0, /s 1A (v / / (t,2) + F(5(t,2))) plt, d:vdt—i—/wT DO (3.14)
/c ¥)dQ - (y / / (t,z) + f(p(t,x))) pr(t,x dIdtJr/Z/JT ) dQ: (7).
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We now verify that we have p, — p by using again the sets A(t) and B(t), so that we will be able to pass
to the limit in (3.14]). We fix a time ¢t € [0,T]: for all test function ¢ which are Lipschitz continuous on
Q, we have

/¢d e #Q,) f dy/¢ AT, 4Q) ()
e / ][ H(1(8) + 1) dydQ ().

A(t)

Since ¢ is Lipschitz continuous and @ is a probability measure, we have

/B(t][cb )+ 9)dydQ(y /¢ ()

This shows that we have [, ¢d(e;#Q,) — [, ¢d(e:#Q), ie. pr(t) = p(t) for every t. Then, using the
continuity of V', ¢y and p, we finally obtain (using dominated convergence in time)

< Lip(¢)r — 0.

lim/ / (t,2) + £ (5t ) pots dxdtJr/wT 1dOL () (3.15)

r—0

:/0 /Q(V(t7x)-|—f’(ﬁ(t,x))) p(t,x dmdt+/¢T ))dQ(7).

Combining the inequalities (3.9) and (3.14)) and the limit (3.15), we have the desired inequality:

/s 1A (Y // (t,2) + f(p(t,2)) (txda:dt+/1/)T 1A ()
glimsup/S )dQr(y // (t,x) + f'( (tx)))prtxdxdt—i—/il)T ))dQ- ()

r—0
/5 1AQ(y //Q (t, @) + £ (p(t, ) (txdxdt+/¢T NdQ(),

which ends the proof in the case of the torus.
Let us consider now a Lipschitz domain €. For ro > 0 small enough, there exists a map I : Q,, — Q
(where Q. ;= {z € R? : d(z,Q) < r}) with the following properties:

o II(x) = x for all x € Q;
o there exist a constant Cy such that |II(z) — x| < Cyr for all x € Q,

o there exist a constant C5 such that for any measure on €2,,, with density bounded by a constant M,
its image through II is a measure on {2 with density bounded by CyM

Note that we do not need II to be continuous and that it can be defined using charts where €2 is bounded by
a graph: if locally we have Q = {x = (2/,24) € R? : 24 > h(2")} we can define II(2', z4) = (2, 2h(2") —24)
for points x ¢ 2. The whole domain can be covered by a finite number of these charts, and for points in
the intersection of different charts we can choose arbitrarily which definition of II to choose. The constant
C5 would depend on the maximal number of intersecting charts, in this case.

We replace now the map T, used in the case of the torus with a map 7T}, defined via T, (y)(t) =
TI(T, (7)(t)). We thus obtain a family of measures Q,.. Note that it is still true that we have S(T, (7)) <
S(y). We then go on with the same procedure as before, defining j,(t) := e;#Q, = Ix(p,(t)). The
densities of the measures p, were bounded by ||mo||p~ + \B%I’ thus the densities of p, will be bounded

by another constant, but the argument does not change. Moreover, we will again have j,.(t) = p(t). This
is due to the fact that p,(t) is supported in €2, for every ¢, and hence for every Lipschitz test function ¢
we have ‘ [ ¢dp, — [ ¢dpr| < CLip¢r — 0. This allows to conclude the argument in the very same way
as in the case of the torus. O

We now consider a variant, where we only suppose p to be bounded instead of continuous. First of
all, we consider the map II defined on the set €2,,, at the end of the proof of the previous theorem and
we define, for r < rg the following quantities

Ve [Pl ()= f P0Gy, PR = man (), (). (316

r—0
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Of course the map H is useless in the case of the torus and could be omitted for any internal point x
in the deﬁmtlon of f/ ( p)(t,x) and in the definition of [f'(p)], (t,x) as soon as r < d(x,09). Also note

that we have f’( p) = f'(p) if p is a continuous function and that in any case the equality f/’EE) = f'(p)
holds a.e. (more precisely, at any interior point = which is a Lebesgue point of f’(p); this only excludes
a negligible set of points, and the boundary, which is also negligible).

Theorem 3.1.2. Suppose that §) is either the d-dimensional torus or a compact Lipschitz domain in RY.
Let Q be such that (3.5) holds for all Q satisfying (3.4). Suppose that the densities of all the measures
et #Q, denoted by p(t,-), are bounded by a common constant. Then for all Q € T, we have

/s YA (v / / (t.2) + FG)(t.2) lt.2) dxdt—i—/wT 7))d0() (3.17)

/s 1AQ(y //{2 tx+f()(tm)> txda:dt+/1/)T (7). (3.18)

Proof. The proof is similar to Theorem The main difference is that the function f/’(\ﬁ) is no longer
continuous in space, but only bounded. We directly treat the case where we use the map II, as it is now
quite standard. We will omit, by the way, the symbol .

We start from the same construction: for all » > 0, we define as in Theorem the measures

Q, = ]i T#Qiy

As a consequence, eg#Q, = mg and [, S c dQT )< [, S c ) < C. We have seen that the densities
pr are bounded by a constant (by Hm0|| + 1B Brvl in the case Of the torus — note that in this case as well
our assumption implies that mg is bounded — or by a multiple of this number in case we need to use II).

This yields
T
/ / f(pr(t,x))dxdt < oo.
0o Ja

By applying Proposition [3.0.1, we obtain
vr >0, [ s / | e+ ) st a)dndt + [ dr((1)aQ0)
< [ stae. / | (o) + 7@t ot a)dndt + [ o130, ().

and we need to pass to the limit in the right-hand side. We use again the sets A(¢) and B(t) defined in
(3.10) and (3.11)). The only term which has to be treated differently can be dealt with via the definition

of f/(p). Indeed, we have

T T T
/O / £ ((t,2))pr (8, 2)dardt = / RO / /B ) ]érf(p(t,H('v(t)+y)))dyd62(’v)dt

T T
- / / F (5t (1)) dQ(y)dt + / / D), (6. 7(£)dQ()de
o JA®) 0 JB(t)

The first term on the right-hand side does not depend on r. Moreover we note that we have

T T _—
/ F (5t (1)) dQ(y)dt = / / F)(tA(1)dQ()dt
o Jaw o Jaw

—

This is due to the a.e. equality f’(p) = f'(p) and to the fact that e;#(Q14)) is absolutely continuous
(it is indeed a measure bounded from above by mg). For the second term we can use a reverse Fatou’s

Lemma together with limsup,_, [f'(p)], = ]f(;) For this, we need to upper bound all these functions,
but the assumption guarantees that they are all bounded by f’'(M), where M := sup p. We then obtain

i s / /B @, Qe < / / PO A1) At

lirglj(l)lp/o Af’(ﬁ(t,x))pr(t,x)dxdtg/o /Qf’(ﬁ)(t,x)p(t,m)dxdt.

and hence
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The other terms (including the integral of the potential V', which is now separated from f’(p)) are treated
exactly as in Theorem By combining the different terms we obtain

/S )dQ (v // (t,x) + f'(p(t, x))) (txdxdt+/wT )dQ(7)
<limsup/ )AQx (v // tz+f((m)))prmda;dt+/w 1dO(7)

r—0

/S )dQ (v // tm+f()(tx)) txda:dtJr/z/}T (7).

We then conclude by replacing f'(p) with f’(p) in the left-hand side, since these two functions agree a.e.
and for a.e. ¢ the measure p; = e;#Q is absolutely continuous. O

We can then conclude about the equilibrium properties of the measure @ that we obtained as a fixed
point in Section [I.4]

Corollary 3.1.3. Suppose that the measures e:#Q = p(t,-) are all bounded by a same constant. Then,
the measure QQ is concentrated on the curves 7 which are minimizers, for fived starting point, of the action

function Jyw with W =V + f/’(F), i.e. on curves 4 such that

Vo € C uith w(0) = 5(0) S() + [ [V(A0) + F@A®)] de+ 00 (7))

—

T
< S@)+ [ [Vitwlt) + FRe(0)] de +ir(r).

The proof is a combination of the previous results. The case where p is continuous is included in this
same statement, as in this case we simply have f/(p) = f/(p).

3.2 The kinetic case

In this part, we consider the case A(vy) = K(v) (see (1.30])). The goal is to perform a similar computation
as in the case A = 5, i.e. showing by a convolution argument that the inequality actually holds for
all @ eI

The regularity theory for the kinetic case is a classical issue in MFG theory (see for eg. [Mun22| and
[Por23]), and one of the strongest results is the one contained in |LS18|, which proves L> bounds on p.
Continuity for the density of p is a much harder task, so we will only rely on its boundedness. We refer
to |[LS18| for the proofs of this boundedness, and to [San20| for an overview of the applications of such a
result to the equivalence between optimizers and equilibria. Indeed, a general strategy first introduced by
[AF09| for fluid mechanics applications allowed to prove the optimality of Q-almost every curve within
a restricted class of curves on which the maximal function of f’(p) is integrable in time. This has later
been used in |[CMS16| in the framework of MFG, following essentially the same ideas. As explained in
[San20], the upper bounds on p allow to state a much simpler result, showing optimality in the class
of all WP curves. The proof of [AF09| and |[CMS16| is based on a multiple approximation procedure
strongly relying on the separability of the space WP and on the continuity of A for the strong WP
convergence. Such a procedure was not possible for the jump case, which is naturally set in the space BV
which is non-separable. This motivated the different approach that we presented in the previous section.
A variant of such approach allows to obtain the following result in the kinetic case. Such a result recovers
already known results, and our approach requires a strong assumption on the growth of the function f
in terms of the exponent p in the kinetic energy and on the space dimension d. Yet, it is interesting to
observe that such a numeric assumption is not new in the setting of deterministic (first-order) MFG (see,
for instance, [CG15]). Moreover, such a proof is considerably simpler than the one in [AF09; CMS16|.

Compared to the theorems in the jump case, we need to require extra regularity on the domain (2.
We need indeed an extra property for the map II: we need II to be (1 + Cr)-Lipschitz continuous on €2,..
The reason for this is that we need now to preserve Sobolev bounds on the composition of a curve with
II. Tt is possible to guarantee this by requiring 2 to be C? and defining II(x) = 2Pq(x) — =, where Pq
is the projection onto €2, well-defined for smooth domains in a neighborhood of €2. This map is a sort of
reflection across the boundary. The Jacobian matrix of this map II is symmetric and its eigenvalues are
very close to —1 in the direction of 2 — Py(x) and to 1 in the orthogonal directions. The precise bounds
depend on r and on the maximal curvature of 92.
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Lemma 3.2.1. Let II(z) = = + 2(Pa(z) — ) = 2Pg(x) — x be the reflexion such that Po(x) =
argmin, . d(y, ). Then we have

\
DII|| <1
D1 < 1+ -

and det DII >

9

N | =

r
where DII is the Jacobian matriz of 11.

Proof. The function II associates with a point x € Q¢ its reflexion with respect to the boundary 0€2. We
can see that
Vo € Q,, [II(x) — x| = 2|Pa(x) — x| < 2r.

Next, we can estimate ||DII|| by estimating |[I; — DPql|. Indeed, if we define g(z) = 3d*(z,09),
then we have x — Po(z) = Vg(z). By differentiating again, we obtain Iy — DPg = Hess, the Hessian
matrix of g. Let zg € Q¢ and pg = Po(xo). There exists R > 0 and two points yo € Q¢ and 29 € Q such
that B(yo, R) C Q° and B(zp, R) C 2 and pg € B(yo, R) N B(z, R). Let us note that xy belongs to the
segment [pg, yo] and the points xg, po, yo and 2z are aligned. Consequently, we have for all z € Q°,

1 1
§d2(.’£, 8B(y07 R)) < g(iL’) < §d2(x7 3B(ZO, R))v (319)
and in particular, at x = xg,
1 9 1 15 1 2
i(R —|xo — yol)* = §d (0, 9B(yo, R)) and §d (20,0B(z0, R)) = §(|x0 — zp| — R)“.

The Hessian of 1(R — |z — yo|)? is

1—R< 1 —(“*’/0”2) if i =4,

(B y(x) = ST
j Rz tv0s) o 5

and the Hessian of 1 (|z — z| — R)? is

1-R (i - G=2dh) i,

(H")ij(x) = L S
Rl ifid ]
If we denote r := |z¢ — po|, then we have

|to —yo| = R —7 and |zo — 20| = R+ .

Therefore, we have

R R (20 — o) ® (¥o — Yo)
H' =(1- I,
(wo) ( R—r) d+R—r lzo — yol?
R R (xo—20) ® (x0 — 20)
d H" =(1——— 1 .
an (%) ( R—|—r> d+R+r |z — 202

Next, we use the property that (v®v)v = v-(v-v) = v with ||v|| = 1 which implies that 1 is an eigenvalue
of H'(x) and H"(x¢) for the eigenvectors ‘wo_yo and £0=20. respectively. By using the same property,

0 —yo| |zo—zo|
we also obtain that 1 — 2% and 1 — RL;_T are eigenvalues of H'(zo) and H"(z() respectively for any
1

eigenvector in the spaces Vect(zg — yo)* and Vect(xg — 29)" respectively.
Since the equality in (3.19)) is reached at x = pg, we obtain

1 0 1 0
<0 RT_TId—l) < Hessg(zo) < <0 RT—H”Id_1> , (3.20)
where the matrices are written in a basis from { ‘ig:zg‘ } U Vect(zg — yo)* in the left-hand side and from
{ o] } U Vect(zg — 20)* in the right-hand side.

In particular, the inequality (3.20]) implies that

-
R+r

|DII|| = ||2DPq — 14| = || — 2Hess, +14]| < +1,
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so that the kinetic energy remains bounded.
The inequality (3.20) also gives

d—1
2
det DII = det(—2Hessy +1q) = —1 - <1 + 7 ! ) ,
-

so det DIT > = for sufficiently small r which implies that II sends bounded densities by M to bounded
densities by C’M . O

Theorem 3.2.2. Suppose that Q) is either the torus or a C? compact domain in R%. Let Q_ be such that
(13.5) holds for all Q satisfying (3.4). Suppose that the densities of all the measures e;#Q, denoted by
p(t,-), are bounded by a common constant. Let f: R — R be a C' convex function such that f(u) <

Cu? + 1) Let p, q and d verify ¢ <1+ p where p' is the conjugate exponent of p. Let f’( p) be defined
as in , Then for all Q € T, we have

/K 1A (v / / (t.2) + FP)(t2)) olt, ) da:dt+/1/)T () (3.21)
/K )dQ(y /)/ tx+ﬁ(Wx0 tx@ﬁ+/wT (7).

Proof. Let Q € T and p(t,-) := e;#Q. Let r > 0 and n(t) = t*. For all y € B(0,1) C R?%, we define the

function

T,: Whr(0,T]) — Wi (0, 7)),
v e (e Iy () + ro(t)y))-
Then, we have [T, (v)'[|zeqo,r7) < (14 Cr)(1¥llzr0,77) + 799l 2 ([0,77)) (Where the multiplying factor
1+ Cr comes from the composition with II, see Lemma [3.2.1]), so a necessary condition for T}, (y)" to be
in LP([0,T]) is that 7 is in LP([0,T]) and this is true if p(a — 1) > —1,ie a >1—1/p.
Next, we define similarly to Theorem the sequence of measures (@),

Qr = ][ Ty#Qdya
B(0,1)

and we denote by p,(t, ) = e;#Q..
We now perform similar computations as those of (3.12). We have

e O, — T (@#Q) |B(|)
™

Computing the volume of the ball in R? gives | B, ;)| = c¢(rn(t))* for some ¢ > 0. Then we have

By

T _d.
\ 2| <o)

llet#Qr|lL> ) < Calle#Q| L1 (o)

Lo (Q)

Since n(t) — 0 as t — 0, the L* norm will not be uniformly bounded, but we are actually interested in
the L? norm. We recall that for every probability density u we have

1/q ) 1/q a-1
ooy = (furde) " < (1l [ute) < ullZi

d(1—q)

lle#QrllLa) < Clrn(t))
We want to 1mpose the integrability condition fo fQ (pr)dxdt < 400, i.e. (thanks to the assumption

Thus,

on f) fO [|pr(£)||%,dt < +00. For this we need to require another condition on «, i.e. a < d(q g

Such an « ex1sts7 because of the assumption on p and ¢. Indeed, we assumed ¢ < 1 + d/, which is
equivalent to 1% =1- % < m.
The condition (3.4) is now satisfied and we obtain by Proposition the inequality

| KGaan / | ity + ) st z)dnat + [ o (2(T)aQ0) (3.22)
/ K(1)dQu(y / / (t,2) + [F (Dl 2)) pr(t, @) + /C r(AT))AQ, (7).
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We want to take the limit as » — 0 in the right-hand side. The last term can be treated just by
noting that we have @, — Q. The term in the middle can be treated by taking its lim sup exactly as in
the proof of Theorem We are only left to consider the first term, which, in the proof of Theorem
was dealt with by noting that we had S(T},(vy)) < S(%).

Here this inequality is no longer true, but almost. Indeed, we noted that we have the inequality
17,0 ooy < (14 Cr) Al ooy + [yl oo,z This means K (T, () < (1+Cr) /(K (7)/7 +
Cr)P. We then write

/K 1O (v ]2(01)/K () < +Cr1/p][01/ ()P + CrPdQ(y),

and we can take the limit by dominated convergence once we note that we have (K (7)? + Cr)P <
C(K(y)+1) and K is supposed to be Q—integrable. We then obtain

/K Gy /’/ tx+faxmmmmm+/ww@waw
/K 1O // Vit.o)+ ) <txdxdt+/w ))dQ. ()

and we conclude by replacing once more f’(p) with f/’EE) in the left-hand side, since these functions agree
a.e. O

Remark 3.2.3. We note that in the above proof the condition on p,q and d is required to find a function
n € WHP([0,T]) with n(0) = 0 and such that =9 is integrable. The difficulty is due to the fact that
this integrability condition requires 1 mot to tend to 0 too fast and the Sobolev regularity of n imposes
to tend to 0 fast enough. .. If we could remove the condition n(0) = 0 we could just use n(t) = 1 which
satisfies both conditions at the same time. The reason for imposing n(0) = 0 lies in the need to preserve
the initial condition of the curves, but actually we only need eg#Q, = mg. Hence, an example where the
condition on p,q and d could be dropped is the case where S is the torus and myg is the uniform measure
on it. In this case with n(t) = 1 the measure eg#Q, would be the convolution of mgy with the uniform
measure on the ball, and thus it would also be equal to mg. It would be interesting to investigate whether
smoothness properties on mq, which do not allow to say that the convolution equals mqg but that it is close
enough to it, would be enough to “correct” the error in the initial condition and obtain the same result
under less stringent assumptions on p,q and d.

Again, we can then conclude about the equilibrium properties of the measure @ that we obtained as
a fixed point in Section

Corollary 3.2.4. Suppose that the measures e #Q = p(t,-) are all bounded by a same constant. Then,
the measure @ is concentrated on the curves 5 which are minimizers, for fized starting point, of the action

function Jy with W =V + F(E), i.e. such that such

—

T
o € C uith w(0) = 5(0) KG)+ [ [V(e.50) + FO®A0)] de+ (D))

—

< K@)+ [ [V(twt) + FOw()] dt+ i)



Chapter 4

Regularity for Variational Mean Field
Games with jumps

In this chapter, essentially taken from [DS23|, we are interested in the regularity of the density p(t) =
e:#Q which is the Eulerian representation of a Nash equilibrium @ € P,,,(C) for which we proved its
existence in Section We recall that @) minimizes

Jomin (@) = [ s0)aQ0) + / (et Qudt+ [ / Ot dQ) + [ VOT)IQR) (@)

and in Chapter [3| we showed that @ is concentrated on curves which minimize

Tw ) =S+ [ W(EA@)dt+ V(@) for Wits) = Fferd Q) + V(t.a)

which includes the number of jumps S defined in ((1.28) for piecewise constant trajectories 7. The function
V:[0,T] x Q — R is supposed to be continuous and [ is of the form

1(0) {fﬂ de if p < L9,

+o0 if not.

In Chapter [2| we showed that the problem (4.1)) is equivalent to

win / / ( (1) + V(t, 2)plt 2) +f<p<t,x>>) dadt + o(p(0)) + vr(p(T)),

pe&,p>0
vtel0,T], [ p(t,x)dz=1

where € := BV([0, T); L* () N L2([0, T] x Q).

Because of the BV behavior of the curves, the Dirichlet condition p(0) = po, as well as the final
penalization on pr, have to be suitably interpreted. Indeed, it is always possible to jump exactly at time
t=0ort=T, so that the Dirichlet condition at ¢ = 0 can be replaced by a penalization %||p(0") — pol| 71
and for the final penalization, we can replace fQ Wdpr with inf,epq) || — prl|| + [ Wdp. This last
quantity can be computed and equals f \ilde, where U = min{¥,inf ¥ + 1}. This is perfectly coherent
with the individual optimization problem: if agents are allowed to jump at a cost 1, the final cost ¥ is
automatically replaced by W as there is no point in paying U(z) whenever ¥(x) > ¥(z')+1 for some point
z’. Up to subtracting a constant to the final penalization, we can thus suppose that we have |¥| < 1/2.

More generally, we will study in this chapter the variational problem

T
win [ [ gl + 50 + Vip) i+ [ wapr
P Jo Ja Q

with a final cost ¥ satisfying |¥| < A and an initial condition p(0) = py which can also be replaced by a
penalization A|[p(0T) — po||p:. A variant will be the infinite-horizon case with a discount factor r > 0,
i.e. the variational problem

o0
min / / e (APl + £(pe) + Vipr) dt
P 0 Q

under the same initial condition.

95
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For simplicity, we will only consider the case where the function f is uniformly convex (think at
flp) = %p2). We still establish regularity results in both time and space for the optimal solution
(which is unique because of strict convexity). This result, besides its mathematical interest, has also at
least two applications in the MFG theory which motivates the problem. First, it proves that, despite
individual trajectories being discontinuous, the global behavior of the density of agents p(t, x) is smooth,
coherently with the experience about the evolution of residential areas. Second, it provides the necessary
mathematical properties on the individual running cost g(p)+V so as to rigorously prove that minimizers
of the variational problem are indeed equilibria of the game (see Chapter [3]). This requires, as we will
briefly explain at the end of Section the continuity (in space) of the running cost, or at least its
boundedness; we refer to [San20|) for more details.

Since proving regularity in a problem set on BV curves could be challenging, in order to develop the
relevant techniques (which will be based on a suitable use of the maximum principle) we will first start
from a simpler, yet not-so-standard, case, where curves, instead of being valued in the functional space
L', will be simply valued in the euclidean space R?. This will be object of Section where we will
prove Lipschitz behavior in the open interval (0,7). Some explicit examples will also be analyzed, in
particular for d = 1, in order to have some cases which could be used as a test for the numerical methods
of Chapter [f]

The analysis of the infinite-dimensional case, valued in L', will be the object of Section and will
be performed by means of many approximations. Some of them are common with the Euclidean case,
but there is an extra approximation which comes from discretization: the infinite-dimensional problem
is indeed approximated by a sequence of finite-dimensional ones, where the domain €2 is divided into
small cells and only piecewise constant densities are considered. Note that in this Eulerian discretization
(different from a Lagrangian one where one should follow the jumping trajectories of the particles) the
problem becomes very similar to the one studied in Section with the only exception that the norm
used on the finite-dimensional space is not the Euclidean one (i.e. ¢2) but the ! norm. This makes things
slightly more involved, but, surprisingly, the final Lipschitz regularity result will be expressed anyway in
the L? norm.

Section [4.3] contains the modifications of the strategy proof which are needed to handle the infinite-
horizon case, both in the finite and infinite dimensional case. Then, Section [£.4] addresses the problem
of space regularity. We will prove that the solution p(t,z) shares the same modulus of continuity in
2 (uniformly in ¢) of the Dirichlet data and of the time-dependent potential V (¢, ), and in this proof,
differently from what is done in Sections [£.1] [£:2] and [4-3] the Dirichlet data will be attacked by ap-
proximation but without replacing them with penalizations (the L! cost will be approximated by other
superlinear costs on the velocity, as it was already done in the other sections as well). Indeed, for the
previous results, it was crucial to use the transversality conditions coming from a suitable approximation
of these penalizations, while here, on the contrary, the transversality conditions are harder to consider.
This is why the first regularity result is presented in the case where the problem is endowed with Dirichlet
conditions at both ¢ = 0 and ¢t = T', which is not the natural framework we will be interested in. In order
to consider some instances of the problem which are more interesting for applications, we will consider
the infinite time horizon with Dirichlet data at ¢ = 0 (in this case we do not have penalization at the end),
where the whole analysis can be performed, as well as the finite-horizon case when the final penalization
1) is piecewise constant: in this last case we can prove continuity of p on each piece where 1 is constant,
which is enough, for instance, to obtain p € L*°.

4.1 Lipschitz regularity in the Euclidean setting

The result of this section was originally proved in [DS23| and presented in the book [San23].
As a starting point for our analysis, we consider here the following easier problem

win {7V 0301+ [ FEa0)at+ n60) +n6W) 9 BVOURY L (2
Here TV (y;]0,1]) denotes the total variation of v on [0, 1], i.e.
N-1
TV(7;[0,1]) := sup { D t) =)l 1 0=t <ty < <ty = 1} :
k=0

a value which also coincides with the total mass of the vector measure +'.
The functions 1,1, : R? — [0, +0c0] are just supposed to be ls.c. and bounded from below, and
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among possible choices we mention those which impose Dirichlet boundary conditions, i.e.

0 if x = xy,

t:Oal wt(x):{

+oo  if not.

We stress the fact that functions in BV spaces are not continuous and can have jumps ; even if we
consider that BV functions of one variable are defined pointwisely, it is possible to change very easily
their value at a point. In particular, Dirichlet boundary conditions have a very particular meaning: a
curve which takes the value zg at ¢t = 0 but immediately jumps at another point at ¢ = 0" is considered
to satisfy the condition v(0) = z. In particular, it is possible to freely choose a curve v on (0,1) and
then add a jump to zg or x; at the boundary in order to satisfy the corresponding Dirichlet boundary
condition, of course adding a price |y(0T) — xg| or |y(17) — 1] to the total variation. In this way, we
could decide to identify the values of v at ¢t = 0 or ¢ = 1 with their right or left limits at these points,
respectively, and replace Dirichlet boundary conditions with a boundary penalization. This could also be
done for more general penalizations g, 11, for which it is useful to define the relaxed functions

() = 12f ly — | + e (y).

It is important to observe that the functions @Zl are automatically 1-Lipschitz continuous, as an inf of
Lip, functions of the variable z, indexed with the parameter y.
In this way the problem (4.2) becomes

min{TV(% [0, 1])+/0 F(t,y(t))dt + o (v(07)) + 41 (4(17)) = v € BV([o, 1];Rd)}

or, equivalently, we can replace 9o (v(0)) + ¥1(7(17)) with 1o(7(0)) + ¥1(7(1)) and impose continuity
of yatt=0,1.

Lemma 4.1.1. Let L : R* = R be a smooth and uniformly convex function which is supposed to be radial:
L(v) == £(|v|) for a convex and increasing function £ : Ry — R. Let F: [0,1] x R?* — R be a C? time-
dependent potential satisfying D2, F(t,z) > col for a certain constant ¢y > 0 and |0,V F(t,x)| < Co,
and o,11 : R = R two Lipschitz continuous functions. Consider a solution v of

1
min{ [ L0 ®)+ Pt + vua0) + () < 7 e (O, 1])}.

Then v is Lipschitz continuous and satisfies |v'| < C' where C' is defined by

C R R
C o= max{= 2, (¢) ! (Lipto), (¢) " (Lipt) ).
Proof. Let us start from the Euler-Lagrange system of the above optimization problem. We have

( L(Y))'(t) = Vo F(t,~(t))
VL(y'(0)) = V%( (0))
VLY (1)) = =V (y(1)).

First we observe that v € CY and F € C' imply that the right-hand side in the first equation is a
continuous function, so that we have VL(y') € C!. Inverting the injective function VL we obtain v € C?
and, since F' € C?, we obtain vy € C3.

Then, the transversality conditions show |VL(v/(t))| < Lipy; for t = 0, 1. Using |VL(v)| = ¢'(|v]) we
see |y (t)] < C for t =0, 1.

Let us now consider the maximal value of |y/()|. This maximum exists on [0,1] since v € C! and
if it is attained on the boundary ¢ = 0,1 the desired Lipschitz bound |5/| < C is satisfied. We can now
suppose that it is attained in (0,1). Since ¢ is increasing and non-negative, the maximal points of |7/
and of |[VL(v')|? are the same. We can then write the optimality condition differentiating once and twice
in ¢: we do have

VLY () - (VLK) (8) = 05 VLY (1) - (VL))" (#) + (VL) (D) < 0.

In the last condition we can ignore the positive term [(VL(v"))'(t)|? and observe that, since VL(v'(t))

and ~/(t) are vectors with the same orientation (we do have VL(v/(t)) = a ‘(,IYW(E)?D'y (t)), we have +'(t) -

(VL(Y)"(#) <0.
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We now differentiate in time the Euler-Lagrange equation and take the scalar product times 4/, and
obtain

0>7'(t) - (VL(Y)"(t) = (Vo F(t, (1)) -7 (t) = 9V F(t,7(t) -7/ (t) + 7/ (t) - D3, F(t, v () (B).

We deduce
coly' () <[ ()10 VL F(t,7(1)],

which implies |/ (¢)| < %‘; < C and concludes the proof. O

We now use the above result on an approximation of the original problem in BV.

Proposition 4.1.2. Consider

win {7V (0.1 + [ FEA(0)dt+ iu(60) + n6(10) 5 v € BVOURY | (43

where F : [0,1] x RY — R is a C? time-dependent potential satisfying D> F(t,x) > col for a certain
constant co > 0 and |0;V,F(t,x)| < Co, and 1o, € Lip; (R?) are two penalization functions.

Then a minimizer ~y for the above problem exists, is unique, and is actually Lipschitz continuous with
l< S

Note that we directly state the problem using Lip; penalizations instead of first fixing ¢ and 1
and then passing to 1y and 1, but we have already explained why we can restrict to this case. Yet, an
important remark is needed:

Remark 4.1.3. The solutions with penalizations 1y and 1y (t =0, 1) coincide in (0,1), but the solution
with the original (non-Lip,) penalizations could jump at t =0 or t = 1, and this jump is intrinsically
considered in the definition of ;.

Proof. Given € > 0, we define ¢, : Ry — Ry via £.(s) := Ve2 + s2 + eh(s), where h : Ry — Ry is a
smooth, convex, and increasing function, with liminf, ., h”(s) > 0. We then define L. : R? — R via
L.(v) = £.(Jv]), so that L. is smooth, uniformly convex, and radiaﬂ

We also choose some numbers a. < 1 in such a way that lim._,oa. = 1 and lim._,¢ % = 0 (for
instance o = /1 —¢).

We consider 7. the solution of the variational problem

min { [ (/@) + F(tA0)at + ac(u60) + aG(0) + 7€ H(0.1) ).

Since L. is convex, a solution exists by the direct method of the calculus of variations, and it is unique
because of the strict convexity of the function F.

We want to apply Lemma to this approximated optimization problem. We first compute £.(s) =
ﬁ—l—eh’(s) > = and observe that we have (H)=1(r) < A Since Lip(aet;) = a:Lip(1;) < ae
we obtain from Lemma £.1.1]

i) < max ] €0, 0
o co’ T—aZ |’

and we observe that our choice of . implies that the second term in the max above tends to 0 as & — 0.

This means that the Lipschitz constant of . is at most %) if € is small enough.

By comparing . with the constant curve v = 0 we obtain

/0 F(t,7:(t))dt + ac(v0(7:(0)) + ¥(1(1))) < /(; F(t,0)dt + a:(10(0) +91(0)) < C.

This estimate includes an L? estimate on v, and, because of the uniform Lipschitz condition on ., it
also implies that the curves v, are equibounded. We can then apply Arzela-Ascoli’s theorem to obtain a
limit curve . — 9. This curve - is of course %’—Lipschitz continuous, and we can prove that it solves

Problem (4.3).

1Note that the easiest choice for h is h(s) = %82, but other choices are possible and reasonable, and the only role of h
is to guarantee a lower bound on the Hessian of L. (and in particular, to provide a quadratic behavior to ¢. so that the
problem is well-posed in Hl). Later, one we will see the interest for other choices of h.
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Indeed, the optimality of 7., together with the inequality L.(v) > |v| (which allows to bound the total
variation from above with the integral of L.), shows that we have

TV (72 0, 1]) + / F(t 7 (8))dt + (w0 (7 (0)) + 1 (72 (1))

g/o dt+/ F(t,7(1))dt + ac (10(7(0)) + 11 (1(1)))

for every v € H*. If we let ¢ tend to 0 and use the lower semi-continuity of TV for the uniform convergence,
we obtain

TV (70 [0, 1]) + / F(t,70(6)dt + $o(10(0)) + 1 (10(1))

< / Iy (8)]dt + / F(t, ()t + o((0)) + 1 (1(1)),
0 0

where we used the dominated convergence L.(y') — |7/| as € — 0, and a. — 1.

This shows the optimality of 7y compared to any H' curve. It is now enough to approximate any BV
curve with H' curves. We take v € BV ([0,1]), we define it as equal to v(07) on [~1,0] and to (17) on
[1,2] and we convolve it with a smooth compactly supported kernel 75 tending to the identity so as to
smooth it, thus obtaining a sequence of curves v % ns such that TV (y*ns; [—1,2]) = ffl [(y*ms) (t)|dt <
TV (v, (0,1)); moreover, 7 * ns is uniformly bounded and converges to v at all continuity points of ~,
which means that the convergence holds a.e. and at the boundary point. This proves

hmbup/ (5 s (¢ |dt+/ F(t,y % ns(0)dt + oy * 15(0)) + b1 (y % 7s(1)

<TV(,(0,1) + / F(t, (D)t + o((0)) + 1 (+(1)

and concludes the proof of the optimality of ~.
What we proved implies the existence of an optimal curve for (4.3)), and its uniqueness comes, again,
from the strict convexity of the term with F. O

In the case where the space of curves is BV([0, 1];R?) with d = 1, we can obtain a very interesting
behavior.

Proposition 4.1.4. When d =1, i.e. the target space of the curves in Problem (4.3)) is one-dimensional,
the minimizer v satisfies |y (t)||[VoF(t,7(¢))] = 0 a.e., i.e. at each instant of time either v does not move
or it is already located at the optimal point for F(t,-).

Proof. We consider the same approximation as in Proposition 4.1.2] using the function h(s) = (s — M)%.

for a very large M. The uniform Lipschitz bound proven in Lemma [£.1.1] and Proposition [£.1.2] makes it
irrelevant the choice of ¢.(s) for large values of s, so that we can write the Euler-Lagrange equation for
the minimizer 7. in the form

2

3
W%’ = (LL(Y) = Vo F (),
€

where we explicitly compute(ﬂ the second derivative of L. ignoring the term in h.

We write this as €277 = (e2 + |7.|?)3/?V,F(t,7.). First, note that this implies a uniform bound

e?|y/| < C. Then, we differentiate it in time, thus obtaining
e = 3% + LN PAL ALV E (t7e) + (€ + P2 (Vo F(t,7e)
Re-using the Euler-Lagrange equation we have

ey =32 + VLA THOL AUV + (€2 4 L) (VL F(te))

2Note that this computation is based on a 1D cancellation effect, since in higher dimension we have

E2+PHI-vev

2 —
D LE(’U) - (52 + |’U|2)3/2

and the matrices |[v|2] and v ® v do not cancel out.
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We observe that the last term (£2 + |v.|2)3/2 (V,F(t,7.))" is bounded thanks to the Lipschitz bound on
v and the regularity of F. We multiply by +. and obtain

|4 AL =32 + W) T (LAl < C (4.4)
We then compute
1 1
62/ N [Pdt = —62/ A yldt + [ 4]y < C
0 0

The last inequality is justified by (4.4), by the sign of the term £2(e? + |v.|?) (7, - 7/)?, and by the
bound on the boundary term, which is the product of two bounded quantities: 7. and &24”.

Coming back to the equality e2v” = (e2 + |7.|?)*/?V,F(t,.) we take the L? norms of both sides,
thus obtaining

1 1 1
| VLGP < [ PPV F @ Pl = [ <P < o2,
0 0 0
We deduce fol VL8|V . F(t,7:)|?dt — 0 and, at the limit, by lower semi-continuity, we have the claim. [

We will now analyze in details a simple example, both for future use and for better understanding
the properties of the minimizers.
We consider the periodic problem

min {J('y) = ATV (y;Sh) + /sl %|’y(t) —w(t)?dt : v € BV(SY R)} ) (4.5)

where A > 0 and w : S — R is a fixed curve. We suppose that w is a Lipschitz continuous function such
that there exists a finite decomposition of S! into essentially disjoint intervals I = [ag,bx] (k= 1,...,4N
for N > 1) such that ag41 = br and byy = a1 and satisfying for each n = 0,..., N — 1, the following
conditions

e w is non-decreasing on l4,1;
* W(@ni2) = Wbint2) 7= Canto and w 2 Cant2 O0 Lunyt2;
e w is non-increasing on Iy, 3;
o w(aanta) = Wbanta) = Canta and w < Canpa o0 Lanys;

. f14n+2 W — Conyo = f4n+4 Cantd —w = 2.

We then define a curve v and a function z via

on Iyn41 Yy=w and 2z =),

on Iynio v =Canta and z(t) =\ — fat4n+z (w = Cant2),
on Iynis y=w and z = —)\,

on Iynia v =cCinra and z(t)=—-\— f;4n+2 (W — Cani2)-

We can check that v and z are Lipschitz continuous functions, that we have 2/ = w — as well as |z| < ),
z ==+ when 7’ # 0 and z and 4" have the same sign. Hence, z(t) € (| - |)(7/(¢)). This means that we
have, for any curve 7, the inequality

NV (3;S') > ATV (v:S1) + / 5 =) 2. (4.6)

S1

We claim that v is a solution of Problem (4.5)). Indeed, for any other competitor 4, we have

T6) =ATVES) + [ 5w = I0)+ [ =)z (=) (=) = T,
where the last equality is obtained by integrating by parts and using z’ = w — . The previous inequality
comes from the use of and from expanding the square.

This explicit example confirms the behavior predicted in Proposition [£.1.4} the optimizer in the scalar
case either coincides with the minimal point of F'(¢,-) (here such a point is equal to w(t)) or it does not
move. By using the numerical method described in Chapter |5, the solution to the problem is
displayed in Figure 4.1{ when w: S! — R is a curve such that w(t) = sin(2t) + 3sin(3 - 27t). The periodic
function w verifies the hypotheses listed above and we can see that the solution ~ either follows w or it
is constant on each interval I;. This numerical simulation confirms the solution and at the same time it
validates the numerical method which will be presented more precisely in Chapter
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Figure 4.1: The simulation of the solution 7 to the 1D periodic case with w(t) = sin(27t) + 3sin(3 -
27t). The parameters are displayed in Table except from S = 1 and A = 0.04. The blue solid line
corresponds to the solution -y, while the red dashed line is the profile of w. Each interval I, is delimited
by the vertical dotted gray lines.

4.2 Lipschitz regularity in the L' setting

In this section, we prove the regularity in time of the density p which solves the following problem:

T

i [ )]+ V() + 1(plt) dode+b(p(0) + 0 (7)) = F(p),
vte[0,T], [q p(t,z)dz=1

(4.7)

where £ := BV([0, T]; L1(Q))NL3([0, T] x Q) (for one-variable BV functions valued in a Banach space such

as L' we refer, for instance, to [Mor87; Mor89]). The function f will be supposed to be uniformly convex

(i.e. f"” > co > 0), and the time-dependent potential V will be supposed to belong to Lip([0,T]; L*(Q2)).

The domain § is a finite measure set in R%, and we assume for simplicity that it has unit volume.

A few words on the penalizations iy and p:
We aim to apply the results when 7 is of the following form

Yr: LY(Q) = R

)
m+4¢ﬂ@mww,

where o7 : Q@ = R is L* and ||¢7|lc < 1. In this case, ¢ is I-Lipschitz for the norm || - ||11(q), and it
is also weakly continuous in L'(2) (and hence in L?(12)).
When it comes to g, we aim to consider the following case:

vo: LY(Q) > R
p = llp—mollzr (),

where mo € L'(Q). In this case as well, ¢ is 1-Lipschitz for the norm || - || 11(q). It is also weakly lower
semi-continuous in L'(Q) and L2().
More generally, our results apply when the penalizations 1y and v, are of the following form:

Yi(p) :Z/Qat(:c,p(x))dx7

for two functions a; which are 1-Lipschitz continuous and convex in the second variable. In this way
the functionals v; are both continuous for the strong L! convergence (actually, Lip;) and lower semi-
continuous for the weak L' convergence. This general framework includes the two examples above.
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Finally, if ¢y and 9 are defined as previously, we will define vy o := at) and Y7 o = otpr.

Approximations:
As in the previous section, the absolute value |p| will be approximated by a smoother function L.
which will be specified later. The mass constraint [ p, = 1 will be imposed via a penalization method,

adding W. The penalizations on the boundary on [0, 7], ¢y and 7, will also be approximated by
multiplying them by o < 1. Finally, the positivity constraint will be handled by approximating f with a
sequence f, : R — R obtained via f,(p) := f(p) + n(p_)? so that negative values are penalized but the
uniform convexity of f is preserved since we have f/ > ¢, for the same ¢y > 0.

Taking together these approximations, we obtain the following problem:

T 2
min / ( / L(3(t. ) + Fulp(t.2) + V(6 a)pt e + f’(tvy;;ly D ) it
0 Q

peE

+%0,a(p(0)) + V1.0 (p(T)) = Fulp)-

Note that the approximated functional is written as F},, meaning that we have fixed a suitable sequence
of values (g, 6, ) such that ¢, — 0, é,, = 0 and «,, — 1.

In order not to have difficulties with the infinite-dimensional space L' (£2), we will also use a finite-
dimensional discretization. This consists in imposing that the functions p(t) belong to a finite-dimensional
subspace. More precisely, we divide the space {2 into n small areas of volume % called A? (we need their
diameter to tend to 0) and we take p,(t): 2 — R such that it is constant on each area. This means that
pn(t) takes at most n different values and its mass is constant equal to p;(t) on each region A? (and its
density equals np;(t)). The problem can be considered as a restriction of the previous one to the subset
of £ composed of densities which are piecewise constant functions (constant on each A?) for every ¢, or
it can be rewritten as follows:

: T2 :
o ) (55200500 om0 00 f

+ ¢O,a(p(0)) + ¢T,o¢(p(T))>

where the functionals ¢y o and ¥r , can also be written in terms of values p;(0) and p;(T): they are of

the form
Y0,a(p(0)) == azaﬁo(m(o)) and Y7, (p(0)) := aZaZT(m(T))

o) o E20

n
i

for some Lip, functions a;',, which are precisely given by

1
ai'y(u) == — ]{4" at(z, nu)dz.

n
In the set &£, we say that p,, converges to p in £ in the sense of (4.8), if
3C s.t. [|pn(t)|[z2(q) < C for every n and every t and p,(t) — p(t) uniformly in ¢ (4.8)

where the uniform L? bound allows to metrize the weak L? convergence and the uniform convergence is
defined accordingly.

We observe that the convergence in the sense of implies the weak convergence p,, — p weakly
in L2([0,T] x Q).

Lemma 4.2.1. Let (p,)n be a sequence converging to p € & in the sense of (4.8)) such that Fy(p,) is
bounded. Then, we have p >0, for a.e. t € [0,T] we have [, p(t, z)dx =1, and moreover

F(p) < liminf F,(p,)-
Proof. First, we have
T T
/ / (b, 2)|dandt < / / Le(p(t, 2))dzdt < Fo(py) < C,
0o Jo 0o Jo
so that [|pn|| L1 (j0,7)x0) is bounded. By embedding L'([0, 7] x Q) into M([0,T] x ), the space of Radon

measures, there exists a subsequence of (p,, ), which converges weakly in M ([0, T] x ) towards a measure
which can only be p. The semi-continuity of the mass for the weak convergence provides

T T
/ / |p(t, z)|dedt < Hminf ||, 10, 1x0) < / / Le(pn(t, x))dxdt
0 Jao nreo 0 JQ
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(where, actually, the first integral is to be intended as a mass in the sense of measures, or as the total
2

variation of the curve t +— p(t) in L'(Q)). Then, using again p,, LN p, we obtain

T T
/ /V(t,x)p(t,x)dxdt: lim/ /V(t,x)pn(t,a:)dxdt.
0 JQ n=eoJo Ja

Using f < f,, and the convexity of f, which implies the weak lower semi-continuity of p — [[ f(p(¢, z))dzdt,

we have . .
/ / f(p(t, z))dxdt < lim inf/ / fn(pn(t, x))dxdt.
0 JQ n—oo Jo Ja

Moreover, by the definition of f,, we also obtain

/ / 2(t,x)dxdt < hmlnf/ / on) )2 (t, x)dzdt = 0

since [[((pn)-)?(t, x)dzdt < €. This shows p > 0.

Since for all t € [0,7], pn(t) — p(t) weakly in L?*(Q), we have in particular p,(0) — p(0) and
pn(T) — p(T) weakly in L2(2) and consequently weakly in L(2), so by the lower semi-continuity of g
and Y, we have

bo(p(0)) < lim inf 4o (pn (0)) and ¢Yr(p(T)) < lim inf 7 (p, (T)).
Since (|[pn(0)]l2(0))n and (||pn(T)||L2(0))n are bounded we also have L' bounds and hence
lim a, 3o (pn (0)) = lim o (pn (0)) and lim oy (pn(T)) = lim ¢ (pn(T)).

Finally, we use the positivity of the term

/T (fp'rn(t?y)dy - 1)2dt
0

20
to obtain
F(p) <liminf F,(pn),
and its boundedness to obtain [ p(t) = lim [ p,(¢t) =1 for a.e. t. O

The following lemmas will be useful for the existence and regularity of the solution to (4.7) and will
be referred to when needed.

Lemma 4.2.2. Suppose that mq is such that [ f(mg) < +oo (in particular mg € L?(2)). For all p € €
there exists a sequence (pn)n in D = H'([0,T]; L*(2)) which converges to p strongly in L7, and which
satisfies

pn(0) =mo
om0, m1x9) <Al o, myx0) + 1p(0F) = mollL1(q) (4.9)
= 1l L1 (0. 11x02) + %o (p(07))
T T
limsup/ /f(pn(t,x))dxdt S/ /f(p(t,:z:))dxdt (4.10)
lim / /,on (t,2)V(t,z)dxdt = / / (t, )V (t, z)dzxdt (4.11)
n—oo
lim ¢ (pn (T7)) =47 (p(T (4.12)

In addition, if for allt € [0,T], [, p(t,x)dx =1, then for alln € N and allt € [0,T], [, pn(t,z)dz = 1.

Proof. Let p € £. We denote by 7, a sequence of mollifiers in the ¢ variable (i.e. 7, is a sequence of
smooth probability measures on R such that 1, — Jp), and we suppose sptn,, C [0, %]

The function p is only defined on the time interval [0,7], but we can extend p to a function p :
[—1,T] x Q — R setting p(t) = mq for all ¢ < 0. The total variation in L' of this extension is equal to
the sum of that of p and the L' distance between mg and p(07).

We then define p,, as the convolution of p with the mollifiers 7,, in time:

pulti) = [ (e = 5)p(s,2)ds.
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With the assumption on the support of 7, this convolution is well-defined on [0, T] even if p has not been
extended on |T, +o00[. Moreover, we have p,(0) = my.
Note that we have

<cw [ s a)ds

—1/n

oty )| = \ [ tte = sypts,aras

so that we have

t
i@l < €00 [ 165zt < O

(we use here the assumption mqg € L*(Q)). This proves p,, € H([0,T]; L?(2)).
The convexity of the total variation easily implies (4.9)). Again by convexity, for any convex function

g we have
/0 ) /Q alpnt o)zt < | i/n /Q 9(p(t, 2))dwdt — /O ' /Q 9(p(t, 2))dadt,

where the last limit is valid whenever [, g(mg) < +oo. Applying this to g(p) = p? proves that p,, strongly
convergence in Lix to p (it provides an L? bound, hence a weak limit up to subsequences; this weak limit
can be identified as p by testing against continuous functions; the limit is actually strong because the L?
norm converges to that of the limit). This implies, in particular, . As for , it is enough to use
g=1.

To prove , we use the property of bounded variation functions: p admits a left limit at T’ in L,
i.e for every € > 0 there exists 6 > 0 such that ||p(t) — p(T ") || < € for every t € [T — 6§, T[. By convexity
this implies, as soon as = < 4, ||po(T) — p(T7)|| < € and shows p,(T) — p(T~) strongly in L'. This
implies (4.12)).

If we suppose in addition that for all ¢ € [0,T], [, p(t,x)dz = 1 the same will be true for p, by
convexity, which concludes the proof of the statement. O]

Lemma 4.2.3. Let (p,)n be a sequence in E. Suppose that there exists Cy > 0 and Cy > 0 such that

Vn e N*, sup |pn(t)|r20) < Ch, (4.13)
t€(0,T]
and
T
/0 lpn (D172 (0ydt < Co. (4.14)

Then, there exists C3 > 0 such that

Vn e N*, sup |pn(t)|z20) < Cs.
t€[0,T]

Proof. Hypothesis (4.13)) implies,
Vt, s € [O,T], Hpn(t) — pn(5)||L2(Q) < Cl‘t — S| (415)

By the continuity of |[p,(-)||2(q), there exists a time to,, € [0, 7] at which the mean-value is reached:

T
fo ||Pn(t)||2L2(Q)dt

Hpn(to,n)H%?(Q) =

T )
so by Hypothesis (4.14)),
Cs
1o (to,n) 1720y < T (4.16)

By (4.15) and (4.16), we have for all ¢ € [0, T,

c
lon(®)llz2(@) < loat) = palton)llz2@) + [Pnlton)llz2@) < CIT + 72 1= Ca.
0

Theorem 4.2.4. Suppose that 1¥g: L*(Q) — R and r: L'(Q) — R are 1-Lipschitz and weakly lower
semi-continuous on L'(Q)) and that V: [0,T] x Q — R belongs to Lip([0,T); L%(2)). Suppose also that
f: R —= R is cg-convez, i.e f"" > co on R.
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Then, there exists a unique minimizer p to the problem

emin_ F(p). (4.17)
vte[0,T], [, p(t,z)dz=1

This solution belongs to Lip([0,T]; L?(2)) and it satisfies

sup / (. 2)[2d < C, (4.18)
te[0,T] JQ

2
where C = %2‘]) with C§ = sup,epo. 7y [IV' (¢, -)||%2(Q)

Proof. To obtain the regularity (4.18), we will approximate the problem (4.17) as already described at
the beginning of this section; i.e. solving

ol 2,00 —1)’
min F,(p) :/0 (Zi(La(nﬂi(t))+fn(n/7i(t)))+nPi<t)/nV<t’x)dx> + (p25> dt

pEEL i—1 i
(4.19)
+ %0,a(p(0)) + Y10 (p(T)),

where we denote by &, the set of piecewise constant (in space) functions p € £ such that
vVt e [0,T],Vz € Q, p(t,z) = anz )Llar(x

where p;: [0,7] — R is a real-valued function. With the definition, the mass of p on each AI" equals p;(¢).
In particular, if we consider the curves p;(t), for each ¢ the curve p; solves

Y ()
min / Le(npa(t)) + fulnps(t)) + nps()V7(0) + ~—2—L | d (420)

+ aaio(pi(0)) + aa; 7(pi(T))

where V;"(t) := fA“ (t,z)dr =n fA" (t,z)dz. The function V" (t) defined to be equal to V() in
A? satlsﬁes

IV*Ollz2) < NV #)ll2), 1V Iz20,mx0) < IV Iz2o,mxe) 10V (O)lz2) < 10V ()22 (-

All these inequalities are a consequence of Jensen’s inequality. Indeed, we have for alln € N and ¢ € [0, 77,

[ vetsran= [ ot (f viewas) as=n([ vi) =2 (o] vinw)

1
<—|n/[ V(ty)?dy :/ V(t,y)*dy.
n A;L Amn

k3

The proof is divided in several steps.

STEP 1 The minimizers of , which is a finite-dimensional variational problem in H', exist by
the direct method. A presentation of this method is described for example in [San23; Section 1.2.1] or in
[Dac07, Section 3.4.1].

STEP 2 Let p, be a minimizer of F, for all n. In this step, we bound ||p,(t)| r2(o) independently of
n so that we will be able to pass to the limit n — co. We remind that p,, is piecewise constant in space:
pn(t,x) i= 3" npp i(t)1an (). In the following, we fix n and write p;(t) instead of p, ;(t) to enlighten
the notation.

The Euler-Lagrange equation of is

pi(t) — 1
(LL(npi(1) = Vi (1) + Fr(npi() + (ijn((;))- (4.21)
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Differentiating the equation (4.21]) yields

(L. (nps(0)))" = (VY () 4+ nps () £ (nps (1)) + Z; ,fg( )-

Multiplying by p;(¢) and summing over ¢ gives

" " >0
S (L mp)" = SOV ©5:(0) + n(3s(0)2 £ (npa()) + (Zs0)
nd

i=1 i=1

2
Since the term (Z i Pj (t)) is positive, using f// > ¢y as well, we obtain the inequality

Zpl (L' (npi(1)))" > Z vy ) + con(ps(t))?. (4.22)
Now, we need to estimate the left-hand side of (4.22)). By expanding the second derivative, we have
sz ) (LL(nps(t sz (npi(t) LY (npi(t)))’ (4.23)

—sz (i (D)LY (np (1)) + 3 (O L (npu(1)))

Let us define the function h: R — R such that h(s) = sL.(s) — Lc(s). Then, h verifies
h'(s) = sL?(s) and h"(s) = L”(s)+ sL(s).

‘We now consider
n

max h pi t)). 4.24
t€[0,7) < (i (1)) ( )
Two cases will be distinguished:

e the maximum is reached on (0,7),

e the maximum is reached on {0,7}.
(i) Suppose there exists to €]0,T[ such that Y. | h(np;(to)) = maxepo,r) > iy h(npi(t)).

In particular, we have
an to)h' (npi(to)) Zn pi(to)pi(to) LZ (npi(to)) = 0
and an (to)R' (npi(to)) + (nji(to))*h" (npi(to)) <0,

Le Z n® P (to)pi(to) LY (npi(to)) + (npi(te))® (L (npi(te)) + npi(te) L2 (npi(to))) < 0.

i=1

Inserting (4.22)) and (4.23) in to, the last inequality becomes
n

D (VM (to)pilto) + conpi(to)®) < =D (npi(to))> LY (npi(to)) < 0. (4.25)

i=1 i=1
Let us precise the expression of h:

h(s) = sLc(s) = Le(s)

S §°— s —¢
= 4252 —\/s2+e2—es? = +es?
‘/52+€2 ‘/52+€2
2
5
= — +es? < es?
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Since tg is a maximizer of Y ;" | h(np;), for all t € [0,T], we obtain

Zh np;(t ; \/ﬁ e(npi(t))? (4.26)
2”: h(npi(to)) <6an,t0).
i=1 i=1
In particular, we have . .
> Ty ) < o miuto)
Since W <1, forallte0,T],
inm(t)z <1+ zn: np;(to)?. (4.27)
i=1 i=1

Besides, thanks to Cauchy-Schwarz inequality, the inequality (4.25)) becomes

co Y npilto)* < =Y (V") (to)pito) (4.28)
i=1 i=1
n 1 n
< ;E(Vin)’(to)Q Z;”m(to)z
<\ s S [ e S i
t€[0,T] ;=1 J A} i1
< sup [|(V")'(t,)llz2(0)
t€[0,T]
< sup [[V'(t,")llr2(o)
te[0,7]
Finally, (4.28) gives
Cozﬂpz to)? < S V(£ )22 (- (4.29)
=1

By gathering the inequalities (£.27) and (4.29), there exists a constant Cg := supye o7y [[V'(t, )72y =
0 independent from n such that for all ¢ € [0, 7],

D npit)? <1+ mpilte)® <1+ 73 (4.30)
i i=1 0

Yet, for all t € [0, T, the L?-norm of p,,(t) is

OIS S ICIOIED SR
i=1 i =1
so, for all n € N, a minimizer of (4.20) verifies

02
sup [on ()72 <1+ = (4.31)
t€[0,T 0
(ii) Suppose that the maximum of (4.24) is reached at 0, 1.e Y27, h(np;(0)) = max,e(o,r) Y ieyq h(npi(t)).

The transversality condition yields

L(npi(0)) = (aago)'(pi(0)),
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and we know that aaf is Lip,. Using L.(s) = ﬁ + 2es, we get

+ 2enp;(0)| < .

| np;i(0)
(npi(0))? + €

This inequality is equivalent to

(W * 25) In6i(0)] < a

which yields
;
(npi(0))? +
Le. [np;(0)] < a (nm(O)) +e2,
Le. [npi(0)]* < &®[(npi(0)) + €7,
ie. (1—a2)|npi(0)]? < a2

=|npi(0)] < a,

This leads to e
i (0)] < 2.

(Note that we could have directly referred to the computation in Proposition )
Thanks to this inequality, we can conclude similarly to (4.30) that

n n
> _npi(t) <1+ npi(0)%,
i=1 i=1

na’e? a2e?

<1 =1
- Jrn(l—ozz) i

. . 2.2 .
so, if = 1 and € — 0 in a way that {7 remains below 1, we have

sup. ||Pn()II2Lz(Q)= up anz <2, (4.32)
tel0,T te[0,7] i

Remark 4.2.5. The upper bounds in and can be improved to quantities which are abritrarily
close to C2/ck and 0, respectively.

For the first one, it suffices to define a slightly different approxzimation of | -|. If one take L a(s) =
V82 + €2 + Aes? instead of L., the calculus remains the same, except for , which becomes

+ Ae(npi())?

< Zh(nm(to)) < Ae Z(nﬁi(to))2»

i=1 i=1
and yields the inequality

Aznp'i(t)Z <1+ Aznﬂi(to)27
i=1

i=1
S I < .
i.e ani(t)2 <7 + ani(t(])2
i=1 i=1

Since the constant A can be chosen as large as we want, the bound can be CZ/c3.
For the second estimate, it s enough to choose o — 1 such tha "‘2522 — 0 whech allows to replace the

second term in (4.32) by almost 0 (and the first one can be taken small as well, as we have just explained).

The same computations lead to the same conclusion if the maximum were reached on T
To conclude, by (4.31)), (4.32)) and Remark we have shown that

Cc? Cc?
Vn, sup ||p'n(t)||2L2(Q) < max{g,O} =2 :=C.
te(0,7] &0 o
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STEP 3 In this step, we prove that there exists a subsequence of (p,,),, which converges to a function
p € CO([0,T], L*(Q)).

The sequence (pn(t)), is equi-Lipschitz in LQ(Q) but the norm L7, is also bounded, which provides
a uniform bound ||p,(t)||z2(q) < C (see Lemma . Bounded sets in L?(Q) are not compact for the
strong convergence, but they are compact, by Banach Alaoglu s theorem, for the weak convergence. The
equicontinuity that we have is in the strong sense, so it also holds in the weak sense, and we can then
apply the Arzela-Ascoli’s theorem to extract a subsequence of (p,,),, which converges to p in the sense of
E3).

Additionally, we obtain by the lower semi-continuity property of the L2-norm that the limit curve p
is also Lipschitz in time for the strong L? norm:

¥(t.5) € 0,71, lot) — pls) 2y < Clt — sl

STEP 4 The goal of this step is to prove that the limit p found previously is actually a minimizer
of . Comparing to a suitable competitor (for instance a discretization of mg, constant in time), we
can see that there exists C' > 0 such that F,(p,) < C for all n.

First, let us notice that [, p(t,z)dz =1, for all t € [0,T]. Indeed, we have

2

T 2 T
/ (/ p(t, z)dx — 1) dt < lim inf/ </ pn(t, x)dx — 1> dt = 0.
0 Q n 0 Q

Second, by Lemma we have that F(p) < liminf, F,(p,).

Third, let m € D = H'([0,T]; L*(Q)) be such that [, m(t,y)dy = 1. In what follows, we prove that
there exists a sequence (m,, ), such that limsup,, F,,(m,) < F(m).

We define the sequence (my,), by choosing piecewise constant functions such that

YVt € [0,T],Vz € A}, m,(t,x) = n/ m(t,y)dy (4.33)

which verifies fQ my(t,y)dy = fQ (t,y)dy = 1. This lets the term penalizing the mass of m,, disappear
in F,(m,) and, using m > 0 and m,, > 0, the penalization of the negative part disappears as well:

Fy(m) = /0 /Q Le(rin(t, ) + f(min(t, ) + mn (£, 2) V™ (£, 2)ddt + o0 (mn(0)) + ra (mn(T)).

We observe that, by Jensen’s inequality, exactly as it happens for V", the sequence m,, is bounded in
L? (the norm is bounded by that of m) and clearly weakly converges to m (it is enough to test against
continuous test functions). So, it strongly converges to m in L?. This is true both in L7, and in L? for
every ¢. In particular, the boundary terms and the linear term [ m, V™ converge to the corresponding
terms with m. As for the term [ f(my), it can be bounded (again thanks to Jensen’s inequality) by
[ f(m). We are left to bound the term involving the time-derivative.

Using again the Jensen inequality we have [ Lc(r,) < [ Lc(rm) and using m € D (i.e. mm € L7 ) the
quantity in the right-hand side tends to |72 1 (j0,7)x0)-

Summing up, we have proved that for all m € D such that fQ m(t,x)dx = 1, there exists a sequence
(my,),, which converges to m strongly in L?([0,7] x ) and which verifies

lim sup F), (my) < F(m). (4.34)

Now, we can prove that p minimizes F. Let m € D be a competitor such that [, m(t,z)dz = 1 and
(my,)n the sequence defined in (4.33)). Since for all n € N, p,, minimizes F,,, we have

Vn €N, Fn(pn) < Fn(mn)

By Lemma and the property (4.34), we obtain
Vm € D, F(p) < F(m). (4.35)

The inequality is true for all m € D, there remains to show that it is true for all m € £.
Let m € & be such that [, m(¢ x)dm =1. By Lemma 2 there exists a sequence (my,), C D which

converges to m strongly in L%z and such that fRN my(t, x)dx =1 for all n € N. This sequence may be

different from . By Inequality -, we have
Yn € N, F(p) < F(my).
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By using the properties (4.9)), (4.10) and (4.11]) and the fact that m is supported in [0, 7] x €2, we obtain
vm € £, F(p) < F(m),

which shows that the limit p is a minimizer of F.
To conclude, the function p is a solution to the problem (4.17)) and verifies the property (4.18]).
Moreover, the solution p is unique by the strict convexity of F', given by f. O

4.3 Infinite horizon problems

Similar results can be proven in the infinite horizon case, with an exponential discount factor:

o0

min e_”/ (ot 2)| + V(t,2)p(t, ) + [(p(t; x))) dedt + 1o(p(0)) := Foo(p)
pE€ac; p>0 0 Q
VteRL, [q p(t,z)dz=1

where £ 1= BV o(Ry; L1(Q)) N LZ (R4 x Q). This kind of infinite horizon problem is very classical in
economical models and we will not discuss any more its economical motivations. From the mathematical
point of view, it is interesting as we get rid of some difficulties (which will appear in the next section)
related to the transversality condition at ¢ = T but the computations which provide the time regularity
can be re-done up to minor modifications.

We have the following result:

Theorem 4.3.1. Suppose that g: L*(2) — R is 1-Lipschitz and weakly lower semi-continuous on L'(Q)
and that V : Ry xQ — R belongs to Lip(Ry; L?(Q2)). Suppose also that f: R — R is co-convex, i.e f" > co.
Then, there exists a unique solution p to the problem

min F,
pE€acs p>0 o (P);
VteRy, [q p(t,x)dz=1

and it satisfies

sup/|p(t,x)|2dm§C’oo, (4.36)
teRL JQ

2
where Coo = % > 0 only depends on V with Cf = sup,cg, [|[V'(t, ~)||%2(Q) and on cy.
0

Proof. The proof will be very similar to the case discussed in Section [£.2] and we will only highlight the
differences. First, there is an extra approximation due to the infinite horizon: we fix T' (and, later, we
will consider T'— oo) and we define the following approximated functional

Fr(p) = / / (1(t,2)| + V(£ 2)p(t,2) + F(pl(t, 7)) dedt + o(p(0))

and its approximation

r n >t 1)
Fp(p) = / b Ls<nm<t>>+fn<npi<t>>+<25) T npilt) /A Vit | (o),

i=1

where L. and the partition © = U} A7 are the same as in the proof of Theorem [£.2.4]
We solve the problem
in F''(p). 4.37
min £, (p) (4.37)
We adapt the proof of Theorem [.2.4] and we mention here the main differences.
STEP 1 Using the fact that e™"7 < e™"*, we can conclude similarly to Step 1 in Theorem that
there exists a solution to problem (4.37)).
STEP 2 Let p,, (denoted p in this step for simplicity) be a minimizer of FX. We exploit the Euler-
Lagrange equation for each component p;(¢) in order to obtain bounds. The equation is slightly different
now, due to the coefficient e™"t. We have

(4.38)

Ejf;j_1>

(e~ LL(5) = e (mt, 5i) + i nps) +
L2t

te —rLL(p) + (LL(A)) = V() + Finp) + =22
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Similarly to the proof of Theorem we differentiate Eq. (4.38]), multiply it by p; and sum over i:

. 2
D (=rpipi L (p2) + pi(LL(p))") = D (5 (Vi) (t,23) +np? £l (nps)) + (2575)

i %

Compared to Section there is an extra term equal to ) _.(—rp;p; L (p;). We now take again h the
function such that

h(s) = sL.(s) — L(s)

and look at max,eo,77 Y iy h(npi(t)).
The extra term in the Euler-Lagrange equation appears in considering the maximum in (0,7"), but in

this case we also have
n

> W (npi(1)ji(t) = 0.

i=1
Using h/(s) = sLY(s) we see that this lets the extra term vanish, and the computations are then un-
changed.

As for the case where the maximum is reached at ¢ = 0, the transversality condition is exactly the
same as in Section because of e = 1. When the maximum is reached at t = T, the transversality
condition now gives e="T L’ (np;(T)) = 0 for every i. This allows to obtain p;(7) = 0 and the maximum
cannot be reached at t =T

This allows to bound >, np;(t)? by a constant Cs := CZ/c? which only depends on ¢y and the
quantity supyejo, 7y [[V'(t, )72y < suber, V' (¢t )72y = C8-

STEP 3 Now, we pass to the limit in n for fixed T. This follows the very same procedure based
on the Arzela-Ascoli’s theorem, as in Section In this way, we obtain a family (pr)r of equilipschitz
functions in ¢ valued in L?(2), satisfying the very same uniform bound on the time derivative, and each
pr minimizes Fr by proceeding the same way as in Step 4 of Theorem

STEP 4 We pass to the limit T'— co. The previous step provides a family (pr)ren of equilipschitz
minimizers of Fr. By choosing a density m such that [ f(m) < +oc and comparing pr to the constant
curve equal to m, using the integrability of the exponential discount coefficient e~"*, we obtain a uniform
bound Fr(pr) < C (independent of T'). Let us fix Ty < oo. Since pr is a minimizer of Fr, we have
Fr,(pr) < Fr(pr) < C. Thus we have a bound (depending on Ty, because of the coefficient e~"")

sup |lpr(t)|lL2(0) < Oy
t€[0,To)

This allows to apply Arzela-Ascoli’s theorem for the convergence in the sense of , and extracting a
diagonal subsequence we obtain a subsequence of (pr)r which converges towards p € CY(Ry, L?()) in
the sense of (4.8)), on each interval [0, Tp].

STEP 5 In this step, we show that p defined previously is a minimizer of F. Let us denote by (p7, )i,
the subsequence which converges to p. Let m € £, be a competitor and T a fixed value. For all Ty, > T,
we have

Fr(pr,) < Pr(m) < Fo(m).

By the lower semi-continuity of Fr we obtain Fr(p) < F.(m) and, taking the limit 7 — oo, we see

Foo(p) < Foo(m).
This shows that p is a minimizer of F'. Additionally, it verifies

Vtvs € R+) Hp(t) - p(3)||L2(Q) < COO|t - Sla

hence (4.36)). O

4.4 Regularity in space

While the regularity shown in the previous sections is in time, we can show regularity in space under
additional conditions on V" and on the boundary conditions. We will start from the problem with Dirichlet
boundary conditions:

T
min /0 /Q (lp(t, z)| + V (¢, 2)p(t, x) + f(p(t, x))) dzdt := F(p), (4.39)

peE
p(0,-)=mo,p(T,)=mr
vtel0,T], [, p(t,x)dz=1
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where we remind that £ := BV([0,7]; L1(Q)) N L3([0,T] x Q). Similarly to Section and we
approximate the problem (4.39) by

2
A AN | (Zim-1)"
min [ (30 L2 @) (o) [ Vikaddn+ o) ) + S | dei= Flo)
p(0,))=mg, =1 i
p(T,)=mi

(4.40)
with the usual choices for L.(s) = v/s2 + 2 + es? and &,, the set of piecewise constant functions p € €
such that

vt € [0,T],Vx € Q, p(t,xz) = anl )Llan(z

where p;: [0,7] — R is a real-valued function. Note that here we prefer not replace the Dirichlet boundary
conditions with L' penalizations, so that we need to discretize the initial and final data as well. We then
define m}* to be piecewise constant approximations of my (for t = 0,7T), taking in particular miy =
ﬁfA? my(z)dz. We also set, as usual, V;"(t) := \A”I fAn (t,z)dz.

We will consider the problem solved by p;(¢) for all ¢ € {1,...,n}:

2
N . . (Em-1)
npi((lg)lg;n?m /0 Le(npi(t)) + f(npi(t)) + npi(V" + =————— [ dt. (4.41)
np;(T)=m]

The Euler-Lagrange system of (4.41)) is

(Lt(nps())" = Vi"(t,20) + ['(npi(t)) + (1),
npz(Og =my, (4.42)

np;(T) = miy,

where c(t) := %
Lemma 4.4.1. If p is a minimizer of (4.40), then for every i,j we have the following inequality:
n sup pi(t) — p;(t) <max | sup Vi'(t) = V" (t),milo —mjo,mip —mjrp, |.
te[0,T) te[0,T) ’ ’ ’ ’
Proof. We consider
() — p;(%).

o pilt) = pi(?)

We distinguish three cases:
e the maximum is reached on (0,7),

e the maximum is reached at 0

e the maximum is reached at T.

(i) If the maximum is attained at ¢ty € (0,7"), we have p;(to) = p;(to) as well as g;(to) < p;(to). This
implies p;(to) LY (npi(to)) < pj(to)LY(np;(to)). By using (4.42)) and substracting the equation for ¢
and that for j, we have

1
npi(to) = np;(to) < (fa(npilto) = fr(np;(to))

=pi(to) L2 (npi(to)) — pj(to) L (np;(to)) + Vi (to) — Vi"(to)
< V'(to) = Vi"(to) < S[HP]V"( ) = Vi"(®).

Consequently, n(p;(to) — pj(to)) is bounded by sup,cro ) V' (t) — Vi (2).
(i) If the maximum is reached at t = 0 we have
npi(t) —np;(t) <miy —mj,

using the Dirichlet condition.



4.4. REGULARITY IN SPACE 73

(iii) If the maximum is reached at t = T we have

np;(t) —np;(t) < milp —mip

using the other Dirichlet condition.

The claim follows by putting together the three cases. O

Theorem 4.4.2. Let p be a minimizer of (4.39) and w a function such that

1
—(V(t,z) = V(t,2"),ms(x) — mg(2') <w(z —2)
Co
for all t,x,a" with s = 0,T. Suppose either that w is a constant or that lim, ,ow(z) = 0 (i.e., w is a
modulus of continuity).
Then we have for a.e. t,z,x’

p(t,x) - p(t7$/) < W(x - x/)'

Proof. We first consider the curves p, minimizing (4.40). We write the estimate from Lemma in
terms of the densities p,(t,z) = np;(t). We obtain

on(t,x) — pu(t,2') <w(x — ') +ep.

Indeed, if the function w is a constant M, then the oscillations of %, mgo and mp are bounded by M and

so np; —np; < M as well. Otherwise, if w is a modulus of continuity, then the functions %7 mo and mr
are continuous and their averages on small pieces A} can be replaced by the values at the center of these
pieces up to a small error &,, (which also takes into account that x and z’ can differ from the centers of
the corresponding pieces).

The family (pn), is bounded in L2([0,T] x Q). Differently from the case of Section [4.2] we do not
have Lipschitz estimates in time (note that this is not the same approximation as in Section since we
impose the Dirichlet boundary conditions instead of penalizing them), but luckily we will not need them.
Indeed, the equicontinuity in time was essential to obtain uniform and pointwise bounds and deal with
the boundary terms. Here we just use weak convergence in L?([—1,T + 1] x ) after extending p,, to mq

n [—1,0] and to my on [T, T + 1]. Tt is easy to see that p,, admits a weakly converging subsequence and
that the limit solves . Note that the extension before t = 0 and after t = T is needed to include
the possible jump at those instants of time in the total variation and hence play the role of the Dirichlet
boundary condition.

The conclusion comes from the following Lemma [£.4.3] 0O

Lemma 4.4.3. Let p, be a sequence weakly converging to p in L*([0,T] x Q) and suppose that there
exists a function w such that

Vn e N*,Vt € [0,T],Vz, 2" € Q, pu(t,z) — pn(t,2') <w(x —2') +e,

for a sequence e, — 0.
Then we have

p(t7$) - ,D(t, {ZZ/) < w(x - xl)

whenever (t,x) and (t,2") are Lebesgue points of p.

Proof. Let us take (tg,zo) and (to,yo) in [0,7] x 2, two Lebesgue points of p. Let » > 0 be such that
Jto — 7, to + r[C [0,T], B(xo,r) C Q and B(yo,r) C 2, we have in particular

to+r to+r
][ ][ n(t, )dxdt — ][ p(t, x)dxdt, (4.43)
to B(:L’o,'r‘) 0 Jio—r J B(mo,r)
to+r to+r
and ][ ][ on(t, x)dxdt — ][ p(t, z)dxdt. (4.44)
to—r J B(yo,r) "0 Jto—r JB(yo,r)

By assumption we have the inequality

to+r to+r
][ 7[ pn(t, x)dx — ][ on(t ") ][ ][ (pn(t,x) — pn(t,x — o + yo)) dadt
to—r B(zo,r) B(yo,r) B(zo,r)

1’0 _yO) +5n
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By taking the limit n — oo and applying (4.43)) and (4.44) to the left-hand side of the inequality, we get

to+r
][ ][ p(t, z)dx — ][ p(t,z")dz' | dt < w(xg — o).
to—r B(zo,r) B(yo,r)

Since (to, o) and (o, yo) are Lebesgue points, we can pass to the limit » — 0 and obtain

p(to, z0) — p(to, yo) < wl(xo — yo)-

O

The case where the Dirichlet conditions are replaced by penalizations are harder to deal with. The
only case that is easy to consider requires that the transversality condition is the same for p; and p;. We
can obtain the following results for which we just sketch the modifications to the previous proofs.

Theorem 4.4.4. Let p be a minimizer of

T

win [ [ pt) - ViEpltn) + F(plta))) dadt + [ Urp(Ta),
0 Q

vte[0,T], [ p(t,z)dz=1

Let A C Q be a set where Ur is constant. Suppose that w is a function (either constant or a modulus of
continuity) such that %(V(t, x) =V (t,x")),mo(z) — mo(z') <w(x—2a') for all t,x,2’. Then we have for
a.e. v,x' € A

p(t,z) — p(t,2') < w(z —2').

Proof. The approximation will be the same as before, but the Dirichlet boundary condition at ¢ = T is
replaced by a transversality condition. Choosing a decomposition into pieces A such that z,z’ belong
to two pieces contained in A, this transversality condition will be the same for the two curves p;(t) and
p;j(t) that we need to consider to estimate p(t,z) — p(t,2’). In particular, we will have p;(T") = p;(T).
Hence, when considering max; p;(t) — p;(t), the maximum could be attained on ¢¢ = T but in this case
the first-order optimality condition will be satisfied, and this allows to obtain the second-order one, which
is the main tool to estimate p;(to) — p;j(to). The rest of the analysis goes as in the rest of the section. [

Theorem 4.4.5. Let p be a minimizer of

min [ et [ ((pea) < Vieplto) + £t ) dodt = F(p).
p(0,)=mo, 0 ¢
VteRy, [ p(t,x)dz=1

Suppose that w is a function (either constant or a modulus of continuity) such that for all t,x, 2’

1
C—(V(t,x) = V(t,2")),mo(z) — mo(z') < w(x —2").
0
Then we have for a.e. x,x'
p(t,z) — p(t,2") <w(z —2').

Proof. We first replace F' with Fr as in Section [4.3] Then, the claim is the same as in Theorem
with U7 = 0 (hence we can take A = Q) with the only difference that have an extra coefficient e,
This lets an extra term —rL.(np;) appear in the Euler-Lagrangian equation, but this term cancels when
taking the difference between ¢ and j because of the first-order optimality condition for ¢3. The rest of
the analysis goes as in Theorem [£.4.4] and in the rest of the section. This provides a uniform estimate on
pr, independent of 7', and we can then take the limit 7" — oc. O

We conclude summarizing the result that we can obtain in terms of spatial regularity:

e For the problem with two Dirichlet boundary conditions, if V, mg, and m are continuous, then the
solution p shares the same modulus of continuity of %, mg, and mp. Combining this with the L2
Lipschitz regularity in time obtained in Section this gives a uniform continuity result in (¢, x).

e In the same problem, if V, mg, and mp are only bounded, then p is bounded, since its oscillation is
bounded by that of %7 myo, and my and its L? norm is also bounded.
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e For the problem with a Dirichlet boundary condition at ¢ = 0 and a penalization U at ¢t = T, if
W is piecewise constant and V' and mg are continuous, then p is piecewise continuous, and hence
bounded. The solution p is also bounded if we only assume V and mg to be bounded, and ¥t to
be piecewise constant.

e In the infinite-horizon problem with Dirichlet boundary condition at ¢ = 0, the solution shares the
same modulus of continuity of % and mg and is uniformly continuous in (¢,z). It is uniformly
bounded if V' and mg are bounded.

e In the periodic case (which we briefly presented in Section but did not develop here) the solution
p shares the same continuity or boundedness of %

All the above continuity results are crucial for applications to the theory of Mean Field Games, since
the variational problem we studied, with a congestion penalization in the form of f(p), corresponds to a
MFG where every agent minimizes a cost over trajectories - involving the integral of a running cost of
the form fOT(V + f(p))(¢t,v(t))dt. This cost is not even well-defined if p(¢, z) is not a continuous function
of 2! When p is not continuous but it is bounded, a clever construction due to Ambrosio and Figalli
(JAF09]) and re-used in the frameworks of MFG in |[CMS16] allows to choose a particular representative
of this running cost for which it is possible to prove the desired equilibrium results. This explains our
interest for the spatial regularity and/or the boundedness of p.
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Chapter 5

Numerical simulations

In this chapter numerical simulations are carried out on the following problem

T 2
i V= [ (N4 i) + A5 dode + vulp(0) + vr(p(r)
vtel0,T], [, p(t,z)dz=1
(5.1)
and on some of its variants (Dirichlet conditions, periodic case...). The set &€ is BV([0,7T]; L}(Q)) N
L2([0,T] x ). We study a particular case of V where f(p) = p?/2. The parameter A > 0 allows us to
add more or less importance to the L!-norm.
In 2009, Beck and Teboulle |[BT09] introduced an algorithm which approximates the solution to a
minimization problem of the form

min f(z) + g(z),

where f is convex and sufficiently smooth and ¢ is convex and can be less regular. The algorithm is called
the Proximal Gradient Method and is also known as the [terative Shrinkage-Thresholding Algorithm
(ISTA). At each step, the method consists in composing the proximal operator (introduced by Moreau
in 1965 [Mor65]) of g with the step of the gradient method in f. Beck and Teboulle showed that the
sequence of the values (f(x,) + g(z,))n converges towards the optimal value at a speed of order O(1/n).
By using an acceleration due to Nesterov [Nes83|, the speed of the convergence can be improved to the
order O(1/n?). The latter method is called the Fast Iterative Shrinkage- Thresholding Algorithm (FISTA).

To compute numerically the solution of our problem, we will use the Fast Dual Proximal Gradient
Method, also introduced by Beck and Teboulle in 2014 |[BT14], which consists in approximating the
solution to a problem of the form

min f(x) + g(Az),

where f is o-strongly convex for some o > 0, g is convex and A is a linear operator. The discretization
of the term p(t,z) involves a sparse matrix and the constraints p > 0 and [ p(¢) = 1 have to be taken
into account. This is why the formulation with the linear operator is very useful. In addition, Beck and
Teboulle proved that the sequence (z,,), converges towards the minimizer at a speed of O(1/n), which
is slower than FISTA but occurs directly on the approximating sequence (z,,),, and not on the values of
the function.

The first section is an introduction to non-smooth optimization algorithms which will lead to the
algorithm that we use.

For these numerical examples, we take the domain  := [0, S] to be one-dimensional with S > 0. In
Section we study the following cases:

e periodic solutions 1D in time (only the time variable, Section Figure [5.1)).
e periodic solutions 1D in time and 1D in space (Section Figures B.3).

e non-periodic solutions 1D in time and 1D in space, with or without Dirichlet conditions or penal-

izations at the time boundary (Section Figures and [5.6)).

In Section we study the case where the solution p is the fixed point of p — argmin,, V;(p) described
in Section We consider three different examples:

6) Vo) (t) = (£42 ot )dy) +Volt,2) (Figurelp.q).
(i) V(p)(t,z) = min (fox arctan(p(t,y))dy, fxs arctan(p(t, y))dy) + Vo(t, z) (Figure .

7
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(i) V fo s,x)ds + Vy(t,x) (Figures .

Each of these examples is non-variational, i.e. we cannot find a functional for which they are the first
variation. The example (i) corresponds to a problem where each player considers the running cost
depending on the density in his neighborhood. The example (ii) describes an escape problem where
agents would like to exit the domain either from one side or from the other. In the last example (ii7),
the players keep in memory the past experience.

5.1 Introduction to non-smooth optimization algorithms

To carry out the numerical simulations, we used the Fast Dual Proximal Gradient method whose presen-
tation can be found in [Becl7, Chapter 12]. This section is a small introduction to this method which is
inspired by |Becl7, Chapter 10]. The following methods are usually called first-order methods, since the
gradient of the function is involved.

5.1.1 The Proximal Gradient method

To explain the idea of the Proximal Gradient method, one can start with the Gradient Descent method.
To construct a sequence that approximates the solution to the problem

min f(z)

rER™

where f is differentiable and convex, the iteration at each step is
P = ob 4,V f(2F).

The real number ¢, is given according to the type of algorithm we choose. For example, it can either be
constant for every k, or it can be computed in optimal way so that t; minimizes ¢ — f(z* — tV f(2F)).
The latter is called the Optimal Step Gradient method and it is known that this method converges when
fis C! and a—convex (see for example |[Cia07, Theorem 8.4-3]).

Why is the direction —V f(2*) the best we can choose?

If v € R™ such that |[v| = 1 is a direction which makes f diminish (i.e f(x* +v) < f(2F)), we have

that - .
() |o) = tim TEEDZIED (52)

Then, by the Cauchy-Schwarz inequality we have
—IVf @) ol < (Vf@*)]v)

whose equality is reached when v and V f(x*) are colinear. It is better to choose the opposite direction of
Vf(zh), ie v=—=Vf(@*)/||Vf(z¥)|, so that the scalar product (5.2) is as negative as possible. A more
obvious way to see is when the scalar product is written as

(u|w) = ||u|| cos(w, w), Yu,w € R™ and ||w| = 1.
Indeed, the angle that minimizes (u|w) is 7 and it corresponds to w being in the opposite direction of w.

Remark 5.1.1. A little curiosity is that to reach the minimum m a finite number of steps, the direction
~V f(z*) may not always be optimal. For evample, if f(z,y) = (ax + By?) with 0 < a < 3, then the
minimum point is (0,0). We seek for an iteration k + 1 such that (k1 yk+1) = (0,0). In particular,
there would exists t verifying
o —atzF = 0
{ y* - Byt = 0.
Since o and B are different, this implies that one of the coordinates (z*,y*) is null. In addition, if we
k

2

apply the Optimal Step Gradient Descent method, we would have t* = %, so the next step

would be

ol =2k — trhagr

k_ ﬁQ(ﬁ — a)xk(yk)Z k41 _ tkﬁ k_ 042(04 /B)yk(l"k)z

" Q3+ B " QA+ BGR
Therefore, if 2% # 0 and y° # 0, then 2 # 0 and y* # 0 for all k. Consequently, the Optimal Step
Gradient Descent method cannot reach the minimum.

This motivates the use of the Conjugate Gradient method which, at step k, consists in going in the
direction that is a linear combination of Vf(z*), Vf(x*~1), ..., Vf(2?), which should be a family of
two by two orthogonal vectors. Since we are in a space of finite dimension, the algorithm should end at
the minimum point. This example is presented in [Cia07, Section 8.5].

and y
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If we restrict the problem to a nonempty closed and convex set C' C R™ such that

min f(x), (5.3)

then at each step of the algorithm one just needs to project the iteration onto the set C':
oF L = Po(a® — 6,V f (),

k+1

where P¢ is the projection on the set C. In this way, the iteration z can be written as

" = argminge o lz — (2 — PV f(2))]%.

Since t* is positive, 251 is also a minimizer of 5z ||z — (¢% —t*V f(2*))||* in C. By developing the latter,
we obtain

sgille = (@ = AT FENIP = sl = 2H2 + (o = a5 VA ) + S IV AP

1
ol

The last term in the sum does not depend on z, so it can be cancelled in the minimization problem and
one can add f(x*) such that the iteration z¥*! becomes

okl = argming {f(xk) + <ac — mk|Vf(xk> + —|lz — xk|2} .

In this form, **! is said to be a minimizer of the linearisation of f in the previous iteration plus a

proximity term that prevents the next iteration to be too far from the previous one.
The problem (5.3|) can be rewritten as

min f(x) + g(«)

rER™

where g(x) = do(x) is the indicator function such that

0, ifxeC,
do(x) = { +o0o  otherwise (5-4)
and the iteration term becomes
. 1
2" = argmin, gn {f(xk) + (z — xk|Vf(xk> +g(x) + ﬁﬂx - a:k||2} )
By adding and cancelling terms that does not depend on = and multiplying by t*, we have
1
o1 = arguin g {#a(a) + gl — (2 - TSI |
By the definition of the proximal operator which is
. 1 2
prox(z) := argmin, cga § f(u) + §||u —z|* ¢,
we obtain that
ol = proxtkg(xk —t"V (). (5.5)

The proximal operator was introduced by Jean-Jacques Moreau in 1965 and its full presentation can be
found in [Mor65].
The iteration (5.5) motivates the expression of the algorithm for more general g in the problem

min F(z) := f(z) + g(2) (5.6)

where f and g satisfy the following assumptions:
e f:R" — (—00,00] is proper, closed and L-smooth and f is defined on dom(f) which is convex,
e g: R" — (—00, 00| is proper, closed and convex.

Let us recall the definitions below.
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Definition 5.1.2. A function f: R® — (—o0, 0] is proper whether it does not attain —oo and there
exists x such that f(z) < oco.

Definition 5.1.3. A function f: R™ — (—o0, 0] is closed if its sublevel sets {z ; f(x) < a} are closed.

Definition 5.1.4. A function f: R"™ — (—oc0, 0] is Ls-smooth over a set D C R™, if it is differentiable
over D and for all xz,y € D

IVf(x) = Vi)l < Lyllz -yl

One may notice that the convexity hypothesis on g allows the proximal operator in (5.5) to be well-
defined. Indeed, the minimum exists and is unique by the strict convexity of the quadratic term.
The step size t* is usually written as t¥ = % in the Prozimal Gradient method described below.

The Proximal Gradient Method

Initialisation: z° € int(dom(f)).
Step for k£ > 0:

e take L* > 0,

o pFtl = proxilkg(ac’C — 2V f(zF))

In the particular case where f(x) = ||Az—b||? and g(x) = A||z||1, this method is known as the Iterative
Shrinkage-Thresholding Algorithm (ISTA) which is often used in image denoising. I refer to [BT09] and
the references therein for an overview of the literature on this algorithm and its applications. By abuse
of language, the appelation ISTA describes the Gradient Proximal method for general f and g.

Concerning the rate of convergence of the sequence (z*);, defined by the Proximal Gradient method,
it is not obvious to prove that z* converges towards an optimal x* for the problem . However, we
know that the sequence of values (F(z*)); converges towards the minimum F(z*) in a rate of convergence
that is O(1/k).

Theorem 5.1.5. Let (z¥); be a sequence defined by the Proximal Gradient method and x* be a minimizer
of F in (5.6). Let us take L* = Ly for all k. Then for all k > 1,

< Lille® =l

Pa) - () —

Proof. See |[BT09, Theorem 3.1]. O

5.1.2 The proximal operator

In some cases, the proximal operator of certain functions is not difficult to compute. Let us see in this
subsection some easy examples that we will use.

Definition 5.1.6. Let f: R™ — (—o00, 0] be a function. The proximal operator of f is defined such that
for all x € R™,

. 1
pros () = axgmin e { (00 + g~ ol |

The mapping prox () is a set that might be empty or with at least one vector. The following theorem
ensures that under some conditions on f, the set proxf(x) is a singleton.

Theorem 5.1.7. Let f: R" — (—00,00] be a proper, closed and conver function. Then prox;(z) is a
singleton for any x € R™.

Proof. See |Becl7, Theorem 6.3]. O

Example 5.1.8. (f is constant) Let c € R. If f = c, then prox; is the identity. For all x € R",

. 1 2
prox;(z) = argmin, cgn § ¢ + §||u —z||* p = .
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Example 5.1.9. (f is affine) Let a € R" and b € R. If f(z) = (a|x) + b, then prox, is the translation
by —a. Indeed, for all x € R™,

1
prox;(z) = argmin, cgn {<a|u> +b+ §||u - x||2}

. 1 1
— axguin,eg {0+ 3110~ (2~ P + (ale) = l?}
=T — Q.

Example 5.1.10. (f is an indicator) Let C be a nonempty set of R™. To apply Theorem we
need to suppose that C is closed and convez, so that prox,(x) is a singleton. Then prox;(z) = Po(x).
Indeed, the formulation of the proximal operator is exactly the definition of the projection onto a set:

1
prox;(z) = argmin, cgn {5c(x) + iHu — 1;2}
= argmin, . [|u — z||* = Po(2).
Example 5.1.11. (f is the absolute value) Let A € R. If x € R and f(x) = Az|, then

prox;(z) = [|z] — A]1 sgn(x).
In particular, if X > 0, then the proximal operator is usually denoted Ty(x) := prox(x) and

T—A ifx> A
Ta(z) =4 0, if lz| <A,
r+ A, ifr< =
This function is called the soft thresholding function.

The case A < 0 is less used in the literature. The term |x| — X\ is always positive so the proximal

operator is
=X ifx>0,
prox;(z) = { x4+ A, ifx<O.

The last example is treated when f is defined on the one-dimensional set R. Thanks to the next
theorem, it is possible to extend it to R™ when f is the /!-norm such that f(z1,...,2,) = A(|z1| +--- +
|x,]). Indeed, the proximal operator of the sum of functions with separate variables is the product of the
proximal operators of each of these functions.

Theorem 5.1.12. Let f: R™ — (—o0, 0] be such that

flxy, ... xy) :Zfi(mi), forallz;, eRandi=1,...,n.

i=1
Then
proxX;(1,...,on) = proxy (z1) x -+ X proxy, ().
Proof. We have

. S 1
prox (o1, ) = g, _y, 3 |Fi0) + 3l — il
=1
n ) 1 )
= Hargmlnyi filyi) + §||yz' — x|
i=1

n
= H proxy, (z;).
i=1

O

Remark 5.1.13. The notation of the product of two sets A x B is used in Theorem[5.1.13 in a general
setting because prox, (z;) might not be a singleton. Nonetheless, in what follows we deal with closed and
convex functions so that Theorem[5.1.7 holds. Therefore, when A = {a} and B = {b}, we shall denote
(a,b).
Example 5.1.14. (f is the (*-norm) Let A € R. If f(x) = A|z|1 = M|x1]| + -+ + |2a]), then by
Theorem we have

prox;(z) = (Tx(21), ..., Ta(wn)) == Ta(2),

where we extend the notation of Ty to a vector.
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5.1.3 FISTA

The convergence rate of the Proximal Gradient method can be improved from O(1/k) to O(1/k?) by
using an acceleration of the gradient due to Nesterov in 1983 |[Nes83|. The method by Nesterov consists
in accelerating the Gradient Descent method. The new algorithm introduced for the first time by Beck
and Teboulle in 2009 [BT09| called Fust Iterative Shrinkage- Thresholding Algorithm (FISTA) mixes the
Proximal Gradient method and the accelerated method by Nesterov. The idea consists in applying the
usual Proximal Gradient step 2**! = prox . g(yk — %V (")) to the previous iterative y* and allowing

2#*1 to go a little further in the direction 2¥*1 — z*. So the new iteration y**! is a convex combination

of the steps ¥+ and 2% with a coefficient chosen according to the Nesterov’s method [Nes83).
By taking the same assumptions of f and ¢ as in the previous section, the algorithm is as follows:

FISTA

Initialisation: y° = 20 € R", to = 1.
Step for k > 0:

o LF >0,

o phtl = proxrlkg(yk - =V Ih),
® Iyt = ﬂ7

o il = ghtl 4 (%) (zF+1 — ).

The convergence rate of FISTA is stated in the next theorem.

Theorem 5.1.15. Let (z¥)x and (y*), the sequences defined by FISTA and x* a minimal point for F.
Let LF = Ly for all k. Then for all k > 1,

2Ly||2°% — 2*|
- (k+1)2

Proof. See |[BT09, Theorem 4.4]. O

Remark 5.1.16. In fact, the proof of this theorem only requires the sequence (tx)r to verify the following
two conditions:

: k42
(Z) ty > 2
(i) t341 — tes1 < t7.

The sequence chosen in FISTA such that ty1 = (14 /1 +4¢3)/2 actually achieves the equality in
condition (i) and it verifies (i) by induction.
The convergence would also occur when t, = (k4 2)/2, since it verifies condition (ii):

2y g (kE3 Pk +3\  (k+2)?
k+1 +1 k 2 2 2

(k+3)2 =2(k+3) — (k+2)?

4
_ ROk +9-2k—6—k —dk—4 _ 1 _
B 4 o4
More generally, the previous theorem is also true if
k -1
t, = fra-1 for any a > 2. (5.7)

In addition, Chambolle and Dossal [CD15] showed that the iterates of FISTA (z*)x weakly converges
toward a minimizer x* of F when (t)x is defined by fora > 2, while the convergence rate in FISTA
was only known for the values (F(z*))g.

In practice, we will use the sequence (tx)x defined as in with a = 2.



5.1. INTRODUCTION TO NON-SMOOTH OPTIMIZATION ALGORITHMS 83

5.1.4 Dual Proximal Gradient method

The Dual Proximal Gradient method allows to solve another class of problems that are of the form

min f(z) + g(Azx) (5.8)

zERP
where
e f:R"™ — (—o00,00] is proper, closed and o-strongly convex,
e g: R™ — (—00, 00| is proper, closed and convex,
e A: R™ — R™ is a linear application.

Definition 5.1.17. A function f: R™ — (—o0, +00] is o-strongly convex for a given o > 0 if f(-)—5%|-|?
18 conver.

The algorithm to solve this problem has been introduced by Beck and Teboulle [BT14] in 2014.
To write the dual problem of (5.8), we set z = Az and insert it as a constraint in the problem:

min _ f(z) + g(2).
zER™,z€R™
Azr=z

For y € R™, the Lagrangian of this problem is then
L(z,zy) = f(x) + 9(2) — (ylAz — 2)
= f(x) +g(2) = (ATylz) + (yl2) -

If we define the conjugate of f and g such as respectively

f(y) = max{{y|z) — f(z)} and g"(y) = max{(y[z) - g()}, (5.9)

then L is also the Lagrangian of the problem
max{q(y) := —f"(A"y) = g"(=p)}- (5.10)

By the Fenchel-Rockafellar duality theorem [ET99|, we obtain that

inf _ {f(@) +9(2)} = maxq(y),
.’EGI:QA 7i€R Y

where the maximum is attained.

Now we focus on the dual problem (5.10) on which we shall use FISTA. Let us denote

Fly) = f*(A"y) and G(y) = g"(~y), (5.11)
so that we consider the problem
Jnin F(y) +9(y)- (5.12)

In order to apply FISTA, we should check whether F and G verify the assumptions from Section [5.1.1]

Lemma 5.1.18. Let F and G be functions defined by (5.11) with f and g verifying the hypotheses
described at the beginning of this subsection. Then

e F:R™ — R is convex and Lz-smooth with Lx = ||A||*/o,
e G: R™ — R is proper, closed and convex.

Proof. See |Becl7, Lemma 12.3]. O

Consequently, the next algorithm consists in FISTA applied to the dual problem (5.12). It will be
referred to as the dual representation since the iterations (y*)z correspond to the Lagrange multipliers
of our initial problem (5.8).
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The Fast Dual Proximal Gradient (FDPG) Method - dual representation

stialisation: AR 0 _ .0 opm o
Initialisation: L > Ly = -, w’ =y" € R" {p = 1.
Step for k > 0:

o yH = prox) g(ut — LVF (b)),

144/1+4t3

o thy1 = —5—,

o whtl — yktl 4 (tk_l) (yF L — yh).

tet1

Remark 5.1.19. It is always possible to go back to the algorithm without acceleration by taking the
constant sequence t, = 1 for all k € N.

By Theorem [5.1.15] we obtain a convergence rate of order O(1/k?) on the sequence (g(y*))s.

Theorem 5.1.20. Let (y*);, be the sequence defined by the FDPG method (dual representation) and y*
be a minimiser of q. Then for all k > 1,

2L||y° — y*|?
* k
_ P [ |
q(y") —q(y™) < kit 1)

For the dual representation, the O(1/k?) convergence is preserved. However, it is not the case for the
primal representation which is described below.

Now that we have the dual sequence (y*);, we would like to recover a sequence (z¥); that approaches
the minimizer of (5.8]). To do that, we will use the following lemma.

Lemma 5.1.21. Let F and G be functions defined by (5.11). Then for all y,v € R™ and L > 0, we have

Y =proxig (v - 2V.7—"(v)> (5.13)
if and only if
1. 1 _
y=uv-— Z.Aa: + 7 proxy,,(AZ — Lv), (5.14)
where T = argmax, {(z|A"v) — f(z)}. (5.15)

To prove this lemma, we need some properties of the conjugate.

Lemma 5.1.22. Let f: R™ — (0c0,00] and f*: R™ — R be its conjugate, then we have for all x € R
andy € R™:
(zly) = f(@) + ["(y) =y € 0f(2),

where O f () is the subdifferential of f such that 0f (x) = {z € R™; f(y) > f(z)+(z|ly —x) for ally € R™}.
If in addition f is closed, we have

(zly) = f(@) + f*(y) © y € 0f(x) & x € 0f"(y).
Proof. See |Becl7, Theorem 4.20]. O
Remark 5.1.23. If f is differentiable, then the subdifferential of f is a singleton which is its gradient.

The following lemma is a variant of the Moreau decomposition which claims that prox (z)+prox . (r) =
x and also allows to compute the proximal operator of f* from prox;.

Lemma 5.1.24. (extended Moreau decomposition) If f: R™ — (—oo, 0] is proper, closed and convex
and A > 0, then for all x € R™,

prox, ¢ () + Aprox,—i s, (v/A) = z.
Proof. See |Becl7, Theorem 4.5]. O

The last property we need is the computation of a proximal operator of a function f composed with
—id where id is the identity.
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Lemma 5.1.25. Let f: R" — (—o00, 00| be a proper, closed and convex. We set g(x) = f(—x) for all
xz €R™. Then
prox,(r) = — prox;(—z).

Proof. To show this equality, we use the change of variable z = —u:
. 1
pros, () = argmin, f(—u) + ¢ lu— ]
. 1
= argnnn{z,z:—u} f(Z) + 5” — k= xHQ
. 1
= —argmin, f(z) + 5|z + 2|

= —prox;(—z).

Now, we gather all these lemmas to show the primal representation of the algorithm.

Proof of Lemma[5.1.21 First, we investigate the form of VF(v) = V [f*(ATv)]. Let us define Z such
that
7=V *(AT0).

Then, the equivalence in Lemma tells us that Z is the point at which the maximum in the definition
of f*(Av) is reached, which gives ([5.15))

T = argmaxx{<x’ATv> — f(x)}.
Then by computing the derivative of an application composed with a linear application we obtain
V [f*(ATv)] = AV f*(ATv) = Az.

Consequently, the expression of y becomes

1
Yy = pI‘OX%g (v - LA.T) .

Since G(y) = g*(—vy), Lemma [5.1.25| gives

1 1
Y =Dproxig (v—LAx> = — Proxi . <L.A;v—u).

Next we use the extended Moreau decomposition with A = 1/L applied to ¢g* (and g** = g since g is
proper, closed and convex [Bec17, Theorem 4.8]):

1 1 1 _
Y = — proxi. (L.Ax - v> =— (L.Ax V-7 proxy,, (AT — Lv))

1 1 _
=v— Z.Ax + 7 prox;,,(AZ — Lv),

which is exactly (5.14)). O
Thanks to Lemma the primal representation of the FDPG method is the following.

The Fast Dual Proximal Gradient (FDPG) Method - primal representa-
tion

[lA]

o i

| 2

Initialisation: L > Lr = wl =9 e R™ ¢y = 1.

Step for k£ > 0:
o u* = argmax, {(u|ATw") — f(u)},
o yFtt = wk — L AuF + 7 prox, (Au® — Lw"),

144/1+4¢2

® 1= —5—",

o whtl = yhtl 4 (tk—l) <yk+1 — ).

tit1
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This algorithm is a reformulation of the FDPG (dual representation). As mentioned in Theorem
the convergence of the sequence (q(y*)) is of order O(1/k?). By the following theorem, the rate
of convergence is demoted to O(1/k). Nevertheless, the convergence occurs on the primal sequence ()
and not on the values (f(z*) + g(Ax*))x. This is very important in those situations where the point
found by the algorithm, which should be the optimal one or an approximation of it, is then inserted
into new operators and this operation is iterated. An example of this can be found in the case of our
mixed variational MFG in Section [5.3] where we insert the FDPG algorithm into the Banach fixed point
sequence. Since the convergence is on (zy)g, this guarantees that we approach the exact solution to our
problem.

Theorem 5.1.26. Let (y*)r be the sequence defined by the algorithm FDPG (primal representation) and
y* a minimiser of q. Let (x*)y, the sequence defined by

zk = argmaxz{<x|ATyk> — f(x)}
and x* an optimal solution for (5.8). Then for all k,

Lly° =y
i+ 1

Proof. See |BT14], Theorem 4.1]. O

lz* — 2| <2

5.2 Numerical simulations

Let {to,...,tx} and {xo,...,zN} be the regular subdivisions of respectively [0,7] and [0,5] and h =
t1 — to the time-step. To approximate the integral in V', we use the left-rectangle method, hence we

will consider solutions (p(t;,x;))o<i<k—1 in the vector space RE-N. With an abuse of notations, we also
0<j<N-1
write V € REY the vector (V(t;,2;))o<i<k—1. In the following, the notations (-|-) and || - || designate
0<j<N-1
respectively the scalar product and the euclidean norm in a vector space of finite dimension.

The problem that will be numerically solved is of the form

min f(p) + g(Ap).

pERK

Here p € RE'N and f(p) = h(V|p) + hw is proper, closed and h-strongly convex and g(po, p1,p2) =
Mlpollr + ¢, (p1) + dc, (p2) is proper, closed and convex. The notation || - ||; refers to the ¢;-norm in a
vector space of finite dimension and ¢, is the indicator function defined by

_ 0, 4 € Cia
5Ci (p) = { +00, p ¢ C;,
where Cyp = (R4)5N and C; = {p € REN; vi € {0,.. — 1}, Zj 0 p(tl,xj) [ =1} are the sets of

constraints. The linear transformation A is A(p) = (Ap, p, p), where the matrix A will be detailed for
each case.
Note that A should represents the difference between two successive terms in time such that

Vi € {O,,K_2},Vj € {077N_ 1}7 (Ap)lN+j :p(t’b+17xj> _p(t’uxj)7

so ||A||? is computed as follows

K—2N-1 K—1N-1
|"4p||2 Z Z 7/+1?‘/E] t’ul’] 2+2 Zp tz’.rj
=0 j=0 =0 7=0
K—2N— K—-1N-1
<> Z 20(tiv1, ;)% + 2p(t;, ;) + 2 plti, z;)?
=0 j=0 i=0 j=0
K—-1N-1
<6 ti,x;)? = 6|p||
< p(ti, ;)" = 6|plI”
i=0 j=0

This explains the choice of L > [|A||*/h in Table [5.1] and
The algorithm that we use is the primal representation of the FDPG method presented in the previous
section.
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Since g is a sum of separable functions, its proximal operator is

pfOXg(Po7P17P2) = (pTOX,\H.”l(po),PI"OXacO (Pl),Pfoxgcl (Pz)) .

The algorithm is described below.

Initialization: L > ”“‘}\1”2, w =y € (REN)3 ¢y =1.

Step for k£ > 0:

o u* = argmax, {(u|ATw") — f(u)} = # -V
= HATwf + wh +wh) -V

k+1 _ ok 140k 1 k k
o yy  =wg — AU + 7 proxg ., (Au® — Lwg)
k+1 _ )k
oy =wf - puF 4+ 1 T ProXpse, (u* — Luy)
k+1 _ k _ 1,k 1 k k
® Yy =w; — pu’ + 1 proxgs, (u” — Lws)

tk+1 — kt+l+ta
a

k+1 _  k+1 | t"—1/ k+1 k
o W =yt 4 e (YT —yh)

As discussed in Remark|5.1.16} the parameter t* is of the form W such that a is a constant greater
or equal than 2 and its Value is dlsplayed in Table[5.1 and [5.2}

Note that our problem is essentially, up to minor modifications and the presence of extra constraints
(unit mass, positivity, Dirichlet conditions), a simplified version of some standard problems in image
denoising based on total variation (see, for instance, the classical paper [ROF92|): here, whether the
problem is 1D or 2D or higher-dimensional, the main feature is that the total variation is only computed
in time.

The following subections describe different examples of solutions to by using this algorithm. For
each case, the differences with the description above will be specified.

5.2.1 1D in time and periodic

When we consider the periodic problem (in time, so that the interval [0,7] becomes a circle of length
T), and we assume S = T and V(¢,2) = v(t — x) for an S-periodic function v, it is possible to reduce
the problem to the one dimensional case, namely a problem with one only variable in [0,7] instead
of [0,T] x [0,S]. One expects the solution p(t,z) = u(t — x) to be transported according to time. The
uniqueness of the solution and the symmetry with respect to translations in both time and space (replacing
(t,z) with (t+0, x4 )) show that the solution should indeed be of this form. Then, a change of variables
y =t — x can be carried out in V as following;:

//<A|utac|+v(tm) (t—2x)+ (t;x)2>dxdt
[ (it et + ) v

=7 [ (Nt + o) + 9

The problem reduces hence to the search of an S-periodic solution with one variable. By the way, up
to multiplicative and additive constants this problem is equivalent to minimizing

/OS (s + ML OEY 5,

which is exactly the problem described as an example at the end of Section with w = —wv, except for
. s
the constraints ;" u(y)dy = 1 and u > 0.
In the following subsections, we will see that the solution obtained through numerical simulations
coincide with u computed as above.
For the numerical simulation shown in Figure we take v(y) = —ag cos(2Fy) and the choice of the
parameters are shown in Table
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Let {yo,...,yx} be a regular subdivision of [0,S] and h := y; — yo the step-size of the subdivision.
By the left-rectangle method, the problem is approximated by

K-1

> (M) = ulon)] + olu(un +

i=0 U(Z;)2h> + dc, (u) + dcy (u).

0.200 4 += -
0.175 - AN ;’
0.150 - \ /

0.125 -

:;} 0.100 -

0.075 A

0.050 A ¥ 4

0.025 A A *

0.000 -

0 2 4 6 8 10

Figure 5.1: The simulation of the solution u to the 1D periodic case with v(y) = —agcos(%y). The
parameters are displayed in Table 5.1} The blue solid line corresponds to the solution u, while the red
dashed line is the profile of ¢ — v with ¢ =1/S.

Parameter | Value
S 10
K 500
h 0.02
a 200
L 6/h
agp 0.1
A 0.1

Table 5.1: Parameters for the solution to the problem in Fig. [5.1

We observe that with this choice of parameters the solution w is strictly positive and “follows” the
profile of ¢ — v for a constant ¢ which appears as a Lagrange multiplier for the mass constraint and allows
to obtain unit mass. The function u is also a solution of the problem at the end of Section with
w = ¢ — v and its profile, shown in Figure [5.1] is consistent with the explicit description of the solution
which we gave.

Remark 5.2.1. Ifv(y) = —ag cos(%ﬂy), it 1s possible to compute the critical A at which the aspect of the
solution u switches from Figure[5.1) to the constant solution. The Euler-Lagrange equation of

[ (i1 + et + "9 ay

min
u€BV([0,5];R);
I3 u(y)dy=1, u>0

is 2/ =v+u—conl0,S] where z(y) € OA - |)(W(y)) and ¢ = 1/S is the constant due to the mass
constraint fos u(y)dy = 1. Assuming that the solution becomes constant when & = % and extending the
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solution periodically on [—S,0], we integrate the equation z' = v+ u — ¢ over [—¢,¢]:

9N = /E 2 (y)dy = /E (v(y) +uly) — c)dy = /E (v(y) —v(e))dy

—€ —€ —€

€ 2 2 S 2 2
= /_5 (—ao cos(%y) + aop cos(ge)) dy = —ao— sin(%a) + 2eay cos(%s).
By taking € = f, we obtain that A = %=

When A > “05 , the solution u s constant equal to c. While the condition A <
u as in Figure[5.1. This explains the choice of parameter \.

“05 gives the solution

5.2.2 1D in time and 1D in space, periodic in time

We consider now the case where we keep two variables, but we assume the time domain to be periodic.
This case is slightly simpler to handle from the point of view of the discretization of the time derivative.

By using the subdivisions described at the beginning of Section we approximate the integral V
by the left-rectangle method as following:

K—1N-1 (t x_)z
> <)\|P(tz‘+1, 27) = plti, @)1+ V (ti, 2))p(ti, ;) hl + ”th) ,
i=0 j=0
where h := t; — tg and [ := xy — xp are the step-sizes of each subdivision. We will consider that

p(to, ;) = p(ti,x;) for all j € {0, N —1}.
With this discretization, we look for a solution in the space
The discretized problem is

REN where p is viewed as a vector.

K—-1N-1 2
. tiw’E‘
Inin > > <A|p(ti+1,%)ﬂ(ti,%)ll+V(t¢,fvj)p(ti,zj)hl+’)(2’)hl)+5co(p)+5cl(p)~ (5.16)
P i=0 j=0

To avoid numerical errors due to small values, searching a minimizer of ([5.16]) is the same as searching
a minimizer to the problem divided by I:

K—-1N-1 2
. tiaw'
i, 3 3 (Mpltirn.ay) = ot 4 Vtsayottsaih + L5 by 0) + 3, ()
i=0 j=0

The function f: RE'N — R defined by

K—-1N-—

M

ti, )2 2
( (ti,2,)p(ts, ;)b + ”(;J)h) = h(V]p) +h@ (5.17)

=0 j=0
corresponds to the function f described in Section [5.2}

The linear transformation A: RE-N — (RE-N)3 is the same as in Section n The squared matrix A
is of order K - N and its coordinates are

-1 if j =1,
0  otherwise,
namely
—Iy Iy
A= "
—Iy Iy
Iy —In

where Iy is the identity matrix of order N and blank space corresponds to zeros.
The function g: (RXV)3 — R is defined as in Section

K—-1N-1

9lposp1ip2) = > Y Alpolti, =)+ dcq(p1) + 6c, (p2) (5.18)
i=0 j=0

=Allpoll +dcy (1) + by (p2)-
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Figure 5.2: Profile of the solution to (5.1) with V(¢,2) = —ag COS(%T(t — 1)) at times t =0,2,4,6,8,9.9.
The blue solid line describes the solution p at each specified time and the red dashed line is the profile of
0.1 — V at each time. The parameters are displayed in Table @

Parameter | Value
T 10
S 10
K 100
N 500
a 200
h 0.02
L 6/h
agp 0.1
A 0.1

Table 5.2: Parameters for the numerical simulation of the solution to (5.1)).

In Figure we consider the same case as in Figure but with a dynamic approach. The profile
of the solution p at time 0 is the same as in Figure In Figure the problem is viewed on one
dimensional space and here we can see that the solution is transported according to time from the left to
the right.

The next case (see Figure we show is different. Here we impose a Dirichlet boundary condition
at time 0 which corresponds here to mg being the constant density equal to 1/S. This is the same as
studying the non-periodic problem on [0, 7] and imposing two Dirichlet boundary conditions, which are
(by chance) equal. In this case, keeping the periodic structure allows to use a simpler form of the matrix
A.

Let mo € RV a vector verifying the constraints, i.e,

N—1
mo € (Ry)Y and Z mo,;l = 1.
3=0

Let us define the new set Cy = {p € REY; vj € {0,...,N — 1}, p(0,z;) = mo,,} which encodes the
constraint p(0) = my.
The function f is the same as in ((5.17). The linear transformation is now Ap = (Ap, p, p, p) and the
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function g: (REM)* - R is

g(p07p1ap2,p3

K—-1N-1

> Z Apo(ti, ;) + 8¢, (p1) + 86, (p2) + 0c, (p3)

=0 j=
=Allpoll1 +

5C0 (Pl) + 501 (p2) + 502 (Pd)
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Figure 5.3: Simulation of the solution to (5.1)) at times ¢ = 0,0.1,1,2,3,4,5,6,7,8,9,9.9 with V(¢,x) =

fao cos(2F(t — «)) and mq(z)

= 1/S with parameters from Table except for parameter L where

=7/h. The blue solid line is the profile of the solution p and the red dashed line corresponds to 0.1 —V

taken at each time ¢.

In Figure [5.3] we see that the Dirichlet condition is indeed verified at ¢ = 0 and then, immediately,
the solution jumps (coherently with Remark from the constant state to ¢ = 0.1. One can notice
that the profile is different from Figure in a way that on the subintervals where the solution does not
follow 0.1 — V, it is not constant in space anymore. However, between times ¢ = 4 and ¢t = 6, the solution
comes back to the profile when there is no boundary condition, namely, it is constant when it does not
follow 0.1 — V. When ¢ > 6, the profile of the solution varies again on the subintervals where it should

be constant.

5.2.3 1D in time, 1D in space and non periodic in time

Unlike Sections [5.2.1] and

we do not impose anymore a periodic time behavior, and the value
p(tr, ;) of the solution p € RUSHD-N may be different from p(to, z;). The integral in V is now approxi-
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mated by:

~ (ti,2;)°
(Z Mp(tiss, x;) — p(ti, ;) |z+Z< (ti,2;)p tz,xj)hl—kpg]hl)). (5.19)
3=0 =0

Remark 5.2.2. The formula (5.19) is different from (5.16|) in the sense that there is the additional

2
term Z;Y:—Ol Vtk,zj)p(te,z;)hl + %hl that depends on tyx which should not appear in the left-
rectangle method. However, with this choice of discretization, the function f is strongly conver in p €
REFDN which allows us to apply the algorithm and the formula (5.19) still converges towards the integral

I fy (Mﬁ\ +Vp+ %) as h — 0 and | — 0.
The new function f is

f(p): REFUN R (5.20)
K N-1
HPH2 p(ts, z;)°
h h=—— V(ti,xj)p(ti,x;)h + —=——h | .
p=h<Vip>+ ;JE xj)p(ti, z;)h + 5

The function g is defined as in (5.18) and A is the same as in Section [5.2| with a different matrix A which
is rectangle of dimension (K - N) x ((K 4 1) - N) such that

1 ifi=j,

Ai,j: ]. lf]:Z+N,
0 otherwise,

namely
—Iy In
A frg ..
—In Iy
Figure shows the simulation of the solution p to the problem (5.1)) with a given V' which is not
periodic anymore (here V(¢,x) = (t — x)?). No Dirichlet boundary conditions nor penalizations 1; at
t = 0,T are considered. The different times are chosen to show the most significant changes in the profile
of p. Since V(t,z) is minimal at = ¢, the general behavior is that the solution is transported from
the left to the right. Between times ¢t = 1.5 and ¢ = 8.3, the solution either follows ¢ — V' (where ¢ is a
constant to define) or it is constant. Close to the time boundaries, the behavior is different.
The next case that we present (Figure [5.5) involves Dirichlet conditions in time. Let mq € RY and
mr € RY be two vectors verifying the boundary conditions, i.e,

mo € (Ry)N and Zmojl—l

N-1

mr € (R+ and ZmTJZ—l
7=0

Let us define the new set of constraints by Co = {p € REN; vj € {0,..., N=1}, p(0,z;) = mo; and p(T,x;) =
mr ;. The function f is defined as in (5.20), Ap = (Ap, p, p, p) and the function g: (REN)* - R is
K—-1N-1
9(p0,p1sp2:p3) = D Y Alpolti,z;)| + 8¢, (p1) + 8¢, (p2) + 8¢, (p3)
i=0 j=0

=Alpollr +dcy(p1) + dc, (p2) + e, (p3)-

Remark 5.2.3. Instead of adding the constraint p(0) = mg in the problem, one could have discretized
the integral with the right-rectangle method in time and directly used that p(0) = mq in the algorithm.

The profile of Figure [5.5] is quite similar to Figure 5.4 and mainly differs around ¢ = 0,7. Again, a
jump in time is observed.

The very last example we consider is non-periodic in time and involves both a Dirichlet condition at
t = 0 and penalization at ¢ =T. We consider the penalization

s
Yr(p(T)) :/o U (x)p(T,z)d.
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Figure 5.4: The simulation of the solution to (5.1)) at times ¢ = 0,0.2,0.4,0.5,1,1.5,5,8.3,8.8,9,9.5, 10
with V(t,2) = (t — x)? and parameters from Table The blue solid line corresponds to the solution p
at different times.

The left-rectangle method applied to ¥ gives

N—
Vr(p(T)) =Y Ur(z)p(T, )l

Jj=

=

We use the discretization from (5.19). The difference is in the definition of V. We shall take V such that

Again, the profile of Figure [5.0] is similar to Figures [5.4] and [5.5] except for the behavior close to the
time boundaries. In Figure [5.6] we have put penalization at times 0 and T such that it costs less to be
close to 0 in space, hence the concentration of the mass at time 0 in z = 0 and the jump at time 7T'.



94 CHAPTER 5. NUMERICAL SIMULATIONS

1.00 A b 1
— p(0.0) — pl0.1) — pl1.0)
0.75 1 b 1
0.50 1 b 1

0.25 ~ b b

0.00 ~ ] i B ] B
t=0.0 t=01 t=1.0

1.00 - — B
— p(17) — p(2.4) — p(5.0
0.75 4 B B
0.50 4 B B

0.25 - 1 b

0.00 ~

1.00 - B 1
— p(8.3) — p(8.8) — pl9.1)
0.75 4 — 1
0.50 - - 1

0.25 ~ b b

0.00

T T T T
t=8.3 t=8.8 t=9.1

1.00 + B b
— p(9.5) — p(9.9) — p(10.0)
0.75 1 b b
0.50 4 b b

0.25 ~ b b

0.00 1

T T
0 2 4 6 8 10 0 2 4 5] 8 10 0 2 4
t=95 t=99 t

T
6 8 10
=10.0

Figure 5.5: The simulation of the solution to (5.1) at times ¢t = 0,0.1,1,1.7,2.4,5,8.3,8.8,9.1,9.5,9.9, 10
with V(t,z) = (t — x)?, mo(z) = my(z) = 1/S and parameters from Table except from L which is
L = 7/h. The blue solid line corresponds to the solution p at different times.

5.3 Numerical simulations for the density dependent case

In Section we showed that thanks to Banach fixed point theorem there exists a density p which
minimizes

T 2
: : - p(t,x)
min V)= [ (A|p(t,x>| L V() @t ) + ) dadi-+1o(p(0))+r (p(T)).
pEL([0,T] ) 0o Ja 2
vtel0,T], [ p(t,x)dz=1
p=>0

(5.21)
As in the previous section, we choose the space Q = [0, 5] to be one-dimensional. This problem differs
from the one presented at the beginning of this chapter in (5.1)) in a way that V: L? — L? is a functional
(where the functional space may either be L?([0,T] x Q) or L?(2)) and we add a factor ¢y to regulate
the cp-strong convexity of our functional. Since the solution is obtained through a Banach fixed point
theorem, one needs the functional F: p +— argminV;(-) to be a contraction mapping and this is achieved

whenever Lip(V)

< 1. In addition, this suggests a numerical method to approach p by computing the
sequence (F*(p°))r. At each iteration k for a given p¥, we use the FDPG method to compute the next
iteration pFt1 = F(p*) with the initialization at p*. More precisely, we use the algorithm presented at

the beginning of Section [5.2] where instead of V', we take V (p*).
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Figure 5.6: The simulation of the solution to (5.1)) at times ¢ = 0,0.1,0.3,0.6,1,1.5,5,8.3,9,9.4,9.9,10
with V(t,z) = (t — )2, mo(z) = 1/S, ¢r(z) = 2% and parameters from Table [5.2| except from L which
is 7/h. The blue solid line corresponds to the solution p at different times.

In this section, we present three examples of functions V(p) = V;(p)+Vp for i = 1,2, 3. Tt is important
to consider a non-autonomous term Vj in order to have a more dynamic solution (see the conclusion of
Proposition [2.2.7)). The function V; is defined as

Vo(t,z) := (‘2 + 3cos (4;%) - x>2, (5.22)

so that at time ¢, it is more interesting to be at position g + 3 cos (‘%t).
The discretization is the same as in the previous section.
. T+ 2
() Vi(p)(t.@) = (75 plt,y)dy)

In this example V] is a function of a convolution of p (here, the convolution with an indicator function).
From a modeling point of view, this means that the running cost at a point depends on the mass of p in
a fixed neighborhood of such a point. Note that, in many cases, using Vi[p] = n * p would be the first
variation of a functional (if 7 is symmetric it is the first variation of p — [ [ p(z)n(z — y)p(y)dydz) but

this fails when it is composed with a nonlinear function such as the square here, which makes this term
non-variational (it would become variational again if convolved a second time, in the form n* (f'(n * p)),
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Parameter | Value
10
10
1000
1000
200
0.01
6/(coh)
0.2
Co 3

> e |2 R »n S

Table 5.3: Parameters for the numerical simulation of the solution in examples (i), (#4) and (4i7).

which is the first variation of p — [ f(n*p)). To be more precise, the expression of V; has to be modified
when x £ 0 is out of bounds of [0,5] for a given § > 0, so a more precise definition is the following:

( . p(ty)dy)Q, if z € [0,4],
Vilp)ta) = (£ ptydy) s ifw€lo, S - d],
(£ 50tp)dy)" . ifwclS—a,8].

The aspect of the solution is shown in Figure

(ii) Va(p)(t,z) = min (fom arctan(p(t, y))dy, ff arctan(p(t, y))dy)

This second example models a problem where players want to be ready to escape the domain, exiting
either from one side or from the other, but the cost to escape depends on congestion. More precisely,
a part of the cost is a congested distance to the boundary in the spirit of the Hughes’ model for crowd
motion, see [Hug02]. We compute the congestion in terms of a non-linear and bounded function of the
density (here, the arctangent), so that the resulting function is Lipschitz in « whatever is p. In the present
case, Vo: L2([0,T] x Q) — L2([0,T] x Q) is a 1-Lipschitz operator (because arctan is 1-Lipschitz), so the
parameter ¢g = 3 is more than suitable for F to be a contraction. This example was already mentioned in
Sectionand can be seen as a 1D case of the model where V(p) = Vo +u, with u, the viscosity solution
to |Vu| = g(n % p) with Dirichlet boundary conditions u = 0 on 92 (here we omit the convolution, or,
equivalently, we choose n = dy).

Compared to the previous example, we keep the same values of the parameters in Table [5.3] but we
change the value of A, taking A = 1 (instead of 0.2) in order to observe any effect of an increased cost of
jumping.

The profile of the solution is shown in Figure [5.8]

The increased cost of jumping has influenced the solution to be less flexible than the one in Figure
Starting from t = 0, as the density moves from the right to the left, the population is more concentrated
near the positions where the minimum of Vj should approach during a large amount of time, namely
x =7 and z = 3, whereas the density is less important in places where the minimum of Vj only passes
through, e.g. * = 5. This behavior may be caused by the cost of jumping which is higher than the one
in Figure Indeed, the agents anticipate the position at which it will cost less to live, i.e. near the
minimum of Vp, in order to minimize the number of jumps.

(iii) Va(p)(t,2) = f; p(s, z)ds.

This example corresponds to the last possibility evoked in Section [2.2] and is also non-variational. As
we already pointed out, the function V3 is 2-Lipschitz in L?([0,7] x ) by Hardy’s inequality |Har20|
reminded below. Therefore, the parameter ¢y is chosen to be strictly bigger than 2. One shall notice that
in this case, V3 at time ¢ does not only depend on p;, but on the whole history. From modeling point
of view we consider that agents pay attention to the past experience in estimating the running cost at

(t, ).

Lemma 5.3.1. (Hardy’s inequality) If f: [0, +00[— [0, +00[ is a measurable function, then

/000 (i /Oz f(t)dt)pdx < <pf1>p/ooo f(x)Pde.
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Figure 5.7: Simulation of the solution p minimizing (5.21) at times 0,0.75,1.5,2.5,3.8,5,6.3,7.5,9.99 for

V(p) = Vi(p) + Vy with V; defined in (5.22) and parameters from Table and 6 = 2
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Figure 5.8: Simulation of the solution p minimizing (5.21) at times 0,0.75,1.5,2.5,3.8,5,6.3,7.5,9.99 for
V(p) = Va(p) + Vo with V; defined in (5.22)) and parameters from Table except for parameter A = 1.
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Proposition 5.3.2. The function

Ve L[0T x Q) — L2([0,T] x Q)
P > (t — £, p(s,)ds + Va(t, '))

s 2-Lipschitz.

Proof. For all py, pa € L2([0,T] x Q, we have by Fubini and Hardy’s inequality

2

V-Vl = [ [ (3 [ st yis) awar

T
< 22/ /Q(pl(t,x) = pa(t,@))?dx = 2% p1 — pa7s,
0

hence V is 2-Lipschitz. O

The profile of the fixed point p of F is displayed in Figure [5.9] at different times ¢. One can notice
first that at each time the density is concentrated near the minimum of Vy(¢), i.e. g + 3 cos (4%15), which
moves from the right to the left and vice versa periodically.

Second, the effect of the term fg p(s,x)ds can be observed for example at time ¢t = 0.75 where the
density is reduced at position for example x = 7 and a portion of the density directly go to z = 6. In
fact, the term fot p(s, z)ds keeps in memory a mean in time of the population who visited position = and
a player may not visit a place which was too crowded in the past. In addition, the cost A for jumping
may affect the decision of the players which causes the population to anticipate and go to less crowded
places.
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0,0.75,1.75,2.5,3.25,3.8,4.2,5,6.3,7.5,8.8,9.99 for V(p) =

Simulation  of
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the solution p
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Vi(p) + Vp with

(5.21)
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at times t

Vo defined in ([5.22)

10
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Chapter 6

Multi-species Modeling

In this chapter, we present two models inspired by the MFG problem we already studied in the form

T
min  Vylp)i= [ [ Nol+ Voot £(p) dadt + vn(p(0) + b2(o(T).  (6.1)
G ° e

The first example in Section [6.1]is a model of two populations interacting with each other through a
congestion term. Numerical simulations has been carried out in this context.

The second example in Section is a presentation of a model of two populations (firms and workers)
inspired by a model by Carlier and Ekeland |[CE07|. Three possibilities of numerical resolutions of the
problem are presented.

6.1 A two-population model

Mean Field Games with two populations have been studied for instance by Achdou, Bardi and Cirant in
[ABC17| in the context of urban settlements motivated by the segregation model by Schelling [Sch71].
Amongst other contributions in this article, they show existence of a solution to a system of four PDEs
associated with the two-population MFG and present numerical simulations in the static and evolutive
cases. The individual cost is the one inspired by Schelling’s model which is a function of the proportion
of the neighborhood’s population whose the player belongs to. In our example, we shall not use the
proportion of the population, but a quadratic term that depends on the other population.

Here, we consider two different populations p; and p, such that the equilibrium is a couple of measures
(p1, p2) which is a fixed point of

G: L?([0,T] x Q) x L*([0,T] x Q) — L*([0,T] x Q) x L*([0,T] x Q) (6.2)

(p1, p2) — argmin V%Q(pl); argmin Vpgl(pg)
p1>0 p22>0

vt, [p1(t)=% vt, [p2(t)=%
where
T
VL(p) = / /Q M|+ Vi(@)o + £(p) ddt + bo(p(0) + b (p(T))
T
and V2(p) = / / M|+ Va(@)o + F(p) daedt + bo(p(0)) + b (p(T))
with

Vi(p2) = aps + Vo1 and Va(p1) = Bp; + Voya.

The penalizations 1y and 7 and the coefficient A can be different between V] and V2.

Once V7 and V5 are computed according to some measures p; and ps, the optimization problems
in become separate and it is possible compute the optimal p; and po separately. This problem is
inspired from Section [2:2]so that under suitable conditions on V; and Vs, the fixed point to G exists, since
the product of two complete spaces is complete.

Because of Proposition 2:2.7, Vi and V» should include a part with explicit dependence on ¢ in order
to obtain a dynamic solution instead of a constant in time solution, hence the presence of the terms Vj 1

101
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and Vj 2. In this section, we define

2 2
Voa(t,x) = <§ + 3cos (?t) - :v> and Vpo(t, x) = (i — 3cos (?t) - l’) , (6.3)

such that at time ¢, it is more interesting to live near position % + 3 cos (%’Tt) for the first group p; and
near % — 3 cos (%’Tt) for the second group po.

One may notice that the preference of p; moves from the right to the left between positions z =
g +3=8and z = g — 3 = 2 and after it moves from x = 2 to x = 8. The preference of ps is similar, but
it starts from x = 2. At times ¢t = 2.5, 7.5, the preferences are the same for both populations. However,
due to the term V; and Va5, both population are less willing to share the same position, so we expect that
they will repel each other. As a comparison, we simulate the profile of a singe-population called pg which
solves with the same preference as p; (i.e. V(p) = Vp,1) and with mass constraint [ pyda = %, but
without the term ap3 to suppress the interaction with another population.

The simulations are performed with the method presented in Section [5.3| with parameters from Table

We also choose f(p) = 0092—2.

The profile of the equilibrium (p1, p2) is displayed in Figure The blue solid line (or the density
that starts near position = 8) corresponds to the density p; while the red solid line (or the density that
starts near position x = 2) is the density of ps. The green dashed line represents the minimizer pg of V
when V(p) = Vi 1, namely V' does not depend on the density.

Similarly to Figures [5.7} [5-8 and [5.9] at each time ¢ the densities p; and ps concentrate near the
minimum of V1 (¢) and Vp 2(¢) respectively. When the two populations are far from each other, their
behavior does not vary from single population’s pg. Indeed, at times ¢t = 0,5,9.98, the profile of p; is
combined with the profile of pg. At other times in Figure[6.1] the dynamic of p; differs from py as soon as
the density gets closer to the second population. For example, at time ¢ = 2.4 and at position x = 5, the
population p; is reduced compared to pg. Also, the cost of jumping may cause the population to directly
relocate in places less concentrated by the other population for example at time ¢ = 1.5 near position
z =6 or at time ¢ = 3.3 near position z = 4.

Parameter | Value
T 10
S 10
K 500
N 500
a 200
h 0.02
L 6/h
A 0.5
Co 10
« 10
I5) 10

Table 6.1: Parameters for the numerical simulation of the fixed point of (6.2)).

6.2 Land Use Between Firms and Workers

The last example in this thesis is inspired from the article by Carlier and Ekeland |[CE07] in which they
describe the equilibrium of the structure of the city by using optimal transport theory. We only develop
the modeling here. The simulations are left for further studies.

We consider two populations in this model: firms and workers. The revenue of an individual living
at x will be denoted ¢(z) and the wage paid by the firms located at y will be ¥(y). If c(x,y) is the
commuting cost of the worker living at  who go to work at y, then the worker would like to maximize
his income according to the wage and the transportation cost:

p(r) = Sup Y(y) — c(z,y). (6.4)

Similarly, firms seek to minimize the wage they pay which corresponds to the problem:

U(y) = inf p(z) + c(z,y). (6.5)
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0.20 === (0.0 == poll.5) | === pol2.4)
' — (0.0 — m(1.5) — m(2.4)
== — m(2.4)

— p2(0.0) — p(1.5)

t=0.0 t=15
--- (2.8 --- (3.3 ——- pp(5.0
0.20 4 miz.8) | | m3.3) | | Pol5.0)
— p(2.8) — p1(3.3) — p(5.0)
— p(2.8) =7 — p(3.3) — p(5.0)
0.15 4 1 1
0.10 + 1 B
0.05 4 1 i
0.00 1 R
T T T T T T T T T T T T T T T T
t=33 t=50
=" 7.7 === 8.5] === 9.98)
0204 pl7.7) || Po(8.5) 1 pol
— pl7.7) — mi(8.5) — p1(9.98)
— (7.7 — p(8.5) - — p2(9.98)
0.15 1 T
0.10 1 1
0.05 + 1 B
0.00 1 T
T T T T T T T T T T T T T
o] 2 4 6 8 10 0 2 4 6 8 10 [}
t=7.7 t=8.5 t =9.98

Figure 6.1: Simulation of the fixed point to at times t = 0,1.5,2.4,2.8,3.3,5,7.7,8.5,9.98 for
Vi(pa) = ap3 + Vo1 and Va(p1) = Bp3 + Voo with Vo, defined in and parameters from Table
The blue solid line is the profile of the population p;, the red solid line to the population ps and the
green dashed line to the solution py when V(p) = V1.

If ¢ and v verify and , then they are said to be conjugate to each other.

Let p designate the density of the workers and v the density of the firms. For a given cost ¢, Carlier
and Ekeland show the existence of an equilibrium (g, v, ,1,v) such that ¢ and ¢ are conjugate to each
other for the commuting cost ¢ and ~y is a probability measure on Q x 2 with marginals pu and v which
verifies

U(y) — (@) = c(z,y), v —ae.

Thanks to optimal transport theory, we know (see [Vil03|) that in particular this is equivalent to v solving
the Monge-Kantorovitch problem

'yeliTI%E,V) /QxQ c(z,y)dy(z,y) (M)
and (¢, 1)) solving
sup{ [ wiv =~ [ du wlo) - 9(0) < e V(o) € @ x 0. ()
e \JQ Q2

In addition, these two problems are dual to each other in the sense that :@. Under some conditions,
the solution to @ is unique up to an additive constant which is added to i) and ¢ due to the condition
W(y) — o) < c(z,y). We will call ¢ and ¢ the Kantorovitch potentials.

In our model, we consider that each worker tries to minimize

T
min - 2215(7) +/ (=@ (V(8)) + Vo (8, 7(8)) + (1) (8,7 (E)]dt + 67 (v(T))
7(0)==z0 0
and each firm would like to minimize

T
min 2, 5(7) +/O [Wuw (V1) + Voot 7(1) + f' () (&, y(0)]dt + dr((T))-

v(0)=zo
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The parameters A\; and Ay describe the cost of moving which shall not necessarily be the same for workers
and firms.
In this way, the equilibrium (,7) would be the solution to the problem

min / /A1IMI+A2|V\+VO1M+V02V+J”( )+ f(w) dwdt+/ We(pae, ve)dt

+Po(1(0)) + Po(v(0)) + @7 (u(T)) + 2 (v(T))  (6.6)

where We(p,v) = infieriu) [q.q c(@,y)dy(z,y) by using the fact that and (D) are dual to each
other. Indeed, The Kantorovitch potentials —¢,, , and v, , are also the first variations of the transport
cost W, (see [Sanl5|, Section 7.2.2]).

We will present three different approaches to solve numerically . In all these cases, it will be
more convenient to consider the regularized Wasserstein distance such that

Woe(pv) = inf /Q o g)dr(any) = / 7(log — 1) (6.7)

y€EI(p,v)
Y(y)—p(x)—c(z,y)
—sup [ vty - [ et —e [T 10 ) ),
QxQ

because it is easier to compute the Kantorovitch potentials thanks to the Sinkhorn algorithm |[Cutl3]. In
addition, this formulation eliminates the constraint ¢ (y) — ¢(z) < ¢(,y) compared to (D).

(i) The mized approach.

In this first approach, we set aside the variational formulation of the problem and see (i, v) as the
solution of a mixed variational MFG in the sense that it is the fixed point of the application G defined
by (6.2)) in the two-population example with

V() / Al = ot 1) dodt+ @0((0) + B (u(7)

and V7, ( / / Xo|?| + ppv + f(v) dadt + @o(v(0)) + @7 (v(T)).

The numerical simulations were carried out in this example such that at iteration k, from (u*,v*)
we compute ¢,x & and ¢, ,» thanks to the Sinkhorn algorithm [Cut13| and then we apply the FDPG

algorithm to obtain (u**1 k1) = G(uk, v*). We also defined f(p) = co"—; as usual.

However, some tentative numerical computations did not converge even for very large ¢ (e.g. ¢y =
10000) which was expected to ensure G to be a contraction. This raises the question of the dependency
of the Kantorovitch potentials ¢y 5 and ¥y 5 according to the densities fi and ©. If the dependency were
Lipschitz continuous, then we would be able to provide a parameter cg so that the sequence (G"(u°, %)),
converges towards a solution. On the other hand, the Kantorovitch potentials are known to depend
continuously on the measures, but the fact that this dependence is not Lipschitz continuous is an open
question (which, by the way, could be explored numerically).

To our knowledge, we need to add extra regularization of the transport cost to obtain some regular
dependency. For example, the entropic regularization described in adds some robustness of the
solution according to the data (see |[Cutl3]). I refer to [PC19| for a review of the literature on the
regularization of optimal transport. They themselves propose an equivalent definition of the 2-Wasserstein
distance which is more robust.

(ii) The variational approach through the FDPG method.

Differently from the previous approach, the fixed point strategy may not be necessary if one directly
applies the FDPG method to the variational formulation. We consider (u, ) to be a minimizer

T T
#miglo / / M|p+ Aelo] + Vo + Voov + f(v) + f(u)dedt + / We.e (o, vi)dt
> 0o Ja 0

f,ut=th=%
+@o(1(0)) + @0 (¥(0)) + P ((T)) + P (v(T)). (6.8)

To explain the method, we take f(p) = —2 and &g = &1 = 0. One can view the problem (6.8) as
min h(p,v) + g(A(p, v)), (6.9)

w,vERKN
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where

2
and g(ﬂOvplapZ) - )\”PO”l + 500(/)1) + 501 (p2)

2 2 T
B, v) //Vom+VMV+ %dmdm/ W (e, )t
0

where Cj and C; are defined in Section [5.2]
To use the FDPG method, we need to compute the conjugate A* in the sense of the definition ([5.9).
Let us write h(u,v) = hi(u,v) + ha(u, v) such that

2
hi(p,v) / VOlu—l—VOgV—i—%—i——dmdt and ho(u, v / We e (e, ve)d

The property described below states that the conjugate of a sum is the infimum convolution of the
conjugate functions.

Proposition 6.2.1 (Conjugate of the sum). Let hy: R? — (—o0,00] be a proper conver function and
ha: RY = R be a convex function. Then

(s + ha)* () = min {hi(u) + h3(0)}.

Proof. See |Becl7, Theorem 4.17]. O

Consequently, the conjugate of h is the following:

R (' ,n%) = (ha + ho)*(m,m2) =  min  {h}(ur, up) + hi(vi,v2)}-

w1 +v1=n1
U2 +v2="n2
An explicit formula for h gives
12
hi(uy,ug) —sup/ /U1N+U2V7‘/01'U, Vogyf?f—da:dt

:/ / el (R e
o Ja 2 2
which yields

(u V u—V

u2 +v2 =n2

(W)= (@) —c(z.y)
—/ lsup/ Yvp — @Mt—5/ et e d(lit®1/t)($,2/)] dt.
0 QxQ

The latter may be challenging to compute.

Another approach to apply the FDPG method would be, instead of seeing W, . as a smooth convex
function, we can view it as a non-smooth convex function so that it can be included in g(A(y,v)) in .
Now the functions h and g are

22
h(p,v) / /V()1/~L+V02V+ 5 ?dxdt

and g(po, p1, p2, p3, p1) = Allpoll1 + dc, (p1) + 0c, (p2) + Wee(p3, pa)-

The difficulty here is that g is not the sum of functions with separate variables due to the Wasserstein
term. A way to compute the proximal operator of h(y,v) := W, (u,v) is

pros, (11, uz) = axgmin, , Weo () + s — w2 + v = o)
—p(x)—c(z,
=argmin,, , [max/ ¢d1/—/ gpdu—s/ o Himelg=ela) dlpv)(z,y)
’ Q Q QxQ

P

+ =l + v — w2

This formulation already shows that p and v are linked through the tensor product and the exponential.
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The problem in prox;,(u1,us) can also be viewed as the conjugate of a certain function:

. () +Y(y)—c(z,y)
min [max/ v~ [ pdue [ o d(u@u)(z,m} Tl + = o
QxQ

sV

sV

P(y)—p(x)—c(z,y)
~ max [mm—/wdw/godwe/ i e yd(u@u)(x,yﬂ—||u—u1||2—||u—u2||2
QxN
=max2<u|u1>+2<uu2>—||u||2—||u||2+[mm— R /T yd(u®V)($,y)]
BV 0,1 Q Q QxQ

YY) —p(x)—c(z,y)
= max2 (ufun) + 2 (vfug) — [l = ]2 + [max [ [ [ oo d(u®V)(w,y)]
v e Jo Q Q

X
Z:H* (Ul, UQ),

where H(p,v) = (Ilul]? + V]2 + |maxp,y, fo, v — [ pdpa = [, q exp (PL=2E=0) i@ 1) (2, )| ) /2.

(iii) The variational approach through the Uzawa algorithm.

To introduce this method, we reformulate the problem in a min-max form. Again, we take
2
f(p) = & and &g = &7 = 0. We have

2
min / / Mg+ Aelv] + Vop+ Vo, gu—i———&——dxdt—i— ch (11t vp)dt

w,v>0 2
fﬂt:f’/t72
T u2 12
= min / / Mo+ Aelo] + Vopu+ Voo + — + —dzdt
fuf,l}i? 1 2 2

Yt (W) —pt (@) —c(z,y)
/ [sup [t = [ e —e [ d(wut)(x,y)] di
Pyt QxQ

2
= miglo Sup/ /)\1|m+)\2\V|+V01M+V021/+%+—dmdt
o>

f #t:f l/t:l

i [ awan) - [ odmte) —« [ S0 00 e e a (610
L /. foeo }

where ¢: [0,7] — Lip(Q?) and ¢: [0,7] — Lip(€2) have to be understood as functions which associate ¢
with the Kantorovitch potentials respectively ¢, and 1, obtained from the densities p; and vy.

If there exists an equilibrium (u, v, ¢, ¢) which is a saddle-point of a Lagrangian associated to 7
then a possible idea would be to apply Uzawa’s algorithm [Uza89|. Even if this method has not been
explored yet in this thesis by lack of time, we observe that we have all ingredients to do it. In addition,
this method is advantageous, because it does not require to use the Sinkhorn algorithm to compute
and ;. Indeed, let us denote the problem by

inf sup L(1, v, 0, 1).
oV o4

At iteration k, if (¥, %) is given and (u*,v*) is such that
L(u*,v*, @0 ") = inf L, v, 0", 0%),
v

(which exactly requires an optimization method as in Chapter , then the next iteration is computed
through the gradient method

(M) = (D8, 0F) + 15V L(uF V8, 8, 0F)
for some sequence (t¥);, and where
YW —et (@) —c(z,y)
(@) (14 fo e =T )
Vo Lp, v, 0, 9)(t x) = b (@)= wp (y) —c(y,)
vi(x) (1 — [qe c dpi(y)
Next, (u**1 v#+1) is obtained by

L(pFrt R Qh L phtl) = inf £(u, v, QFHL k),
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Deterministic Mean Field Games with Jumps

Abstract: This thesis focuses on the study of deterministic Mean Field Games with
jumps. The motivation for this problem is the modeling of the dynamics of inhabitants
in a city where agents move from one place to another. Thus, the strategies of the players
are piecewise constant curves on which they optimize a cost that depends on the number
of jumps, a term dependent on the density in a variational way, a term dependent on the
density in a non-variational way, and a final time cost.

The manuscript begins with an introduction to Mean Field Game theory and presents
a new existence result of a fixed point for the mixed problem (a problem with both a
variational and a non-variational term), thanks to Kakutani’s theorem.

We then provide an Eulerian formulation of the previous problem, which is in La-
grangian form, thanks to a property of optimal transport when the cost is the trivial
distance. The existence of a fixed point in the Eulerian formulation can even be achieved
using Banach’s fixed-point theorem.

We then show that the fixed point obtained as an optimizer of a variational problem
is actually a Nash equilibrium, which requires using regularity results of the solution.

Regularity is studied through the Eulerian formulation which reveals an L' norm in
the density velocity. We obtain a Lipschitz regularity in time with values in L?(Q2). Under
Dirichlet conditions in time, the solution has the same spatial regularity as the data.

In a numerical section, the solution is approximated using non-smooth optimization
algorithms (fast dual proximal gradient method). The last chapter presents two appli-
cations of the deterministic mean field games model with jumps in the case of multiple
populations.

Keywords: Mean Field Games; Deterministic; Jumps; Calculus of Variations; Regu-
larities; Numerical Simulations; Non-smooth Optimization; Proximal Gradient.



Résumé: Cette thése porte sur I'étude des jeux a champ moyen déterministes avec sauts. La motivation
de ce probléme est la modélisation de la dynamique des habitants dans une ville ol les agents déménagent
d’un endroit & un autre. Ainsi, les stratégies des joueurs sont des courbes constantes par morceaux sur
lesquelles ils optimisent un cotit dépendant du nombre de sauts, d’'un terme dépendant de la densité de
fagon variationnelle, d'un terme dépendant de la densité de facon non-variationnelle et d’un cofit en temps
final.

Le manuscrit commence par une introduction a la théorie des jeux & champs moyen et présente un résultat
nouveau d’existence d’un point fixe pour le probléme mixte (probléme avec un terme variationnel et un
autre non-variationnel), grace au théoréme de Kakutani.

Nous donnons ensuite une formulation Eulérienne du probléme précédent qui est sous forme Lagrangienne,
grace a une propriété du transport optimal lorsque le cotit est la distance triviale. L’existence d’un point
fixe dans la formulation Eulérienne peut méme se faire par le théoréme de point fixe de Banach.

Nous montrons ensuite que le point fixe obtenu comme un optimiseur d’un probléme variationnel est en
fait un équilibre de Nash, ce qui demande & utiliser des résultats de régularité de la solution.

La régularité est étudiée grace a la formulation Eulérienne qui fait apparaitre une norme L' dans la vitesse
de la densité. Nous obtenons une régularité Lipschitz en temps a valeurs dans L*(€2). Sous des conditions
de Dirichlet en temps, la solution a la méme régularité en espace que les données.

Dans une partie numérique, la solution est approximée en utilisant des algorithmes d’optimisation non-
lisses (méthode de gradient proximal dual rapide). Le dernier chapitre est une présentation de deux
applications du modéle de jeux & champ moyen déterministes avec sauts dans le cas a plusieurs populations.

Mots clés: Jeux a champ moyen; Déterministe; Sauts; Calcul des variations; Régularités; Simulations
numériques; Optimisation non-lisse; Gradient proximal.

Image en couverture : Vue sur Tokyo depuis la Tokyo Skytree.
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