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Abstract
In this thesis, we study a magneto-optical trap (MOT) of ytterbium (Yb) atoms

built to perform experiments aiming at observing the localization of light in three di-
mensions (3D). Anderson localization, i.e. the absence of diffusion due to disorder,
was believed to be an ubiquitous wave phenomenon; however, recently, its mere
existence for light waves is being questioned. The experimental observation of 3D
localization of light has been intensively sought since the 1980s, and recently, cold
atoms have emerged as promising samples to investigate it. Yb atoms are good can-
didates for the observation of localization effects due to the non-degenerate ground
state for the bosonic isotopes and the linewidth of the 1S0 − 3P1 intercombination line
(182 kHz), which is a good compromise between having negligible Doppler broad-
ening and the possibility of performing time-resolved detection techniques.

We present a relatively compact experimental setup used to load up to 1× 109 atoms
in a MOT operating in the 1S0 − 1P1 transition without the use of a Zeeman slower.
Particularly, the laser system that provides 2.5 W at 399 nm is discussed since high
powers are needed due to the high saturation intensity of the transition. A detailed
explanation of the system used to transfer up to 2× 108 atoms from the MOT loaded
in the 1S0 − 1P1 transition to the 1S0 − 3P1 transition is provided, with special at-
tention to the setup used for laser frequency stabilization. We employ modulation
transfer spectroscopy and balanced detection, enabling us to utilize a relatively weak
yet convenient transition of molecular Iodine (127I2) as a frequency reference. We
provide a characterization of the laser frequency stability, as well as of the 127I2 line
itself. A dense atomic cloud is obtained, which can be used to perform experiments
on collective effects in cold atomic samples. Ideas for the optimization of the current
setup in view of the observation of localization of light are discussed.

Finally, calculations of the position-dependent diffusion coefficient based on the
self-consistent theory of localization are detailed for 2D systems. We compare the
results obtained for different system sizes and disorder. These calculations will be
used to study signatures of light localization in 2D, but they also pave the way for
their extension into three dimensions, which could be used to interpret future exper-
iments performed in the setup.
Keywords: cold atoms, laser frequency stabilization, molecular spectroscopy, An-
derson localization.
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Résumé
Dans cette thèse, nous étudions un piège magnéto-optique (MOT) d’atomes

d’ytterbium (Yb) qui a été construit pour réaliser des expériences visant l’observation
de la localisation de la lumière en trois dimensions (3D). La localisation d’Anderson,
c’est-à-dire l’absence de diffusion due au disordre, était considéré comme un phénomène
omniprésent, mais récemment son existence dans le cas des ondes lumineuses est
remise en question. L’observation expérimentale de la localisation de la lumière
en 3D a été intensément recherchée depuis les années 80 et récemment les atomes
froids sont apparus comme des échantillons prometteurs pour l’étudier. Les atomes
d’ytterbium sont bons candidats pour l’observation des effets de localisation en
raison de leur état fondamental non dégénérés pour les isotopes bosoniques et la
largeur de raie de la transition d’intercombinaison 1S0 − 3P1 (182 kHz) qui est un
bon compromis entre un élargissement Doppler négligeable et la possibilité de re-
courir des techniques de détection résolues dans le temps.

Nous présentons une configuration expérimentale relativement compacte qui
permet de charger jusqu’à 1 × 109 atomes dans un MOT fonctionnant sur la tran-
sition 1S0 − 1P1 sans utilisation d’un ralentisseur Zeeman. En particulier, le sys-
tème laser qui fournit 2,5 W à 399 nm est discuté, car des puissances élevées sont
nécessaires en raison de la forte intensité de saturation de la transition. Une expli-
cation détaillée du système pour transférer jusqu’à 2 × 108 atomes du MOT chargé
sur la transition 1S0 − 1P1 vers la transition 1S0 − 3P1 est fournie, et une attention
particulière est porté à la configuration utilisée pour la stabilisation de la fréquence
laser. Nous employons la spectroscopie de transfert de modulation et détection
équilibrée, nous permettant d’utiliser comme référence de fréquence une transi-
tion de l’iode moléculaire (127I2) relativement faible mais proche de la transition
d’intercombinaison de l’ytterbium. Nous proposons une caractérisation de la stabil-
ité de la fréquence du laser, ainsi que de la raie du 127I2. Un nuage atomique dense
et froid est obtenu, et peut être utilisé pour réaliser des expériences sur les effets
collectifs dans des atomes froids. Des idées pour l’optimisation de la configuration
actuelle en vue de l’observation de la localisation de la lumière sont discutés.

Enfin, des calculs du coefficient de diffusion dépendant de la position basés sur le
la théorie auto-cohérente de la localisation sont détaillés pour les systèmes 2D. Nous
comparons les résultats obtenus pour différentes tailles et désordres de systèmes.
Ces calculs seront utilisés pour étudier les signatures de localisation de la lumière en
2D, mais ils ouvrent également la voie vers leur extension aux trois dimensions qui
pourraient être utilisées pour interpréter les expériences futures.

Mots clés : atomes froids, stabilisation de fréquence laser, spectroscopie moléculaire,
localisation d’Anderson.
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Chapter 1

Introduction: towards 3D
Anderson localization of light by
cold atoms

1.1 Anderson localization

In 1958, Philip Anderson published his seminal paper "Absence of diffusion in
certain random lattices" [1] in which he considered the diffusion of spins (or different
particles) in a three dimensional lattice composed by sites that can be regularly or
randomly distributed. If a particle occupies a site "i", then it has energy Ei. Anderson
assumed that Ei is a stochastic variable with a probability distribution that is charac-
terized by its width W. The transfer of the particles from one site (i) to another (j) is
described by the interaction matrix element Vij(rij) (where rij is the distance between
the two sites), which may be a stochastic variable with a probability distribution or
not. We can write the Hamiltonian of the system as

Ĥ = ∑
i

Ei |i⟩ ⟨i|+ ∑
i ̸=j

Vij |i⟩ ⟨j|+ c.c. (1.1)

Anderson showed that if V (the average of Vij) is smaller than a critical value Vc (of
the order of magnitude of W) and it decays sufficiently fast, then transport does not
occur. This phenomenon is nowadays known as Anderson localization. In summary,
if the energy from site to site in the lattice varies randomly, at some conditions (spin)
diffusion can vanish and a conductor to insulator transition is observed. Moreover,
he showed that the wavefunctions can be localized in a small region of the space.
In the context of disorder-induced localization of propagating classical waves, the
"Ioffe-Regel criterion" is commonly used as the standard benchmark to determine
the possibility for observing localization phenomena. [2]. The criterion assumes that
if the mean free path l due to the scattering of a wave in a medium is of the order
of its wavelength λ then the field does not perform one oscillation before that the
wave is scattered. Then, another kind of transport, other then diffusive, may occur.
We can summarize the criterion as (kl)c ≈ 1, where (kl)c is the value of kl at which
a transition from conductor to insulator would occur.
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Since its proposal, Anderson localization in three dimensions (3D) has been in-
tensively sought for different types of waves. It has been observed for ultrasound
[3] and matter-waves [4, 5]. For matter-waves, localized states analogous to 3D An-
derson localization were also reported [6,7]. However, an indisputable experimental
evidence of Anderson localization of light in three dimensions has not been reported
so far. In one and two dimensions the situation is different, no phase-transition is ex-
pected to occur with all states being localized in 1D. In 2D all states can be localized
provided that the system is large enough [8].

1.2 3D Anderson localization of light

Only in 1984 a theoretical study of Anderson localization of light was reported
by Sajeev John [9]. The author argued that since a plane-polarized electromagnetic
wave would lose its initial polarization due to multiple scattering, the scalar wave
equation could be considered, neglecting the vectorial nature of light. Indeed, it
was shown that by considering randomly distributed spheres, a regime where the
Ioffe-Regel criterion is fulfilled could be achieved. Assuming that the disorder of the
system can be varied, a rise in the absorption of light would arise as the energy that
separates localized to extended states, known as the mobility edge, is approached
from the diffusive to the localized regime. In 1985, Philip Anderson has also reported
a study on localization of classical waves (such as microwave, acoustic, or light) [10].
The conclusion of Anderson’s work is in agreement with John’s in the sense that it
should be possible to observe localization of classical waves, indeed Anderson stated
that

"In conclusion, I feel that localization in classical wave propagation is a
phenomenon which should, in carefully prepared systems, be easily ob-
served, and in such systems the basic laws of the localization phenomena
could be conveniently studied, for example, the critical exponents and
the phenomenon of anomalous fluctuations. In addition, although great
complexity may be encountered, the work may impinge on a number of
highly interesting and practical systems, such as paints, porous media,
etc." Anderson, Philip [10].

However, differently from John’s work, Anderson predicted a decrease of the ab-
sorption near the mobility edge. Despite their conclusions, indisputable experimen-
tal evidence of this phenomenon has not been reported since then.

The observation of Anderson localization of light in 3D was claimed in exper-
imental works that were very important to the understanding of the phenomenon
and its particularities with respect to other kind of waves. In [11], Wiersma et al. re-
ported experiments performed on semiconductor powders (GaAs) where they pre-
pared samples with kl values ranging from 76 down to 1.5 (a record at that time for
optics). For diffusive light transport, the analogous of Ohm’s law holds for photons,
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i.e. the transmission of a light beam through the sample decreases linearly with the
system size. At the transition from diffusion to localization it was expected that the
transmission of the light (T) decreases as 1

L2 , where L is the system’s size; and for
the localized case, the transmission coefficient decreases exponentially with the sys-
tem size. The authors observed these behaviour in the experiments and then they
reported the results as signatures of localization of light in 3D. However, their in-
terpretation of the experimental results was questioned by Scheffold et al. in [12].
Scheffold et al. indicated that the the data shown by Wiersma et al. could be in-
terpreted by considering light diffusion in the presence of absorption. The debate
ended only 15 years after the publication of the results of Wiersma et al. in [13],
when the authors showed that indeed absorption was playing an important role in
the experiments performed with GaAs.

In 2006, the observation of a critical regime (near to Anderson localization) in
TiO2 samples was claimed by Störzer et al. [14]. The authors performed time-dependent
measurements of the transmission of a laser pulse through TiO2 samples for different
values of (kl). They observed that for high kl the measurements indicate diffusive
transport (exponential decay of light transmission at long times), but for low values
of kl the measurements did not show a diffusive behaviour. The deviations could
be explained by a time-dependent diffusion coefficient inside the sample, which is
in agreement with theoretical prediction for light transport near the mobility edge
presented in [15]. Additionally, in [16], direct evidence for localization of light in 3D
and the localization transition was reported. The authors studied the propagation of
optical pulses through the sample. They looked at the spread (in time) of the trans-
verse width of this pulse. In the presence of localization effects the width is expected
to linearly increase with time, until it reaches a plateau, which was exactly what was
observed. Again, the results were questioned by Scheffold et al. [17] that argued that
the evidences of localization reported in [14, 16] could be due to inelastic scattering
of light. Indeed, it was concluded in [18] that a consequence of fluorescence was
being observed in TiO2 and not localization of light.

We can conclude that experimental observation of Anderson localization of light
in three dimensions is still an open problem. However, recently, its mere existence
was questioned. Skipetrov et al. [19] showed that Anderson localization of light
could not be achieved in a random three dimensional ensemble of point scatters,
which is the model used for ensembles of cold atoms. The authors’ results led to the
presence of localization only when the vectorial character of light was not considered
(scalar approximation), which was not in disagreement with the first theoretical re-
sults on this subject [9,10]. However, the authors concluded that the vectorial nature
of light alongside dipole-dipole interactions prevents localization effects.
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1.3 State of the art

A way to circumvent the issue pointed out in [19] was proposed by the same
authors in [20]. They have shown that the application of a static magnetic field on
an atomic system where the relevant optical transition is composed by a ground
state with total angular momentum Jg = 0 and an excited state with total angular
momentum Je = 1, could lead to a transition to a localized regime. In [21], Sergey
Skipetrov calculated the number density of atoms (ρ) at which this transition occurs
(ρ = 0.1k3). This leads to a critical density for the 1S0 − 3P1 Yb transition of

ρc,Yb = 1.4 × 1014 atoms cm−3. (1.2)

Besides achieving such high densities, a bias field of the order of 100 G should be
applied. Attention should be paid to the temporal control of this bias field (which
should not perturb the loading of the magneto-optical trap) and to the induction of
eddy currents in the (metallic) structure that composes the vacuum system.

Inspired by the original Anderson model eq. (1.1), Celardo et al. [22] showed that
a new type of localization arises in cold atomic systems in the presence of positional
and diagonal disorder. Diagonal disorder is exactly what is assumed in eq. (1.1), i.e.
disorder on the atomic energy levels. The implementation of diagonal disorder can
be made by applying a laser beam with a randomly distributed intensity profile. The
beam would couple two atomic transitions and by adjusting frequency and intensity,
a randomly distributed light-shift would mimic the diagonal disorder of eq. (1.1).

1.4 The choice of ytterbium atoms

Cold atoms are promising samples to study localization of light. The lack of ab-
sorption of light in cold atomic samples is an advantage with respect to other kind
of samples [13]. The simplicity of the discrete energy levels allows a control of non-
linear effects in comparison to materials whose energy bands are complicated and
depend on the sample’s manufacturing [18]. Theoretical proposals for the observa-
tion of localization in cold atomic samples are also available [20, 22]. However, the
choice of the atomic species to be used is indeed critical. Cold atoms experiments
tend to be expensive due to the need of narrow linewidth lasers and ultra-high vac-
uum (UHV) material. Once the experiment is built, it is not easy to adapt it to a
different atomic species, due to the use of diode lasers which are only tunable by a
few units of nm and also the UHV system as well.

Choosing the appropriate atomic species from the outset is crucial, as the char-
acteristics of an atom (such as the energy of optical transitions and magnetic prop-
erties) determine its suitability for a specific application. One important feature to
be considered is the atomic structure. The first group of chemical elements to be
laser cooled and trapped by magneto-optical traps (see chapter 3) were alkali met-
als, namely rubidium (Rb), cesium (Cs), sodium (Na), potassium (K) and lithium
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(Li). These elements have similar chemical properties because they have an unpaired
valence electron in a S-orbital. The energy needed to excite these atoms (stimulate
a transition of the valence electron to a higher sub-shell) matches the energy pro-
vided by the light emitted by the first types of diode lasers, which emitted light in
the near-infrared [23]. Magneto-optical traps (MOTs) of alkali metals are, therefore,
easily obtainable in comparison to atoms of other groups of the periodic table, and
cheaper due to the need of less lasers. The good quantum number for the descrip-
tion of these atoms is F = J + I, where I is the nuclear angular momentum quantum
number and J is the total electron quantum number, which is the sum of the electron
angular orbital momentum (L) and the electron spin angular momentum (S). For
example, for 87Rb ground state F can be either 1 or 2. Each energy level has 2F + 1
magnetic (Zeeman) sublevels. However, Zeeman sublevels of the ground states of
optically available transitions are not considered in the theoretical proposals for lo-
calization of light by cold atoms. A relatively complex atomic internal structure
could turn the analysis of experimental results difficult.

Therefore, the use of alkaline earth metals is envisaged. The bosonic isotopes
of these metals, including strontium (Sr), calcium (Ca), beryllium (Be), magnesium
(Mg), barium (Ba), and radium (Ra), exhibit a level structure consisting of a nonde-
generate ground state and a threefold degenerate excited state for the cooling transi-
tions. This relatively simpler level structure was taken into account in the theoretical
proposals for magnetic-field-driven localization [20, 21] and localization due to po-
sition and diagonal disorder [22]. Additionally, MOTs of five out of the six alkaline
earth metals have already been realized [24–28]. These elements have two laser cool-
ing transitions, namely the transition from the ground to a singlet state 1S0 − 1P1 and
an intercombination transition 1S0 − 3P1 .

The 1S0 − 1P1 transitions have broad linewidths (tens of MHz), while laser cool-
ing of alkaline earth metals in the 1S0 − 3P1 transition remains a challenge, the usual
choice is Sr, which has a linewidth of 2π·7 kHz. Therefore, the choice of Sr can look
promising, because the density of the atomic cloud loaded by a MOT is inversely
proportional to the square of the linewidth of the transition (see chapter 3). How-
ever, a major issue is that the natural linewidth of the transition is of the order of
the corresponding recoil frequency. For example, Sr has a natural linewidth of the
order of the recoil frequency [29]. Therefore, single photon scattering would already
drive the photons out of resonance to the atomic transition. A solution is the use of
ytterbium (Yb), which - although it is a lanthanide - has an electronic structure sim-
ilar to the alkaline earth metals. The bosonic isotopes of Yb have a nondegenerate
ground state and a three-folded degenerate excited state and the natural linewidth
of its 1S0 − 3P1 transition is Γg = 2π·182 kHz. This linewidth is a good compro-
mise to achieve robust laser frequency stabilization and neglect atomic recoil effects.
MOTs operating on the 1S0 − 1P1 transitions have not been considered for localiza-
tion experiments because the fast decay time of the excited state, of the order of 10 ns,
makes the realization of time-dependent measurements difficult.
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In fig. 1.1, a simplified energy level diagram is shown with relevant quantities.
The 3P1 − 3D1 transition that is shown will only be discussed in chapter 6. Ytterbium
has five bosonic isotopes (168Yb, 170Yb, 172Yb, 174Yb, and 176Yb). We have decided to
trap the 174Yb isotope, because it is the most naturally abundant (the natural abun-
dance is 31.8%). A table with certain relevant characteristics for laser cooling of Yb
is shown in table 1.1. The values shown in the table are valid for all Yb isotopes,
small differences due to isotope shifts are small for the purposes of this thesis and
are neglected.

FIGURE 1.1: Simplified energy level diagram of neutral Yb. The wavelengths and linewidths
of the two cooling transitions and the 3P1 − 3D1 transition are shown, alongside the satura-
tion intensity (Isat) and the Doppler temperature TD for the cooling transitions. The values
were taken from [30, 31]

.

Blue transition Green transition

vr 5.7 mm s−1 4.1 mm s−1 recoil velocity ( h̄k
M )

ωr
2π 7.5 kHz 3.7 kHz recoil frequency ( vrk

4π )

amax 5.2 × 105 m s−2 2.3 × 103 m s−2 maximum atomic deceler-
ation ( vrΓ

2 )

gL 1.035 1.493 Landé factor of the excited
state

TABLE 1.1: Recoil velocity, recoil frequency, maximum atomic deceleration and the Landé
factor of the excited states for the two cooling transitions for neutral ytterbium atoms.

It is important to emphasize that this thesis was developed in parallel to another
one. Hector Letellier started his thesis three months before me in the same project.
Therefore, the work of building the experiment was split in two and both thesis have
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different content. The present thesis is focused on the laser systems and on the MOT
obtained in the 1S0 − 3P1 by transferring from the 1S0 − 1P1 transition (blue MOT),
while his thesis is focused on a characterization and optimization of the blue MOT
itself, alongside details on the MOT apparatus (vacuum system, atomic beam, time
control of the experiment, etc.). Additionally, theoretical results based on the self-
consistent theory of localization are also discussed in the end of the present thesis.
The results will be used to study signatures of localization of light in 2D, but an
adaptation of the calculations for 3D is also envisaged. The Yb MOT described in this
thesis will be used to perform experiments aiming at the observation of localization
of light in 3D.

1.5 Thesis outlook

In chapter 2, four different laser frequency stabilization techniques are discussed.
Two of them are used to stabilize the laser frequency to a stable optical cavity (Pound-
Drever-Hall and Hänsch-Couillaud techniques) and the other two are used for laser
frequency stabilization to an atomic (or molecular) resonance (frequency modulation
spectroscopy and modulation transfer spectroscopy). These techniques were impor-
tant during this thesis work because during the conception of the experiment, we
had to reflect on which technique to use to stabilize the frequency of the lasers. Ad-
ditionally, the two main lasers used in the experiment have second-harmonic gen-
eration cavities that are stabilized by two different methods. The optimization of
the lasers was frequently made by myself due to the lack of personal assistance of
the manufacturers due to the COVID pandemic, and additionally due to adversi-
ties imposed by the moving of the laboratory to a new building. Therefore, under-
standing these techniques was necessary for the construction and operation of the
experiment. Additionally, a derivation of the signal generated by modulation trans-
fer spectroscopy is included. The motivation was the absence of this calculation in
recently published material.

Chapter 3 is an introduction to the experimental apparatus. The chapter starts
by introducing important features of laser cooling that justify decisions made for the
experiment. One of these decisions was the loading of a MOT on the 1S0 − 1P1 tran-
sition and the subsequent transfer to the 1S0 − 3P1 transition. The laser system used
to trap atoms on the 1S0 − 1P1 transition is described, including its optimization. Fi-
nally, it is shown a MOT loaded in the 1S0 − 1P1 transition with up to 1 × 109 atoms
and with a loading rate of 3 × 109 atoms s−1.

The transfer of 2 × 108 atoms to a MOT operating in the 1S0 − 3P1 transition is
described in chapter 4. The laser system is also introduced, with special attention
to the laser frequency stabilization. Modulation transfer spectroscopy and balanced
detection of a relatively weak molecular iodine line is shown, alongside details of
the chosen line. This simple technique can be useful not only for Yb atoms, but
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whenever a relatively weak line is chosen as frequency reference. A characterization
of the MOT is performed by employing the absorption imaging technique.

Chapter 5 introduces the calculation of a position-dependent diffusion coefficient
in 2D. The calculations are based in the self-consistent theory of localization and it
was already performed for infinitely large 3D systems and quasi-1D systems. The
goal of this theory is to calculate signatures of localization.
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Chapter 2

Laser frequency stabilization
techniques

The main goal of the thesis was to build a magneto-optical trap of ytterbium
atoms operating on the 1S0 − 3P1 transition. During the construction of the experi-
ment, I had to perform and optimize different laser frequency stabilization schemes.
In our experiment, two lasers have second-harmonic generation (SHG) cavities. One
of this cavities is stabilized by the Pound-Drever Hall method, while the other one by
the Hänsch-Couillaud technique. Although these are commercial cavities, they had
to be installed and re-optimized during the thesis work. Therefore, it was mandatory
to understand these techniques for the building and maintenance of the experiment.

Two techniques based on the spectroscopy of atomic or molecular transitions
are also covered in this chapter. Frequency modulated spectroscopy can be seen
as the analogous of the Pound-Drever Hall technique. It is also the precursor of
modulation transfer spectroscopy, which was the technique chosen to stabilize the
laser that is used to perform a magneto-optical trap of ytterbium in the 1S0 − 3P1

transition, as will be shown in chapter 4.
This chapter exposes simple experimental configurations for the implementation

of each of these four techniques and shows how the error signals are generated for
all of them. The literature on laser frequency stabilization techniques is vast, but a
summary and a comparison of these four techniques can be valuable for people that
will enroll in this project in the near future, as well as for the ones that will build
similar experiments.

2.1 Pound-Drever-Hall

Pound-Drever-Hall (PDH) is a laser frequency stabilization technique that was
proposed and demonstrated by Drever and Hall in 1983 [34] based on a previously
known technique of frequency stabilization of microwave oscillators developed by
Pound in 1946 [35]. Such a technique consists in modulating the phase or frequency
(see appendix A) of the laser field incident on a cavity and measure the cavity reflec-
tion. The retrieved error signal can be used for stabilization of the laser frequency,
assuming that the cavity is stable enough.
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Another application is the use of this technique for cavity stabilization, using the
laser as a reference. This is widely used to stabilize second-harmonic generation
(SHG) cavities and is one of the methods used for cavity stabilization used in this
work. PDH was, for example, used to stabilize the interferometers used for gravita-
tional wave detection [36] due to its capacity to suppress frequency noise.

2.1.1 Experimental setup

The basic experimental scheme of the PDH technique is shown in fig. 2.1. The lin-
early polarized laser field is phase-modulated by an electro-optic modulator (EOM).
The beam polarization is chosen so that it is transmitted by a polarizing beamsplitter
(PBS) cube, and a quarter-wave ( λ

4 ) plate is inserted between the PBS and the cavity
so that the light reflected by the cavity is measured by a photodiode (PDrefl). The sig-
nal generated by PDrefl is sent to the radiofrequency (RF) input of a RF mixer, while
the signal used to generate the modulation (after adjusting its phase) is sent to the
local-oscillator (LO) port of the RF mixer. The frequency of a diode laser generally
can be controlled by the voltage applied to a piezoelectric actuator that holds the
laser grating or by the current that is applied to the diode (assuming that the tem-
perature of the diode is kept constant). Tuning the frequency by the diode’s current
is faster than by the voltage applied to the piezo. Therefore, the output of the mixer
passes through a lowpass filter before a PID controller that is used to send a feed-
back to the laser current controller and a function generator scan the laser frequency
sending a triangular signal to the piezo controller.

FIGURE 2.1: Simplified experimental scheme for laser frequency stabilization by PDH tech-
nique. A linearly polarized laser beam is phase modulated by an electro-optic modulator
(EOM) and transmitted through the PBS. A quarter-wave plate is inserted after the PBS so
that the light reflected from the cavity is also reflected by the PBS to the photodiode (PDrefl).
The signal is demodulated by the RF mixer and sent to a lowpass filter before a proportional-
integral-derivative (PID) controller and fed back to laser’s current controller. A function
generator scans the laser frequency by controlling the tension applied to a piezoelectric ac-
tuator that holds the laser grating.
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2.1.2 Derivation of the error signal

The goal of this section is to show how the error signals are generated by the PDH
method, a more complete review on PDH laser frequency stabilization can be found
in [37]. It will be assumed that a phase modulated laser field is incident into a cavity,
and the power measured on the reflection of the cavity will be calculated to retrieve
the error signal, by demodulation, from the remaining terms that oscillate at the
modulation frequency. Let’s assume the incident laser field is represented as Einc =

E0eiωt. The reflected field (measured at the same point) is given by Ere f = E1eiωt and

both fields are linked by the cavity reflection coefficient F(ω) =
Ere f
Einc

. After passing
through a phase modulator (e.g. Pockels cell), the incident electric field becomes

Einc = E0ei(ωt+β sin δt), (2.1)

where δ is the modulation frequency and β the modulation depth. we can expand
eq. (2.1) in terms of Bessel functions (Jn)

Einc = E0

∞

∑
n=−∞

Jn(β)einδt+ωt. (2.2)

For β ≪ 1 (i.e. narrowband modulation), the terms n > 1 in eq. (2.2) are much
smaller than the others, so we neglect them. Then, the incident field can be written
as

Einc = E0[J0(β)ei(ωt) + J1(β)ei(ω+δ)t − J1(β)ei(ω−δ)t]. (2.3)

Therefore, the incident field can be treated as three different fields of different
frequencies (one carrier and two sidebands), and to calculate the reflected field we
will multiply each term by the reflection coefficient at its own frequency.

Ere f =E0[F(ω)J0(β)ei(ωt) + F(ω + δ)J1(β)ei(ω+δ)t − F(ω − δ)J1(β)ei(ω−δ)t]. (2.4)

But, what we measure is the power of the reflected laser beam(Pre f = |Ere f |2) given
by

Pre f =P0{|F(ω)|2|J0(β)|2 + |F(ω + δ)|2|J1(β)|2 − |F(ω − δ)|2|J1(β)|2

+ 2J0(β)J1(β)Re[R(ω)] cos δt + 2J0(β)J1(β) Im[R(ω)] sin δt

− 2|J1(β)|2 Re[F(ω + δ)F∗(ω − δ)] cos 2δt

+ 2|J1(β)|2 Im[F(ω + δ)F∗(ω − δ)] sin 2δt},

(2.5)

where P0 is the initial beam power,

R(ω) = F(ω)F∗(ω + δ)− F∗(ω)F(ω − δ) (2.6)

is called the readout function and Re[R(ω)] and Im[R(ω)] denote, respectively, the
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real and imaginary parts of R(ω), and the superscript ∗ denotes the complex conju-
gate.

In order to obtain the desired error signal one should retrieve the readout func-
tion (terms that oscillates at frequency δ). This will be done assuming that the reflec-
tion coefficient (r) for both cavity mirrors are the same, so that

F(ω) = − r(1 − e
iω

∆ f sr )

1 − r2e
−iω
∆ f sr

. (2.7)

The cavity linewidth (Γ) is related to the cavity free spectral range (∆ f sr) by ∆ f sr =

ΓF , where F is the cavity finesse. Re[R(ω)] and Im[R(ω)] are shown in fig. 2.2 for
three different modulation frequencies (δ = 0.1Γ, Γ, 10Γ). Although both real and
imaginary parts of R(ω) have similar lineshapes, their amplitude depends on the
modulation frequency (δ). For small frequency modulation (δ ≪ Γ) the amplitude
of Re[R(ω)] is higher than Im[R(ω)], defining which term should be retrieved by
demodulation from eq. (2.5). If the modulation frequency is of the order of the cav-
ity linewidth (δ ≈ Γ), Re[R(ω)] and Im[R(ω)] have similar amplitudes as shown
in fig. 2.2b. When δ ≫ Γ, the central dispersive signal of Im[R(ω)] has a larger
amplitude than the one of Re[R(ω)]. Therefore, for large values of δ, Im[R(ω)] is
the best error signal. Moreover, the wings of Im[R(ω)] shown in fig. 2.2c provides
a better capture range (i.e. the maximum deviation in frequency that the laser can
experience with respect to the reference cavity that can be compensated by the sta-
bilization feedback loop) than can be achieved with slow modulation, emphasizing
the advantage of faster modulation frequencies over slow ones in addition to a larger
amplitude of the error signal itself.

2.1.3 PDH cavity stabilization

One important application of the PDH technique is that it can be used to sta-
bilize an optical cavity to the laser frequency. This can be done, for example, to
enhance second-harmonic generation (SHG) by inserting a crystal inside a cavity.
Such a method is used in the present work to generate up to 1.3 W at 556 nm for
laser cooling of 174Yb , more details on this laser system are given in chapter 4. A
typical experimental scheme is shown in fig. 2.3. The laser frequency modulation is
performed by modulation of the laser current, and the reflection of the cavity is mea-
sured by PDre f l . After the demodulation, the error signal is sent to a PID controller
and the feedback is sent to a piezoelectric that actuates on one mirror of the cavity.

2.2 Hänsch-Couillaud

A modulation-free technique for laser frequency stabilization to an optical cavity
was reported by T. Hänsch and B. Couillaud in 1980 [38]. In the so-called "Hänsch-
Couillaud technique" the reflection of a linearly polarized laser beam by a cavity is
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FIGURE 2.2: Real and imaginary part of the readout function for different values of δ.

FIGURE 2.3: Simplified experimental scheme for stabilization of a bow-tie cavity by PDH
technique.

measured, while a linear polarizer is placed inside the cavity. Phase variations of the
light component that is parallel to the axis of the linear polarizer are measured by a
polarization analyzer, that generates the error signal used for laser stabilization.

Hänsch-Couillaud technique is widely used for laser frequency stabilization, as
well as for the stabilization of SHG cavities. Its advantage over techniques based
on frequency modulation, lies on its simple electronics and in the achievement of an



Chapter 2. Laser frequency stabilization techniques 14

error signal that remains strong in its wings, leading to a good capture range without
the need of high frequency modulation of the laser.

2.2.1 Experimental setup

The experimental setup for Hänsch-Couillaud frequency stabilization is shown
in fig. 2.4. In this scheme, a linearly polarized laser beam is reflected by a bow-tie
cavity (it can be performed with a confocal Fabry-Perot cavity). A linear polarizer is
inserted inside the cavity, so that the polarization of the electric field can be decom-
posed in one component parallel to the axis of the linear polarizer (E∥) and other per-
pendicular to it (E⊥). Therefore, E∥ experiences a low-loss cavity and it is reflected
by the cavity with a frequency-dependent phase shift. A polarization analyzer is
used to analyze the light reflected by the first mirror and the cavity. The analyzer
is composed by a λ

4 plate, a PBS cube and two photodiodes (PD+ and PD-). In this
method the E⊥ component reflected by the first mirror acts as a reference and the
total reflected beam becomes elliptically polarized due to any phase change of E∥.
The intensities measured by the two photodetectors are subtracted and amplified, to
generate the error signal, before been sent as a feedback to control laser frequency
fluctuations. The details on the generation of the error signal are given below.

FIGURE 2.4: Simplified experimental scheme for laser frequency stabilization by the Hänsch-
Couillaud technique.

2.2.2 Derivation of the error signal

In order to show how the error signal is generated by the Hänsch-Couillaud
method, the calculations presented in [38] are detailed here. The incident light field
amplitudes are described in the plane wave approximation as

Ei
∥ = Ei cos θ, (2.8)

Ei
⊥ = Ei sin θ. (2.9)
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Ei is the amplitude of the incident beam. The amplitude of the perpendicular com-
ponent that is reflected by the cavity is given by

Er
⊥ = Ei

⊥
√

R1, (2.10)

where R1 is the reflectance of the first mirror. The amplitude of the parallel compo-
nent is given by a sum of its component that is reflected by the first cavity mirror
and the reflection of the cavity, as follows

Er
∥ = Ei

∥

[√
R1 −

(
T1

R√
R1

ei∆ + T1
R√
R1

Re2i∆ + ...
)]

, (2.11)

where T1 is the transmittance of the first mirror. R represents the ratio of the ampli-
tude between successive roundtrips, taking into account all of the sources of losses
(both mirrors + linear polarizer). The first term on the right side of eq. (2.11) rep-
resents the field reflected by the first mirror with polarization parallel to the axis of
the intracavity polarizer. The right part of eq. (2.11) represents the field reflected by
the cavity, which is a geometric series with coefficient T1

R√
R1

ei∆ and ratio Rei∆. The
whole expression can be written as

Er
∥ = Ei

∥

[√
R1 − T1

R√
R1

(
ei∆

1 − Rei∆

)]
. (2.12)

By multiplying the right side of the equation by 1−e−i∆R
1−e−i∆R and making use of the iden-

tity cos 2∆ = 1 − 2 sin2 ∆, it becomes

Er
∥ = Ei

∥

[√
R1 − T1

R√
R1

(
cos ∆ − R + i sin ∆
(1 − R)2 + 4R sin2 ∆

2

)]
. (2.13)

If the field is at resonance with the cavity, then sin ∆ = 0 and the total field is linearly
polarized. However, out of resonance (sin ∆ ̸= 0) the phase shift of Er

∥ with respect
to Er

⊥ makes the total reflected beam elliptically polarized. The polarization analyzer
consists in a λ

4 waveplate and a PBS cube. The axis of the λ
4 waveplate is rotated by

45◦ with respect to the axis defined by the light polarization after reflection from the
PBS. The whole analyzer could be rotated with respect to the direction of propaga-
tion of the beam, however the calculation shown here is performed for the case at
which the axis of the λ

4 waveplate is parallel to the axis of the linear polarizer inside
the cavity. To better understand the role of the analyzer, we make use of the Jones
formalism [39] and consider the light incident to the λ

4 waveplate as a superposition
of two circularly polarized light. Circularly polarized light will be denoted here as
Eσ+ for right-handed and Eσ− for left-handed. The field is written in the basis defined
by linearly polarized light parallel and perpendicular to the intracavity polarizer as
follows

Er = A

(
1
−i

)
+ B

(
1
i

)
, (2.14)
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where A and B represent the amplitude of Eσ+ and Eσ− , respectively. After pass-
ing through the λ

4 waveplate, these components are transformed into two linearly
polarized components that are orthogonal to each other, and the total field can be
calculated by

Er
λ
4
=

ei π
4

2

(
1 0
0 i

)[
A

(
1
−i

)
+ B

(
1
i

)]
, (2.15)

which results in

Er
λ
4
=

ei π
4

2

[
A

(
1
1

)
+ B

(
1
−1

)]
. (2.16)

Hence, the reflection of the PBS cube is given by

E+ =
ei π

4

2

(
1 1
1 1

)[
A

(
1
1

)
+ B

(
1
−1

)]
=

ei π
4

2

[
A

(
2
2

)
+ B

(
0
0

)]
. (2.17)

While the transmission of the PBS cube is

E− =
ei π

4

2

(
1 −1
−1 1

)[
A

(
1
1

)
+ B

(
1
−1

)]
=

ei π
4

2

[
A

(
0
0

)
+ B

(
2
2

)]
. (2.18)

A photodetector measures the intensity of the light. Hence, PD+ and PD- on fig. 2.4
measure, respectively, intensities proportional to |A|2 and |B|2. When the cavity
is at resonance Er is linearly polarized, resulting in |A|2 − |B|2 = 0. For ellipti-
cally polarized light, i.e. when the light is not resonant with respect to the cavity,
|A|2 − |B|2 ̸= 0 with the sign of this difference depending on the handedness of the
polarization ellipse that depends on the sign of detuning of the laser (in other terms,
the phase shift of Er

∥ with respect to Er
⊥). In terms of Er

∥ and Er
⊥, E+ and E− are given

by

E± =
1
2

(
1 ±1
±1 1

)(
1 0
0 i

)(
Er
∥

Er
⊥

)
. (2.19)

Finally, I+ − I− in terms of Er
∥ and Er

⊥ is

I+ − I− =
ivε

2

[
E∗r
∥ Er

⊥ − E∗r
⊥ Er

∥

]
, (2.20)

where v is the speed of light, ε is the permittivity. From eqs. (2.8) to (2.10), (2.13)
and (2.20)

I+ − I− = 2I0 cos θ sin θ
T1R sin ∆

(1 − R)2 + 4R sin2 ∆
2

, (2.21)

where I0 = 1
2 vε|E(i)|2 is the initial intensity of the laser beam. A plot of eq. (2.21)

is shown in fig. 2.5, the parameters chosen to this plot (T1 = 1 × 10−4, R = 0.97)
were chosen to be realistic values, i.e. they are typical parameters of commercial
optical elements. We can compare the signal shown in fig. 2.5 to the ones shown
in fig. 2.2. Although very simple in terms of electronic components, the Hänsch-
Couillaud (HC) technique generates error signals that have a good capture range
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comparing to PDH technique performed at modulation frequencies below the cavity
linewidth (see fig. 2.2). A comparison of the expected attributes of the error signals
generated by PDH and HC technique will be shown further in this section.
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FIGURE 2.5: Theoretical error signal generated by Hänsch-Couillaud technique. The param-
eters used for this graph were T1 = 4.9 × 10−4 and R = 0.97 and θ = π

4 . P0 denotes the initial
power of the laser beam.

2.2.3 SHG cavity locking by Hänsch-Couillaud technique

The HC technique can be also used, as shown for PDH technique, to stabilize a
cavity to the frequency mode of a previously stabilized laser [40]. This is particu-
larly useful for the stabilization of SHG cavities to the frequency of the fundamental
(input) laser beam. This method is used in the present work for the stabilization of
a SHG cavity that delivers up to 2.5 W of light at 399 nm, that is used for laser cool-
ing of Yb in the 1S0 − 1P1 transition as will be detailed in the next chapter. In terms
of optical components, the important difference of the scheme shown in fig. 2.4 to
fig. 2.6 is that in the latter one the nonlinear crystal also plays the role of the intracav-
ity polarizer, due to typical birefringent properties of the nonlinear crystal. In order
to stabilize the cavity, one of the cavity mirrors is controlled by a piezoelectric con-
troller that receives the feedback signal (the error signal) from a PID controller. The
signal from the PID controller is summed with the signal from a function generator
that is used to scan the frequency of the cavity.

2.2.4 Comparison of PDH and HC techniques

In order to decide which frequency stabilization technique to use, it is important
to take into account their differences regarding implementation and performance.
The differences regarding the practical implementation were previously mentioned
and lie on the fact that HC technique makes use of simpler electronics. Indeed,
PDH technique lies on frequency modulation of the optical beam which requires fast
electronic components (RF drivers, mixers, RF amplifiers and filters) and acousto-
optic (AOM) or electro-optic (EOM) devices.
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FIGURE 2.6: Simplified experimental scheme for a bow-tie cavity stabilization by the
Hänsch-Couillaud technique.

For comparison, it will be considered the optimization of the PDH technique
with respect to the modulation frequency (δ), assuming that β = 1.1. This value of β

does not fulfill the requirement for narrowband modulation (section 2.1.2), however
it nearly maximizes J0(β)J1(β) in eq. (2.5) and it will be used here for illustration.
It will be also assumed that the cavity is composed by two identical mirrors with
|r|2 = 0.99 and without losses, i.e. |r|2 + |t|2 = 1. The data shown here is obtained
numerically with the software Wolfram Mathematica, that is used to obtain the slope
(at ω = ω0) and capture range of the terms oscillating at frequency δ in eq. (2.5).
The capture range shown here is a relative quantity, defined here as the frequency
at which the error signal drops to a value that is 10% of its maximum value. The
cavity linewidth is given by the relation ΓPDH =

∆ f sr
FPDH

, where the subscript PDH is
used to distinguish from the Hänsch-Couillaud situation that will be described in
this section, and FPDH is the cavity finesse defined by FPDH = π|r|

1−|r|2 . Fig. 2.7a is a

log-log plot of the error signal slope (in units of P0
ΓPDH

), with respect to the modula-
tion frequency (in units of ΓPDH). P0 is the initial beam power, therefore the results
do not take into account any electronic losses (photodetector efficiency, losses due
to signal propagation, RF mixer, etc.). In blue, the signal slope of the real part of the
readout function shows that it reaches a maximum for modulation frequencies close
to 0.6ΓPDH when it starts to decrease. On the other hand, the slope at ω = ω0 of
the imaginary part of R(δ), in red, only increases until it reaches a plateau for mod-
ulation frequencies higher than ΓPDH. Fig. 2.7b shows the capture range (in units
of ΓPDH) with respect to the modulation frequency. The quantities for Re{[R(ω)]}
are not depicted for modulation frequencies higher than 1.5Γ because the maximum
and the minimum of the error signal are split and only a much smaller dispersive
feature remains in the center of the curve, as illustrated in fig. 2.2c. It can be seen in
fig. 2.7b that the capture range for Re{[R(ω)]} is larger than for Im{[R(ω)]} for the
depicted modulation frequencies. In summary, for modulation frequencies below
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ΓPDH it is advantageous to use Re{[R(ω)]} as error signal, while for higher modula-
tion frequencies Im{[R(ω)]} offers a better slope and a capture range that is defined
by the modulation frequency itself, as can be observed in fig. 2.2c.
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FIGURE 2.7: (A) PDH Error signal slope in units of P0
Γ for Re{[R(ω)]} (in blue) and

Im{[R(ω)]} (in red) as a function of the modulation frequency, the plot is shown in log-log
scale. (B) Capture range, as defined in the text, as a function of the modulation frequency.
For both figures it was assumed a modulation index (β) of 1.1 and a that the two cavity mir-
rors are identical with |r2| = 0.99.

For the HC technique, the parameter chosen to be optimized is |t1|2, the other
parameters are R = 0.99(1 − |t1|) and ∆ = π

4 . As |t1|2 is changed, the cavity finesse
is also changed. Therefore, the results will be given in terms of the previously de-
fined cavity linewidth for the PDH case (ΓPDH) to facilitate a comparison with the
PDH case. The HC cavity finesse is given by FHC = πR

1−R2 and its linewidth (ΓHC) is
given in terms of the linewidth for the PDH case, by assuming cavities of same free
spectral range, as follows ΓHC = ΓPDH FPDH

FHC
. The data shown here is also numerically

obtained with the software Wolfram Mathematica, that is used to obtain the slope and
capture range of eq. (2.21). The HC error signal slope as a function of the first mirror
transmittance is shown in fig. 2.8a for values of |t1|2 from 4.9 × 10−3 to 0.64, where
4.9× 10−3 corresponds to the |t1|2 used for the PDH case. It can be seen that the slope
increases by increasing the mirror transmittance, for low transmitances, reaching a
maximum at around |t1|2 = 0.04 . However, in fig. 2.8b it is shown that the capture
range (in units of ΓPDH) increases by increasing the first mirror transmittance. It is
assumed that the linear polarizer does not introduce any losses.

We conclude that for applications that need high finesse cavities, it is advanta-
geous to make use of PDH technique with modulation frequencies higher than the
cavity linewidth. This way, a high error signal slope is obtained and the capture
range is determined by the modulation frequency itself. The HC technique is not
well suited for this kind of application because the finesse of the cavity would be
limited by losses due to the polarizer (or birefringent element), leading to a decay
of the error signal slope. For applications that do not need a high finesse cavity (as
SHG), the HC technique can achieve an error signal slope of the order of the PDH
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FIGURE 2.8: A) HC Error signal slope in units of P0
ΓPDH

as a function of the first mirror trans-
mittance. (B) Capture range, as defined in the text, as a function of the first mirror transmit-
tance. For both figures it was assumed that the first mirror transmittance is changed while
the three other mirrors are identical with |r2| = 0.99.

one but with a high capture range without the need of high frequency modulation.
The power consumption is also an advantage of the HC technique. Frequency mod-
ulation requires RF drivers and amplifiers delivering powers of the order of 10 W,
while HC only requires two photodetectors.

2.3 Frequency modulated spectroscopy

The two methods introduced above are widely used and very important in mod-
ern optics laboratories. In atomic physics experiments, they are used to stabilize a
laser frequency close to an atomic or molecular transition that will be probed. How-
ever, although optical cavities are not absolute frequency references, many applica-
tions, such as precision spectroscopy, require the use of absolute references (atomic
or molecular transitions). In other cases they are more convenient because they
can be more cost-effective and compact. In this section two similar spectroscopic
techniques used for laser frequency stabilization are going to be introduced, they
are frequency modulation (FM) spectroscopy and modulation transfer spectroscopy
(MTS). FM spectroscopy is indeed not used in the experiment that is described in
this thesis, but it is the precursor of MTS which is the laser frequency stabilization
technique used for laser cooling of 174Yb on the 1S0 − 3P1 transition in the present
work, as will be shown in the next chapter.

2.3.1 Experimental scheme

The principle of FM spectroscopy is the same of the PDH technique. The inter-
ference of 3 fields of different frequencies (one carrier and two sidebands) when the
carrier frequency is scanned around a frequency reference generates a dispersive sig-
nal, which can be retrieved and used in a feedback loop for the laser stabilization. A
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simple experimental scheme is shown in fig. 2.9 for the case of a linear absorption ex-
periment. The beam generated by the laser is modulated by an EOM (AOM) and its
transmission (the fluorescence signal can also be used) is measured by a photodetec-
tor. The measured signal is sent to an RF mixer to be demodulated. After the mixer
the signal passes through a PID controller that controls the current of the laser diode.
In this scheme, the synthesizer generates a sinusoidal wave at a given frequency that
is modulated at a frequency defined by another sinusoidal wave generated by the
function generator. The output of the function generator (which can have its phase
tuned) is sent to an input of the RF mixer in order to perform the demodulation of
the signal.

MixerSynthesizer

EOMPiezo 
controller

Current 
controller

Function generatorRF amplifier

Laser Spectroscopic cell

Function
generator

Photodetector

FIGURE 2.9: Experimental scheme for laser frequency stabilization by FM spectroscopy.

2.3.2 Error signal

The calculation for the generation of the error signal is completely analogous
to the PDH case, it is described in [41, 42] and it will be simply summarized here.
Therefore, assuming an incident plane wave that is frequency (phase) modulated
in the narrowband regime, the power measured by the photodiode is also given by
eq. (2.5). In the case of FM spectroscopy the readout function (R(ω)) is written in
terms of the amplitude transmission coefficient T(ω). A sample (spectroscopic cell)
of length L, intensity absorption coefficent α(ω) and index of refraction η(ω) has an
amplitude transmission coefficient at a given frequency ω given by

T(ω) = e−
α(ω)L

2 −i η(ω)Lω
c . (2.22)

The error signal is generated by the demodulation of the real and/or imaginary parts
of

R(ω) = T(ω)T∗(ω + δ)− T∗(ω)T(ω − δ). (2.23)

The resulted error signals are very similar to the ones shown in fig. 2.2 and were
reported in [42].
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The scheme shown in fig. 2.9 generates an error signal with a peak-to-valley
width determined by the Doppler-broadened linewidth of the transition at which
the spectroscopy is being performed. For many applications it is needed to use tran-
sitions between hyperfine atomic/molecular levels as reference. Hence, FM spectro-
scopic can be used in combination with saturated absorption spectroscopy to obtain
narrower error signals centered at the center of the hyperfine spectral line. Exper-
imentally, the sub-Doppler version of FM spectroscopy differ from fig. 2.9 by the
addition of a beam counterpropagating (pump beam) to the probe beam, that is the
one modulated and measured by the photodiode. Throughout the thesis, the "probe
beam" of a saturated absorption spectroscopy will be distinguished from the "pump
beam" by the fact that the probe is the one that is measured. α(ω) and η(ω) in such
cases are given by the differences between the Doppler-broadened contribution to
the sub-Doppler one. This generates error signals with a background that is not
flat due to the contribution of the Doppler signal. Fig. 2.10 shows the sub-Doppler
spectrum for the case where the hyperfine (Lorentzian) spectrum of linewidth Γ is
centered at a frequency shift of 10Γ from the center of the Doppler (Gaussian) spec-
trum that has a linewidth of 20Γ and an amplitude 10 times bigger. The linewidths of
the hyperfine and Doppler-broadened signal, as well as the frequency shift of the hy-
perfine line with respect to the center of the Doppler-broadened one were arbitrarily
chosen by the author for illustration purposes.
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FIGURE 2.10: Typical theoretical transmission of a saturated absorption spectroscopy.

Assuming |L [η(ω)ω ± η(ω ± δ)(ω ± δ)] | << c, it can be shown that

Re[R(ω)] = e
L
2 [α(ω)+α(ω+δ)] − e

L
2 [α(ω−δ)−α(ω)]. (2.24)

Re[R(ω)] is shown in fig. 2.11, for the same parameters as fig. 2.10 and a mod-
ulation frequency δ = 0.1Γ. A background due to the Doppler contribution can be
seen. The absence of such background in MTS is one of the main motivations for its
use instead of FM spectroscopy.
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FIGURE 2.11: Typical error signal generated by sub-Doppler FM spectroscopy for a modu-
lation frequency of δ = 0.1Γ.

2.4 Modulation transfer spectroscopy

It can be seen in fig. 2.11 that the error signal generated by FM spectroscopy of
a hyperfine transition has a Doppler background contribution. It was shown [43]
that by applying the modulation to the pump beam in a saturated absorption spec-
troscopy scheme, the Doppler contribution is eliminated and a flat spectrum is ob-
served. Such a technique, called modulation transfer spectroscopy (MTS), lies on the
generation of sidebands in the probe direction by four-wave mixing proccesses.

2.4.1 Experimental scheme

MTS differs from FMS because in MTS the sidebands that interfere with the
probe beam are not generated by the probe beam frequency modulation. Instead,
the pump beam is frequency modulated and the interaction of the probe, the car-
rier component of the pump and its sidebands with the atomic/molecular medium
gives rise to a third-order nonlinear effect (four-wave mixing) that generates electric
fields in the direction of propagation of the probe beam. The probe field interferes
with the generated sidebands in the vapour cell and the measurement of the beams
by a photodiode after the propagation through the atomic medium generates a sig-
nal with dispersive-like shape that can be used as error signals for laser frequency
stabilization.

A typical MTS experiment is shown in fig. 2.12. The laser beam is divided in
two by the combination of a half-wave plate and PBS 1, the reflection of PBS 1 is
reflected by two mirrors before enter the vapour cell where it plays the role of a probe
beam in a saturated absorption spectroscopy scheme. The transmission of PBS 1 is
frequency shifted and modulated by an AOM, and the carrier and its sidebands are
also transmitted by PBS 3 to pass through the vapour cell counterpropagating to the
probe beam. The nonlinear interaction of the carrier and sidebands of the pump field
with the atomic medium and the probe field generates electric fields that propagate
in the direction of the probe beam and that are frequency shift from it by the value of
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the frequency modulation of the carrier field that drives the AOM. The interference
of the generated fields with the probe one is measured by a photodetector (PD). The
role of PBS 2 is to allow an independent control of the probe beam power.

FIGURE 2.12: Simplified experimental scheme for laser frequency stabilization by the mod-
ulation transfer spectroscopy.

2.4.2 Derivation of the error signal

In fig. 2.12 it can be seen that the error signal is generated by the demodulation
of the beating between the probe beam and the sidebands that are generated at its
direction. The lineshape of the signal will be derived by assuming that all of the
beams involved are collinear, the modulation of the pump field is narrowband (i.e.
we can consider only the first sidebands) and the atoms are described by an ensem-
ble of two-level systems. Density matrix formalism will be used to calculate by a
perturbative approach the coherence between the ground and excited states, which
allows the calculation of the frequency shifted fields that propagate in the direction
of the probe beam. The incident pump (Ec) and probe (Ep) fields are assumed lin-
early polarized and described by:

Ec(t) =
1
2

Ec,0[J0(β)ei[(ω+∆)t+kz] + J1(β)ei[(ω+∆+δ)t+kz] − J1(β)e[i(ω+∆−δ)t+kz]] + c.c,

(2.25)

Ep(t) =
1
2

Ep,0ei[ωt−kz+ϕp] + c.c. (2.26)

Where ∆ denotes the carrier frequency of the EOM/AOM, c.c the complex conjugate,
Ec,0 the amplitude of the non-modulated pump field, Ep,0 the amplitude of the probe
field, δ the modulation frequency and β the modulation index. It is also assumed
that the wavenumbers of the fields are approximately the same (k), and that the
positive sideband is in phase with the carrier, while the negative one is out of phase
by a factor π.
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The time evolution of the density matrix components is described by the Liouville-
von Neumman equation, as follows

ih̄
dρ̂

dt
=
[
Ĥ, ρ̂

]
. (2.27)

h̄ is given by h
2π where h is the Planck constant. The matrix representation of the

density operator is

ρ̂ =

(
ρgg ρge

ρeg ρee

)
. (2.28)

The diagonal terms of eq. (2.28) represent the populations of the levels and the off-
diagonal terms represent the coherences between them. Ĥ is the hamiltonian of the
system that is composed by two terms, as follows

Ĥ = Ĥ0 + V̂. (2.29)

Ĥ0 is the hamiltonian for the two-level system, and V̂ describes the interaction of the
atoms with the light. They can be written as

Ĥ0 = h̄ωe |e⟩ ⟨e|+ h̄ωg |g⟩ ⟨g| (2.30)

V̂ = −µ̂ · E⃗. (2.31)

Where µ̂ is the electric dipole operator, "e" and "g" represents the atomic excited
and ground states and E⃗ represents the sum of the input fields. It is convenient to
define the Rabi frequencies of the different field components, where the component
is represented by the subscript "i", as

Ωi =
µgeEi,0

h̄
. (2.32)

The subscripts + and − will denote, respectively, the first sidebands of higher and
low frequency of the pump field, while the subscript "c" denotes the carrier of the
pump field and "p" the probe field. The eq. (2.27) is developed, terms that represent
the loss of population from the states (Γii(ρ

eq
ii − ρii)) and the relaxation rate for the

coherence (Γgeρge) are phenomenologically introduced. ρ
eq
ii represents the population

of level "i" at equilibrium, and finally applying the rotating-wave approximation
(RWA), the rate equations for the density matrix components become

ρ̇gg = −1
2
{iρ∗ge[Ωcei[(ω+∆)t+kz] + Ω+ei[(ω+∆+δ)t+kz] − Ω−ei[(ω+∆−δ)t+kz]+

+ Ωpei[ωt−kz+ϕp]] + c.c}+ Γgg(ρ
eq
gg − ρgg),

(2.33)

ρ̇ee =
1
2
{iρ∗ge[Ωcei[(ω+∆)t+kz] + Ω+ei[(ω+∆+δ)t+kz] − Ω−ei[(ω+∆−δ)t+kz]+

− Ωpei[ωt−kz+ϕp]] + c.c}+ Γee(ρ
eq
ee − ρee),

(2.34)
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ρ̇ge = − i
2
[Ωcei[(ω+∆)t+kz] + Ω+ei[(ω+∆+δ)t+kz] − Ω−ei[(ω+∆−δ)t+kz]+

− Ωpei[ωt−kz+ϕp]](ρee − ρgg)− iρgeωge − Γgeρge.
(2.35)

The equation for ρeg is given by ρeg = ρ∗ge, and ωge = ωg − ωe.
If we assume that ρ̂ is also position-dependent, the total derivative is written as

d ˆρ(z, t)
dt

=
∂ ˆρ(z, t)

∂t
+ v

∂ ˆρ(z, t)
∂z

(2.36)

in which v represents the velocity component along the z axis.
The interaction between the fields and the atomic system gives rise to a nonlin-

ear macroscopic polarization, which re-radiates fields that act as sidebands for the
probe beam and that propagate in its direction. Indeed, this nonlinear process also
generates fields of different frequencies [44] but we are only interested in the ones
mentioned above and depicted in fig. 2.13.

(A)

(B)

FIGURE 2.13: Four-wave mixing processes that generate fields of frequencies ω ± δ in the
direction of propagation of the probe beam.

To solve eqs. (2.33) to (2.35) it is convenient to define the following variables

E = z + vt, (2.37)

η = z − vt. (2.38)



Chapter 2. Laser frequency stabilization techniques 27

Then, ∂
∂t + v ∂

∂z can be written as

∂

∂t
+ v

∂

∂z
= 2v

∂

∂E . (2.39)

Defining ωc = ω + ∆, ω+ = ω + ∆ + δ and ω− = ω + ∆ − δ, eqs. (2.33) to (2.35) can
now be written as a function of E and η

2v
∂ρgg

∂E = −1
2
{iρ∗ge[Ωcei[(ωc+kv) E

2v+(kv−ωc)
η
2v ] + Ω+ei[(ω++kv) E

2v+(kv−ω+)
η
2v ]+

− Ω−ei[(ω−+kv) E
2v+(kv−ω−)

η
2v ] + Ωpei[(ω−kv) E

2v−(kv+ω) η
2v+ϕp]] + c.c}+

+ Γgg(ρ
eq
gg − ρgg),

(2.40)

2v
∂ρee

∂E =
1
2
{iρ∗ge[Ωcei[(ωc+kv) E

2v+(kv−ωc)
η
2v ] + Ω+ei[(ω++kv) E

2v+(kv−ω+)
η
2v ]+

− Ω−ei[(ω−+kv) E
2v+(kv−ω−)

η
2v ] + Ωpei[(ω−kv) E

2v−(kv+ω) η
2v+ϕp]] + c.c}+

+ Γee(ρ
eq
ee − ρee),

(2.41)

2v
∂ρge

∂E = − i
2
[Ωcei[(ωc+kv) E

2v+(kv−ωc)
η
2v ] + Ω+ei[(ω++kv) E

2v+(kv−ω+)
η
2v ]+

− Ω−ei[(ω−+kv) E
2v+(kv−ω−)

η
2v ] + Ωpei[(ω−kv) E

2v−(kv+ω) η
2v+ϕp]](ρee − ρgg)+

− iρgeωge − Γgeρge.

(2.42)

From Eqs. (2.40) to (2.42), it is observed that the density matrix component ρlm,
where l and m can be either g or e, can be written in a compact form as

2v
∂ρlm

∂E = −iωlmρlm − i
h̄
[
V̂, ρ̂

]
lm − Γlm(ρlm − ρ

eq
lm). (2.43)

Where ωlm = ωl − ωm and Γlm = Γml .
Four-wave mixing is a third-order nonlinear process. Therefore, the fields gener-

ated by the processes depicted in fig. 2.13 are proportional to the third-order optical
coherence. Moreover, assuming an optically thin gas sample, the re-radiated fields
due to third-order nonlinear processes have their amplitudes defined by [44, 45]

Er = −i
kL
2ϵ0

µeg⟨ρ(3)ge ⟩+ c.c. (2.44)

⟨ρ(3)ge ⟩ denotes the velocity-averaged third-order optical coherence, ϵ0 the vacuum
permittivity and L the length of the medium. The calculation of ρ

(3)
ge can be per-

formed in the framework of perturbation theory. Indeed, it can be shown that by
assuming a perturbation expansion in the incident fields, the element of order n + 1
(i.e. ρ

(n+1)
lm ) can be calculated in terms of the element of order n (i.e. ρ

(n)
lm ) as below

[46]

ρ
(n+1)
lm = − 1

2v

∫ E

−∞

i
h̄

[
V̂, ρ̂(n)

]
lm

e
1

2v (iωlm+Γlm)(E ′−E)dE ′ (2.45)
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Where V̂ can be written in the matricial form as

V̂ =

(
0 Vge

Veg 0

)
, (2.46)

and its elements are given by eq. (2.31)

Vge =
h̄
2
[Ωcei[(ωc+kv) E

2v+(kv−ωc)
η
2v ] + Ω+ei[(ω++kv) E

2v+(kv−ω+)
η
2v ]+

− Ω−ei[(ω−+kv) E
2v+(kv−ω−)

η
2v ] + Ωpei[(ω−kv) E

2v−(kv+ω) η
2v+ϕp]],

(2.47)

Veg = V∗
ge. (2.48)

Therefore,

[
V̂, ρ̂(n)

]
=

(
Vgeρ

(n)
eg − Vegρ

(n)
ge Vge(ρ

(n)
ee − ρ

(n)
gg )

Veg(ρ
(n)
gg − ρ

(n)
ee ) Vegρ

(n)
ge − Vgeρ

(n)
eg .

)
(2.49)

ρ
(0)
lm are defined as the solutions of eq. (2.43) without interaction, which is as-

sumed to be ρ
eq
lm. Thermal excitation is assumed to be a fully incoherent process,

making ρ
eq
ll = 0. In summary

ρ
(0)
ll = ρ

eq
ll , (2.50)

ρ
eq
lm = 0, for l ̸= m. (2.51)

We note from eqs. (2.45), (2.50) and (2.51) that ρ
(1)
ll = 0, the other terms can be calcu-

lated by

ρ
(1)
ge = − i

2vh̄

∫ E

−∞
Vge(ρ

eq
ee − ρ

eq
gg)e

1
2v (iωge+Γge)(E ′−E)dE ′. (2.52)

The expressions for the populations in the second order of perturbation are

ρ
(2)
gg = − i

2vh̄

∫ E

−∞
(Vgeρ

(1)
eg − ρ

(1)
ge Veg)e

1
2v Γgg(E ′−E)dE ′, (2.53)

ρ
(2)
ee = − i

2vh̄

∫ E

−∞
(Vegρ

(1)
ge − ρ

(1)
eg Vge)e

1
2v Γee(E ′−E)dE ′. (2.54)

Since ρ
(1)
gg = ρ

(1)
ee = 0, then ρ

(2)
eg = 0. Consequently, from eqs. (2.45) and (2.49) we

also conclude that ρ
(3)
ee = ρ

(3)
gg = 0 and that the third-order optical coherence can be

retrieved in terms of the second-order populations by

ρ
(3)
ge = − i

2vh̄

∫ E

−∞
Vge(ρ

(2)
ee − ρ

(2)
gg )e

1
2v (iωge+Γge)(E ′−E)dE ′. (2.55)

In summary, eqs. (2.52) to (2.55) can be used in sequence to calculate ρ
(3)
ge . The results

for each step will be given below without further algebraic details, remembering
that ρ

(n)
ge = ρ

(n)∗
eg , where the superscript ∗ denotes complex conjugation. We also

introduce the subscript q in k so that kp = −k and kq = k when q = c,+,−; which
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leads to

ρ
(1)
ge =

i
2
(ρ

eq
gg − ρ

eq
ee)∑

q

Ωqei(ωq+kqv) E
2v+i(kqv−ωq)

η
2v+ϕq

i(ωge + ωq + kqv) + Γge
, (2.56)

ρ
(2)
gg = −1

4
(ρ

eq
gg − ρ

eq
ee)∑

q′
∑

q

ΩqΩq′e
i(ωq−ωq′+kqv−kq′v)

E
2v+i(kqv−kq′v−ωq+ωq′ )

η
2v+ϕq−ϕq′

i(ωq − ωq′ + kqv − kq′v) + Γgg

×
{

1
i(−ωq′ − kq′v + ωeg) + Γeg

+
1

i(ωq + kqv + ωge) + Γeg

}
,

(2.57)

ρ
(2)
ee =

1
4
(ρ

eq
gg − ρ

eq
ee)∑

q′
∑

q

ΩqΩq′e
i(ωq−ωq′+kqv−kq′v)

E
2v+i(kqv−kq′v−ωq+ωq′ )

η
2v+ϕq−ϕq′

i(ωq − ωq′ + kqv − kq′v) + Γee

×
{

1
i(−ωq′ − kq′v + ωeg) + Γeg

+
1

i(ωq + kqv + ωge) + Γeg

}
,

(2.58)

ρ
(3)
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The summations over q, q′ and q′′ are performed over all of the incident fields (i.e. c,
p, + and −). Eq. (2.59) represents the third-order optical coherence between ground
and excited states as a function of the variables E and η. To calculate ρ

(3)
ge as a function

of t and z one just needs to apply eq. (2.38) in eq. (2.59), which results in
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(2.60)

Eq. (2.60) is a general expression for ρ
(3)
ge , however we are only interested in the
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coherence generated by the processes illustrated in fig. 2.13. The amplitude of the
term of ρ

(3)
ge that oscillates at a frequency ω + δ in the direction of propagation of the

probe field will be denoted by ρ
(3)
ge (ω + δ) and it is given by
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(2.61)

where it is assumed that Ω+ = Ω− and their values is denoted by Ω±. Now it is
needed to perform a velocity-integration by assuming a Maxwell-Boltzmann distri-
bution of the velocities (with rms value u), the total coherence is then given by

⟨ρ(3)ge (ω + δ)⟩ =
∫ +∞

−∞

e
−v2

u2 ρ
(3)
ge (v)dv

u
√

π
. (2.62)

This integral will be performed in the Doppler limit (i.e. ku ≫ Γeg, Γgg, Γee). An
expression similar to eq. (2.62) is solved in [44] by using the properties of the plasma
dispersion function [47] and it can be shown that only the third and fifth terms on
eq. (2.61) (the only terms that contain +ikv on the denominator) are proportional
to Γ−2(ku)−1, while the other terms are proportional to Γ−1(ku)−2 and (ku)−3. Such
integrals can also be performed by the software Mathematica, which was done for the
present work. Therefore, by neglecting the integrals that are proportional to (ku)−2

and (ku)−3 eq. (2.61) results in
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(2.63)
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We can further simplify the denominators of the integration in eq. (2.63)
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(2.64)

The result of the integration is
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(2.65)

The calculation of the amplitude of the coherence that oscillates at frequency ω − δ

is done by the same procedure. The result is retrieved by just changing δ by −δ in
eq. (2.65) (one also has to take into account a phase shift of π). The amplitude of
the generated fields are given by eq. (2.44) and the detector measures the interfer-
ence between the probe field and the two sidebands that are generated by the FWM
process (they are denoted as Er,+(t) and Er,−(t)) , that is

I = cϵ0|Ep(t) + Er,+(t) + Er,−(t))|2. (2.66)

The components of the intensity that oscillates at a frequency δ are

I =
h̄ωL(ρeq
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2 − δ
2 )

}
+ c.c.

(2.67)

Therefore, the probe field act as a local oscillator and the intensity retrieved after
demodulation at frequency ω can be, as usual, decomposed in two terms. One term
is proportional to cos (δt + ϕT) and the other to sin (δt + ϕT) (ϕT is the summation of
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the phases that appear in eq. (2.60)). By defining the functions Ln = 1
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, we can write eq. (2.67) as
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2
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(2.68)

The expression in eq. (2.68) was introduced in [48]. The lineshape that is retrieved by
demodulation of the signal proportional to cos (δt + ϕT) represented in eq. (2.68) is
shown in fig. 2.14. The dispersive signal is shown in a flat background, which is one
of the main features of this type of spectroscopy, i.e. the absence of a Doppler struc-
ture. This fact makes the present signal less sensitive to temperature fluctuations
of the vapour cell than signals generated by FM spectroscopy. Finally, the signal is
not centered at the origin of the frequency axis because the resonance condition is
shifted by ∆

2 . This shift in the resonance condition due to a difference in frequency
between pump and probe beam is well known and was reported in [49].
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FIGURE 2.14: Typical error signal generated by MTS for a modulation frequency of δ = 0.1Γ
and ∆ = 40Γ. The width of the Doppler profile is 20Γ.

2.5 Conclusion of the chapter

Four frequency stabilization techniques were presented. Typical experimental
schemes and the derivation of the error signals were shown for all of them. The
error signal slope and capture range for the two cavity-based techniques (PDH and
HC) were shown and, therefore, a comparison between them could be performed.
It was shown that the error signal slope for typical cavities is higher for the PDH
technique when high modulation frequencies are applied. However, it can be ad-
vantageous to use HC technique if one looks for a good compromise between error
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signal slope and capture range. Another advantage of the HC technique is that it
consumes less energy, because it does not lie on frequency modulation, avoiding RF
electronic equipment.

FM spectroscopy and MTS were also introduced. They are laser frequency sta-
bilization methods that lie on the spectroscopy of atomic or molecular transitions.
They have the advantage of being based on the spectroscopy of absolute frequency
references. However, modern optical cavities can have linewidths well below typi-
cal linewidths of atoms and molecules that are suitable for vapour cell spectroscopy
at room temperature [50]. A calculation of the generation of the error signal by MTS
was performed for the two-level case. It was shown that the advantage of MTS over
FM spectroscopy is that it is less sensitive to the Doppler contribution to the error
signal background, which makes it less sensitive to fluctuations of the temperature
of the vapour cell. MTS is used in chapter 4 to stabilize the frequency of the laser
used to load a magneto-optical trap of 174Yb operating on the 1S0 − 3P1 transition.
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Chapter 3

Magneto-optical trapping of 174Yb
atoms on the 1S0 − 1P1 transition

The main objective of the present doctoral thesis is the building of an ytterbium
magneto-optical trap (MOT) to perform experiments aiming at the observation of
localization of light in three dimensions. The choice of Yb instead of other atomic
species is justified in Chapter 1, alongside its relevant properties. Details on the oven
system and atomic beam, as well as a deep analysis and optimization of the MOT
on the 1S0 − 1P1 transition (that will be called "blue MOT" in the thesis) are available
in [51]. In this chapter I will introduce the experimental scheme, together with the
results on the blue MOT. However, the focus of the chapter is the laser system used
to load the blue MOT. The strategy adopted by us consists in firstly optimizing the
number of atoms in the blue MOT, then an optimization of the transfer from the blue
to a MOT operating in the 1S0 − 3P1 (green MOT) is performed. However, directly
loading of a green MOT was reported by other groups [30, 52] and has advantages
that will be mentioned in the next chapter.

The first section of the chapter is designed to justify the use of the 1S0 − 1P1

transition for a reader that is not familiar with laser cooling of alkaline-earth type
atoms. The basic equations that explain the forces that arise from the light-matter
interactions described here will not be derived. The literature covering general and
basic topics on laser cooling and trapping of neutral atoms is vast and will be cited
as the results are used.

The experimental apparatus is introduced in the second section. Special attention
is paid to the laser system, which is composed of three subsystems (a pump laser,
one titanium-Sapphire laser and a SHG cavity). Details on the laser scheme and
the optimization of the two last subsystems are given alongside data describing the
output power of these systems when optimized. This section is important because it
shows the benchmark of our laser system and can be useful to other groups working
with similar high-power laser systems.

The results on the Yb magneto-optical trap obtained in the 1S0 − 1P1 transition
are shown in the third section. The data shows that up to 1 × 109 atoms are trapped
with a loading rate of up to 3 × 109 s−1. It is finally concluded that the number of
captured atoms in the blue transition is higher than what was previously reported.
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However, different experimental schemes could be used to load more atoms directly
on the 1S0 − 3P1 transition.

3.1 Fundamentals

The achievement of the MOT was a milestone in the atomic physics community.
Since its first observation in 1987 [53] it has been widely used for numerous applica-
tions such as quantum information [54] and gravimetry [55, 56]. It was also crucial
for the first observations of Bose-Einstein condensates [57, 58]. The first observation
of collective effects in cold atomic samples was reported in the beginning of the 90’s
[59], by the observation of long-range repulsive force between the atoms.

3.1.1 Laser cooling of neutral atoms

The possibility of using light to slow down atoms in a vapor was reported by
Theodor Hänsch and Arthur Schawlow in 1975 [60]. Such idea was based on a pre-
vious experiment by Arthur Ashkin that showed the deflection of an atomic beam
due to radiation pressure [61]. The first, and main, role of the blue laser in this ex-
periment is to cool down the maximum number of atoms from an atomic beam that
is generated by an oven filled with ytterbium.

An atom with velocity v interacts with three pairs of counterpropagating laser
beams (one pair for each spatial direction) described by plane waves of wavenumber
k. The mean radiation pressure force acting on the atom is [62, 63]

F(v) = ± h̄kΓ
2

I
Isat

1

{1 + I
Isat

+ [2(∆ ∓ kv)/Γ]2}
. (3.1)

The upper sign indicates the force by a light beam that propagates in the same direc-
tion as the atom and the lower sign the force exerted by a light beam that propagates
in the opposite direction. ∆ represents the detuning of the light with respect to the
atomic transition, i.e. ∆ = ω0 − ω, where ω0 is the resonant frequency of the atomic
transition and ω is the laser frequency. Γ represents the transition linewidth, h̄ = h

2π

where h is the Planck constant, I is the beam intensity and Isat is the saturation in-
tensity of the transition.

For I << Isat, one can see on eq. (3.1) that F(v) ∝ I. However, if I >> Isat

the force becomes independent of I. The maximum deceleration that an atom can
experience occurs when ∆ + kv = 0, and is given by |a| = h̄kΓ

2m(1+ Isat
I )

where m is the

mass of the atom. In the limit I >> Isat the modulus of the deceleration is reduced
to

|a| = h̄kΓ
2m

. (3.2)

Hence, the maximum deceleration depends linearly with respect to the transition
linewidth. In the case of ytterbium atoms, the linewidth of the 1S0 − 1P1 transition
(Γb) is about 160 times larger than the one of the 1S0 − 3P1 transition (Γg). Due to
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this result, the blue laser is often used in Zeeman slowers [64] in order to decelerate
atoms from an atomic beam. In our experiment, we have decided to not employ
a Zeeman slower to have a more compact experimental system and also to avoid
unwanted magnetic field around the MOT region. Instead, we make use of a single
frequency blue laser beam that is (nearly) counterpropagating to the atomic beam.
We call this laser beam as "slowing beam", and its effectiveness will be shown later
in this chapter.

The equilibrium temperature of an atomic cloud that is under the action of a force
like eq. (3.1) is [63]

T =
h̄Γ
8kB

Γ
|∆|

(
1 +

Itot

Isat
+

4∆2

Γ2

)
. (3.3)

Where kB is the Boltzmann constant and Itot is the sum of all MOT beam intensities.
This temperature is minimum for low intensities (i.e. I ≪ Isat) and ∆ = Γ

2 , this
minimum temperature is called Doppler temperature and it is given by

TD =
h̄Γ

2KB
. (3.4)

Eq. (3.4) shows that the minimum temperature achieved by Doppler cooling mech-
anisms depends linearly with respect to the linewidth of the cooling transition (Γ).
This is one of the reasons why a MOT in the 1S0 − 3P1 Yb intercombination transi-
tion is more convenient for experiments on localization of light by cold atoms. The
Doppler temperature for laser cooling on the 1S0 − 1P1 Yb transition is more than
160 times bigger than for the 1S0 − 3P1 Yb transition. This means that the atoms
cooled down by the blue transition would move faster than atoms cooled down by
the green one, which could affect localization effects in typical time scales of experi-
ments (limited by the response time of currently available detectors).

3.1.2 Magneto-optical trap

A MOT consists of three pairs of circularly polarized counterpropagating beams
and a pair of coils in the anti-Helmholtz configuration that generates a spatial gradi-
ent of magnetic field in the three spatial directions. The laser should be red-detuned
with respect to the atomic transition (i.e. ∆ < 0). Such scheme is represented in
fig. 3.1 for the 1D case and for atoms with a nondegenerate ground state (J = 0) and
three-fold degenerate excited state (J = 1).

The spatial gradient of magnetic field breaks the degeneracy of the excited state
and makes the radiation pressure force spatially dependent. Limiting our analysis
to one dimension, introducing the term related to the Zeeman shift, i.e. ±γJ∇Bzz for
γJ =

gJ µB
h̄ where gJ is the Landé factor of the excited state and µB the Bohr magneton,

in eq. (3.1) and expanding the remaining expression in a Taylor series until the first
order in velocity and position (assuming that the Doppler and Zeeman shifts are
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FIGURE 3.1: Representation of the interaction between an atom with a nondegenerate
ground state and a 3-fold degenerate excited state with a pair of counterpropagating cir-
cularly polarized laser beams that couples transitions between the ground state and two
different magnetic sublevels in the presence of a magnetic field that varies linearly with re-
spect to the position. Source: [65]

.

small with respect to Γ), we obtain for the net force acting in the atom [62, 63]

F(z, v) = −αv − βz. (3.5)

Where

α = 8h̄k2 |∆|
Γ

I
Isat

{
1

1 + 2I
Isat

+ ( 2∆
Γ )2

}2

, (3.6)

β = 8h̄kγJ∇Bz
|∆|
Γ

I
Isat

{
1

1 + 2I
Isat

+ ( 2∆
Γ )2

}2

. (3.7)

The restoring force is derived from a potential ( β⟨z2⟩
2 ), therefore for a low density

MOT (i.e. no collective effects) at equilibrium

∆z =

√
kBT

β
. (3.8)

Assuming that the Doppler temperature is achieved, the size along the z axis is given
by

∆z =

√
ΓIsat

2kγJ∇Bz I
. (3.9)

In this case, the size of the cloud does not depend on the number of trapped atoms.
Thus, the density of the atomic cloud is proportional to ∆z−3. We can now conclude
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that in the low density case the density of the cloud is proportional to Γ− 3
2 , which

indicates the advantage of narrow transitions over broad ones for experiments at
which high atomic densities are desired.

To calculate the density of the atomic cloud at the limit of higher densities one
should consider the excitation of one atom by a photon that was scattered by an-
other atom. It is also assumed that the photons scattered by an atom have the same
frequency of the incident ones. This effect gives rise to a repulsive interaction that
increases the size of the MOT. This model is known as the Wieman model and shows
that the maximum atomic density (n0) of the cloud is given by [66, 67]

n0 =
16πγJ∇Bz|∆|

3h̄λ2Γ2 , (3.10)

where λ is the wavelength of the MOT beams. From eq. (3.10), we still conclude
that higher densities can be achieved for narrower lines, i.e. the smaller the Γ of the
transition the bigger the atomic density will be if the other parameters remain the
same. We can also conclude that the atomic density has a linear dependence with
respect to the magnetic field gradient and laser detuning. Then, in principle, it is
possible to achieve high atomic densities even for transitions with broad linewidths.
A limitation regarding the laser detuning is given by eq. (3.3), which states that the
temperature of the cloud increases if the laser detuning is increased.

Eqs. (3.9) and (3.10) emphasizes that we should use the Yb 1S0 − 3P1 transition
to achieve MOTs that may be suitable to perform experiments aiming at the obser-
vation of localization effects. However, we are also interested in trapping a large
number of atoms. Then, we load a blue MOT, that is, in principle, able to trap more
atoms than a green MOT, due to the larger damping force that is applied to the
atoms (eq. (3.6)). After loading the blue MOT, the atoms are transferred to a green
MOT to achieve higher densities. The first results on the transfer of a blue to a green
MOT will be shown in the next chapter. Whereas, in the end of this chapter a brief
description of the blue MOT will be given.

3.2 Experimental apparatus

One important part of this thesis work was the installation and maintenance of
the laser system. Since the saturation intensity of the blue transition is 63 mW/cm2,
which is high in comparison to the green one (0.14 mW/cm2), the blue laser system
plays an important role for the experiment. Regular maintenance and optimization
of this laser system was required during four years, especially due to the moving of
the laboratory from one building (in Sophia-Antipolis) to a new one (in Nice). The
high saturation intensity of the blue transition is also the reason why a system that
can deliver up to 2.5 W at around 399 nm was chosen for this project. This section
will describe the laser system, the details of the oven and the design of the vacuum
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system are a part of the PhD thesis of Hector Letellier [68] that was developed in
parallel to the present one and on the same system.

The oven and vacuum setup is shown in fig. 3.2. The oven (OEM S40 DZ35 K,
Riber) can be heated to up to 1000 ◦C, however the maximum temperature at which
we operate it is 500 ◦C. With this oven we can heat a crucible body and the output
nozzle separately. A shutter is included in front of the oven and can be opened or
closed mechanically from the outside. A bellow is used to correct a small misalign-
ment of the oven with the central axis of the science cell. An array of stainless steel
micro-tubes (AISI-304) is placed in the oven output to increase its lifetime.

.

FIGURE 3.2: Representation of the vacuum setup. From the right to the left: oven flange
and bellow; oven output; UHV cross with two window ports used for spectroscopy, one
ion-getter pump and a mechanical valve; pneumatic valve; a second UHV cross with two
additional window ports, a mechanical shutter and a second ion-getter pump; science cell
.with a pair of coils in the anti-Helmholtz configuration, three pairs of counterpropagating
beams (MOT beams) and the slowing beam. Modified from: [51].

An ultra-high vacuum (UHV) cross connects an ion-getter pump (75L/s-N2,
NEXTorrZ200, SAES) to a manual UHV valve (mini UHV Gate Valve CF40, VAT).
The UHV cross also contains two window ports, that were used to perform trans-
verse spectroscopy of the atomic beam. A pneumatic valve (mini UHV Gate Valve
CF40, VAT) separates the oven from the science cell part, this allows the preserva-
tion of the vacuum in the cell part while the oven is being heated and when the oven
needs to be refilled with ytterbium. Two differential pumping tubes with 40 mm
of length and 12 mm of diameter are placed before and after the pneumatic valve.
Before the science cell, a second UHV cross is connected to add another ion getter
pump (75L/s-N2, NEXTorrZ200, SAES), one mechanical shutter and two additional
window ports. Finally, the science cell (Japan cell) which is broadband coated for
399 nm to 700 nm and has a rectangular shape (50 mm X 50 mm X 100 mm). Two
coils in the anti-Helmholtz configuration are positioned below and above the cell.
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In fig. 3.2 we can also see the three pairs of counterpropagating MOT beams and
the slowing beam. Their color difference is only for illustrative purposes, since their
difference in frequency is only of a few hundreds of MHz.

3.2.1 Laser system

To generate the beams depicted in fig. 3.2 a long laser setup is used, as shown in
fig. 3.3. A laser (Verdi V18) with an output power of up to 18.5 W at 532 nm is used
to pump a Titanium-sapphire laser (M Squared SolsTiS) that delivers up to 6 W at
798 nm. The optical power of the pump laser can be measured by a photodiode (PD
1) due to the reflection of a polarizing beamsplitter (PBS 1) that can be adjusted by a
λ
2 plate. The mirrors M1 and M2 are used to align the pump beam to the Titanium-
sapphire (Ti:Sa) cavity and between M2 and the Ti:Sa laser there are two lenses to
match the mode of the pump beam to the desired cavity mode.

FIGURE 3.3: Simplified scheme of the blue laser system. The Ti:Sa laser is pumped by a laser
that delivers up to 18.5 W at 532 nm. The Ti:Sa output is split in two by a 1:99 plate. The re-
flection of the plate is sent to a fibered 8-port switch that is connected to a wavelength meter
to perform the frequency stabilization, the transmission (whose total power can be measured
by PD 2) is sent to the SHG cavity. The cavity is stabilized by the Hänsch-Couillaud tech-
nique and it delivers up to 2.5 W at 399 nm. The cavity output passes through PBS 3, the
reflection is diffracted by an AOM and used as the slowing beam, while the transmission
is sent to a splitter at which it is diffracted by another AOM (not depicted) and split in six
independent beams that are used as the MOT beams.

The output of the Ti:Sa is split by a plate and about 1% of the reflection is aligned
by the mirrors M3 and M4 to be injected in a single-mode fiber. The fiber output is
connected to an 8-port photonic crystal fiber (PCF) switch, which is connected to a
commercial wavemeter (HighFinesse WS8-2). The wavemeter measures the wave-
length of the Ti:Sa output and it is connected to a personal computer (PC) which has
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a PID installed. The PID is connected to the Ti:Sa cavity and due to its feedback the
laser frequency is stabilized. The transmission of the plate (around 99%) is either
transmitted by PBS 2 or reflected. The λ

2 plate in front of PBS 2 can be rotated for
the measurement of the Ti:Sa output power by PD 2. In daily operation the trans-
mission of PBS 2 is maximized by the λ

2 plate and the laser beam passes through an
additional λ

2 before entering the SHG cavity. The cavity is stabilized by the Hänsch-
Couillaud technique (see chapter 2). The maximum output power obtained from
this cavity was 2.5 W at 399 nm.

The output of the SHG cavity is split in two by PBS 3. The reflection is diffracted
by an AOM and the -1 diffraction order is used as the slowing beam. The frequency
delivered to the AOM by the RF driver and the amplifier is 110 MHz. The transmis-
sion of PBS 3 is coupled to a fiber that is the input of a splitter. This splitter (Muquans
UFS399-1*7-01) contains two AOMs and seven beam outputs. In fig. 3.3 just the six
MOT beams outputs are shown, but there is additionally one output to be used as
a probe beam. The MOT beams are divided inside the splitter after being diffracted
by one AOM (+1 diffracted order) that is driven by a sinusoidal signal of frequency
110 MHz. This configuration allows the frequencies of the MOT and slowing beams
to be tuned simultaneously, but does not allow them to be independently tuned by
frequencies that are large in comparison to the linewidth of the transition (Γb). The
frequency difference of 220 MHz between the MOT beams and the slowing beam is
sufficient to increase the number of trapped atoms compared to a MOT loaded with-
out a slower. However, it is envisaged to use a multiple-frequency slowing beam in
the future.

3.2.2 Laser optimization

It can be seen in fig. 3.3 that the system is long and has many different parameters
to adjust (many coupling mirrors and three different lasers). Therefore, it is impor-
tant to routinely monitor the specifications of the lasers to guarantee that no damage
occurred to any of their parts during operation. It is equally important to optimize
the alignment of the lasers and record the results, which would help in diagnosing
any issues that may occur in the future.

The alignment of the input of the Ti:Sa and the SHG cavity will be briefly ex-
plained and the achieved results shown. This kind of data was important during
this thesis work because we could identify exactly which of the parts of the sys-
tem (lasers or SHG cavity) was degrading, once it happens. Indeed, the Ti:Sa laser
needed two interventions from the manufacturer during this PhD work. Thus, once
we needed to reinstall the laser we knew which were the standards to achieve.

The Ti:Sa input is optimized by 2 mirrors and a pair of lenses, as depicted in
fig. 3.4. A typical alignment procedure is described below.

• Verify that the beam hits mirror 1 in its center and adjust the mirror position if
needed (using minimum pump power for security reasons);
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FIGURE 3.4: Photo of the input of the Ti:Sa laser. The beam propagation occurs from the left
to the right. The beam hits mirror 1 and mirror 2 before passing through a pair of lenses in
front of the Ti:Sa input. An aperture positioned in front of the Ti:Sa input is also visible and
its role is to indicate that a good alignment of the beam should be when it is centered on
mirror 2 and it passes through the aperture.

• Verify that the beam hits mirror 2 in its center and, if needed, adjust it by the
screws that controls vertical (y) and horizontal (x) axis of mirror 1 (using min-
imum pump power for security reasons);

• Make the beam pass through the center of the aperture that is in front of the
Ti:Sa in fig. 3.4 by adjusting the x and y screws of mirror 2 (using minimum
pump power for security reasons);

• Increase the pump power until the expected laser threshold (about 6 W) and
tune x and y screws by very small angle steps until that the system starts to lase
(more IR fluorescence can be observed when the system is close to the lasing
threshold).

• Insert a hex key in the x axis screw of the mirror 1 and write down the angular
position of the screw. Then, rotate the screw by 90º clock wisely and optimize
the output power with mirror 2. Write down the output power that was ob-
tained.

• Repeat the previous step many times, until the laser power decreases by two
consecutive steps. Then, return the screw to the position of maximum power.

• If by rotating the hex key in the clockwise direction does not improve the out-
put power, then return the hex key to the initial angular position and perform
the last two steps by rotating the hex key in the counterclockwise direction.

• Repeat the last three steps for the y axis screw.
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• Once the output power is maximized, then the position of the lenses can be
optimized. The screws on the border of the lenses support should be carefully
loosen by assuring that the Ti:Sa remains lasing, one possibility is to loose one
screw by a small amount and then loose the other by the same amount, repeti-
tively.

• When the lenses support can be slid, this should be done by a small amount
in a given direction. Then, mirror 2 should be tilted to maximize the output
power. If the laser output power increases, this should be repeated until it
stops to increase. If the output power decreases, the other direction should be
chosen. One should not forget to write down the output of each step in order
to be able to return to the initial configuration.

• Once the optimum position of the two lenses is reached, the screws should by
carefully tighten again by making sure that the lasing is not interrupted.

• The second lens (from the left to the right) can be individually translated by
carefully loosing the screw that holds it and sliding it in a given direction.
Again, mirror 2 should be tilted to optimize the output power after each step.

This optimization steps were carefully performed after the installation of the
laser and the Ti:Sa output as a function of the pump input power was recorded.
The result is shown in fig. 3.5 alongside a linear fit of the data. For this Ti:Sa laser
the lasing threshold was 3 W and the output power for 18.5 W of pump power was
slightly above 6 W.

FIGURE 3.5: Ti:Sa output power with respect to the pump input power with a linear fit of
the data. This data was taken after careful installation and alignment of the laser system.

Fig. 3.5 shows that for the range of pump input power that was used, the Ti:Sa
output continues to increase. That is, for this range, no saturation effect was ob-
served. We can conclude that the limitation for the Ti:Sa output is the pump input
power. However, accordingly to the manufacturer of the Ti:Sa laser, damage can
occur to optical components inside the laser if higher input power is used.
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FIGURE 3.6: Photo of the SHG cavity. The mirrors are numbered accordingly to the direction
of propagation of the incident beam. The beam enters the cavity by Mirror 1, Mirror 2 can
be modulated by a piezo and the SHG crystal is placed between Mirror 3 and Mirror 4. The
beam output is through Mirror 4.

FIGURE 3.7: Photo of the fundamental beam in the surface of the SHG crystal. The amount
of light that can be seen is an indication that the crystal needs to be cleaned.

After optimizing the Ti:Sa laser, the alignment of the SHG cavity needs to be
performed. Fig. 3.6 is a photo of the SHG cavity. The mirrors can be tilted by hex
keys and the crystal can also be tilted by rotating a micrometer that is in its mount. It
is important to emphasize that during operation dust can adhere to the SHG crystal
facet, meaning that the crystal should be cleaned (the manufacturer provides the
instructions for cleaning the crystal). The first indication that the crystal needs to be
cleaned is a decrease in the efficiency of the SHG process, which can be confirmed
by observing the input of the beam into the crystal. Fig. 3.7 is a photo of the SHG
crystal before being cleaned. The brightening of the beam when hiting the crystal’s
facet indicates that the crystal should be cleaned (meaning that more light is being
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scattered by the surface).
The alignment of the cavity is performed after the optimization of the Ti:Sa out-

put power, and should be done as follows

• Ensure that the beam is hitting Mirror 2 on its center.

• The cavity should be scanning, which is possible by the application of a trian-
gular signal to a piezoelectric actuator that holds mirror 2. The signal gener-
ated by the detection of the beam transmitted by the cavity should be contin-
uously measured during the alignment. The goal is the maximization of the
peak of the cavity transmission signal.

• Slightly rotate the x-axis screw of Mirror 2 in a given direction, try to maximize
the signal by rotating x-axis screw of Mirror 3 in any direction. If the peak of
the signal increases continue to slightly rotate the x-axis screw of Mirror 2 in
the same direction and optimizing the signal with Mirror 3. If the peak de-
creases, rotate Mirror 3 x-axis screw in the other direction. Repeat this process
for the y-axis screw of the mirrors. This step is know as beam walking by
Mirrors 3 and 4.

• Walk the beam by Mirrors 1 and 4.

• Walk the beam by Mirrors 2 and 3.

• Carefully tilt the angle of the Crystal until the height of the transmission peak
is maximized.

• Repeat the last 4 steps until no improvement is achieved anymore.

• If the height of the signal is still below the expected value, it may be needed to
clean the Mirrors and/or the Crystal.

Fig. 3.8 shows the SHG output power and efficiency as functions of the incident
power, after optimization. A maximum power of 2.5 W for an input power of 6 W
was measured, which corresponds to a SHG efficiency of more than 40%. Fig. 3.8b
shows that the SHG efficiency increases by increasing the input power for the whole
range that was measured.

3.3 Blue MOT

The laser optimization and maintenance discussed before is important for the
long-term usage of the laser system. The main objective in acquiring a laser system
that delivers up to 2.5 W of power at 399 nm was to trap the maximum amount of
atoms in the Yb 1S0 − 1P1 transition.

The MOT beams shown in fig. 3.3 are sent to six independent optical cage sys-
tems that contains λ

2 and λ
4 plate to adjust the polarizations and two lenses (one
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(A) (B)

FIGURE 3.8: (A) SHG output power and (B) SHG efficiency as a function of the input power
for an input at 798 nm, after cavity optimization.

aspheric lens of focal distance 7.5 mm and a two-inches plano-convex lens of focal
distance 150 mm). In the position of the MOT the beams have a waist of 22 mm.
The drivers of the AOM splitter and the slowing beam AOM are controlled by a
high-speed analog output device (National instruments PCIe-6738), which also allows
synchronized control of the devices that are used in a typical experimental time se-
quence (AOMs, cameras, detectors).

FIGURE 3.9: Photo of the magneto-optical trap obtained by the 174Yb 1S0 − 1P1 (blue) transi-
tion.

Fig. 3.9 shows a typical MOT obtained in our experiment. The effect of the slow-
ing beam can be seen in fig. 3.10, which shows the number of atoms measured by the
fluorescence of the MOT as function of time. The measurements are taken for three
different nozzle temperatures, while the other parameters are kept constant. The
parameters used for these measurements were: ∆ = −2Γb, ∇Bz =32 G cm−1, MOT
beams power of 19 mW for each of the horizontal beams and 12 mW for the each of
the vertical ones and the power of the slowing beam was 300 mW. In fig. 3.10, the
MOT beams are turned on for 10 s (from −20 s to from −10 s) without slowing beam.
The slowing beam is turned on at −10 s and then turned off at 0 s. The number of
atoms typically increases by one order of magnitude when the slowing beam is on,
highlighting its efficiency.

The loading rate and the stationary number of atoms for 19 different nozzle tem-
peratures (from 285 ◦C to 455 ◦C) are shown in fig. 3.11. The loading rate and the
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FIGURE 3.10: Number of atoms in the MOT for three different nozzle temperatures (Tblue =
302 ◦C, Torange = 387 ◦C, Tgreen = 455 ◦C ), measured by fluorescence. The other parameters
were kept constant (see text). Modified from: [51].

number of atoms increase until around 440 ◦C. A detailed study of the limitations of
this trap is also one of the main topics of another PhD thesis [51, 68].

FIGURE 3.11: Loading rate (in blue) and stationary number of atoms (in orange) as a func-
tion of the nozzle temperature for 19 different temperatures. Data were taken for the same
parameters as in fig. 3.10. The uncertainties are the difference between two independent
measurements. Source: [51].

We can now compare the results shown above with previously reported results.
Many results involving MOTs of Yb on the 1S0 − 1P1 transition reported the trapping
of less than 1 × 108 atoms [69–72] with various experimental configurations. The
trapping of 5 × 108 atoms with a loading rate of 1 × 109 s−1 by employing a Zeeman
slower followed by a 2D MOT was reported in [73]. However, the trapping of more
than 1 × 109 atoms was only achieved by directly loading the MOT in the 1S0 − 3P1

transition either by arranging blue and green laser beams in a core-shell geometry
[52] or by loading for a few seconds at high saturation intensity [30], in both cases a
Zeeman slower was employed (slowing on the 1S0 − 1P1 transition).
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One important constraint of our experimental scheme is the accumulation of yt-
terbium atoms on the window of the science cell that faces the entrance of the oven.
Since this window is the entrance of the slowing beam into the science cell, the power
of the slowing beam is attenuated in the cell window diminishing its effectiveness,
and we had to incline the slowing beam by a small angle with respect to the prop-
agation direction of the atomic beam. To maintain the slowing beam effective we
regularly hit the ytterbium coating by focusing the light emitted by an array of LEDs
(light-emitting diodes), that has a total output power of 15 W at 450 nm. This proce-
dure slowly removes the undesired Yb coating.

3.4 Conclusion of the chapter

The 1S0 − 1P1 transition is used in a first step to decelerate and trap the maximum
amount of atoms. The higher deceleration of atoms by using this transition is due to
its broader linewidth. However, the minimum temperature that can be achieved by
the Doppler cooling mechanism (Doppler temperature) is directly proportional to
the linewidth of the transition. Therefore, the minimum temperature of a Yb MOT
(in the absence of sub-Doppler cooling mechanisms) operating in the 1S0 − 1P1 tran-
sition is about 150 times hotter than one operating in the 1S0 − 3P1 transition (the
values are, respectively, 670 µK and 4.4 µK). Additionally, the density of the atomic
cloud does also depend on the linewidth of the atomic transition, being larger for
narrower lines for the same experimental parameters (magnetic field gradient and
laser detuning in units of the linewidth).

The experimental setup, chosen due to its compactness (i.e. the absence of a
Zeeman slower), was presented with a detailed description of the laser system which
is composed by a pump laser, a Ti:Sa laser and a SHG cavity. An algorithm for
the alignment of the Ti:Sa laser input was discussed followed by data showing the
Ti:Sa laser output power (at 798 nm) with respect to the input power (at 532 nm). A
maximum of 6 W of output power for 18.5 W of input was obtained. The alignment
of the SHG cavity was also detailed and the data showing the cavity output power
and efficiency (at 399 nm) with respect to the input power shown. The maximum
SHG cavity output power obtained was 2.5 W for an input of 6 W. The doubling
(SHG) efficiency, when optimized, was more than 40%.

Finally, it was shown the MOT obtained with the presented setup. The use
of a slowing beam (instead of a Zeeman slower) increases the number of trapped
atoms and up to 1 × 109 atoms can be trapped. The loading rate at 450 ◦C was
3 × 109 atoms s−1 which allows the experiment to be performed with duty cycles
of a few seconds. These results will play an important role in the next chapter when
an analysis of the green MOT will be performed.
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Chapter 4

Magneto-optical trapping of 174Yb
atoms on the 1S0 −3 P1
intercombination transition

In chapter 1 the choice of Yb atoms for our experiment was justified, while in
chapter 3 a discussion on the role of each of the transitions used for laser cooling
of Yb atoms was provided. The experimental setup allowing to trap up to 1 × 109

atoms was also introduced in the previous chapter and naturally the present chapter
is dedicated to the transfer of the atoms to a magneto-optical trap operating in the
1S0 − 3P1 transition to achieve a colder and denser atomic cloud.

While in chapter 3 the main concern regarding the laser system was the total
output power, which is justified by the large saturation intensity of the 1S0 − 1P1

transition, now the frequency stabilization of the laser will be in the center of the
discussion. Indeed, this is justified by the narrow linewidth of the 1S0 − 3P1 transi-
tion (Γg = 2π · 182 kHz) and by the difficulties in obtaining a proper vapour cell to
perform spectroscopy directly on an Yb cell [74]. Therefore, we have chosen to use
a molecular iodine (127I2) line as a frequency reference to our laser. A study of such
line will be performed by comparing it to other lines that were previously studied
in details.

The line used here is weaker than the 127I2 transitions reported before. Therefore,
we implement modulation transfer spectroscopy (MTS) alongside balanced detec-
tion. After explaining the experimental details, an analysis of the stability of the
laser will be performed by means of the noise power spectral density (NPSD) and
Allan deviation of the laser fractional frequency.

The third section of the chapter is dedicated to the transfer of the atoms from the
blue to the green MOT. We show the results obtained by varying a set of parameters
independently. To analyze the atomic cloud we performed time-of-flight measure-
ments. We characterize the cloud’s temperature, number of atoms, on-resonance
optical depth (b0) and atomic density (n0). Spectroscopy of the magneto-optical trap
was also performed to make a link between the absolute frequencies of 127I2 hyper-
fine lines and the 1S0 − 3P1 transition of 174Yb, such results are detailed in the end of
the chapter.
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Finally, the chapter is concluded by discussing the applicability of the obtained
atomic cloud to experiments aiming the observation of collective effects in cold
atoms alongside perspectives to improve the MOT. A discussion on possible ap-
plications of the laser frequency stabilization scheme itself is also done by indicating
other iodine lines, similar to the ones used in this work, that can be used for different
applications.

4.1 Molecular Iodine as frequency reference for 174Yb

Precise spectroscopy of many different 127I2 lines were already reported. Indeed,
127I2 are known to have transitions available over a wide range of the visible spec-
trum. Sub-Doppler spectroscopy of 127I2 molecules was reported for lines at 534 nm
[75], 548 nm [76], 554 nm [77], 578 nm [78], 739 nm [79], 541 nm [80], 612 nm [81],
671 nm [82], etc. Recently, laser frequency stabilization by using a hyperfine compo-
nent of the P(49)24-1 127I2 line as reference for laser cooling of 174Yb in the 1S0 − 3P1

transition was shown [83]. The frequency shift used to reach the resonance of the
174Yb in the 1S0 − 3P1 transition was achieved by the use of three AOMs, two of
them in double-pass configuration. Precise spectroscopy of all of the hyperfine com-
ponentes of the P(49)24-1 127I2 line was reported in [84]. They reported the absolute
frequencies measured by using an optical frequency comb. The uncertainty of their
measurements was 7 kHz. They have also reported the frequency shifts of the lines
due to laser power (−2.6 kHz mW−1) and pressure (−1.8 kHz Pa−1).

Instead of using the P(49)24-1 127I2 line as a reference we have chosen the R(158)25-
0 line, which has the advantage of being closer to the 174Yb 1S0 − 3P1 transition.
However, such lines are weaker than the previous one. Balanced detection was per-
formed to cancel common-mode noise of the MTS probe and a probe beam used for
linear absorption of the vapour cell. In this section the details about the spectroscopy
of the R(158)25-0 127I2 line will be given which includes an estimation of the absolute
frequency of its hyperfine components.

4.1.1 Experimental scheme

The main concern regarding the laser system used for laser cooling at the 1S0 −
3P1

174Yb transition was its frequency stability due to the linewidth of the transition
(Γg) that is narrower than the one of the 1S0 − 1P1 transition, excluding the possibility
of using the laser frequency stabilization method used for the blue laser (a PID feed-
back with a wavelength meter). In fact, during the present thesis work, we were able
to load a 174Yb MOT in the 1S0 − 3P1 transition by stabilizing the green laser with the
commercial wavelength meter. However, the number of atoms in the obtained MOT
was very small, probably because the feedback loop was not fast enough to correct
frequency deviations larger than transition linewidth (Γg).

The system used for the laser frequency stabilization by balanced detection and
MTS of the R(158)25-0 127I2 line is shown in fig. 4.1. The details of the laser system
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(Toptica TA-SHG pro) are not depicted. The laser is composed by the fundamental
diode laser that delivers up to 50 mW at 1112 nm, a tapered amplifier that amplifies
to about 1.8 W and a SHG cavity that generates up to 1.3 W at 556 nm. The SHG
cavity is stabilized by the Pound-Drever-Hall technique (see chapter 2).

The output of the SHG cavity is split into two inside the laser box by the addition
of a λ

2 plate and a PBS (that are not depicted in fig. 4.1). One of the beams passes
through a free-space output to perform the laser frequency stabilization by MTS. The
other beam is sent to a fibered output that has AOM 2 connected (Brimrose TEM-150-
9-60-556-2FP-HP). After AOM 2 the beam is split into six beams by a fibered splitter
and used to load the MOT (not depicted). The free space output passes through a λ

2

plate and PBS 1. The transmission of PBS 1 is diffracted and modulated by AOM 1.
The alignment of AOM 1 is performed to maximize the −1 diffraction order, which
is transmitted by PBS 4 and passes through the iodine cell before being transmitted
by PBS 3 when it is blocked by a beam dump (not depicted). This beam will be
referred as "pump beam" from now on.

The reflection of PBS 1 passes through another λ
2 plate and PBS 2 to control its

total power. Then, it is split into two beams by PBS 3. The transmission of PBS 3, that
will be called "linear probe beam", passes through the iodine cell and is detected by
PD+. The reflection of PBS 3, that will be called "MTS probe beam", passes through
the iodine cell counterpropagating to the "pump beam" and it is reflected by PBS 4 to
be detected by PD-. All the beams have a full width at 1/e2 of 0.75 mm at the position
of the cell. PD+ and PD- are, in fact, the inputs of a free space differential photode-
tector (Thorlabs PDB210A/M). Therefore, the signals are subtracted and amplified
before being sent to the radio frequency (RF) input of an RF mixer. AOM 1 is driven
by a sinusoidal signal of frequency 80 MHz that is generated by a direct digital syn-
thesizer (DDS, 2023A Aeroflex). The synthesizer’s signal is frequency modulated
by another sinusoidal signal of frequency 200 kHz (with a modulation index of 10),
that is generated by a function generator (B&K Precision 4052). The output of the
function generator is also sent (after adjusting its phase) to the local oscillator (LO)
input of the RF mixer to perform the demodulation of the signal.

The output of the RF mixer is sent to the input of a PID controller (Fast Analog
Linewidth Control, FALC 110), which has a slow output (unlimited integrator) with
a bandwith of 10 kHz and a high bandwidth output with a bandwidth of ∼ 10 MHz.
The slow output is used to control the voltage applied to a piezo actuator that holds
the laser grating, while the fast one controls the laser diode’s current. It is important
to highlight that the high bandwidth output is a module composed by four circuits
(slow integrator, extra slow integrator, fast differentiator and fast integrator) and the
gain given to the input signal is frequency-dependent and is the result of the com-
bination of the gain applied to each circuit individually, which is manually defined
by switches that can be turned on/off in the front panel of the device. The FALC
configurations used in this work will be discussed later in the text.
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FIGURE 4.1: Representation of the laser frequency stabilization system used for laser cooling
of 174Yb in the 1S0 − 3P1 transition. The laser has two outputs (see text). One is a free-space
output that is used for laser frequency stabilization, while the fibered is sent to AOM 2 to
be split into the six MOT beams by a fibered splitter. The free space beam is split by PBS 1.
The transmission, diffracted and modulated by AOM 1, is also transmitted by PBS 4 and is
the pump beam in a modulation transfer spectroscopy (MTS) scheme. The reflection of PBS
1 passes through λ

2 and PBS 2 that are used to control its total power. The beam is further
split by a λ

2 and PBS 3, the transmission is used for linear spectroscopy of 127I2 before being
transmitted by PBS 4 and detected by PD+. The reflection, counterpropagating to the pump
beam, is the probe beam of the MTS and is detected by PD- after being reflected from PBS 4.
AOM 1 is driven by a sinusoidal signal of frequency 80 MHz generated by a synthesizer and
frequency modulated by a sinusoidal signal of frequency 200 kHz generated by a function
generator. The output of the function generator is also sent to a mixer to demodulate the
difference between the signals measured by PD+ and PD-. The error signal generated by
the demodulation is sent to a PID controller that has a slow and a fast feedback output. The
slow output is used to control a piezo actuator that controls the laser grating, while the fast
output is connected to the diode controller. Source: [85].

4.1.2 Spectroscopy of the R(158)25-0 line

Fig. 4.2 shows the saturated absorption spectroscopy (in blue) and the MTS sig-
nal (in red) of the P(49)24-1 and R(158)25-0 127I2 lines for a laser frequency scan rate
of 147 MHz s−1. From −1500 MHz to −400 MHz the twenty-one hyperfine compo-
nents of the P(49)24-1 rotational line can be seen. From about −400 MHz to 300 MHz
fourteen out of the fifteen hyperfine components of the R(158)25-0 line can be seen.
The data shown in fig. 4.2 was taken with a pump beam power of 300 mW and a
MTS probe beam power of 1 mW in the position of the iodine cell.

Absolute frequency measurements of the hyperfine components of the P(49)24-1
line were recently reported [84] with an uncertainty of 7 kHz. Additionally, fre-
quency shifts due to laser power (−2.6 kHz mW−1) and iodine pressure (−1.8 kHz Pa−1)
were reported. These results were used to calibrate the laser frequency scan shown
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FIGURE 4.2: Saturated absorption spectroscopy (in blue) and modulation transfer spec-
troscopy (in red) of the P(49)24-1 and R(158)25-0 127I2 lines. The strong lines between
−1500 MHz and −400 MHz are the hyperfine transitions of the P(49)24-1 line. Between
−400 MHz and 300 MHz it is shown 14 of the 15 hyperfine components of the R(158)25-0
line. The origin of the horizontal axis is on the center of the a10 component of the R(158)25-0
transition. The green dashed lines indicate (from left to right) the a1 and a21 hyperfine com-
ponents of the P(49)24-1 line, the a10 hyperfine component of the R(158)25-0 line, and the
174Yb 1S0 − 3P1 intercombination transition. Source: [85].

in fig. 4.2. The green dashed lines in fig. 4.2 correspond to (from left to right): the
a1 hyperfine component of the P(49)24-1 line, the a21 hyperfine component of the
P(49)24-1 line, the a10 hyperfine component of the P(49)24-1 line and the frequency
shift that corresponds to the 174Yb 1S0 − 3P1 intercombination transition (accordingly
to [86]).

The laser frequency scan shown in fig. 4.2 was performed by scanning the piezo
actuator that controls the laser grating by a triangular function. The dependence
of the laser frequency with respect to the piezo voltage is not linear and also suf-
fers from fluctuations of the other parameters (diode’s current and diode’s tempera-
ture). To obtain a relatively linear scan we used the wavelength meter PID to control
the laser piezo actuator. The wavelength meter continuously measure the laser fre-
quency while performing the frequency scan, this allows a correction of the nonlin-
earity of the laser frequency scan with respect to the piezo voltage and also corrects
drifts due to fluctuations of the laser diode current and temperature. Finally, we
can rely on the absolute frequency of the a21 hyperfine component of the P(49)24-1
line (νa21 = 539 385 938 687(7) kHz) and the frequency shift between it and the a1 hy-
perfine component of the same line (∆ν = 906.77(1)MHz) to estimate the absolute
frequencies of the hyperfine components of the R(158)25-0 line.

The measured frequencies of the hyperfine components of the R(158)25-0 line are
shown in table 4.1, alongside their shifts with respect to a1 hyperfine component of
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Absolute frequencies of the R(158)25-0 line
line Frequency (MHz) Shift (MHz)
a1 539385831(6) +799(6)
a2 539386076(6) +1044(6)
a3 539386111(6) +1079(6)
a4 539386128(6) +1096(6)
a5 539386161(6) +1129(6)
a6 539386228(6) +1196(6)
a7 539386242(6) +1210(6)
a8 539386282(6) +1250(6)
a9 539386297(6) +1265(6)
a10 539386406(6) +1374(6)
a11 539386527(6) +1495(6)
a12 539386539(6) +1507(6)
a13 539386562(6) +1530(6)
a14 539386573(6) +1541(6)
a15 539386694(6) +1662(6)

TABLE 4.1: Absolute frequencies of the hyperfine components of the R(158)25-0 127I2 line.
The third column represents the shift with respect to the a1 hyperfine component of the
P(49)24-1 line.

the P(49)24-1 line. Despite the relatively large uncertainty (6 MHz), they correspond
to the first frequency measurements of such lines and can be useful to determine
which line to be used as frequency reference for a given application. The frequency
scan rate for these measurements was 100 MHz s−1. The correction of the scan due
to the feedback of the wavelength meter PID was performed at each 4 MHz of fre-
quency scan, and it is the main source of uncertainty. Measurements with lower
uncertainty could be performed by decreasing the frequency scan rate.

FIGURE 4.3: Saturated absorption spectroscopy (in blue) and MTS (in red) of the a10 hyper-
fine component of the R(158)25-0 line for a laser frequency scan rate of 6.65 GHz s−1. The
saturated absorption data is an average of 100 samples, while the MTS signal is not aver-
aged. Source: [85].
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The line chosen for the laser frequency stabilization was the a10 component of
the R(158)25-0 line. As can be seen in fig. 4.2, the amplitude of the R(158)25-0 hy-
perfine components are smaller than the P(49)24-1 ones. Thus, to stabilize the laser
frequency to one of the weak lines can be demanding. This is probably the main
reason why such lines were not yet used as frequency references for laser cooling of
174Yb atoms. To illustrate, fig. 4.3 shows the saturated absorption spectroscopy sig-
nal (in blue) and the MTS signal (in red) of the a10 component of the R(158)25-0 line.
The saturated absorption signal shown is an average of 100 samples, while the MTS
signal is a single-shot signal. The relative amplitude of the line, defined here as the
amplitude of the peak with respect to the background divided by the background
amplitude, is smaller than 1%. This small relative amplitude of such line motivated
the use of balanced detection in addition to MTS. For instance, balanced detection is
usually performed in combination with frequency modulation spectroscopy to gen-
erate a background free error signal. But, as MTS already provides an error signal
without Doppler background (see chapter 2) the use of balanced detection in our
experiment is only justified by the small amplitude of the signal. A similar experi-
mental scheme was already used in [87], where a better laser frequency stability was
achieved with balanced detection and MTS, rather than with MTS only. The choice
of MTS in opposition to frequency modulation spectroscopy, is also justified by the
stronger dependence of the latter with respect to fluctuations of temperature.

The MTS error signal, shown in fig. 4.3, is the one used for the laser frequency
stabilization in this work. It is important to mention that vertical drifts of the error
signal were observed and that we attribute this effect to temperature fluctuations
in the experimental room. Indeed, such fluctuations are stronger once the elements
that compose the feedback loop are turned on (when they are warming up) and
we have identified the RF mixer as the main source of such drifts. Since the room
temperature typically fluctuates more than 1 ◦C, we have inserted the RF mixer in a
homemade peltier module to stabilize its temperature. Such vertical drifts are now
less important and the experiment can be operated by, at least, one full day before
that the drift corresponds to a laser frequency drift of the order of the 174Yb 1S0 − 3P1

transition linewidth. It is equally important to emphasize that a 10 cm vapour cell
was used during this work, which shows that this experimental configuration can
be used in compact systems. However, the use of a longer iodine cell would result in
an error signal with higher peak-to-valley amplitude and consequently a better laser
frequency stability (that will be analyzed in the next section) could be achieved.

4.1.3 Error signal dependence

The list below points out some of the solutions to problems that can be observed
in an experimental scheme as the one shown in fig. 4.1 for frequency stabilization to
a relatively weak signal.
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• The power balance between the two probe beams should be carefully adjusted
by the waveplate that is situated between PBS 2 and PBS 3. Power imbalance
increases the noise in balanced detectors. Therefore, a fine adjustement of the
waveplate should be possible and such adjustments are made in a weekly basis
due to mechanical drifts of its mounts. The noise introduced by small rotations
of the waveplate (less than 0.1◦ are noticeable in the error signal).

• The polarization of the beams should be stable, due to the item mentioned
above. Indeed, relevant fluctuations of the laser polarization would either
cause a power imbalance between the two probe beams or cause fluctuations
of the total power.

• The alignment of the pump beam should be done carefully to avoid its re-
flection by an element (iodine cell, PBS 4) into one of the photodiodes. In our
scheme the cell was slightly tilted to avoid that the reflection of the pump beam
on one of the cell’s surface is sent to PD-.

• The probe beam should be collinear to the carrier of the pump beam. In fact,
after passing through AOM 1 the laser beam is diffracted into several other
beams, since wideband modulation (modulation index is higher than 1) of the
AOM driver frequency is performed. Each diffraction order propagates with
a small angle with respect to the next order. Then if the laser beams propa-
gate through large distances it would be possible to geometrically distinguish
each of the diffracted orders (see [88]). In our scheme the distance between
AOM 2 and the vapour cell is small so that the carrier and the sidebands of the
pump are nearly superposed inside the cell. However, if the probe beam is not
collinear to the carrier beam it means that it will interact more with one class
of the sidebands (positive or negative) than the other. This cause an imbalance
of the error signal, making the vertical absolute amplitude of the peak with
respect to the signal background different from the absolute amplitude of the
valley.

• Although a careful measurement of the error signal amplitude with respect to
the modulation index was not performed, it was verified that the amplitude of
the error signal was considerably smaller in the narrowband frequency mod-
ulation regime (when the modulation index is smaller than 1). Therefore, the
electronic devices should be chosen in order to allow the tuning of the mod-
ulation index (and modulation frequency) to facilitate the optimization of the
error signal.

Most of the data shown in this thesis was obtained with a pump beam power
of 300 mW, which did not imply any issue to us due to the high output power of
our laser system (1.3 W). However, to show that this laser frequency stabilization
scheme can be performed even if low laser power is available we have characterized
the error signal for different pump beam powers (ranging from 20 mW to 300 mW).
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(A) (B)

FIGURE 4.4: (a) Error signal for three different values of pump beam power. (b) Amplitude
and width of the error signal for different values of pump beam power. The error bars of the
widths represent the uncertainty due to the resolution of the measurement, while the error
bars of the amplitudes are smaller than the dots that represent the data. Source: [85].

In fig. 4.4a one can see the error signal for three different pump powers (20, 90 and
300 mW), the amplitude scale is arbitrary but it is the same for the three curves. The
amplitude (peak-to-valley amplitude) and width of the error signals with respect
to the pump beam power are shown in fig. 4.4b. The amplitude of the error signal
increases until an apparent saturation, while the width also increases. The minimum
measured error signal slope, defined here as the signal amplitude divided by its
width, corresponds to 44% of the maximum one. This result is a good indication
that robust laser frequency stabilization can also be achieved if only moderate laser
power is available. In fig. 4.4b, the error bars of the amplitudes are smaller than
the dots that represent the data, while the ones for the width are defined by the
resolution of the measurement. In iodine spectroscopy it is typical to cool down the
cold finger of the vapour cell to obtain a narrower signal [89], but the amplitude of
the signal is also reduced.

4.2 Results on laser frequency stabilization by modulation
transfer spectroscopy and balanced detection

After introducing the frequency reference and the characterization of the error
signal, an evaluation of the laser after the stabilization will be performed. Such eval-
uation will be done by either analyzing the noise power spectral density (NPSD) or
the Allan deviation of the laser fractional frequency. In the absence of an out-of-loop
frequency discriminator (e.g. an ultrastable Fabry-Pérot cavity), we use the error
signal itself to convert its amplitude fluctuations to laser frequency fluctuations (or
noise). A typical slope of the discriminator used here is 0.5 MHz mV−1, and it corre-
sponds to the slope of the error signal measured just after the RF mixer, i.e. before
the FALC (PID). Therefore, for convenience, the measurements were performed in
the output of the FALC but the gain function that characterizes the amplification
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applied by the FALC to each of the spectral components of the error signal was mea-
sured to perform the conversion of the signal after the FALC to the signal before
it.

In this section it will be discussed the algorithm used to obtain either NPSD or
Allan deviation data. A critical analysis of the results and their implications to the
experiment will be performed, alongside a discussion about the limitations of the
measurements.

4.2.1 Noise power spectral density

The frequency noise power spectral density (FNPSD) is a powerful tool to de-
scribe the noise (laser frequency fluctuations). Indeed, provided that the FNPSD
was measured, one can determine which are the kind of noises that are predominant
in a given frequency range [91]. One can also calculate the Allan deviation of the
laser fractional frequency [91] and the laser lineshape (and linewidth) [92, 93] from
the FNPSD.

To measure the laser FNPSD in our system we follow the steps below:

• First, the gain curve that describes the amplification applied by the FALC to
the error signal is measured. To do it, we apply a sinusoidal signal of a given
frequency and amplitude to the input of the FALC and measure the amplitude
of the output signal. We repeat the process by manually tuning the frequency
of the signal and recording the respective output. We calculate the power of the
signal (in dBm units) and finally obtain the gain (in dB units) by simply sub-
tracting the input power from the output power. Fig. 4.5 shows a typical gain
curve. In practice, the gain was measured for frequencies from 1 to 250 kHz in
steps of 1 kHz.

• The error signal is recorded by a digital oscilloscope (Lecroy HDO4010A-D),
which has an internal function that directly calculates the power spectrum of
the signal. In other words, it calculates the square of the fast Fourier transform
(FFT) of the signal’s amplitude fluctuations (FFT(∆A)2) in dBm units.

• The gain applied to the error signal by the FALC is subtracted from FFT(∆A)2

and the remaining set of values is converted to (V2) units.

• When the laser is frequency stabilized, fluctuations of the amplitude of the
residual error signal (∆A) can be converted to laser frequency fluctuations (∆ν)
by using the slope of the error signal (δS) as a conversion factor (∆ν = ∆A

δS ).
Therefore, FFT(∆ν)2 is obtained.

• Finally, the frequency noise power spectral density (FNPSD) is given by [91]
FFT(∆ν)2

BW , where BW is the measurement bandwidth.
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• To obtain the FNPSD for the free-running laser (when it is not stabilized), we
manually tune its frequency to be on-resonance to the relevant iodine transi-
tion. Then, we record FFT(∆A)2 before that the laser is driven out-of-resonance.
Finally, we can perform the steps above mentioned.

The FALC gain function shown in fig. 4.5 is the result of the effect of its five cir-
cuits (unlimited integrator, slow integrator, extra slow integrator, fast differentiator
and fast integrator). The gain applied by each circuit for a given frequency is deter-
mined by a set of switches that can be manually adjusted. The switches for the extra
slow integrator are enumerated from 1 to 6, the switches for the slow integrator, fast
differentiator and fast integrator are enumerated from 1 to 10. The higher the num-
ber of the switch that is turned on, the higher the frequency at which the maximum
gain is applied to the signal. In other words, in order to apply a gain to the highest
possible frquency, the switch number 10 should be switched on; if one needs to apply
a maximum gain to the lowest possible frequency one turns on the switch number
1. Fig. 4.5 corresponds to a gain obtained when the following switches were on: ex-
tra slow integrator (none), slow integrator (none), fast differentiatior (switch 1), and
fast integrator (switch 1). The obtained gain curve is maximum for lower frequen-
cies and it decreases monotonically for higher frequency ranges, which is reasonable
since we do not expect to suppress high frequency noise (higher than 200 kHz).

FIGURE 4.5: Typical gain applied by the Fast Analog Linewidth Control (FALC 110) to the
error signal for a few frequencies (from 1 to 250 kHz).

Fig. 4.6 shows the NPSD of the laser when stabilized (in blue) and when free-
running (in red) for Fourier frequencies up to 250 kHz. As the RF driver signal was
frequency modulated by a sinudoidal signal of 200 kHz, we do not expect the feed-
back loop to suppress noise above this frequency (which was verified), this justifies
the frequency upper limit. One can see that the NPSD of the stabilized laser is below
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the level of the free-running one until a Fourier frequency of about 30 kHz. This de-
crease of the NPSD indicates that the feedback loop is effective, i.e. it reduces noise
in a range of Fourier frequencies.

The NPSD curve of the free-running laser shown in fig. 4.6 has the behaviour of
typical diode lasers FNPSD. The 1

f (flicker noise) for low Fourier frequencies (un-
til about 300 Hz) is typical of diode lasers (and oscillators in general) [91, 94]. For
higher Fourier frequencies, i.e. above 300 Hz, white noise is observed (characterized
by a flat FNPSD). A white noise portion of a diode laser FNPSD is also expected
for higher frequencies [91, 94], as shown by fig. 4.6. However, the FNPSD of the
free-running laser measured by us is higher than the one measured by the laser’s
manufacturer [95].

FIGURE 4.6: Laser noise power spectral density for the free-running (in blue) and stabilized
(in red) cases. The data is an average of 20 samples. Source: [85].

The relative intensity noise (RIN) of a laser [96–98] characterizes the frequency
dependence of its intensity noise. RIN measurements of the laser system used by
us were previously published by the manufacturer [99]. It was shown that the RIN
of the laser beam after the SHG cavity is two orders of magnitude larger than the
RIN of the beam just after the diode laser. We therefore, attribute the plateau for
the free-running laser FNPSD (Fourier frequencies above 300 Hz) to laser amplitude
fluctuations.

In summary, due to the weakness of the frequency discriminator we cannot com-
pletely distinguish laser frequency noise from laser amplitude noise. To avoid such
issue, another frequency discriminator (with a larger slope) could be used, such as a
high finesse cavity. Due to this issue, we cannot apply the well know β-line method
[92, 93] to extract the laser linewidth from fig. 4.6. However, the noise suppres-
sion that is shown is an indication that the laser linewidth of the free-running laser
(≈ 100 kHz, accordingly to the manufacturer) is further reduced by the stabilization
method.
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4.2.2 Allan deviation

The Allan deviation of the laser’s fractional frequency measure its frequency in-
stability in time domain [100], differently from the FNPSD described above that is a
measurement performed in the frequency domain. The Allan deviation is the square
root of the Allan variance, also known as two-sample variance, and it gives the infor-
mation of the root mean square (RMS) value of the instability in frequency between
two observations delayed by a given amount of time.

The Allan deviation is defined as [101]

σy(τ) =

√
⟨1

2
(ȳn+1 − ȳn)⟩, (4.1)

where ⟨...⟩ denotes the expectation value and ȳn the fractional frequency average
over the averaging time τ. The fractional frequency is the difference between the os-
cillator frequency (ν(t)) and the reference frequency (ν0) normalized by the reference
frequency (yn = ν(t)−ν0

ν0
).

A significant improve of the treatment of Allan deviation data was achieved
when the use of all possible overlapping data samples at each averaging times was
done. The overlapping Allan deviation is calculated for a set of M measurements
for averaging times τ = mτ0 (m is the averaging factor and τ0 the measurement
frequency interval), by the following formula [102]

σy(τ) =

√√√√ 1
2m2(M − 2m + 1)

1
2

M−2m+1

∑
j=1

{
j+m−1

∑
n=j

(yn+m − yn)

}2

. (4.2)

Now we turn to discuss Allan deviation measurements and the treatment of such
measurements:

• The residual error signal is recorded by a digital oscilloscope. Special attention
should be paid to prevent the phenomenon of aliasing. In other words, the
time between two data samples (τ) defines the sampling rate as 1

τ samples/s,
and the measurement cutoff frequency (Nyquist frequency) is νc =

1
2τ . This is

what is stated by the Nyquist-Shannon theorem [103] "If a function f(t) contains
no frequencies higher than X Hz, it is completely determined by giving its ordinates
at a series of points spaced 1/2X seconds apart. ". Therefore, the sampling rate
should be chosen so that the respective Nyquist frequency is higher than the
maximum frequency component (which is the inverse of the minimum aver-
aging time) that one wants to measure.

• The gain curve of the FALC is used to convert the FALC’s output signal to the
input one.

• The error signal slope is used to convert the residual error signal fluctuations
into fractional frequency fluctuations.
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• A python library (AllanTools) is used to calculate the overlapping Allan devia-
tion (by eq. (4.2)).

FIGURE 4.7: Overlapping Allan deviations of the laser fractional frequencies when free-
running (in blue) and stabilized (in red). The error bars are determined by the uncertainty
in the measurement of the FALC gain curve. The effectiveness of the frequency stabilization
loop is shown by the decrease of the Allan deviation for the stabilized laser for averaging
times higher than 20 µs. Source: [85].

The overlapping Allan deviation was measured for averaging times from 2.5 µs
to 6 s. The overlapping Allan deviation of the free-running laser is shown in blue. It
can be seen that the laser frequency instability decreases from 2.5 µs to 1 ms, and then
it increases again for the whole range of averaging times that it was measured. For
the stabilized laser it decreases until 0.17 s, at which its value is 3.9 × 10−13, which
corresponds to a frequency instability of 210 Hz. The range of averaging times was
chosen to comprise the time window of typical cold atom experimental cycles (of
the order of 1 s). The measuremement shown in fig. 4.7 was obtained with slightly
different set of parameters with respect to the one used for the measurement of the
FNPSD. The switch 1 of the slow integrator was turned on for the Allan deviation
measurements.

It is important to emphasize that fig. 4.7 is also affected by laser amplitude noise
for averaging times below 3 ms, as discussed for the FNPSD. However, the decrease
of the laser frequency instability when the laser is stabilized and the relatively low
values obtained (as low as 3.9 × 10−13) are also a good indication that the feedback
loop is effective and that the stabilized laser is suitable to perform laser cooling and
trapping of 174Yb atoms in the 1S0 − 3P1 transition, as will be shown in the next
section.
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4.3 MOT

In this chapter we have introduced and characterized an iodine line that is con-
venient to be used as a frequency reference for laser cooling of 174Yb (the most
abundant isotope). An experimental scheme allowing to perform robust frequency
stabilization of such a line despite its relative weakness was described, and the
noise properties (and frequency instability) was studied in the frequency domain by
means of the frequency noise power spectral density and in time domain by over-
lapping Allan deviation of the laser fractional frequencies. It was concluded that the
frequency stabilization achieved should allow us to use this laser system to load an
174Yb MOT. Indeed, this section will be dedicated to the transfer of the atoms from
the blue to the green MOT.

4.3.1 Capture range

The number of atoms that are transferred from the blue to the green MOT de-
pends on how many atoms can be cooled down by the green MOT beams before
escaping the zone at which they interact with the beams. Then, the number of atoms
that are trapped in a green MOT, when this one is charged from a preloaded blue
MOT, depends on the mean radiation pressure force applied by the MOT beams to
the atoms (eq. (3.1)), the initial velocity distribution of the atoms (defined by the ve-
locity distribution of the atoms trapped on the blue MOT) and the size of the MOT
beams.

The number of atoms trapped on the green MOT will then depend on the maxi-
mum velocity that an atom can have and still be trapped by the MOT (capture veloc-
ity). We can qualitatively estimate the dependence of the number of trapped atoms
by inspecting eq. (3.1) in the presence of the MOT magnetic field gradient. From
now on, we will denote Itot as the sum of the intensities of the six MOT beams. For
large laser beam intensities (Itot >> Isat), as discussed in chapter 3, the force is in-
dependent of the laser beam intensity while for low beam intensities (Itot < Isat) it
increases by increasing the intensity. Then, the capture velocity should increase as
the total laser beam intensity is increased, until a maximum value at which it is kept
constant. By eq. (3.1), we see that the force is maximized when ∆ ± kv ± γJ∇Bzz
is zero. Therefore, it is expected that the capture velocity of the green MOT has a
maximum for a given laser detuning. We have performed experiments to conclude
the optimal experimental parameters, as will be discussed below.

4.3.2 MOT transfer to the 1S0 − 3P1 transition

The trapping of up to 1 × 109 atoms in the 174 1S0 − 1P1 transition was discussed
in chapter 3, now we turn our attention to transfer the maximum amount of atoms
from the blue to the green MOT. To study the efficiency of the transfer we perform
the experiment in steps that are depicted in fig. 4.8 and summarized as follows
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• Loading of the blue MOT. The blue MOT is loaded for a time tb = 1 s using
72 mW of total MOT beams power, 22 mm of beam waist, −2Γb of laser de-
tuning and 20 G cm−1 of axial magnetic field gradient. The slowing beam is
simultaneously turned on with a power of 200 mW and detuned by −9.6Γb.

• Transfer to the green MOT. After tb, the blue MOT beams and slowing beam
are turned off. Simultaneously, the green MOT beams (of waist 9 mm) are
turned on and the magnetic field gradient is decreased.

• Loading of the green MOT. The green MOT beams remain on for a time
tg = 40 ms an then are turned off alongside the magnetic field gradient.

• Time of flight. The atomic cloud expands freely for a time of flight (TOF) of
15 ms.

• Absorption imaging. Finally, we turn on a probe beam to perform absorption
imaging of the atomic cloud on the 1S0 − 1P1 transition. The blue probe is
resonant with the 1S0 − 1P1 transition and its intensity is weak (i.e. Itot << Isat).

FIGURE 4.8: Experimental temporal sequence for absorption image of the atomic cloud. The
sequence shows that the blue MOT beams and slowing beam (on top) are turned on for a
time tb. Simultaneously, the magnetic field gradient (∇Bz) is turned on. After tb, the blue
MOT beams and slowing beam are turned off, the intensity of ∇Bz is decreased and the
green MOT beams are turned on. The green MOT is loaded for a time tg, and then the
laser beams are turned off. Finally, the atomic cloud expands for a time (TOF) until that the
absorption image is taken by the absorption imaging beam and a CCD camera.

To analyze data taken from absorption images we use the Beer-Lambert law that
relates the intensity of the light that is incident to the cloud (Iin) to the light trans-
mitted by the cloud (Iout)

Iout = Iine−b(∆). (4.3)
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b(∆) is the optical depth. If we consider that the beam propagates along the x axis,
it is given by

b(∆) = σ(∆)
∫ ∞

−∞
n(x, y, z)dx. (4.4)

σ(∆) is the optical cross-section, which can be written as a function of the resonant
cross-section (σ0)) as

σ(∆) =
σ0

1 + 4 ∆2

Γ2

. (4.5)

The resonant cross-section is given by [104]

σ0 =
3λ2

2π
. (4.6)

We assume a Gaussian density profile of the atomic cloud with its root-mean-square
sizes along the three different directions on a Cartesian coordinate system denoted
by (Rx, Ry, Rz), i.e.

n(x, y, z) = n0e
− x2

2R2
x
− y2

2R2
y
− z2

2R2
z . (4.7)

We can now, write the Beer-Lambert law by using eqs. (4.3) to (4.7) as

Iout = Iine−σ0n0
∫ ∞
−∞ e

− x2

2R2
x
− y2

2R2
y
− z2

2R2
z dx. (4.8)

Defining the on-resonance optical depth as

b0 = σ0n0
√

2πRx, (4.9)

we derive from eq. (4.8)

Iout = Iineb0e
− x2

2R2
z
− y2

2R2
y

. (4.10)

Eq. (4.10) describes the two-dimensional profile of the atomic cloud. Therefore, we
use it to numerically fit the absorption images of the cloud, in fact we fit the ratio
between the absorption image and the input beam (i.e. Iout

Iin
). An illustration of a

typical fit of the absorption image for a given set of parameters is shown in fig. 4.9.
From the fit we retrieve b0, Ry and Rz. Besides b0, we are interesting in the number
of atoms and the density of the atomic cloud. The number of atoms (Nat) can be
retrieved from eq. (4.7), as below

Nat =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
n0e

− x2

2R2
x
− y2

2R2
y
− z2

2R2
z dxdydz,

=
√

8π3RxRyRzn0.

(4.11)

From eqs. (4.6), (4.9) and (4.11) we can express b0 as

b0 =
3λ2

(2π)2
Nat

RxRy
. (4.12)
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Therefore, by absorption imaging technique one can retrieve b0 and Nat. For in-
stance, to measure the number of atoms in an atomic cloud with b0 > 1 (multiple
scattering regime) this technique is more suitable than by measuring the fluores-
cence of the cloud, that we performed for the blue MOT. In the single scattering
regime (b0 << 1) the fluorescence of the MOT is proportional to the number of
trapped atoms, which is not true in the multiple scattering regime. In this work we
are able to retrieve the atomic density (n0) by assuming that the dimensions of the
cloud on a plane parallel to the optical table are the same, i.e. Rx = Ry. This is
a reasonable assumption because the parameters of the MOT (beam intensities and
magnetic field gradient) are the same for these two dimensions.

FIGURE 4.9: Typical absorption image of the atomic cloud along the horizontal (y) axis (in
blue) alongside a fit (in orange) of it by eq. (4.10). The image was taken after a TOF of 15 ms
and the following parameters were used: ∆ = −4Γ, Itot = 4Isat and ∇Bz = 4 G cm−1.

To measure the number of atoms transferred from the blue to the green MOT we
perform absorption imaging technique (as shown in fig. 4.8) for different values of a
given parameter ( Itot

Isat
,∇Bz and laser beam detuning) while the other parameters are

kept constant. The result of the optimization of the MOT beam intensity is shown in
fig. 4.10 for a green MOT beams detuning of −6Γg and ∇Bz = 4 G cm−1. For low in-
tensities the number of atoms increase until Itot = 10Isat and then it remains constant
at higher intensities (within the measurement uncertainties) as expected. The error
bars are retrieved from the uncertainty due to the fit of the data by eq. (4.10) and
the uncertainty of the number of atoms trapped on the blue MOT. The uncertainty
of the number of atoms trapped on the blue MOT is estimated by fluctuations of the
spectroscopic signal shown in fig. 3.10 for a large number of trapped atoms. Such
fluctuations are due to the competition between the forces applied to the atoms by
the MOT, which are confining, and the repulsive interactions due to multiple scat-
tering of light inside the atomic cloud [51, 105–107].

Fig. 4.11 shows the number of atoms transferred to the green MOT with respect
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FIGURE 4.10: Number of atoms transferred to the green MOT, measured by absorption im-
age, versus total MOT beam intensity (divided by Isat) for ∆ = −6Γ and ∇Bz = 4 G cm−1.
The number of atoms increases by increasing the laser beam intensities for Itot < Isat until a
plateau is reached, as expected from Doppler theory (see text). The error bars are due to the
uncertainty of the number of atoms trapped in the blue transition and the uncertainty of the
fit performed to the absorption image.

FIGURE 4.11: Number of atoms transferred to the green MOT, measured by absorption
image, versus the laser detuning with respect to the 1S0 − 3P1 transition divided by the
linewidth of the green transition (Γg) for Itot = 35Isat and ∇Bz = 4 G cm−1. The number
of atoms increases by increasing the detuning until a maximum (around −4Γg), then it de-
creases, which is in agreement to what is expected (see text). The error bars are due to the
uncertainty of the number of atoms trapped in the blue transition and the uncertainty of the
fit performed to the absorption image.

to the laser detuning for ∇Bz = 4 G cm−1 and Itot = 35Isat. A maximum is obtained
for a detuning near −4∆. The dependence of the number atoms with respect to
∇Bz is shown in fig. 4.12 for Itot = 35Isat and MOT beams detuning of −6Γg. For
these measurements we see that the number of atoms that are transferred increase by
decreasing the magnetic field gradient. The error bars in figs. 4.11 and 4.12 are also
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due to the uncertainty related to the fit of the data by eq. (4.10) and the uncertainty
of the number of atoms trapped by the blue MOT.

FIGURE 4.12: Number of atoms transferred to the green MOT, measured by absorption im-
age, versus the magnetic field gradient in the axial direction (∇Bz) for Itot = 35Isat and
∆ = −6Γ. The number of atoms increases by decreasing the magnetic field gradient (see
text). The error bars are due to the uncertainty of the number of atoms trapped in the blue
transition and the uncertainty of the fit performed to the absorption image.

4.3.3 Time-of-flight

A set of parameters and a temporal sequence that allows the trapping of 2 ×
108 atoms in the 1S0 − 3P1 transition was defined. Now we need to properly charac-
terize the atomic cloud temperature and b0. Therefore, we perform the so-called time-
of-flight technique. It consists in performing the experimental temporal sequence
defined in fig. 4.8 repeatedly by varying only the time-of-flight (TOF). Absorption
images for four different TOFs are shown in fig. 4.13, they show the free fall of the
cloud due to the action of the gravitational field and its expansion due to its resid-
ual temperature. They were taken for the following set of parameters: Itot = 35Isat,
∇Bz = 4 G cm−1 MOT beams detuning of −6Γg.

To perform a quantitative analysis, we plot the square of the rms width of the
MOT in the y-direction (σ ≡ Ry) as a function of the square of the TOF (t). The plot
is shown in fig. 4.14 alongside a fit of the data (orange line) by the following equation
[108, 109]

σ2(t) =
kBT
m

t2 + σ2
0 . (4.13)

The fit allows us to retrieve the temperature of the atomic cloud (T = 60 µK) and
the rms width of the cloud in the y-direction at t = 0 (σ0 = 262 µm). The number of
trapped atoms was 2 × 108 atoms and the retrieved on-resonance optical depth (b0,
calculated by eq. (4.12)) 47 at t = 0. The relatively high value of b0 indicates that our
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FIGURE 4.13: (a) Absorption images of the atomic cloud for four different times of flight.
Source: [85].

FIGURE 4.14: Square of the rms width of the MOT along the horizontal axis as a function
of the square of time of flight (blue dots) and a fit of the data (in orange). The R2 coefficient
of the fit was 0.99. The number of trapped atoms is 2 ×108, the horizontal MOT width at
t=0 ms is 262 µm. From the fit we can extract an on-resonance optical depth of b0 = 47 and
the cloud’s temperature value of 60 µK. Error bars are not included because they are smaller
than the blue dots that represent the data points. Source: [85].

experimental setup is already suitable to perform experiments aiming the observa-
tion of collective effects by cold atoms [110, 111]. Additionally, the atomic density,
considering Rx = Ry, of the cloud for this set of parameters is 4.7 × 1011 atoms cm−3

(ρλ3 ≈ 0.08).
From eq. (3.3) and the parameters that were used (Itot = 35Isat and ∆ = −6Γg),

the expected cloud’s temperature is Tth = 30 µK. Therefore, the temperature that
was measured is twice the value expected from Doppler theory. Such difference
can be either due to multiple scattering of light inside the atomic cloud [112] or to
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transverse spatial intensity fluctuations of the laser profiles [113]. To obtain a colder
and denser cloud an additional experimental step is going to be added. In this step
Itot will be decreased and an optimum trade off between the laser detuning and the
magnetic field gradient will be searched.

Regardless the green MOT parameters, the number of atoms in the final cloud is
limited by the number of atoms trapped in the blue MOT. There are a few solutions
that would allow us to increase the number of atoms in the blue MOT. The first one
is to optimize the actual setup by cleaning the layer of ytterbium that decreases the
efficiency of the slowing beam and by changing the science cell for one with larger
windows to allow the use of larger blue MOT beams, which can be done without de-
creasing the blue MOT beams intensity since we do not use the total output power
of the blue laser [51]. The second idea was recently suggested and applied to stron-
tium atoms [114]. It consists in applying a beam resonant to the 1S0 − 3P1 transition
during the loading of the blue MOT. Since the decay rate of the 1S0 − 3P1 transition
is larger than the one of the 1S0 − 1P1 transition, the population of atoms in the 3P1

state increases and as a consequence the population of atoms in the ground state
decreases which weakens loss mechanisms in MOTs. Finally, the design of the MOT
beams can be changed to a core-shell geometry [52] which allows an efficient loading
of the atoms directly in the green transition.

4.3.4 Absolute frequency of the 174Yb 1S0 − 3P1 intercombination transi-
tion

The frequency measurements of the iodine lines shown in table 4.1 together with
the MOT operating in the 1S0 − 3P1 transition allow us to address an incongruence
between two measurements of the frequency of the 174Yb 1S0 − 3P1 transition. In
[115] the authors used the 5S 1

2
−5 P3

2
transition of the D2 line of 85Rb as a frequency

reference for a laser, which is used as a reference for a ring-cavity. A second laser is
stabilized on the line whose absolute frequency is to be measured and is coupled to
the same ring-cavity as the first laser. The difference between the frequency of the
reference and the unknown frequency is then determined by the ratio of the respec-
tive cavity mode numbers [116]. A frequency shift of 954.832(60)MHz of 174Yb with
respect to an absolute value of 539 385 606(10)MHz for the 176Yb transition was re-
ported. Therefore, accordingly to [115], the absolute frequency of the 174Yb 1S0 − 3P1

transition (with an uncertainty of 10 MHz due to the dispersion inside the cavity) is

ν1 = 539 386 560(10)MHz.

In another work [86] sub-Doppler fluorescence spectroscopy of an Yb atomic
beam was performed. The SHG of a master laser was frequency stabilized to the Yb
transition and the beat between the master laser and a frequency comb referenced to
a hydrogen maser was used to retrieve the absolute frequency of the unknown Yb
transition. The authors reported a shift of 954.734(31)MHz between the 176Yb and
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the 174Yb isotopes. They also reported a value of 539 385 645 457(87) kHz for the ab-
solute frequency of the 1S0 − 3P1 transition of 176Yb, where the uncertainty was only
due to statistics of the data (sample standard deviation). Therefore, the absolute
frequency of the 174Yb 1S0 − 3P1 transition accordingly to [86] is

ν2 = 539 386 600 191(92) kHz.

The two values have a shift of 40 MHz, which taking into account the uncertain-
ties, characterize a disagreement between them. The results shown in table 4.1 also
enable us to perform a measurement of the frequency of the 174Yb 1S0 − 3P1 tran-
sition. To perform this measurement we added a 10:90 fiber splitter before AOM
2 (that is shown in fig. 4.1). The 90% output of the splitter is connected to AOM 2
(and is used as the MOT beams), while the 10% output is sent to another AOM that
is driven by an independent DDS. The frequency of the output sinusoidal signal
of the DDS is controlled by a function generator that is synchronized with the ex-
perimental sequence by the high-speed analog output device (National instruments
PCIe-6738). The first diffracted order of the AOM is split into two beams, one is sent
to an input of a balanced photodetector (Thorlabs PDB230A) and the other (which
will be called green probe) is aligned to pass through the center of the atomic cloud
after 12 ms of TOF. We scan the frequency of the laser around the resonance of the
mJ = 0 → mJ′ = 0 transition of the 174Yb 1S0 − 3P1 line. Fig. 4.15 show the signal
generated by the balanced photodetector (i.e. the difference between the two beams
after amplification) alongside a fit of the data by a Voigt profile. The coefficient of
determination of the fit (R2) is 0.993 and its full width at half maximum (FWHM)
is 331(2) kHz. The probe beam intensity was I = 0.6Isat. The total frequency shift
between the a10 hyperfine component of the R(158)25-0 line and the 174Yb 1S0 − 3P1

line is 191 MHz (which includes the frequency shift applied to the green probe and
the frequency shift due to AOM 1). Then, the frequency of the 174Yb line (ν174) is
given by ν174 = 539386406 + 191 MHz, which results in

ν174 = 539 386 597(6)MHz.

This result shows that ν174 is in agreement to ν2, but it is not in agreement to
ν1. Finally, we have shown that despite the large uncertainty of our measurement
(6 MHz), we are able to address the discrepancy between the values reported in
[115], which is in disagreement with our result, and in [86] that is in agreement with
our result. The uncertainty is defined by the uncertainty of the frequency measure-
ment of the iodine line.

4.4 Conclusion of the chapter

A frequency stabilization scheme based on MTS and balanced detection that
allows robust laser frequency stabilization using a relatively weak iodine line as



Chapter 4. 174Yb MOT on the 1S0 − 3P1 transition 72

FIGURE 4.15: Amplitude of the signal generated by the transmission of a probe beam
through the atomic cloud (see text) versus the laser detuning with respect to the frequency
of the transition mJ = 0 → mJ′ = 0 of the 174Yb 1S0 − 3P1 line. The measurement was per-
formed after 12 ms of TOF with a laser frequency scan rate of 2 MHz ms−1.

reference was shown. The frequency reference (a10 hyperfine component of the R-
(158)25-0 line of 127I2) is convenient due to its small frequency shift with respect to
the 1S0 − 3P1 transition of 174Yb (191 MHz), which can be simply reached by the com-
bination of two AOMs. The dependence of the generated error signal with respect to
laser power was characterized and the frequencies of the fifteen hyperfine compo-
nents of the R-(158)25-0 line was measured. The stabilized laser was characterized by
its noise power spectral density and the Allan deviation of its fractional frequencies
(i.e. frequency instability). A minimum frequency instability of 3.9 × 10−13 (which
corresponds to 210 Hz) was measured for an averaging time of 0.17 s.

It is important to highlight that the frequency stabilization technique that was
used in this work to stabilize the frequency of the laser to a relatively weak line
can be applied to other weak molecular (or atomic) lines. Indeed, the a15 hyperfine
component of the R-(158)25-0 line is the closest reported line to the 1S0 − 3P1 tran-
sition of the 172Yb, with a shift of 910(6)MHz between them. It is known that MTS
signals depend on the internal atomic (molecular) structure, i.e. the amplitude of
the MTS signal is not directly proportional to the amplitude of the respective satu-
rated absorption signal [117]. Neglecting the effects due to the molecular internal
structure, we anticipate that an iodine line indicated in [118] with a wavenumber
of 17 288.5915 cm−1 should have a relative amplitude similar to the components
of the R-(158)25-0 line shown in this thesis and can be used as frequency refer-
ence for the clock transition (1S0 −3 P0) of 171Yb, which has an absolute frequency
of 518 295 836 590 863.75(14)Hz [119]. Another weak iodine line, reported in [118]
with an wavenumber of 15 972.4149 cm−1 could be suitable as a reference for laser
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cooling of Dy [120] in a narrow transition [121]. A different technique used to sta-
bilize lasers to weak atomic transitions consists in the use of cavities to enhance a
FM spectroscopy signal. In [90] this method was introduced to use a molecular gas
at low pressure as a frequency reference. In their case the transit-time broadening

(∆νtt =

√
2kbT

m
4w0

), where w0 is the waist of the beam, is the most important source
of linewidth broadening. The authors show that in such conditions the saturation
power of the transition can be as high as 50 W.

An optimization of the parameters for the transfer of the atoms from the blue to
the green MOT was performed by analyzing absorption images of the atomic cloud
for different parameters (magnetic field gradient, MOT beam intensities and MOT
beams detuning). A temperature of the cloud of 60 µK was retrieved
by time-of-flight experiments for a cloud with 2 × 108 atoms, b0 = 47 and n0 =

4.7 × 1011 atoms cm−3. It is important to mention that these are the first systematic
measurements of the green MOT properties in this system, therefore we expect that
after further optimization these values will be improved. But the on-resonance op-
tical depth (b0) that was obtained indicates that experiments on collective effects in
cold atomic samples can already be performed.

To improve the MOT, we can add a step on the sequence shown in fig. 4.8 dur-
ing which we increase the intensity of the green MOT beams, which accordingly to
eq. (3.10) does not affect the atomic density, decrease the laser beam detuning to ob-
tain a lower cloud temperature (given by eq. (3.4)), and simultaneously increase the
magnetic field gradient (∇Bz) to compensate the decrease of the atomic density due
to the laser detuning. Two additional techniques to either increase the number of
atoms trapped in the blue transition [114] or to load the MOT directly on the green
transition [52] will be used to improve the number of trapped atoms. However, one
can already compare the results shown in this chapter with the Yb MOT with larger
number of atoms that have already been reported. Indeed, laser cooling and trap-
ping of more than 1 × 109 atoms Yb atoms in the 1S0 − 3P1 transition was reported
by directly loading the atoms in a green MOT (i.e. without a blue MOT) for longer
loading times (more than 5 s). The trapping of more than 1 × 109 atoms Yb atoms
in the green transition was also achieved by directly loading the atoms in the green
transition by spatially arranging the laser beams in a core-shell geometry [52]. The
authors arranged the laser beams in a geometry where the green beams are in the
center of the MOT (core) and the blue beams (shell) surround this core. I believe
that a proper implementation of this core-shell geometry in the experiment would
improve the current system, since the number of atoms in the blue MOT would not
be a limitation anymore.
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Chapter 5

Predictions of the self-consistent
theory for 2D Anderson
localization of light

When it comes to experiments aiming the observation of localization effects one
important issue is to obtain a clear signature of such effect. Therefore, in the project
in which this thesis was developed (Anderson localization of light by cold atoms), be-
sides the construction of the experiment, obtaining a clear signature of localization
is a priority. One approach developed in the group established a connection between
3D Anderson transition and intensity fluctuations of the light scattered by an atomic
sample [122]. However, it is desired to obtain an even simpler type of signature not
depending on detecting the fluctuations of the scattered light, which requires long
integration times.

The so called "transverse localization" [123] is a well-known signature of local-
ization that links the spread of the spatial mode of an optical beam when prop-
agating through a sample to the Anderson transition. Two theoreticians, Romain
Bachelard and João Vítor Ferreira, from the Federal University of São Carlos (UF-
SCAR) are developing, in collaboration with our group, simulations based on the
so-called coupled dipole model [124] to study transverse localization of light in cold
atomic samples. However, simulating a large number of atoms and high densities in
three dimensions is not feasible due to computational power. The simulations are,
therefore, being performed in two dimensions. In parallel, we have been developing
a theoretical work based on the self-consistent theory of localization to compare its
predictions to the results obtained by the simulations. This theoretical work is being
developed in collaboration with Sergey Skipetrov from the Laboratoire de Physique
et Modélisation des Milieux Condensés (Grenoble).

The self-consistent theory of localization was introduced in [125] to extend the
limits of the results obtained by perturbation theory, that is not valid at the vicin-
ity of the Anderson transition. More recently, a theory based on the self-consistent
theory predicted a position dependence of the diffusion coefficient [126]. Such the-
ory was successfully implemented for quasi-1D [127] and 3D systems [128]. The
goal of this chapter is to calculate the position-dependent diffusion coefficient for
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two-dimensional systems by numerically solving the self-consistent equation for the
diffusion coefficient and the respective diffusion equation.

5.1 Self-consistent theory for localization of light in 2 dimen-
sions

The goal of this chapter is to solve the self-consistent equations for the diffusion
coefficient D(r, Ω) and the average intensity Green’s function defined below

C(r, r′, Ω) =
4π

vE
⟨G∗(r, r′, Ω0 +

Ω
2
)G(r, r′, Ω0 −

Ω
2
)⟩, (5.1)

where G(r, r′, Ω) is the Green’s function of a disordered Helmholtz equation.
Eq. (5.2) is the self-consistent diffusion equation in 2D and eq. (5.3) is the self-

consistent equation for the position-dependent diffusion coefficient (D(r, Ω)). These
equations, for the case of a position-dependent diffusion coefficient were introduced
in [126] and derived in [129]. The self-consistent equation for the position-dependent
diffusion coefficient (eq. (5.3)) was already applied to study localization in disor-
dered waveguides [127]. Eq. (5.4) specifies the boundary conditions for a border
that divides a diffuse medium and vacuum [130]. vE represents the energy transport
velocity, r′ is the position of the light emission inside the sample, δ(r − r′) represents
Dirac delta function, l is the mean free path, k represents the wave number and n is
a unit vector normal to the border of the sample pointing to its interior.

[−iΩ −∇r · D(r, Ω)∇r]C(r, r′, Ω) = δ(r − r′), (5.2)
1

D(r, Ω)
=

1
DB

+
4
kl

C(r, r, Ω), (5.3)

C(r, r′, Ω)− 2l
3

D(r, Ω)

DB
(n · ∇)C(r, r′, Ω) = 0, (5.4)

where DB is the diffusion coefficient in the absence of localization effects, which in
2D is

DB =
vEl
2

. (5.5)

For the results shown in this chapter it will be assumed that vE = c, where c is
the speed of light in vacuum. This assumption is in agreement to off-resonance
scattering. For resonant scatters vE can differ from c by almost 5 orders of magnitude
(in 3D) [131]. Therefore, vE will be modified to match the case of a (2D) atomic
system in the future of the project. But as in this chapter most of the results will be
normalized by DB, the conclusions will not depend on the exact expression of DB.
C(r, r′, t) defined as

C(r, r′, t) =
1

2π

∫ ∞

−∞
C(r, r′, Ω)e−ΩtdΩ (5.6)
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is interpreted as the probability density that a wave packet can be observed in the
position r at time t given that it was emitted in the position r′ at time t′ [128, 129].
All along this chapter it will be assumed Ω = 0, implying that eq. (5.18) describes
stationary diffusion flow. Within the second term on the right side of eq. (5.3), C(r, r′)
represents the average "return probability", established by constructive interference
of reciprocal paths at the designated position.

Solutions of eqs. (5.2) and (5.4) with the self-consistent correction of the diffu-
sion coefficient (eq. (5.3)) were already found for 3D systems [128]. The equations
were solved by discretizing them and solving the remaining system of linear equa-
tions. Before the discretization, eq. (5.2) was Fourier transformed in two spatial di-
rections, and the medium was assumed to be infinitely large in these directions.
The goal of the chapter is to calculate the position-dependent diffusion coefficient
in 2D. We are interested in calculating the transverse profile of the transmission of
a laser beam incident into the medium. Differently from the 3D case, there is no
Anderson transition in two dimensions, at least not in the scalar model [132]. In-
deed, it is argued in the famous "gang of four" article [8] that there is not a truly
"conductor" behaviour in 2D. A small 2D system behaves like a conductor, but it
will be an insulator if the system is large enough [133]. In other words, for infinitely
large 2D systems all states are localized. Indeed, a previously reported correction to
the (position-independent) diffusion coefficient in 2D shows a dependence with the
size of the sample [134]. Preliminary analytical results (see appendix B), indicate a
correction to the position-independent diffusion coefficient of a 2D slab of the form

D = DB

[
1 − ln µW

l
2πkl

]
, where W is the longest slab’s length. Therefore, we also expect

that the width of the transversal intensity beam profile will depend on the dimen-
sions of the system. As this behaviour is not expected in the 3D case, it may prevent
the use of results obtained in 2D to interpret experimental results in 3D which was
the main goal of this project, however localization of light in two dimensions re-
mains a topic that attracts interest [132] making the results that are sought in this
chapter interesting for different types of systems. 2D Anderson localization was al-
ready reported for different kinds of waves, including microwaves [135], ultrasound
[134], matter-waves [136, 137] and light [138, 139]. But, no theoretical results includ-
ing a position-dependent diffusion coefficient was reported for 2D samples.

5.1.1 Diffusion coefficient in 2D (self-consistent)

Originally, the self-consistent theory of localization assumed a (self-consistent)
dependence of eq. (5.2) (for a position independent diffusion coefficient) to eq. (5.3).
Accordingly, efforts were directed towards finding analytical solutions for D(Ω).
After the concept of a position-dependent diffusion coefficient (D(r, Ω)) was intro-
duced [126], the search began for numerical solutions to the self-consistent equa-
tions. The numerical solutions were advantageous because they could be applied
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to a large variety of geometries. The implementation of the discretization and the
solution of the resultant system of linear equations is detailed below:

1. Eqs. (5.2) to (5.4) are discretized in grids on x and z. The positions of the grids
are indicated by the indices i (i = 1, 2...I) and j (j = 1, 2...J), resulting in I terms
for the x direction and J for z. Then, xi = (i − 1)∆x where ∆x = W

I−1 is the
width of the grid in the x direction and zj = (j − 1)∆z where ∆z = L

J−1 is the
width of the grid in the z direction. The discretization is performed by using
the following relations

δ(r − r′) =
1

∆x∆z
δii′δjj′ (5.7)

∂u
∂x

∣∣∣∣
x=i,z=j

=
u(i+1)j − u(i−1)j

2∆x
, (5.8)

∂u
∂z

∣∣∣∣
x=i,z=j

=
ui(j+1) − ui(j−1)

2∆z
, (5.9)

∂2u
∂x2

∣∣∣∣
x=i,z=j

=
u(i+1)j − 2uij + u(i−1)j

∆x2 , (5.10)

∂2u
∂z2

∣∣∣∣
x=i,z=j

=
ui(j+1) − 2uij + ui(j−1)

∆z2 . (5.11)

Where δii′ indicates the Kronecker delta, defined as

δab =

{
0 for a ̸= b
1 for a = b

. (5.12)

2. Write the system of equations that results from step 1.

−
δii′δjj′

∆x∆z
=

1
(2∆x)2 [D(i+1)j − D(i−1)j][C(i+1)j,i′ j′ − C(i−1)j,i′ j′ ]

+
Dij

(∆x)2 [C(i+1)j,i′ j′ − 2Cij,i′ j′ + C(i−1)j,i′ j′ ]

+
1

(2∆z)2 [Di(j+1) − Di(j−1)][Ci(j+1),i′ j′ − Ci(j−1),i′ j′ ]+

+
Dij

(∆z)2 [Ci(j+1),i′ j′ − 2Cij,i′ j′ + Ci(j−1),i′ j′ ],

(5.13)

C1j,i′ j′ −
2lD1j

3DB∆x
[C2j,i′ j′ − C1j,i′ j′ ] = 0 (5.14)

CI j,i′ j′ +
2lDI j

3DB∆x
[CI j,i′ j′ − C(I−1)j,i′ j′ ] = 0 (5.15)

Ci1,i′ j′ −
2lDi1

3DB∆z
[Ci2,i′ j′ − Ci1,i′ j′ ] = 0 (5.16)

Ci J,i′ j′ +
2lDi J

3DB∆z
[Ci J,i′ j′ − Ci(J−1),i′ j′ ] = 0, (5.17)
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1
Dij

=
1

DB
+

4
kl

Cij,ij. (5.18)

In Cij,i′ j′ the indices indicates the probability density that a wave packet can
be measured at position (i, j) given that it was emitted at position (i′, j′). A
geometrical representation of the discretized sample is shown in fig. 5.1.

3. Eqs. (5.13) to (5.17) can be written in matrix form for given values of i′ and j′

as


A11 · · · A1(IxJ)

...
. . .

...
A(IxJ)1 · · · A(IxJ)(IxJ)





C11
...

Cij
...

CI J


=

δii′δjj′

∆x∆z


1
...
1

 , (5.19)

where the elements of the A matrix are the coefficients that multiply the C
elements. By inspection of eqs. (5.13) to (5.17) we realize that the matrix A
is a sparse matrix (most of its elements are equal to zero). Eq. (5.19) defines
a system of I × J linear equations (for a fixed source position {i′, j′}). The
matrix A is formed by its main diagonal, that is composed by the elements that
multiply Cij for the i × j equation in eq. (5.13), and in one of eqs. (5.14) to (5.17)
once i = I, i = 1, j = 1 or j = J; two lower diagonals, that are composed by
the elements that multiply C(i−1)j or Ci(j−1) in eq. (5.13) for the i × j equation
or in eqs. (5.15) and (5.17) if i = I or j = J; and two upper diagonals, that are
composed by the elements that multiply C(i+1)j and Ci(j+1) in eq. (5.13) for the
i × j equation or in eqs. (5.14) and (5.16) if i = 1 or j = J. Therefore, we can
write the A matrix as follows

A =



A11 A12 0 · · · 0 A1(J+1) 0 · · · · · · 0

A21 A22 A23 0 · · · 0 A2(J+2)
. . .

...

0
. . . . . . . . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . . . . . . . . 0

0
. . . . . . . . . . . . . . . . . . . . . . . . A(IxJ−J)(IxJ)

A(I+1)1
. . . . . . . . . . . . . . . . . . . . . . . . 0

0 A(I+2)1
. . . . . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . . . . . . . . 0
...

. . . . . . . . . . . . . . . . . . . . . A(IxJ−1)(IxJ)

0 · · · · · · 0 A(IxJ)(IxJ−I) 0 · · · 0 A(IxJ)(IxJ−1) A(IxJ)(IxJ)



.

4. Eq. (5.19) should be solved I × J times for different (point) source positions (i.e.
for all possible values of (i′, j′)), for given grid dimensions (∆x, ∆z). Initially for
a constant value of the diffusion coefficient (Di,j = DB). From each of the I × J
solutions, the value of Cij,ij (the return probability density) will be retrieved.
In other words, after solving eq. (5.19) for one given source position {i, j}, just
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FIGURE 5.1: Representation of the discretization of a 2D sample of size L in the z direction
and W in x direction with the values of the grids’ indices (i and j). The dots indicate that
there may be more grids than shown in the figure.

one value is stored (Cij,ij).

5. The values of Cij,ij are inserted in eq. (5.18) to calculate the renormalized position-
dependent diffusion coefficient (Dij).

6. Dij calculated in the previous step is used to solve eqs. (5.13) to (5.17) again and
new values of Cij,ij are retrieved. These results are again inserted in eq. (5.18) to
calculate the new values of the position-dependent diffusion coefficient Dnew

ij .
The difference between the previous diffusion coefficient and the new one is
calculated (Dij − Dnew

ij ) and the largest element (∆Dmax) is retrieved. The pro-
cedure is repeated until ∆Dmax satisfies a criterion of convergence. In this work
we assume that the calculation converged if ∆Dmax is less than 10−3% of the
diffusion coefficient (at the same position of ∆Dmax) calculated in the previous
iteration. This results in a number of iterations ranging from 5 to 100 for the
data shown in this thesis, depending on the value of kl and the geometry of
the sample.

5.1.2 Solution of the discretized diffusion equation in 2D

The solution of eq. (5.19) is retrieved by a software written in python that uses
the package scipy.sparse to efficiently solve the system of linear equations defined in
eq. (5.19). Initially, the system of equations is solved for Dij = DB. Fig. 5.2a shows
a heat map of of the solution (C(r, r’)) for a square medium of sizes L = W = 40l,
kl = 3 and a point source in its center. Fig. 5.2b is a plot of the solution along z for
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a value of x = x′ for different grid sizes. The solution in the vicinity of the source’s
position (C(r’, r’)) increases when the length of the grid (the grid length is in units
of l) is decreased. This divergence arises from the fact that the fundamental solution
of eq. (5.18) for Ω = 0 and D(r) = DB is C(r, r’) = 1

2π ln |r − r’|+ constant. Fig. 5.2c
is a zoom of fig. 5.2b that highlights the divergence, and fig. 5.2d shows C(r, r’) for
a grid length of 0.2l with the horizontal axis in log scale to show that the solution
obtained has a logarithmic behaviour far from the source position.

(A) (B)

(C) (D)

FIGURE 5.2: (a) 2D heatmap of C(r, r’) for a sample of dimensions L = W = 40l, D = DB
and source at the center of the square. (b) C(r, r’) in z direction for a value of x on the center
of the sample (x = x′), the plot is made for different values of grid size (in units of l) to
show that C(r’, r’) increases for smaller grid sizes. (c) Zoom of (b) to highlight the increase
of C(r, r’) when the grid size is decreased. (d) C(r, r’) in z direction for a value of x on the
center of the sample (x = x′) with respect to the source point in semi-log scale, showing its
logarithmic dependence away from the source.

To resolve this divergence, taking into account that eq. (5.18) does not hold, phys-
ically, for length scales smaller than l we apply a gaussian filter (also known as
Weierstrass transform) to the result shown in fig. 5.2a. The application of a filter
to the matrix Cij is given by the operation [140]

Cij, f ilt = ∑
(k,l)∈RH

C(i+k)(j+l) · Hkl , (5.20)
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where H corresponds to the filter kernel and RH denotes the set of coordinates cov-
ered by the filter. The elements of a gaussian filter in 2D are defined by the 2D
gaussian function

H(x, z) =
1

2πσ2 e−
x2+z2

2σ2 . (5.21)

σ denotes the standard deviation of the filter (assumed equal for both directions). H
is a square matrix with an odd number of columns and rows. The indices of the ma-
trix are defined so that k = l = 0 at the center of the matrix, therefore they assume
negative values as well. Below is shown one example of a H matrix that is truncated
for |k| = 1 and |l| = 1

H(−1)(−1) H(−1)0 H(−1)1

H0(−1) H00 H01

H1(−1) H10 H11

.

The filter is numerically implemented by the package scipy.ndimage and the heat
map of C(r, r’) after filtering (smoothing) is shown in fig. 5.3a. The standard devia-
tion of the filter was l and the filter was truncated at distances larger than 2l. Fig. 5.3b
is a plot of the solution along z for a value of x = x′, and fig. 5.3c is a zoom of fig. 5.3b
around z′ that highlights the small differences between the values of C(r’, r’) for dif-
ferent grid sizes (in units of l ). Fig. 5.3d shows that C(r, r’) remains logarithmic for
|r − r’| > 2l.

5.2 Results

5.2.1 Position-dependent diffusion coefficient in 2D

After the application of the Gaussian filter, the matrix Cij, f ilt is stored and used
to calculate the position-dependent diffusion coefficient (Dij) by eq. (5.3). The new
diffusion coefficient is subtracted from the diffusion coefficient before the iteration.
The process is repeated until the maximum difference between two consecutive dif-
fusion coefficients for a given position (that is at least l far from the border) is less
than 10−3% of the diffusion coefficient calculated in the previous iteration. Due to
the difficulty on handling the filtering of points on the border of the sample, we re-
define them. For the points that are at a distance smaller than l from the points that
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(A) (B)

(C) (D)

FIGURE 5.3: (a) 2D heatmap of C(r, r’) for a sample of dimensions L = W = 40l, D = DB
and source at the center of the square after the application of a gaussian filter with standard
deviation l and truncated for points that are at a distance 2l from the source. (b) C(r, r’) in z
direction for a value of x on the center of the sample (x = x′), the plot is made for different
values of grid size to show that C(r’, r’) does not increase as without the application of
the filter. (c) Zoom of (a) to highlight the behaviour of C(r, r’) with the application of the
gaussian filter. (d) C(r, r’) in z direction for a value of x on the center of the sample (x = x′)
with respect to the source point in semi-log scale and after the application of a gaussian filter,
showing its logarithmic dependence away from the source.

are exactly on the border of the matrix Dij (the point at the border included) a linear
extrapolation is performed, i.e. Dij = 2D(i+1)j − D(i+2)j for points in the vicinity of
the border at i = 1; Dij = 2D(i−1)j − D(i−2)j for points in the vicinity of the border
at i = I; Dij = 2Di(j+1) − Di(j+2) for points in the vicinity of the border at j = 1 and
Dij = 2Di(j−1) − Di(j−2) for points in the vicinity of the border at j = J. The whole
calculation was performed for kl = 3 for five different values of W and the results
are shown in fig. 5.4. One can see that the higher the value of W, the smaller the
minimum value of D(x, z) is. Fig. 5.5 is a plot of D(x, z) along z for x = W

2 .
Calculations for different values of kl for square media (L = W = 40l) were also

performed. As expected, the results depicted in fig. 5.6 show that the position de-
pendent diffusion coefficient decreases by decreasing kl. DB depends on l as shown
in eq. (5.5), therefore for each value of kl we normalize D(x, z) by the value of DB

that corresponds to its kl (DB = vE l
2 ). A plot of the diffusion coefficient along z for
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FIGURE 5.4: Heat maps of the position-dependent diffusion coefficient obtained by self-
consistent theory of localization for kl = 3, L = 40l and varying the transverse width of
the medium (W). The color scale for the diffusion coefficient is shown on the bottom of the
figure.

FIGURE 5.5: Position-dependent diffusion coefficient along the z direction in the center of
the x axis (x = W

2 ) for different values of W, for L = 40l and kl = 3.
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x = W
2 is shown in fig. 5.7a, with the vertical axis in log scale and normalized by

the same value (DB for kl = 100). We can observe a difference of about 6 orders of
magnitude in D(x, z) from kl = 100 to kl = 0.9 at the center of the square.

To illustrate the exponential convergence (which is relatively fast) of the calcu-
lations, fig. 5.8a shows the value of the maximum difference between two diffusion
coefficients calculated from subsequent iterations (∆Dmax), and fig. 5.8b the value of
the diffusion coefficient at the same position of ∆Dmax (Dmax). The results shown are
for a sample of size L = 40l and W = 10l. We can see that the number of iterations
depends on kl. Indeed, it was verified that the larger kl is, the fewer iterations are
needed.

FIGURE 5.6: Heat maps of the position-dependent diffusion coefficient obtained by self-
consistent theory of localization for L = W = 40l and varying kl. The color scale for the
diffusion coefficient is shown on the right side of the last heat map and is the same for the
four maps that are shown.

It can be noticed from fig. 5.7, that D(x, z) with respect to kl varies much more in
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(A) (B)

FIGURE 5.7: Position-dependent diffusion coefficient, divided by the value of DB for kl =

100, along the z direction in the center of the x axis (x = W
2 ) for different values of kl, and

for L = W = 40l.(B) Position-dependent diffusion coefficient, divided by the value of DB for
each different value of kl, i.e. for kl = 100 the value of DB is 10 times larger than the one for
kl = 10.

the center of the sample than in the borders. So, in fig. 5.9 we plot the minimum val-
ues of D(W/2, L/2)/DB (the values at the center of the medium) and D(Border)/DB

for four different values of kl and L = W = 40l. From kl = 1 to kl = 3 the diffusion
coefficient in the center of the sample varies by three orders of magnitude, while at
the borders it changes by less than 50%.

5.3 Conclusion of the chapter

In this chapter the calculation of the position-dependent diffusion coefficient in
two dimensions was developed based on the self-consistent theory of localization.
The calculation is based on the discretization of the diffusion equation and the self-
consistent correction of the diffusion coefficient. The details about each step on the
solution of such set of discretized equations was provided. The position-dependent
diffusion coefficients that were obtained for different values of size of the medium
along the x axis and kl are going to be used to calculate predictions of transverse
localization experiments in two dimensions. An additional perspective is the gen-
eralization of the method to finite-size three dimensional systems and include the
time dependence of the average intensity Green’s function. A possible application
of such 3D results would be a self-consistent analysis of a 3D disordered medium
that is excited in its center (instead of in its borders). The excitation in the center of a
cold atomic system is possible and its implementation is currently being performed
on the experimental setup described in chapters 3 and 4.
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(A)

(B)

FIGURE 5.8: (A) Maximum difference between two diffusion coefficients calculated from
subsequent iterations (∆Dmax). And (B) The value of the diffusion coefficient at the same
position of ∆Dmax. The calculations shown were performed for a sample of size L = 40l and
W = 10l.
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(A) (B)

FIGURE 5.9: (A) Position-dependent diffusion coefficient in the center of the sample with
respect to kl. (B) Position-dependent diffusion coefficient in the border of the sample with
respect to kl. The data are for samples of size L = W = 40l.
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Chapter 6

Conclusion and perspectives

6.1 Conclusion

The construction of a magneto-optical trap (MOT) of 174Yb was performed. The
first step was the loading of a MOT in the 1S0 − 1P1 transition, with up to 1 ×
109 atoms and a maximum loading rate of 3 × 109 atoms s−1. Details on the laser
system that provides up to 2.5 W at 399 nm are discussed. The 555.8 nm laser was
frequency stabilized by balanced detection and modulation transfer spectroscopy
of molecular iodine (127I2). The frequency reference was a hyperfine component
of the R-(158)25-0 line of 127I2. This line is weaker than the lines used in previous
works, however it is convenient due to its small frequency shift with respect to the
1S0 − 3P1

174Yb transition (191 MHz). Sub-Doppler spectroscopy of all the hyperfine
components of the R-(158)25-0 line was reported, alongside a measurement of the
frequency of the 1S0 − 3P1

174Yb transition. The achieved laser frequency stability
was characterized by means of the laser frequency noise power spectral density and
the Allan deviation of the fractional frequencies. The laser frequency stabilization
scheme used in the present thesis, and introduced in [87], can be applied to different
lines of molecular iodine or other atoms/molecules.

The atoms were transferred to a MOT on the 1S0 − 3P1 transition. 2 × 108 atoms
were obtained at a temperature of 60 µK and with an on-resonance optical depth (b0)
of 47. This value of b0 is sufficient to perform experiments on collective effects in cold
atomic samples. Additionally, an atomic density of 4.7 × 1011 atoms cm−3 was mea-
sured. This value is below the critical value for observation of magnetic-field-driven
localization by four orders of magnitude. Therefore, ideas for the optimization of
the atom number and density are discussed. However, a transfer to a dipole trap
or Bose-Einstein condensation may be needed to achieve densities of the order of
1 × 1015 atoms cm−3 [32, 33].

The calculation of the position-dependent diffusion coefficient for a 2D sample,
based on the self-consistent theory of localization, was discussed. It was shown that
a solution to the (self-consistent) diffusion equation and the self-consistent correc-
tion to the position-dependent diffusion coefficient can be retrieved by numerically
solving the system of linear equations obtained by the discretization of them. The
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steps to obtain the solution are explained and a set of position-dependent diffusion
coeficients for different parameters (kl and size of the sample) is shown.

6.2 Perspectives

The long-term goal of the project is to obtain a clear experimental signature of
localization of light in 3D. The system is currently being prepared to realize exper-
iments with diagonal disorder [22]. To do so, we have a laser system composed
by a distributed-feedback laser (DFB), that generates 2 W at 1539 nm (NKT, Koheras
BoostiK E15 PM FM). The frequency of the laser can be tuned close to the resonance
frequency of the 3P1 − 3D1 transition. This laser was also installed and calibrated
during the present thesis, initially by myself and Anaïs Dorne, who performed a
master’s internship in the experiment; and more recently by Apoorva Singh, who is
currently a PhD student working on the experiment. To generate the diagonal dis-
order, the laser beam intensity profile will be randomly shaped before that it passes
through the atomic cloud. The randomly distributed laser intensity profile will gen-
erate randomly distributed light-shifts in the 3P1 energy level, which mimics the
diagonal disorder of the original Anderson model.

A doubtless experimental signature of localization of light in 3D is still under
investigation by collaborators (theoreticians). One part of the project is to study the
spread of an excitation generated in the center of the atomic cloud (instead of the
propagation of a laser beam through the cloud). This excitation, which is not the
excitation by a single photon but the excitation of atoms confined in a volume in
the interior of the cloud, will be generated by the application of two beams of the
1539 nm (which will be called ’light-shifter beams’) laser orthogonal to each other
and a beam generated by the 556 nm laser (which will be called ’green probe’). The
light-shifter beams will have the 1/e2 width smaller than the width of the atomic
cloud. The light-shifter will shift the 3P1 state by a given amount that depends on its
frequency and intensity (which are fine-controlled by AOMs) and the green probe
will have the exact frequency to excite the atoms that experience the light-shift in
the intersection of the two light-shifter beams. In summary, the atoms that will be
excited to the 3P1 state will be the ones that are in the intersection between the three
beams. The time evolution of this excitation in the center will be studied and it can
give information about the existence of localized states. The effect of the light-shifter
beam can be (qualitatively) seen in fig. 6.1, which shows an atomic cloud loaded by
a green MOT with the application of one light-shifter beam.

The theory developed in chapter 5 will be used to study ’transverse localization’
in 2D, i.e. the study of the dependence of the transverse intensity profile of a laser
beam that propagates through the sample. The results will be compared to theoreti-
cal simulations performed by collaborators. However, an extension of the theory to
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FIGURE 6.1: image of the atomic cloud loaded by a MOT in the 1S0 − 3P1 transition with the
application of the light-shifter beam in the center of the cloud. The image was taken by the
application of a beam near-resonant to the 1S0 − 3P1 transition. The 3P1 level of the atoms
in the center of the cloud are light-shifted, therefore the imaging beam is not resonant to the
1S0 − 3P1 transition of the atoms in the center of the cloud

.

include time dependence is envisaged, as well as its formulation to finite-size sam-
ples in 3D. This would allow a study of the ’excitation in the center’ by means of the
self-consistent theory of localization.
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Appendix A

On the indistinguishability of
frequency and phase modulation

Modulation is the changing of a carrier signal’s (S(t)) property by another signal
that carries a given information (m(t)). When the amplitude of the carrier signal
is held constant and its phase is modulated this technique is called, in a general
way, angle modulation. If the phase of the carrier signal varies linearly with respect
to the message signal m(t) this is called phase modulation (PM) and if the the first
time derivative of the phase varies linearly with respect to m(t) this is called fre-
quency modulation (FM). These types of modulation are mathematically defined be-
low, based in [141], for the case of sinusoidal carrier (S(t)) and message (m(t)) sig-
nals.

Considering
S(t) = A cos (2π fct + ϕ(t)). (A.1)

The definition of phase (Θ) and instantaneous frequency ( fi) are

Θ(t) = 2π fct + ϕ(t) (A.2)

fi(t) =
1

2π

dΘ(t)
dt

= fc +
1

2π

dϕ(t)
dt

(A.3)

A.1 Phase modulation

In phase modulation, the phase varies linearly with respect to m(t), i.e.

Θ(t) = 2π fct + βm(t) + B, (A.4)

where β and B are constants. Therefore, if m(t) = Am cos (ωmt) the output of the PM
process will be

SPM(t) = A cos (2π fct + B + βAm cos (ωmt)). (A.5)
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A.2 Frequency modulation

In FM the first derivative of the phase, and therefore the instantaneous frequency,
varies linearly with respect to m(t), i.e.

dϕ

dt
= αm(t), (A.6)

where α is a constant. Therefore, if m(t) = Am cos (ωmt)

ϕ(t) = α
∫ t

t0

Am cos(ωmt)dt, (A.7)

And, the output of the FM process will be

SFM(t) = A cos
(

2π fct + α
∫ t

t0

Am cos (ωmt)
)

, (A.8)

= A cos
(

2π fct + α
Am

ωm
sin (ωmt)− α

Am

ωm
sin (ωmt0)

)
. (A.9)

It can be seen from eq.(A.5) and eq.(A.9) that it is not possible, by just measuring
the output of the modulation (SPM or SFM) when the modulating signal (m(t)) is
sinusoidal, to distinguish between FM and PM without further information of m(t)
itself [141, 142].
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Appendix B

Position-independent diffusion
coefficient for a 2D slab

It can be shown that for a disordered (3D) slab confined by the planes z = 0 and
z = L of a Cartesian reference frame, the (position-independent) diffusion coefficient
is given by [128]

D(0) = DB

[
1 − 3µ

(kl)2

]
, (B.1)

µ is a constant that arises from the fact that eq. (5.2) does not hold for length scales
smaller than l.

The calculation of the 2D case will be performed in the Fourier space, in steady
state (i.e. Ω → 0)

C(r, r′) =
1

(2π)2

∫
d2qC(q)e−iq(r−r′). (B.2)

From eq. (5.2) we obtain

C(q) =
1

q2D
, (B.3)

where q2 = q · q. (C(r, r)) is

C(r, r) =
1

(2π)2

∫
d2qC(q). (B.4)

Eq. (B.4) will be performed considering the geometry of a 2D slab confined by the
planes z = 0 and z = L (following [128]), which results in

C(r, r) =
1

(2π)2

∫ ∞

−∞
dqz

∫
dqxC(qx, qz)

=
1

(2π)2D

∫ ∞

−∞
dqz

∫
dqx

1
(q2

x + q2
z)

(B.5)

Performing the integral in z,

C(r, r) =
1

(4π)D

∫ qmax

qmin

dqx

qx
. (B.6)

A cutoff qmax = µ
l is introduced in the integral over qx because eq. (5.2) does not

hold for length scales smaller than l. The lower cutoff (qmin) is due to the divergence
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of the integral eq. (B.6) at qx = 0. The need of a lower cutoff in eq. (B.6) implies
that the system size at the x direction is relevant for the calculation of D(0) and
cannot be assumed infinite as it is done for the 3D case [128]. This is a striking
difference between 2D and 3D, and it emphasizes that the size of the sample in 2D
plays an important role in the diffusion properties of the medium as discussed in the
beginning of chapter 5. We assume qmin = 1

W , where W is the size of the rectangular
plate in the x direction, which leads to

C(r, r) =
1

(4πD)
ln
(

qmax

qmin

)
=

1
(4πD)

ln
µW

l
. (B.7)

Inserting eq. (B.7) into eq. (5.3) we retrieve for the diffusion coefficient

D = DB

[
1 −

ln µW
l

πkl

]
. (B.8)

Eq. (B.8) states that the diffusion coefficient in a 2D slab confined by the planes
z = 0 and z = L has a correction, due to the self-consistent theory, that depends
(logarithmically) of the size of the medium on the transverse (x) direction W.
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Appendix C

Code to obtain the
position-dependent diffusion
coefficient in 2D due to the
self-consistent theory

import numpy as np

import scipy

import matplotlib.pyplot as plt

import gc

from scipy.ndimage import gaussian_filter

import time

import math

import joblib

#Defining the function that displays the heatmap of a 2D array

def heatmap2d(arr: np.ndarray):

# Ok

plt.imshow(arr, cmap=’viridis’,extent=(0,h,0,w))

plt.colorbar(label="C(r,r’)")

plt.xlim([0,h])

plt.ylim([0,w])

plt.xlabel(’z axis’)

plt.ylabel(’x axis’)

plt.title(’Square lattice with source in the center and gaussian

smoothing’)

plt.show()

#Defining the function that calculates the matrix of the coefficients A

def New_Coefficients(nz,nx,z0,D0):
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# Initializing the matrices that will be used as diagonals of the

matrix of the coefficients

DFirstSuper = np.zeros((nx,nz))

DFirstSub = np.zeros((nx,nz))

DSecondSuper = np.zeros((nx,nz))

DSecondSub = np.zeros((nx,nz))

DMain = np.zeros((nx,nz))

# Constructing the diagonals of the matrix

for i in range(nx):

for j in range(nz):

if j == 0:

DMain[i,j] = 1 + ((z0*D0[i,j])/(D*dz))

DFirstSuper[i,j] = -((z0*D0[i,j])/(D*dz))

elif j==(nz-1):

DMain[i,j] = 1 + ((z0*D0[i,j])/(D*dz))

DFirstSub[i,j] = -((z0*D0[i,j])/(D*dz))

elif i==0:

DMain[i,j] = 1 + ((z0*D0[i,j])/(D*dx))

DSecondSuper[i, j] = -((z0*D0[i,j])/(D*dx))

elif i==(nx-1):

DMain[i,j] = 1 + ((z0*D0[i,j])/(D*dx))

DSecondSub[i,j] = -((z0*D0[i,j])/(D*dx))

else:

DMain[i,j] = 2*((dz/dx) + (dx/dz))* D0[i,j]

DFirstSuper[i,j] = -(dx/(4*dz))*(D0[i,j+1] - D0[i,j-1] +

4*D0[i,j])

DFirstSub[i,j] = (dx/(4*dz))*(D0[i,j+1] - D0[i,j-1] - 4*

D0[i,j])

DSecondSuper[i,j] = -(dz/(4*dx))*(D0[i+1,j] - D0[i-1,j] +

4*D0[i,j])

DSecondSub[i,j] = (dz/(4*dx))*(D0[i+1,j] - D0[i-1,j] - 4*

D0[i,j])

# Transform the matrices in single vectors that will be the diagonals

of the matrix of the coefficients

DMainFlat = DMain.flatten()

# Bulding the first superdiagnonal matrix

DFirstSuperFlat = DFirstSuper.flatten()

# Creating the first subdiagonal

DFirstSubFlat = DFirstSub.flatten()

# Creating the second superdiagonal

DSecondSuperFlat = DSecondSuper.flatten()
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# Creating the second subdiagonal

DSecondSubFlat = DSecondSub.flatten()

DFirstSubFlat_ = DFirstSubFlat

# Shifting the elements inside the array to fit correctly when the

matrix ’A’ is created (see 16 lines below)

for i in range(nx*nz):

DFirstSuperFlat[(nx*nz)-i-1] = DFirstSuperFlat[(nx*nz)-i-2]

DSecondSuperFlat[(nx*nz)-i-1] = DSecondSuperFlat[(nx*nz)-i-nz

-1]

if i < nx*nz-1:

DFirstSubFlat_[i] = DFirstSubFlat_[i+1]

if i < nx*nz-nz:

DSecondSubFlat[i] = DSecondSubFlat[i+nz]

# Creating a matrix whose rows are the five diagonals of the matrix of

the coefficients

diagonals = np.zeros((5, nx*nz))

diagonals[0,:] = DMainFlat

diagonals[1,:] = DFirstSuperFlat

diagonals[2,:] = DFirstSubFlat

diagonals[3,:] = DSecondSuperFlat

diagonals[4,:] = DSecondSubFlat

# Creating the matrix of the coefficients

A = scipy.sparse.spdiags(diagonals, [0,1,-1,nz,-nz], nx*nz, nx*nz,

format=’csc’)

return A

# Defining the function that solves the system of linear equations for

a point source in position r=(x0,z00) and returns C(r,r) with AND

without gaussian filtering

def SolveSparse(A1,nxsolve,nzsolve,x0,z00):

B = np.zeros((nxsolve,nzsolve))

B[x0,z00] =1

b = np.reshape(B, (nxsolve * nzsolve))

x = scipy.sparse.linalg.spsolve(A1,b)

Coefficients = np.reshape(x,(nxsolve,nzsolve))

Coefficients2= gaussian_filter(Coefficients, sigma=(l)/dx,truncate

=2,mode=’nearest’)

CrprimerprimeGaussian = Coefficients2[x0,z00]

Crprimerprime = Coefficients[x0,z00]

return [CrprimerprimeGaussian,Crprimerprime]

print(time.perf_counter())



Appendix C. Code to obtain the position-dependent diffusion coefficient in 2D due
to the self-consistent theory

98

# Deffining the mean free path

l=300

# Defining the size of the plate in z(h) and x(w) direction

h, w = 6*l, 6*l

# Indicate the value of z0 (with respect to l)

z0 = (2/3)*l

# Initial diffusion coefficient (assuming v_E=c)

D=1.5*(10**8)*l

print(D)

# size of the grids in x-, z- directions, mm

dx, dz = 0.2*l, 0.2*l

# stating the number of grids in each direction x and z

nz, nx = int(h/dz) , int(w/dx)

# Wavenumber

k=0.1

# Defining kl

kl = k*l

# Defining a matrix for the initial (position-independent) Boltzmann

diffusion coefficient

D00 = D * np.ones((nx, nz))

tempo1 = time.perf_counter()

print(time.perf_counter())

# Creating two matrices that represent the (calculated) position-

dependent diffusion coefficient (see loop below)

DNewFiltered, DOldFiltered = D00, D00

# Creating the counter for the number of loops and an initial

arbitrarily large value for the loop condition (to guarantee that

the loop continues after the first loop)

number, MaxDifference = 0, 1e10

# starting a loop to calculate the matrix C(r,r)

while MaxDifference>1e-5:

# Calculating the matrix of the coefficients for the position-dependent

diffusion coefficient calculated in the previous iteration

MatrixCoeff = New_Coefficients(nz,nx,z0,DNewFiltered)

# Calculating C(r,r) for 1/4 of the plate, P.S: In this version of the

code C(r,r) is calculated for 1/4 of the plate and the result is

reflected to obtain the final C(r,r), due to symmetry of the system

ReturnCoeff = joblib.Parallel(n_jobs=6,max_nbytes=’100M’)(joblib.

delayed(SolveSparse)(MatrixCoeff,nx,nz,k,l) for k in range(int(

nx/2),nx) for l in range(int(nz/2)))
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# Creating the arrays that will represent C(r,r) filtered and not

filtered

ReturnArrFiltered, ReturnArr = [], []

for i in ReturnCoeff:

ReturnArrFiltered.append(i[0])

ReturnArr.append(i[1])

ReturnArrFiltered = np.array(ReturnArrFiltered)

ReturnArr = np.array(ReturnArr)

# Reflecting the calculated C(r,r), for 1/4 of the plate to obtain the

full matrix

CoefficientsFinalFiltered = np.reshape(ReturnArrFiltered,(int(nx/2)

,int(nz/2)))

CoefficientsFinal = CoefficientsFinalFiltered.copy()

CoefficientsFinal0 = np.flip(CoefficientsFinal,0)

CoefficientsFinalHalf=np.concatenate((CoefficientsFinal0,

CoefficientsFinal),axis=0)

CoefficientsFinalSecondHalf = np.flip(CoefficientsFinalHalf,1)

CoefficientsFinalTotal=np.concatenate((CoefficientsFinalHalf,

CoefficientsFinalSecondHalf),axis=1)

# Calculating the position-dependent diffusion coefficient

DNewFiltered = np.divide((kl)*D00,kl+(4*np.multiply(D00,

CoefficientsFinalTotal)))

# Calculating the diffusion coefficient in the borders of the sample

for i in range(0,int((l)/dx)+1):

DNewFiltered[int((l)/dx)-i,:] = 2*DNewFiltered[int((l)/dx)-i

+1,:]-DNewFiltered[int((l)/dx)-i+2,:]

DNewFiltered[:,int((l)/dx)-i] = 2*DNewFiltered[:,int((l)/dx)-i

+1]-DNewFiltered[:,int((l)/dx)-i+2]

DNewFiltered[nx-1-int((l)/dx)+i,:] = 2*DNewFiltered[nx-2-int((l)

/dx)+i,:]-DNewFiltered[nx-3-int((l)/dx)+i,:]

DNewFiltered[:,nz-1-int((l)/dx)+i] = 2*DNewFiltered[:,nz-2-int((

l)/dx)+i]-DNewFiltered[:,nz-3-int((l)/dx)+i]

# Calculating a matrix that represents the difference between the

diffusion coefficient calculated in the present iteraction and the

previous one (excluding the borders)

Difference = DOldFiltered[int((l)/dx)+1:-(int((l)/dx)+1),int((l)/dx

)+1:-(int((l)/dx)+1)] -DNewFiltered[int((l)/dx)+1:-(int((l)/dx)

+1),int((l)/dx)+1:-(int((l)/dx)+1)]

# Retrieving the maximum difference

MaxDifference = np.amax(abs(Difference[:,:]))

# Calculating the position of the maximum difference
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indices = np.where(Difference == MaxDifference)

# Calculating the ratio between the maximum difference and the

diffusion coefficient (in the same position) calculated in the

previous loop

MaxDifference = MaxDifference/DOldFiltered[indices[0][0],indices

[1][0]]

# Redefining the diffusion coefficient (in the same position)

calculated in the previous loop

DOldFiltered =DNewFiltered

number = number+1

print(number)

print(MaxDifference)

print(DNewFiltered[indices[0][0],indices[1][0]]/D)

print(time.perf_counter())

tempo2 = time.perf_counter()

print(’dt=’,tempo2-tempo1)

print(’Max’, np.max(DNewFiltered)/D)

print(’Min’, np.min(DNewFiltered)/D)

# saving the matrix of the position-dependent diffusion coefficient

np.savetxt("DiffusionCoefficients"+str(kl)+".csv", DNewFiltered,

delimiter=",")

# Plotting the heatmap of the obtained diffusion coefficient, divided

by the Boltzmann (position-independent) diffusion coefficient.

heatmap2d(DNewFiltered/D)

del z0,D,D00

gc.collect()
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