
HAL Id: tel-04822083
https://theses.hal.science/tel-04822083v1

Submitted on 6 Dec 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Spatial organization of sensorimotor representations in
cerebellar molecular layer interneurons

Maria-Miruna Costreie

To cite this version:
Maria-Miruna Costreie. Spatial organization of sensorimotor representations in cerebellar molecular
layer interneurons. Neuroscience. Sorbonne Université, 2023. English. �NNT : 2023SORUS536�.
�tel-04822083�

https://theses.hal.science/tel-04822083v1
https://hal.archives-ouvertes.fr


                    

                                

                              

Sorbonne Université 

Ecole doctorale : Brain, Cognition and Behaviour 

Laboratoire : Gene, Synapses and Cognition, CNRS UMR-3571 

Equipe : Synapse and Circuit Dynamics, Institut Pasteur 

 

Spatial organization of sensorimotor representations in 

cerebellar molecular layer interneurons 

Maria-Miruna COSTREIE 

Thèse de doctorat de Neurosciences 

Dirigée par David DIGREGORIO 

Présentée et soutenue publiquement le 05 December 2023 

Devant un jury composé de :  

 

Dr. Philippe ISOPE (INCI, Université de Strasbourg) Rapporteur 

Dr. Indira RAMAN (Northwestern University) Rapporteuse 

Dr. Fekrije SELIMI (CIRB, Collège de France) Présidente du jury 

Dr. Jason CHRISTIE (University of Colorado School of Medicine) Examinateur 

Dr. Michael GRAUPNER (Université Paris Cité) Examinateur 

Dr. David DIGREGORIO (Institut Pasteur) Directeur de thèse 

  



 

1 

 

 

 

 

 

 

 

 

 

 

 

“What then is time? If no one asks me, I know what it is. If I wish to explain it to him who 

asks, I do not know.” 

 

- Saint Augustine, Book XI of the Confessions (397) 
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Abstract 

Fine-tuning of temporally precise behaviours by the cerebellum requires diverse cell 

types and specific connectivity to generate the neural activity underlying sensory-motor 

transformations. Molecular layer interneurons (MLIs) are well-positioned to influence 

cerebellar cortical output activity by Purkinje cells and gate synaptic plasticity underlying 

motor adaptation. However, how the diversity of MLI anatomy, intrinsic properties and 

connectivity influence cerebellar cortical circuit computations is not understood. We 

hypothesize that specific lamina-dependent properties of MLI circuits are a critical mechanism 

of functional MLI diversity. To address this question, we monitored MLI activity using high-

speed two-photon calcium imaging in awake mice, in response to air stimuli of the face and 

whiskers. Brief puff stimuli to the face evoked Ca2+ responses in deep MLIs displayed gradually 

smaller amplitudes and on average 10 ms faster response onsets as compared with those in the 

outer molecular layer. We identified a transcriptional cluster of MLIs (Penk1) that marked 

putative basket cells to examine if MLI classes could account for laminar dependence of MLI 

responses. We did not observe a difference in activity response kinetics in Penk1+ MLIs. In 

contrast, we did observe a laminar difference of onset delays of granule cell axonal responses, 

suggesting an input-inherited spatial dependence of MLIs responses. In apparent contrast to 

previous studies, the peak amplitude of all MLI responses did not correlate with the peak 

whisker deflection angle. However, for a subset of MLIs in which their Ca2+ response onset 

occurred after the initiation of whisking, response amplitudes correlated with the whisker 

deflection. These slow-onset MLIs were located preferentially in the outer molecular layer.  

Longer stimulation induced prolonged Ca2+ activity in over half of the cells in the inner, middle 

and outer molecular layers, suggesting a robust somatosensory representation throughout the 

molecular layer. During spontaneous whisking, Ca2+ response amplitudes correlated with the 

whisker deflection angle, suggesting that somatosensory response occludes motor-related 

responses during air puff stimuli. Thus, our results are consistent with a layer-specific 

sensorimotor representation in MLIs that is, at least in part, dictated by the intrinsic GC input 

properties and/or a spatial segregation of whisk-related information across GC inputs.   

 

 

Key words: cerebellum, interneurons, sensorimotor system, 2-photon imaging 
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Résumé 

L’affinement par le cervelet des comportements temporellement précis nécessite divers 

types de cellules et une connectivité spécifique pour générer l'activité neuronale sous-jacente 

aux transformations sensori-motrices. Les interneurones de la couche moléculaire (MLI) sont 

bien positionnés pour influencer l'activité sortante du cortex cérébelleux par les cellules de 

Purkinje et réguler la plasticité synaptique sous-jacente à l'adaptation motrice. Cependant, la 

manière dont la diversité de l'anatomie, les propriétés intrinsèques et la connectivité des MLI 

influencent les calculs du circuit cortical cérébelleux n’a pas encore été élucidée. Nous émettons 

l'hypothèse que l’importance computationnelle de la diversité fonctionnelle des MLIs repose 

sur des propriétés propres aux différentes couches du cortex cérébelleux. Pour répondre à cette 

question, nous avons observé l'activité des MLI en utilisant l'imagerie calcique à deux photons 

à haute vitesse chez des souris éveillées, en réponse à des stimuli d'air sur le visage et les 

vibrisses. De brefs jets d’air au visage ont provoqué des réponses calciques dans les MLI 

profonds affichant des amplitudes progressivement plus petites et des phases d’amorce en 

moyenne 10 ms plus rapides par rapport à celles dans la couche moléculaire externe. Nous 

avons identifié un groupe transcriptionnel de MLI (Penk1) qui marquait des cellules panier 

potentielles afin de déterminer si les différences de classe de MLI pouvaient expliquer la 

dépendance laminaire des réponses. Nous n'avons pas observé de différence de cinétique de 

réponse particulière aux MLI Penk1+. En revanche, nous avons observé une différence 

laminaire dans les délais de phase d’amorce des réponses axonales des cellules granulaires, ce 

qui suggère que les différences laminaires des réponses des MLI sont héritées des différences 

laminaires des entrées aux MLI. Contrairement à des études antérieures, l'amplitude maximale 

de toutes les réponses des MLI n’était pas corrélée à l'angle de déviation maximale des vibrisses. 

Cependant, pour un sous-ensemble de MLI dont la phase d’amorce de la réponse calcique se 

produisit après le début du mouvement des vibrisses, les amplitudes de réponses étaient 

corrélées avec la déviation des vibrisses. Ces MLI à amorce lente étaient situées 

majoritairement dans la couche moléculaire externe. Une stimulation plus longue prolongea 

l’activité calcique dans plus de la moitié des cellules des couches moléculaires interne, moyenne 

et externe, suggérant une représentation robuste de l’activité somatosensorielle dans toute la 

couche moléculaire. Pendant les mouvements de vibrisses spontanés, l’amplitude des réponses 

calciques corrélaient avec l'angle de déviation des vibrisses, suggérant que la réponse 

somatosensorielle occulte les réponses liées au mouvement pendant les stimuli d'air. Ainsi, nos 

résultats sont cohérents avec un encodage sensorimoteur des MLI qui est spécifique à la couche 

moléculaire dans laquelle ils sont situés, et dictée d’entrée, au moins en partie, par les propriétés 

intrinsèques des cellules granulaires et/ou par une ségrégation spatiale des informations liées 

aux vibrisses à travers les cellules granulaires. 

 

 

Mots clés: cervelet, interneurones, système sensorimoteur, imagerie à 2-photons 
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Overview 

The cerebellum is a brain structure important for various motor and cognitive 

behaviours. The cerebellar cortex integrates and processes sensory and motor variables with 

high temporal precision, important for generating accurate behaviour. Molecular layer 

interneurons are a key component within the circuitry of the cerebellar cortex. My thesis project 

is centred around exploring how molecular layer interneurons represent sensorimotor variables 

and understanding to what extent they exhibit a diversity in neural signatures that might be 

important for how they encode and further relay information.   

 The first part aims to provide a general introduction of the organisation, role and 

mechanisms of functions of the cerebellum, with a focus on the circuitry of the cerebellar 

cortex. With particular consideration to the molecular layer interneuron population, I will 

address possible input and intrinsic factors underlying heterogeneities in their population which 

may underlie a diversity in function. 

 The second part will present my findings about the laminar diversity of molecular layer 

interneurons representing sensorimotor variables, within the behavioural context of whisking. 

 The discussion will further address the possible relevance of this observed diversity for 

the cerebellar circuit dynamics, and for behavioural outcomes. I will lastly propose further 

experimental trajectories that could deepen our understanding about the implications of the 

molecular layer interneurons functional diversity. 

Ultimately, the functional mechanism of molecular layer interneurons might provide a more 

generalizable framework for neural circuitry functionality, with insight into key elements 

disrupted in disease. 
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I. Introduction 

II1. The cerebellum: role and function 

The cerebellum or as the translation from Latin implies, “the little brain” is one of the 

evolutionary oldest brain structures conserved across jawed vertebrate species. It is a posterior 

brain region located underneath the evolutionary more recent neocortex. The cerebellum 

represents only 10% of the brain mass, but is estimated to incorporate around 80% of the total 

number of neurons in humans. This is mostly due to its granule cell layer composed of densely 

packed neurons, hence giving this “granular” aspect (Herculano-Houzel, 2010; Van Essen et 

al., 2018). Throughout evolution, the human cerebellum has also expanded to a greater extent 

than the neocortex, incorporating in its tightly folded structure an equivalent of 78% of the total 

surface area of the neocortex (Sereno et al., 2020). By comparison, the surface area of the 

macaque cerebellum is equal to only 33% of the neocortex’s. This uneven cerebellar expansion 

suggests its important role in human behaviour and cognition and its precise role and 

mechanisms of function are being actively researched. 

 

I1.1 Landmarks in the study of the cerebellum  

I1.1.1 A short historical overview 

Historically, the cerebellum’s main role and function have been linked to movement 

control and coordination. This originated from early-on lesion studies through animal 

experimentations in the 19th century (Glickstein et al., 2009) and from clinical observations of 

War veterans with cerebellar gunshot injuries that developed what Gordon Holmes 

conceptualized as ataxia, a neurological disease characterized by body tremors, instable gait 

and impaired balance (Figure I1.A; Holmes, 1917). The advancement of microscopy and 

staining techniques such as the Golgi method at the end of the 19th century, allowed laying the 

groundwork of the cerebellar cortex cellular anatomy, primarily through the pioneering 

drawings of Santiago Ramón y Cajal (Figure I1.B; Sotelo, 2003). 
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Figure I1. Early assessments of the cerebellum anatomy and function 

(A) Example writing samples of two patients with right-sided cerebellar injuries: (upper) 

“Raymond, yesterday”, (lower) “I have been eight weeks ill”. From Holmes, 1917. 

(B) Drawing of a parasagittal view of the cerebellar cortex cellular organization made by 

Ramón y Cajal in 1894: A, molecular layer; B, granule cell layer; a, Purkinje cell; b, basket 

cell; c, axonal projections forming the white matter; d, pericellular projections of basket cells; 

e, stellate cells; f, Golgi cells; g, granule cells; h, mossy fibre; i, granule cells axons ending 

forming coronal parallel fibres (depicted by dots); j, Bergmann glia; m astrocytes; n, climbing 

fibres; o, Purkinje cell collateral. From Sotelo, 2003. 

 

I1.1.2 Overview of the cerebellar circuit and information flow 

The emergence of electrophysiology in the 20th century, refined modern frameworks of 

thinking in neuroscience linking fine cytoarchitecture to functionality and information flow 

(Eccles et al., 1967; Palay & Chan-Palay, 1974). Mossy fibres (MFs) originating from various 

brainstem regions transmit sensory and motor information to the granule cells (GCs), which 

further form long ascending axons known as parallel fibres (PFs) that target the sole output 

neurons of the cerebellar cortex, the Purkinje cells (PCs). This forms an excitatory feed-forward 

flow of information through glutamatergic synapses (MFs → GCs → PCs). The PCs further 

form inhibitory GABAergic connections onto deep cerebellar nuclei (DCN), while other MFs 

also directly project to the DCN. The second source of sensorimotor excitatory inputs integrated 

in the cerebellar cortex arrives via climbing fibres (CFs). They originate exclusively from the 

inferior olive (IO) in the medulla oblongata region of the brainstem and target PCs (CF → PC). 

A PC is contacted by a single CF through a thousand of glutamatergic synapses making its input 

powerful and effective. Within this arrangement two types of feedforward inhibition arise: 1) 

through Golgi cells (GoCs) which are contacted by MFs - but also from PFs as a feedback 

inhibition- and in turn inhibit GCs and 2) through molecular layer interneurons (MLIs) 

composed of two morphological subtypes, namely stellate cells (SCs) and basket cells (BCs) 
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that receive their input from the PFs and exert their inhibitory effect on the Purkinje cell (PC) 

dendrites and soma, respectively (Figure I2). 

 

Figure I2. Three-dimensional scheme of the cerebellar cortex neuronal architecture 

(upper-black) Outer-stellate and deeper-basket cells, ascending axons from granule cells 

forming parallel fibres and Purkinje cells dendritic trees, composing the Molecular layer; 

(blue) Purkinje cells with somas residing in the Purkinje cell layer; (lower-black) Granule 

cells and Golgi cells residing in the Granule cell layer; (red) Climbing fibres; (green) mossy 

fibres. Adapted from Carpenter, 1991. 

 

I1.1.3 Emerging theories of cerebellar learning and pattern separation 

Given this configuration, computational models of cerebellar learning were 

conceptualized for the first time by David Marr (Marr, 1969), Masao Ito (Ito, 1970) and James 

Albus (Albus, 1971). Their interpretation was rooted in this observed “regularity” and “relative 

simplicity”, as both James Albus (1971) and David Marr (1969) described the cerebellar cortex 

neural connectivity, comprising of a few neuronal types. They each concluded that a central 

mechanism for learning would be based on the transformation of PF to PC synapses as 

conditioned by CFs. However, their theories differed in the interpretation of the mechanisms 

governing those transformations. David Marr postulated that through repeated pairing, the CF 

would act as a teaching signal to strengthen PF to PC synapses through long term potentiation 

(LTP) and thus induce learning. Meanwhile, the inhibition provided by GoCs and MLIs would 

adjust the threshold of GCs and PCs, respectively.  
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On the other hand, James Albus and Masao Ito viewed the CF input as an error signal 

that weakens the PF to PC synapse, thus inducing long term depression (LTD) of the co-

activated synapses. This would induce a learned and lasting change in the PF activity 

configuration. Future afferent MF signalling therefore induces through the PF pathway the 

appropriate PC response even in the absence of the “teacher” CF.  James Albus also assigned a 

differential role to BCs and SCs, through which BCs targeting directly the PC soma provide a 

fast inhibition, while SCs targeting the PC dendrites help speed up its membrane repolarization 

following activity induced by the PFs (Albus, 1971; Marr, 1969). 

Furthermore, GCs have an average of four short dendrites and receive a confined range 

between 2 and 7 MF inputs each (Eccles et al., 1967). Packed within a highly dense layer, GCs 

outnumber MF boutons at a ratio of 2.9 to 1 in mice (Billings et al., 2014). This suggests that 

the incoming information from MFs is broadened in the larger number of receiving GCs, while 

individual GCs are active only when given a specific combination of MF inputs. Those 

observations to two key elements of the Marr-Albus theory, namely expansion recording and 

sparseness coding. Together, they have the role to minimize the overlap between spatial and 

temporal patterns of GC population activity, creating diverse pattern of PF input that PCs can 

appropriately learn through CF error signalling: “The notion fundamental to this is that the 

mossy fibre-granule cell articulation is essentially a pattern separator” (Marr, 1969). David 

Marr estimated that less than 5% of the GCs should be co-activated at any given time, for 

avoidance of PF input saturation and efficient PC learning (Marr, 1969, reviewed in Cayco-

Gajic & Silver, 2019).  

Following 50 years from the proposed Marr-Albus-Ito theory, ideas about cerebellar 

learning mechanisms evolved (Cayco-Gajic & Silver, 2019).  Firstly, Marr’s hypothesis of LTP 

induction during CF signalling was mostly falsified in the favour of the LTD (Ito, 2001; Ito & 

Kano, 1982).  

Secondly, evidence that single GCs can integrate a rich, mixed representation of 

information from multiple modalities (Chabrol et al., 2015; Huang et al., 2013; Ishikawa et al., 

2015; Proville et al., 2014) reinforces expansion recording. Moreover, specifically silencing the 

output of three thirds of the cerebellar GCs by eliminating P-type calcium channels, has been 

shown to impair the acquisition of motor learning without affecting the overall motor 

performance (Galliano et al., 2013). 

Thirdly, the notion of sparsity was particularly challenged. Experimental recordings of 

temporally dense activity in murine GCs have recently been shown (Chen et al., 2017; 
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Giovannucci et al., 2017). Given that GCs can fire at spontaneous rates of over 100 Hz during 

locomotion and sensory stimulation (Powell et al., 2015; Van Beugen et al., 2013), highlights 

the importance of defining the time window of signal integration of a given sparse pattern. 

However, ultrafast population coding in the cerebellar cortex seems unlikely at those activity 

rates (Cayco-Gajic & Silver, 2019). As the cerebellum is required to encode large amounts of 

multisensory and motor information in short timeframes to generate temporally precise 

behaviour, lower level of activity sparseness could improve the generalizing capacity of the 

network and information (Billings et al., 2014; Spanne & Jörntell, 2015). Moreover, sparsity of 

population coding might not necessarily be a prerequisite of pattern separation, as it was 

achieved when modelling both sparse and dense GCs activity (Cayco-Gajic et al., 2017). In 

turn, the study highlights synaptic sparsity instead and proposes that sparsity of the connectivity 

at the level of MF to GCs synapses is the required component for pattern separation and 

decorrelation. This sparse connectivity is highly conserved across vertebrate species (S. S.-H. 

Wang et al., 2016), suggesting a functional importance. Also, mechanisms of short-term 

dynamics between MF – GC synapses can further enrich temporally precise sensory 

representation through GCs specific neural signatures and, thus, promote pattern separation 

(Barri et al., 2022; Chabrol et al., 2015).  

Ever-improving techniques of optic (such as optogenetics; Deisseroth, 2011; Mahn et 

al., 2018) and imaging tools (multi-photon microscopy and functional dyes; Liu et al., 2022; 

Salomé et al., 2006; Sun & Schaffer, 2018; Yang & Yuste, 2017; Zhang et al., 2023) combined 

with electrophysiology multiple site recordings (such as Neuropixels; Jun et al., 2017) provide 

neuroscience research with means to measure and manipulate large amounts of cellular activity 

with milliseconds precision. Ongoing studies continue to probe computational theories and 

shape our understanding of the link between neural circuit dynamics and behaviour through 

empirical evidence. A growing amount of studies use cerebellar dependent behaviours to 

examine its functionality and information processing (De Zeeuw, 2021; Z. Gao et al., 2012; 

Houck & Person, 2014; Raymond & Medina, 2018), while others have revealed new roles of 

the cerebellum in cognition and reward signalling (Kostadinov & Häusser, 2022; Wagner et al., 

2019).  

In return, computational models are constantly being refined to perform within 

biological parameters and produce realistic outcomes (Barri et al., 2022; Cayco-Gajic et al., 

2017; Chalk et al., 2018). This process leads to perfecting our understanding of brain 

functionality in healthy and diseased states (D’Angelo & Casali, 2013) and has applicability as 
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far as the realm of robotics. Acknowledging the efficiency of cerebellar mechanisms in 

compensating for variabilities in sensorimotor delays, a recent study incorporated a cerebellar 

network-inspired computation controller to overcome transmission-variable time delays and 

optimize motor learning and adaptation in human-robot interactions (Abadía et al., 2021). 

It is an exciting time to explore the mechanisms underlying cerebellar functions. With 

this in mind, I will further expand on the neuronal architecture of the cerebellar cortex and 

sensorimotor processing, with a focus on MLIs. 

 

I1.2 Organization of the cerebellum 

Recently, a study used single-nucleus RNA sequencing and an analysis that enables to 

determine the spatial context of the expression pattern known as spatially resolved transcript 

amplicon readout mapping analysis, to assess evolutionary patterns in the brain (Kebschull et 

al., 2020). They found that the cerebellar nuclei evolved across species by repeatedly 

duplicating a unitary module of conserved cell types, with varying transcriptomic divergence 

and projection targets of the excitatory neurons.  Based on this comparison of mice, chicken 

and humans, they argue an evolutionary model of “duplication and divergence”. Indeed, a 

modular organization has been observed within the cerebellar cortex with repeated unitary 

motifs of confined cell types, called microzones, as well as a lobular organization with specific 

input and output patterns. This 1) medio-lateral axis of parasagittal modules (Apps et al., 2018) 

together with a 2) rostro-caudal axis defining lobules and a further 3) depth axis of laminar 

cellular expression type and subtype diversity (Arlt & Häusser, 2020; Bao et al., 2010; Hoehne 

et al., 2020; Kozareva et al., 2021; Straub et al., 2020), create three main axes of heterogeneity 

in the cerebellar cortex functionality. The cerebellum shows specific lobular organisation 

(unilateral or bilateral) for different cognitive or motor tasks (Figure I3; Schmahmann, 2019). 

Deviating from the classic feed-forward models, the cerebellar circuitry is more recurrent than 

previously thought and rich in diverse cellular populations and subpopulations, suitable for 

different learning modalities (reviewed in De Zeeuw, 2021). The following section will address 

this anatomo-functional arrangement of the cerebellum and discuss the layers of complexity 

added to its functionality by a diversity of cellular types and subtypes that go beyond what was 

originally thought.  
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Figure I3. Functional topography of the human cerebellum during different tasks 

Cerebellar areas engaged by motor (red), language (blue), spatial (green) and working 

memory (purple) tasks recorded using a functional magnetic resonant imaging (fMRI) 

scanner. From Schmahmann, 2019. 

 

I1.2.1 Gross anatomy and cerebellar lobules 

The cerebellum, a hindbrain structure located in the posterior cranial fossa of the skull, 

underneath the cerebrum (in humans), enclosed by the tentorium cerebelli, a protective sheath 

of dura matter. It is connected with other brain structures and the spinal cord through bundles 

of nerve fibres forming the three cerebellar peduncles: the superior, middle and inferior 

peduncle. The surface of the cerebellum is formed by a highly convoluted structure, the 

cerebellar cortex, underneath which lies a ramified white matter and three pairs of deep 

cerebellar nuclei (DCN) in mammals: medial (fastigial in humans), interposed (emboliform and 

globose in humans), and lateral (dentate in humans) nucleus. The DCN together with the 

vestibular nuclei constitute the output of the cerebellum, forming large ipsilateral and 

contralateral projections throughout the central nervous system (Apps & Hawkes, 2009; 

Kebschull et al., 2020). 
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Figure I4. Gross anatomy of the cerebellum 

(A) Dorso-posterior view of the rodent cerebellum and its anatomical subdivisions into the 

middle vermis, the two lateral hemispheres further subdivided into lobule simplex (LS), Crus 

I, Crus II, paramedian lobule (PML) and the copula pyramidis (COP) – the flocculus (FL) and 

paraflocculus (PF). Dashed line marks the midline plane of the section in panel B.  

(B) Midsaggital cross section drawing of the lobular organization, I – X. Dashec line marks 

demarcates the cerebellar cortex from the white matter. From Cerminara et al., 2015. 

 

The cerebellum is organized rostro-caudally into three lobes and 10 highly interspecies-

conserved lobules, segmented as such by deep and superficial parallel folds called fissures and 

folia, respectively (Figure I4). The two deep folds form the primary and posterolateral fissures 

dividing the cerebellum into: 1) the anterior lobe comprising lobules I-V (with IVth and Vth 

lobes being fused in mice, while distinct in rats and humans), 2) the posterior lobe comprising 

lobules VI-IX and 2) the flocculonodular lobe or the vestibulocerebellum consisting of lobule 

X. The medio-lateral axis further divides the cerebellum into 3 orthogonal areas from the 

midline outwards, the medial vermis and bilaterally the paravermis and hemispheres. 

Functionally, the vermis and paravermis compose the spinocerebellum, while the hemispheres 

form the cerebrocerebellum (Apps & Hawkes, 2009). 

The vestibulocerebellum represents the most phylogenetically primitive part of the 

cerebellum and is involved in balance and adaptive eye movements, receiving and projecting 

back to a high extent to the vestibular nuclei (Meng et al., 2014; Ono et al., 2000). Also, the 

spinocerebellum processes extensive inputs carrying proprioceptive and tactile information 

from different body parts via the ventral and dorsal spinocerebellar tracts and also the dorsal 

column nuclei in the brainstem (Matsushita & Hosoya, 1979; Yaginuma & Matsushita, 1989). 

It projects to the medial and anterior interposed nuclei to further relay information via the 

vestibular nuclei, reticular formation, red nucleus and the ventrolateral thalamus to various parts 

of the cortex and spinal cord (Fujita et al., 2020).  
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The phylogenetically most recent part of the cerebellum is the cerebrocerebellum 

(Van Essen et al., 2018). As the name implies, it has extensive reciprocal connectivity with 

various parts of the cerebral cortex (Kelly & Strick, 2003), important for fine-tuning 

temporally-precise movements, generating skilful behaviour and even affective processes 

(Chabrol et al., 2019; D’Angelo & Casali, 2013; J.-Z. Guo et al., 2021). Reinforcing the 

existence of a cerebellar-cerebral loop, strikingly similar cellular dynamics were recently 

observed between layer 5 neurons in the premotor cerebral cortex and lobule VI, Simplex and 

Crus I-II GCs in the cerebellum during a motor learning task (Wagner et al., 2019). Information 

arriving at the cerebellum extensively via the pontine nuclei (Nagao, 2004) is processed and 

projected via the lateral nucleus and the posterior interposed nucleus to several thalamic nuclei 

and further to the cerebral cortex (Amino et al., 2001). Interestingly, the cerebellar lobules Crus 

I and II preferentially connect with the prefrontal cortex and occupy a significantly larger 

proportion of the cerebellar volume in humans compared to other closely related primates such 

as chimpanzees and capuchins (Balsters et al., 2010). This indicates that Crus I-II cerebellar 

lobules could play a particularly important role in higher order human cognition.  

 

I1.2.2 Neuronal architecture diversity and connectivity in the cerebellar cortex 

The cerebellar cortex is composed of 3 layers named by the main type of neuronal cell 

bodies found within: 1) the deepest is the GC layer where the somas of the GCs reside and 

synapse with MFs, but also GoC and unipolar brush cells (UBCs) somas, 2) the PC layer where 

the PC somas are but also other type of Purkinje layer interneurons (PLIs) and 3) the most outer 

molecular layer where MLIs are found, as well as numerous dendrites from PCs, GoCs, PLIs 

and the long axons of GCs, the PFs (Figure I5).  
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Figure I5. Extended neuronal architecture and connectivity of the cerebellar cortex  

Purkinje cells (yellow) receive excitatory synaptic input from the parallel fibres of granule cells 

(orange) and inhibitory input from molecular layer interneurons formed by stellate cells (light 

blue) and basket cells (red) in the molecular layer. Purkinje cells integrate those signals and 

relay the final output to the deep cerebellar nuclei (purple). Mossy fibres and climbing fibres 

are the major afferents entering the cerebellum (in different shades of green). The granule cell 

layer also contains the excitatory interneuron unipolar brush cell (light green) and the inhibitory 

golgi cell (brown). Close or residing in the Purkinje cell layer are the Purkinje cell interneurons 

the candelabrum cell (black), globular cell (dark green) and Lugaro cell (dark blue) forming 

inhibitory connections with other interneurons and/or Purkinje cells. From Tam et al., 2021. 

 

I1.2.2.1 Input into the cerebellar cortex: the mossy fibre and climbing fibre pathways 

The cerebellar cortex integrates sensory, motor and cognitive information via the two 

main excitatory inputs, the MFs and CFs. Both MFs and CFs also send collaterals directly to 

the DCN, acting in synergy with the strong inhibitory input provided by the PCs to modulate 

its outcome to various regions outside the cerebellum (Figure I5; Najac & Raman, 2017; 

Shinoda et al., 2000; Zeeuw & Berrebi, 1995). 

MFs ascend towards the GC layer to contact primarily GCs (Palay & Chan-Palay, 1974), 

but also GoCs (Kanichay & Silver, 2008), UBCs (Mugnaini et al., 2011) and a type of PLI 

known as the candelabrum cell (CCs, Osorno et al., 2021). MFs arise from numerous sources 

in the brainstem (Huang et al., 2013), conveying direct sensory and motor information from 

peripheral nerves through various precerebellar nuclei, or pre-processed in the brain and relayed 

through cortico-cerebellar loops mostly via the pontine nuclei (Amino et al., 2001; Kelly & 

Strick, 2003; Nagao, 2004). As such, the lateral reticular nucleus and red nucleus integrate 

information regarding movement coordination from the spinal cord, cerebral cortex and 

trigeminal nuclei and relay it throughout the cerebellar cortex. Trigeminal nuclei relay 

information involved in facial sensorimotor information to the hemispheres and the vermis via 
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the inferior peduncle (Ikeda & Matsushita, 1992). The vestibular nuclei send MFs carrying 

information regarding balance, posture and control of eye movements (Voogd et al., 1996). The 

pontine and tegmental pontine reticular nuclei are a major source of MFs to the lateral cerebellar 

hemispheres, but also to the vermis and vestibulo-cerebellum to a smaller degree (Serapide et 

al., 2001). They relay somatosensory, visual and auditory information, as well as information 

important for planning and fine movement execution, from multiple areas in the cerebrum. The 

DCN also input back into the cerebellar cortex to provide feedback efferent copies of the 

movement important for associative learning  (Gao et al., 2016; Houck & Person, 2014). 

CFs originate in the inferior olive nucleus of the ventral medulla. The inferior olive is 

subdivided into the principal dorsal, medial accessory and principal olives. Those nuclei receive 

inputs from brainstem (reticular formation, trigeminal nuclei, dorsal column nuclei, 

mesodiencephalic junction, red nucleus and periaqueductal grey in the midbrain) spinal and 

cerebral regions with diverse functional roles  (Berkley & Worden, 1978), some of which also 

form MFs. In the cerebellar cortex, the CFs terminate in the molecular layer, where they make 

extensive excitatory contacts with the primary and secondary dendrites of multiple PCs. 

Meanwhile, each PC is contacted by only one CF through thousands of glutamatergic synapses, 

which generate strong excitation onto the PCs known as complex spikes (Palay & Chan-Palay, 

1974). Indirectly, the CF input can sometimes have the opposite effect, through a “spillover” 

of glutamate onto the inhibitory MLIs (Arlt & Häusser, 2020; Coddington et al., 2013; Szapiro 

& Barbour, 2007). Interestingly, this spillover can also affect GoCs, ultimately influencing the 

GC to PC activity (Nietz et al., 2017).  

 

I1.2.2.2 The granule cell layer  

The GC is the most abundant and densely packed neuron type in the nervous system, 

with a density of 1.77 x 104 cells / mm2 in the rat cerebellum (Harvey & Napper, 1991). 

Morphologically, they have a small soma of 5-6 µm in diameter compared to other brain 

neurons, and an average of 4 small thin dendrites ending in claws (Eccles et al., 1967; Palay & 

Chan-Palay, 1974). MF boutons contact up to 1000 GCs though their claws within a specialized 

structure created by glial ensheathing, called glomeruli. Thus, the MF-GC connectivity forms 

a main pathway of information flow to the cerebellar cortex. As discussed in the previous 

chapter (see section I1.1.3), this arrangement might be ideally suited for integrating incoming 

information from multiple modalities and expanding sensory patterns relayed further to PCs. 
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The axons of the GCs emerge from their somas and ascend towards the molecular layer where 

they bifurcate in the “T-shaped” PF that run bilaterally in parallel to each other on the coronal 

plane up to 2 mm in length in mice (Huang et al., 2006; Figure I5). On its way, the PF makes 

numerous excitatory synapses with PCs and also with MLIs, GoCs and CCs (Osorno et al., 

2021; Palay & Chan-Palay, 1974). PFs are estimated to form 9 times more contacts with PCs 

than with inhibitory interneurons (Pichitpornchai et al., 1994). GCs in turn receive inhibition 

from GoCs (Figure I5). PCs also send collaterals to directly inhibit GCs in regions specialized 

in regulating eye movement and processing vestibular information within lobules VI, IX and X 

(Guo et al., 2016).  

A growing consensus suggests that GCs are not a homogenous population (Consalez et 

al., 2021; Markwalter et al., 2019; Straub et al., 2020). Initial morphological observations 

suggested that generally larger GCs are found in the vermis compared to the hemispheres (Palay 

& Chan-Palay, 1974), while new transcriptomic analysis reveal three molecularly distinct 

subtypes with nonuniform distributions across cerebellar regions (Cerminara et al., 2015; 

Consalez et al., 2021; Kozareva et al., 2021). Even within a region they show functional 

diversity (Straub et al., 2020). Although, usually considered as a uniform assembly, it is not 

surprising that GCs subpopulations would have specialized properties adapted to the regional 

input (relationship with modular organization discussed in next section I1.2.3). For example, a 

recent study suggest that GCs encode sensory modalities such as locomotion, somato-sensory 

visual and auditory to different degrees (Markwalter et al., 2019). As such, about a half of 

vermal GCs respond to locomotion and air puff stimulation and to a lesser extend to visual and 

auditory stimuli, with a diversity kept consistent across early and late born GCs. In addition, 

local diversity might aid decorrelation of MF input (Barri et al., 2022; Chabrol et al., 2015), 

however the exact role of this heterogeneity in information processing remains an open 

question. 

GCs are inhibited to a great extent by GoCs, releasing GABA and sometimes glycine, 

onto thousands of GCs. They have an important role in modulating the fast and powerful 

transmission between MFs and GCs. If under low inhibition, a single action potential (AP) can 

induce postsynaptic spikes in GCs (Chadderton et al., 2004) , the presence of GoCs can institute 

the requirement of activity of multiple MF or bursts of single MFs, to translate into GCs 

responses (Jörntell & Ekerot, 2006; Rancz et al., 2007). Spontaneously firing at ∼5Hz, GoCs 

provide constant tonic inhibition, but also, phasic inhibition, with variability between the two 

(Crowley et al., 2009). Many reasons might account for this diversity in inhibitory effect such 
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as the number of GCs dendrites or claws within a glomerulus (Palay & Chan-Palay, 1974), the 

GABA receptor expression (Crowley et al., 2009) or intrinsic differences of GoCs subtypes and 

synaptic modulation (Fore et al., 2020; Kozareva et al., 2021). Their rich processing flexibility 

is enhanced by GoC to GoC connectivity (Vervaeke et al., 2012). They share PF input through 

electrical coupling and can also inhibit one another (Hull & Regehr, 2012). Molecularly they 

show two distinct subclasses, of which only one expresses Gjd2 gene encoding for the gap 

junction receptor expressed in GoCs, connexion 36 (Kozareva et al., 2021). Those subclasses 

separated by electrical coupling might be involved in providing the multidimensional activity 

seen in relationship to whisking and locomotion in vivo (Gurnani & Silver, 2021). 

The UBC is an excitatory interneuron, located within the GC layer with high regional 

variability (Mugnaini et al., 2011). They are targeted by MFs and can transform their brief input 

into sustained responses of several hundred GCs (Figure I5). They also target other UBCs. 

Traditionally viewed as ON or OFF based on their response to MF inputs, it is more recently 

suggested that in fact MF bursts evoke continuously varying responses across the UBC 

population (C. Guo et al., 2021; Kozareva et al., 2021), that might enhance temporal scales of 

learning (Hull & Regehr, 2022). Studies in electric fish reveal that UBCs are important in 

distinguishing self-generated from sensory input, which might have an important equivalent 

role in mammals (Sawtell, 2017). 

 

I1.2.2.3 The Purkinje cell layer 

The large ∼20 µm soma of the PCs, which is almost four times bigger than the GC soma, 

delimitates the PC layer. As mentioned before, the PC is the sole output of the cerebellar cortex 

and unlike most projecting neurons which are excitatory, the PCs release the inhibitory 

neurotransmitter gamma-aminobutyric acid (GABA). The PC has a vast dendritic arborisation 

confined on the parasagittal plane,  that extends into the molecular layer, covering on average 

8000 μm2 and containing a high density of spines at ∼17 spines/µm in rats (Harvey & Napper, 

1988; Nedelescu et al., 2018). The dendrites of PCs can integrate excitatory signals from 

thousands of PFs perpendicularly crossing on the coronal plane (Palay & Chan-Palay, 1974), 

which is central to information processing in the cerebellum (Apps & Garwicz, 2005). PF-PC 

synapses undergo LTD through CF input during learning (Ito, 2001). Over 70% of those 

dendrites are estimated to be silent (Ho et al., 2021; Isope & Barbour, 2002) and Aps can be 

induced by the co-activation of an order of 50 GCs (Barbour, 1993). Moreover, the spike 
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frequency has been linearly correlated to the number of active GCs inputs to the target PC 

(Walter And & Khodakhah, 2009). With increase intensity, this input could however shift to a 

burst of simple spike and subsequent firing pauses (Zang & De Schutter, 2021) . 

The PC axons are myelinated and provide strong high frequency (∼20–100 Hz) 

inhibition, projecting to their main target the DCN (Zeeuw & Berrebi, 1995). The PC input 

converges in the DCN at a ratio of ∼40:1, but only a small fraction of this synchronized input 

is required to influence the DCN network (Person & Raman, 2012). PC axons also form 

collaterals that target other PCs, MLIs, GoCs and PLIs of which CCs and Lugaro cells, as well 

as GCs in some cerebellar regions and UBCs to some extent (C. Guo et al., 2016, 2021; Hirono 

et al., 2012; Orduz & Llano, 2007; Osorno et al., 2021; Witter et al., 2016). This provides 

regulatory feedback inhibition on the parasagittal plane and help maintain synchronized 

oscillatory activity within PC networks (De Solages et al., 2008; Witter et al., 2016).  

PCs are also a heterogeneous population, with a specific organization into functional 

parasagittal modules (discussed in length in the next section I1.2.3) and regional differences in 

morphological aspects such as dendritic density, arborisation overalap and spatial occupancy 

(Nedelescu et al., 2018). 

The Purkinje cell layer also contains, within or in close proximity, the somas of inhibitory 

PLIs namely the globular interneurons, Lugaro cells and CCs (Hull & Regehr, 2022; Lainé & 

Axelrad, 1994, 2002; Miyazaki et al., 2021; Osorno et al., 2021; Palay & Chan-Palay, 1974; 

Figure I5), that might extend throughout all regions of the cerebellar cortex (Kozareva et al., 

2021). PLIs are not included into the classical cerebellar circuit and are usually left out from 

functional models, perhaps because they have not been well characterised so far. Lugaro cells 

are GABAerging/glycinergic with a characteristic fusiform soma (Palay & Chan-Palay, 1974). 

Similar to CCs, GABAergic/glycinergic Lugaro cells and glycinergic globular cells are 

inhibited by PCs (Hirono et al., 2012; Lainé & Axelrad, 2002). Lugaro cells inhibit locally other 

interneurons, namely the GoCs and MLIs, but can also have long-ranging axon projections 

within the cerebellar cortex (Miyazaki et al., 2021), although further research needs to be done 

to characterize their connectivity. 

However, a recent study shows a vast network connectivity of CCs, suggesting a complex 

role in modulating cerebellar information flow (Osorno et al., 2021). Their dendrites extend 

into the molecular layer where they are excited by GCs, but also by MFs at their basal dendrites. 

CCs are also inhibited by PCs collaterals. In turn they provide GABAerging (and possibly 
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glycinergic) inhibition primarily to MLIs, but also PCs and to some extent to GoCs. The 

inhibition to MLIs suggests that their effect might be overall a disinhibition of PCs, but further 

investigation into their function is needed. 

 

I1.2.2.4 The molecular layer 

The molecular layer is an area of extensive information processing (most of which is 

mentioned in the above subsections of I.1.2.2), where GC axons ascend following initial 

integration of MF input, as well as CFs and multiple neural dendrites of PCs, PLIs and GoCs 

(Figure I5). The most abundant type of inhibitory interneurons in the cerebellar cortex, the 

MLIs, reside in this layer and participate to this connectivity network. Considering all neurites 

and somas, the molecular layer is estimated to incorporate 41% of the total cerebellar volume 

(Harvey & Napper, 1991). Mostly confined within the molecular layer, MLIs have a similar 

orientation to PCs, extending their neurites in the parasagittal plane and receiving orthogonal 

excitatory input from PFs (Palay & Chan-Palay, 1974). As mentioned previously, they can also 

receive an indirect glutamatergic spillover from CFs synapsing onto PCs (Arlt & Häusser, 2020; 

Szapiro & Barbour, 2007). In turn, MLIs send feed forward inhibition to PCs and, to some 

degree, receive inhibition back from PCs (Mittmann et al., 2005; Witter et al., 2016).  About 

20% of MLIs can also inhibit other MLIs, as well as themselves through autapses (Kondo & 

Marty, 1998b; Pouzat & Marty, 1998). Interestingly, the synaptic density of MLIs can vary 

based on depth, with deeper MLIs receiving a high amount of PCs collaterals to their somas, 

and decreasingly towards the outer layer, less MLI inhibition and increasing PF input (Lemkey-

Johnston & Larramendi, 1968b). 

MLIs are sometimes considered as a homogenous computational unit of threshold 

adjusters (Barri et al., 2022; Marr, 1969), or as an overall coherent population in response to 

behaviour (Chen et al., 2017; Gaffield & Christie, 2017; Ma et al., 2020). Nevertheless, 

increasing evidence suggests high heterogeneity in their functional roles (Albus, 1971; Arlt & 

Häusser, 2020; Astorga et al., 2017; A. M. Brown et al., 2019; Chu et al., 2012; Hoehne et al., 

2020). Based on position within the molecular layer and their morphological differences, an 

initial classification dates back to Ramón y Cajal, who observed two typologies of MLI: 1) one 

residing primarily in the outer two-thirds of the molecular layer that has multiple dendrites in a 

star-like radial arrangement, thus named Stellate cells (SCs), and 2) the other type residing in 

the inner third, has few dendrites and a characteristic axon surrounding the PC soma and its 
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proximal axon like a basket, hence the name Basket cells (BCs, Palay & Chan-Palay, 1974; 

Sotelo, 2003). Indeed, morphological differences can underlie distinct functional properties. 

The basket-like shape formed by BCs is known as a pinceau, and it is a specialized structure 

for extremely rapid ephaptic signals that induce sub-millisecond PC inhibition (Blot & Barbour, 

2014).  

This morphological classification was used to assess functionality for over a century. As 

postulated by James Albus (1971), BCs target directly the PC soma to provide a fast inhibition, 

while SCs targeting the PC dendrites help speed up its membrane repolarization following 

activity induced by the PFs. Indeed, BCs can powerfully modulate PC activity (Arlt & Häusser, 

2020; Blot et al., 2016; A. M. Brown et al., 2019), while SCs perform dendritic integration 

which might act as a temporal filter (Abrahamsson et al., 2012).  

Unlike SCs, BCs also show a high degree of electrical coupling through gap junctions 

(Hoehne et al., 2020) on their dendritic tree, that extends on the parasagittal plane (Alcami & 

Marty, 2013; J. Kim et al., 2014; Rieubland et al., 2014). Gap junction coupling might, 

therefore, promote PCs synchrony by narrowing their time window of activity. However, 

manipulation of SCs and BCs population activity to question their differential role has been 

limited by a lack of specific markers. A recent study took advantage of gene expression at 

specific developmental time points to conditionally target subsets of  BCs and SCs, respectively 

(A. M. Brown et al., 2019). Based on this differentiation, they show that supressing outer MLIs 

increase PC simple spike regularity, while suppressing inner MLIs increases PC simple spike 

frequency.  

Moreover, new approaches to classify MLIs reveal two molecularly distinct classes MLI1 

and MLI2 (Figure I6.A), that are expressed throughout the molecular layer and do not correlate 

with the previously morphologically defined MLI types (Kozareva et al., 2021). They have 

different physiological properties, with MLI1 showing higher rates of spontaneous activity and 

less sensitivity to depolarisation compared to MLI2. Also, of the two classes, only MLI1 form 

electrical connections. However, it is not fully clear if MLI1 represents a distinct functional 

population with continuously varying properties or it can be further subdivided into two discrete 

subtypes (MLI1_1 and MLI1_2). Although there are depth gradients in some genes expressed 

(such as for Grm8 encoding for a type of glutamate receptor), it seems that the classification 

into SCs and BCs is incomplete. Moreover, MLIs show a continuum of dendritic and axonal 

morphological variation across depth with intermediate morphological types present in the 

middle part of the molecular layer (Figure I6.B; Sultan & Bower, 1998; W. X. Wang & 
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Lefebvre, 2022). This could further translate into a gradual change in properties and 

functionality. However, whether there is a segregation into functional subtypes and their 

influence on postsynaptic target and behaviour remains to be investigated. 

 

Figure I6. Molecular characterisation and continuum of morphological MLI subtypes 

(A) Expression pattern of cerebellar inhibitory interneurons characterized using snRNAseq: 

(upper) uniform manifold approximation and projection plot of their expression profile and 

(lower) scaled RNA expression of key differentially expressed genes in the subclasses 

cerebellar inhibitory interneurons. From Osorno et al., 2021. 

(B) Morphological continuum of MLIs: Example of inverted fluorescence image of canonical 

BC (pink arrowhead) and SC morphology upper ML (teal arrowheads) and lower ML (purple 

arrowhead) (upper-left). The BC targets the initial segment of the PCs somas and axonal initial 

segment (pink asterix). The reconstructions of the neurites of the MLIs depicted on the left with 

their dendrites (orange) and axon (blue) (upper-middle and right). Representative images 

(middle) and neurite reconstructions (bottom) of MLIs showing a mixture of BC and SC 

characteristics. Scale bars are 50 µm. From  W. X. Wang & Lefebvre, 2022. 

 

I1.2.3 Modular organization 

Besides the lobular structure, the cerebellar cortex exhibits a medio-lateral organization 

into parasagittal strips. Those segregated neuronal microcircuits are called microzones and are 

believed to represent the functional units of the cerebellar cortex (Apps et al., 2018; Oscarsson, 

1979; Voogd, 2011). This parasagittal topography is dictated by distinct functional connectivity 

and protein distribution, suggesting a segregated processing of motor and cognitive information 

(Apps & Garwicz, 2005; De Zeeuw, 2021; Oscarsson, 1979).  
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Functionally, compartmentalization of PC activity was reported based on their complex 

spike responses to topographically connected CF inputs (Garwicz et al., 1998; Hesslow, 1994). 

PCs from a given microzone further project to a specific set of vestibular or DCN neurons, 

establishing a microcomplex (Apps & Garwicz, 2005; De Zeeuw et al., 1994; Zhou et al., 2014). 

The corresponding CF synchronized activity originates from electrically coupled olivary 

neurons (Llinas & Sasaki, 1989). They, in turn, receive inhibitory feedback from region-

specific vestibular and DCN neurons, together creating segregated functional loops called 

micromodules (Figure I7; Apps et al., 2018; De Zeeuw, 2021; Voogd & Ruigrok, 2004).  

 

Figure I7. The modular organization of the cerebellum 

The schematic depicts a flatten view of the cerebellum with four ideal coloured zones, each 

containing multizonal microcomplexes or modules, further divided in functional units called 

microzones. The microzone structure is formed by narrow sagittal stripes of about 1000 PCs 

sharing the same receptive field, orientated perpendicular to the cortical folds and the crossing 

PFs. Axons of BCs run preferentially in the direction of the PC dendritic trees restricted to a 

large extend to a microzone. CFs from electrically coupled neurons in the inferior olive 

usually innervate PCs within a given microzone, enhancing synchronization of firing. PCs 

belonging to a microzone send their axons to the same cluster of the DCN. From D’Angelo & 

Casali, 2013. 
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Anatomically, parasagittal bands in the cerebellar cortex were observed over 60 years 

ago, by staining the 5’-nucleotidase enzyme (Scott, 1965). The Zebrin (I and II) neurochemical 

markers, were further reported to stain alternating positive and negative parasagittal bands 

(reminiscent of a zebra) of expressing and non-expressing PCs, respectively (Gravel et al., 

1987; Hawkes et al., 1985). The identity of Zebrin II was confirmed to be the Aldolase C 

enzyme (Ahn et al., 1994), important for glucose metabolism and synthesis. Since then, a 

transgenic mouse line targeting Aldolase C has been engineered to allow brain wide fluorescent 

tagging and functional mapping (Fujita et al., 2014). 

Interestingly, zebrin defined compartments were matched to the modular input of CFs 

(Apps & Hawkes, 2009; Sugihara & Shinoda, 2004), hence to the microzone organization to a 

wide extent (De Zeeuw, 2021). Other markers have been associated with PCs expression of 

PLCB4, which complements that of Aldolase C (Apps et al., 2018; Cerminara et al., 2015; 

Rodriques et al., 2020). About a 5th of the genes spatially associated with PCs (from a total of 

669 genes) can be significantly correlated or anti-correlated with Aldolase C or PLCB4 

expression (Rodriques et al., 2020). PCs also show different intrinsic excitability properties 

between zebrin positive and negative bands, with firing frequencies (both complex and simple 

spikes) and regularity (simple spikes) being significantly higher in the latter (Viet et al., 2022; 

Xiao et al., 2014; Zhou et al., 2014). This difference was associated with the expression of the 

PLCB4 activated non-selective cation channel TRPC3 (Zhou et al., 2014) and the SK channel 

which is a calcium dependent potassium channel (Viet et al., 2022). In vivo, the functional loss 

of TRPC3 can impair cerebellar dependent learning (Wu et al., 2019).  

Moreover, PCs induce different plasticity properties at the GC-PC synapse, due to 

differential expression of the glutamate transporter EAAT4, which is higher in zebrin positive 

bands (Wadiche & Jahr, 2005). The activation of EAAT4 clears the glutamate, preventing the 

activation of the metabotropic receptor mGluR1 at the GC-PC synapse and the PC inhibitory 

feedback. This in turn limits LTD at the GC-PC synapse during concomitant activity of CFs 

and PFs, which may lead to the microzone-specific cerebellar learning. Modular-dependent 

differences have also been reported at the level of CFs, which show increased release of 

glutamate at CF-PC synapses and induce prolonged complex spikes in PCs (Paukert et al., 

2010). This is believed to be independent of EAAT4 mediated synaptic properties in PCs, as 

those modular differences persist in EAAT4 knock-out mice. As a result, synaptic plasticity 

and strength of inhibition to the DCN could also be depend on CF modular differences. 
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Therefore, functional differences between zebrin positive and negative bands can provide an 

indirect link between heterogeneous protein expression and physiological diversity (Cerminara 

et al., 2015; De Zeeuw, 2021; Z. Gao et al., 2012; Rodriques et al., 2020). Also, both GoC and 

MLI activity seem compartmentalized into microzones reinforcing this functional organization 

through parasagittal inhibition to GCs and PCs, respectively (W. Gao et al., 2006; Valera et al., 

2016).  

As described so far, differences between microzones are related to protein expression 

and functionality within a highly repetitive neuronal architecture. A more drastic segregation is 

provided by UBCs, which reside to a high extent in zebrin positive bands (Chung et al., 2009; 

Consalez & Hawkes, 2013). This reflects a further specificity of information processing 

between microzones. 

Unlike CFs, MFs originate from various brainstem regions. However, they might share 

patterns with CFs inputs into microzones and send congruent projections between those 

microzones and DCN (Apps & Hawkes, 2009; I. E. Brown & Bower, 2001; D’Angelo & Casali, 

2013). MFs also show to some extent alternating bands in their expression of the vesicular 

glutamate transporters (Gebre et al., 2012), reflecting a patterned cortical and subcortical input 

to the cerebellum through VGLUT1 and VGLUT2, respectively. Nevertheless, it is not always 

a clear cut, as single MFs can have terminals concomitantly in zebrin positive and negative 

bands (Quy et al., 2011). 

It is important to note that, adjacent microzones are interconnected by perpendicularly 

running long beams of PFs on the coronal plane (Figure I7), forming connection with hundreds 

of different PCs and MLIs that might, however, have selective modular connectivity (Galliano 

et al., 2013; Harvey & Napper, 1991; Palay & Chan-Palay, 1974; Valera et al., 2016). 

Interestingly, heterogeneous molecular markers in GCs reveal regional differences into 

transverse band and patches (Cerminara et al., 2015; Consalez et al., 2021). For example, 

patches of the enzyme acetylcholinesterase are expressed in congruence with zebrin positive 

bands (Boegman et al., 1988), suggesting a spatially distributed cerebellar processing through 

acetylcholine mediated neuromodulation (Fore et al., 2020). The topography of the GCs input 

is therefore complex. Although GCs run in coronal beams, most PFs synapse onto PC only with 

a probability of ~0.5 (Harvey & Napper, 1988), while many existing GC-PC synapses are silent 

(Ekerot & Jörntell, 2001; Ho et al., 2021; Isope & Barbour, 2002). Moreover, the anatomical 

and functional patches of GCs organization have been attributed to a “fractured somatotopy”, 

conserved across species, that can sometimes overlap with the parasagittal distribution, but not 
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necessarily (Apps & Hawkes, 2009; Bower, 2011; Shambes et al., 1978). This spatial 

organization is defined as such by the receptive field of the MFs, which terminate in multiple 

areas within the GC layer (Quy et al., 2011; Woolston et al., 1981). Trigeminal MFs inputs 

relaying facial information show this “patchy” distribution throughout lobules Simplex, Crus I 

– II and IX (Woolston et al., 1981). Such patches have been demonstrated in response to 

cutaneous stimulation in Crus I – II lobules (Shambes et al., 1978).  

Overall, a combination between patched incoming information that can extend 

transversally and functional parasagittal modules, might form an ideal organization for 

multimodal information processing.  

 

I1.2.4 Developmental milestones 

Developmental stages can give us important insight into functional and connectivity 

properties conserved throughout adulthood. Although the timeline of developmental stages 

differs between rodents and humans, the development of the cerebellar cortex starts during 

embryonic stages and undergoes maturation postnatally, in the first weeks or months, 

respectively. I will further focus on data from mice and rats. The inhibitory and excitatory 

neurons in the cerebellar cortex have two separate progenitors: 1) PCs, GoCs and MLIs are 

derived from the ventricular zone, while 2) GCs and UBCs from the germinal layer of the 

rhombic lip (reviewed in Rahimi-Balaei et al., 2018). PCs progenitors start migrating around 

E13. Immature PCs only acquire a monolayer in the first postnatal week, while their neurites 

mature during the first 3 weeks of life (Figure I8; Altman, 1972b). While derived from the 

same germinal zone, MLIs differentiate and migrate in the first 2 postnatal weeks, when they 

support the development of the PC dendritic tree. Even from those early stages, mostly earlier 

born BCs and later born SCs may have separate roles: BCs promote the perpendicular 

outgrowth of the primary PCs dendrite, while SCs support the expansion and ramification of 

the secondary branches (reviewed in Schilling, 2022). A recent study takes advantage of the 

different developmental expression of the gene Ascl1 to mark early born (embryonic 

expression) and late born (postnatal days) MLIs separately (A. M. Brown et al., 2019). 

Consequently, this method produces a laminar labelling and a high degree a segregated marking 

of BCs and SCs, respectively.  
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Figure I8. Maturation of the Purkinje cell 

Sequence of the different stages of dendritic maturation of the PC from the end of their radial 

migration (E20) to adulthood with an initial extension (P1) and regression stage (P6) followed 

by the ultimate dendritic tree maturation onward.  PCs are filled with rat horseradish peroxidase 

dye. Scale bar is 50 µm. From Sotelo, 2004 

 

The GCs are generated within the germinal layer at the cerebellar surface around E20 

and start migrating at birth through the future molecular layer. In their descent to form the GC 

layer, their axons start growing on the mediolateral axis, giving rise to PFs (Rahimi-Balaei et 

al., 2018). This migration persists up to 3 weeks after birth, producing a laminar effect, by 

which early born GCs produce PFs in the lower molecular layer, while later born GCs have PFs 

increasingly closer to the surface (Altman, 1972a; Eccles et al., 1967; Espinosa & Luo, 2008; 

Zong et al., 2005). Based on birth sequences, it is possible that earlier arising spinal and reticular 

MFs (E12-E15) could connect to lower layered GCs, while pontine MFs (from E15) would 

project higher to connect to upper GCs (Altman & Bayer, 1980a, 1980b, 1980c, 1980d, 1981). 

In contrast, other studies have suggested that MFs can span throughout the entire depth of the 

GC layer (Krieger et al., 1985; Palay & Chan-Palay, 1974). Interestingly, although this suggests 

that they contact to a similar degree both inner and outer GCs, it might be possible that they 

preferentially contact clusters of GCs born at specific time points (T. Kim et al., 2023). As those 

clusters also span the depth of the GC layer, but show laminar projection of their PFs (Espinosa 

& Luo, 2008; Zong et al., 2005), this depth dependent effect might be visible in PFs (Wilms & 

Häusser, 2015) and onto the next step of processing, in MLIs and PCs. 

The input pathways into the cerebellar cortex develop at different times. Olivary 

neurons start earlier at embryonic days 12-13 (E12-13) (Bourrat & Sotelo, 1991). Guided by 

molecular cues expressed by PCs, CFs start exerting their influence early on, contacting PCs in 

a topographical manner around E20 and persists maturation (and pruning) up to around 

postnatal day 21 (P21) under postnatal influences of PFs (Chedotal & Sotelo, 1993). In contrast, 

brainstem nuclei mature throughout embryonic stages (∼ E12-E22) and establish MF contacts 
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within the cerebellar cortex in the first postnatal weeks (Altman, 1972c; reviewed in Leto 

et al., 2016). 

It is possible that the modular organization is developmentally driven. Evidence 

suggests that PCs are generated from distinct post mitotic clusters (Hashimoto & Mikoshiba, 

2003). The early (E10-11.5) and late (E11.5-13.5) birth date of PCs partially determines the 

location into zebrin positive and negative bands, respectively (Apps & Hawkes, 2009; J. Zhang 

et al., 2021). Locally, PCs collaterals send patterned spiking that help refine the downstream 

network from neonatal stages  (Watt et al., 2009). The CF parasagittal topography is established 

in neonatal rodents, suggesting that CF input might be spatially selected to some extent by PCs 

types (Sotelo et al., 1984). Furthermore, aberrant projections of CF as well as MFs is seen in 

Aldolase C mutant mice (Blatt & Eisenman, 1988; Leto et al., 2016; Reeber et al., 2013; Sotelo, 

2004).  

Experimentally, perturbing cerebellar function in juvenile mice (P21) reveals lobule 

dependent abnormal cognitive and social behaviour during adulthood, such as motor learning 

(lobule VI, crus I) novelty seeking (lobule VII) and social performance (Crus I-II) (Badura et 

al., 2018). Moreover, those behaviours were affected to a greater extent compared to 

perturbations during adulthood, suggesting a key developmental window for acquiring normal 

functionality of some behaviours. 

Falling within the “nature versus nurture” debate, developmental rules (nature) may 

predicate the first lines of axial organization and molecular heterogeneity that set the boundaries 

within which functionality and experience derived learning (nurture) can occur.  

 

I1.3 Sensorimotor integration in the cerebellar cortex 

Learning and sensorimotor processing require the ability to represent different contexts, 

by discriminating between patterns with sub-millisecond temporal precision (Cayco-Gajic & 

Silver, 2019). The cerebellum is classically known to be involved in motor coordination and 

adaptation, a sequential execution of behaviours that requires a very high temporal precision 

within timescales of a tens to hundreds of milliseconds (Paton & Buonomano, 2018). However, 

the biological mechanisms underlying this temporal processing and encoding within neural 

networks remain elusive. The next section will give a short overview on temporal processing 

in the brain. I will further introduce how the cerebellar integrates sensory and motor ques 
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needed to generate temporally precise behaviour and learning, with a focus on the whisker 

system. 

 

I1.3.1. Neural representation of time and models of temporal encoding 

Conceptually, time is a vast and hard to grasp philosophical notion. Nevertheless, our 

brains have a remarkable capacity to incorporate time in their functionality in order to fine tune 

our behaviours to the dynamic environment we live in (Buzsáki & Llinás, 2017). The taxonomy 

of time implies three important dimensions: subsecond versus suprasecond timing, interval 

versus pattern timing and sensory versus motor timing (Paton & Buonomano, 2018). Those 

dimensions are needed to generate properly timed behaviours but might imply different 

mechanisms at both cellular to network scales. 

Considering the intrinsic properties of neurons, axonal time delays models were 

amongst the first to try and explain how timing is encoded in the brain (Jeffress, 1948). 

Especially, the long axons of cerebellar granule cells, known as parallel fibres, were thought to 

function as delay lines of activity (Braitenberg, 1967). Nevertheless, most animal 

communication sensory timing requires timescales of up to hundreds of milliseconds and those 

type of models cannot explain timing intervals above tens of milliseconds (Paton & 

Buonomano, 2018). Potassium and calcium channels have fast kinetics of tens of milliseconds, 

while ionotropic receptors work within the range of hundreds of milliseconds. Also, synapses 

can exhibit rapid changes in strength in response to a sequence of consecutive presynaptic 

spikes, known as short-term synaptic plasticity (STP).  

It is now understood that multiple neural and synaptic properties such as excitatory-

inhibitory balance and short-term synaptic plasticity act together to create temporal filters. For 

example, the state-dependent network, is an intrinsic model of sensory timing based on those 

flexible sets of mechanisms. At a population level, the neural properties given by STP and 

changes in excitatory-inhibitory balance (referred to as the hidden state) translate in temporally 

specific properties of the neural network. Activating the same population of input fibres at 

different times generates a specific pattern of activity, because the neurons respond different 

depending on the state of the network at each given time (Buonomano & Merzenich, 1995). 

Therefore, STP is an important factor for temporally selective neurons.  

This distinction between sensory and motor timing has been proposed as an important 

dimension within the taxonomy of time (Paton & Buonomano, 2018). Sensory timers rely on 
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temporally selective neurons in the brainstem and sensory cortex to behave as temporal filters 

within a passive mechanism that does not necessarily need to produce a timed motor response. 

In contrast, motor and implicit timing relies on an active mechanism capable of generating a 

timed signal. 

An alternative state-dependent model for motor timing is the population clock (Hardy 

& Buonomano, 2016). A population clock implies a neural trajectory in a state space, with each 

neuron participating in the population clock acting as a variable that codes for a specific 

moment in time. Importantly, those trajectories emerge internally, from the dynamics of the 

neural circuits and form a readout of elapsed time for neurons downstream in the circuitry. 

Those population clocks can take various forms throughout the brain, ranging from sparse to 

complex patterns of activity, and in some cases the speed of the population clock co-varies with 

the behaviour (Bakhurin et al., 2017; Paton & Buonomano, 2018). In the simplest form, a 

sequential chain of feed-forward neuronal activation, called a synfire chain, could be enough to 

produce a sparse pattern of activity such as for producing bird songs (Abeles, 1982). Although, 

it has been suggested that underlying dynamics might be due to a more complex recurrent 

architecture implying well-timed subthreshold inputs to the synfire chain neurons (Long et al., 

2010).  

Ramping is another feature of some populations of neurons that is believed to be 

important for timing. Those neurons exhibit linear changes in firing rates. When the threshold 

value is reached, actions are produced (Balcı & Simen, 2016). Experimentally, ramping neurons 

have been observed in many brain areas during timing tasks, it is unclear whether they are the 

timers themselves or act as a prerequisite for tuning upstream neurons that encode time in the 

changing pattern of neural activity (Paton & Buonomano, 2018).  

A general feature of time perception is that it respects Weber’s law, which means that 

it has a scalar property implying a constant coefficient of variation (Gibbon, 1977). In motor 

timing tasks such as duration discrimination or delayed reinforcement, the standard deviation 

of the response time across trials increases linearly with the mean of the interval being timed. 

Both ramping and population clocks can account for temporal scaling. However, population 

clock models seem better suited to generate complex spatiotemporal patterns needed for 

complex behaviour such as speech or Morse code (Hardy & Buonomano, 2016). Furthermore, 

the functionality of individual neurons within the population clock may reflect Weber’s law 

(Tiganj et al., 2017). 
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Moreover, some animals have temporally selective neurons that respond to specific 

intervals or rate of activity. For example, mormyrid electric fish’s medium ganglion cells can 

create negative images that predict sensory input caused by the fish’s electric organ discharge, 

therefore distinguishing between the weak external electric field of pray and their own (Carlson, 

2009; Kennedy et al., 2014; Sawtell, 2017). This accurate cancellation of self-generated sensory 

input is thought to be acquired through the activity of GCs in the fish cerebellar-like-structure 

(Kennedy et al., 2014). As such, GCs integrate proprioceptive and self-generated electrical 

information from MFs and generate a variety of firing profiles, under the instructive temporal 

patterns of UBCs.  

Interestingly, new data suggests that time-dependent decisions are dependent on speed 

and patterns of neuronal activity (Monteiro et al., 2023). Using temperature to manipulate 

striatal neural population dynamics, Buonomano’s team was able to influence the judgement of 

duration in rats, without affecting movement kinematics. It would be worth exploring if 

manipulating other brain regions, could influence different aspects of this task. For example, 

cerebellar cooling and heating could in turn influence movement kinematics and latency, 

similar to optogenetic perturbation during reaching (Becker & Person, 2019). 

Overall, some areas of the brain have temporally selective neurons that respond to 

specific intervals or rate of activity and exhibit ramping type firing (Balcı and Simen, 2016). 

Other timing mechanisms are believed to rely on population clocks which are internally 

emerging state-dependent networks. They imply a neural trajectory in an N-state space, with N 

neurons each coding for a specific moment in time. Motor and implicit timing rely on an active 

mechanism capable of generating a timed signal, for which the cerebellum might be a key 

component as will be discussed in the next section. 

 

I1.3.2. Cerebellar dependent behaviours and learning  

The cerebellum has a historically established role in movement coordination (see 

section I1.1.1; Glickstein et al., 2009; Holmes, 1917). Incoming sensory and motor ques need 

to be constantly assessed with high temporal precision, in order to accurately adapt behaviour 

in real time. Therefore, this process cannot completely rely on slow feedback control and must 

incorporate an internal model of expectation (Ohyama et al., 2003; Wolpert et al., 1998). The 

internal model can function on predicting a motor command based on the current state (forward 

model), or by generating the motor command based on the desired outcome (inverse model). 
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Those models can act in synergy to generate movement based on prediction and then compare 

the outcome with the sensory feedback to correct future movement (Moberget & Ivry, 2016; 

Wolpert et al., 1998). The internal model can then be refined through learning to produce skilful 

outcomes, similar to a supervised learning algorithm (Raymond & Medina, 2018).  

At the cellular level, GCs can reliably encode multisensory information incoming from 

MFs (Barri et al., 2022; Chabrol et al., 2015; C.-C. Huang et al., 2013), while PCs activity 

closely mirrors movement parameters (reviewed in Medina, 2011). In this way, the cerebellar 

cortex receives this sensorimotor information and processes it within microzones (discussed in 

section I1.2.3) to produce a well calibrated “instructive” outcome through the PCs activity 

(Medina, 2011). During sensorimotor association, the PC activity integrates with increased 

coherence through learning, information important for  motor initiation and temporal precision, 

through the activity of simple and complex spikes, respectively (Tsutsumi et al., 2020).  

Those models rely on a wealth of information from experiments on cerebellar learning 

and sensorimotor processing. Classic cerebellar dependent tasks such as the vestibulo-ocular 

reflex (VOR) and eyelid conditioning have been used extensively to examine the building 

blocks underlying skilful adaptation and interrogate cerebellar circuitries (Figure I9; De 

Zeeuw, 2021; Ito, 2001; Medina et al., 2000; Raymond et al., 1996). The VOR is a cerebellar 

dependent adaptive reflex that allows the stabilisation and maintaining of gaze by moving the 

eyes in the opposite direction to compensate for own head rotations or body movements (Ito, 

1982). To achieve this the vestibulo-cerebellum (mainly the flocculus) incorporates incoming 

information: 1) about the motion and relative position of the head and body is detected by the 

inner ear’s semicircular canals and otolith organs and relayed to the via the vestibular nuclei 

and from there to the vestibulo-cerebellum via the inferior cerebellar peduncle; 2) about vision 

relayed via the pretectal and pontine nuclei. The vestibulo-cerebellum processes the gathered 

information and projects instructive signals via the vestibular nuclei to modulate eye 

movements accordingly. In order to provide this fast adaptation that preceeds feedback 

mechanisms, the flocculus needs to establish an associative sensorimotor learning through 

pairing of visually driven CF input and vestibularly driven PF input (Figure I1.B).  
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Figure I9. Schematic diagram of the cerebellar circuit involved in classic motor learning 

(A) Schematic of the basic cerebellar circuit adapted in B and C, representing the MF → GC→ 

PF → input to PCs (red) and the IO → CF input (blue), as well as inhibitory interneurons (grey). 

(B) During VOR, PCs in the floccular lobe receive information about the vestibular system is 

transmitted by MFs from the brainstem vestibular neurons via GCs, while the visual input is 

conveyed by both CFs and MFs pathways. PCs project directly to the flocculus target neuron 

(FTN) in the vestibular nucleus. The motor system further converges information from the FTN 

and vestibular relay neurons (VRN), sending a feedback efference copy to the cerebellum.(C) 

The unconditional stimulus represented by the aversive air puff during eyelid conditioning are 

conveyed by CFs to the PCs in the anterior lobe and paired with the conditional stimulus 

represented by the auditory input is conveyed by MFs to the GCs and further to the PCs. 

Following learning, the targeted PCs produce a well-timed pause in their signal to the anterior 

interpositus nucleus (AIN) that further convey a signal to the motor system via the Red nucleus 

to precisely time the eyelid closure. From Raymond et al., 1996. 
 

Taking advantage of this, the VOR was one of the first cerebellar dependent tasks used 

to interrogate the molecular basis of associative learning and support the PF-PCs synaptic LTD 

during CF “teaching signals” as an important mechanism underlying the PCs adjusted response 

(discussed in section I1.1.3; (Ito, 1982, 2001; Ito & Kano, 1982). A recent study developed an 

optogenetic tool for targeted control of the internalisation of AMPA receptors (Kakegawa et 

al., 2018). This is a crucial mechanism for inducing LTD, by reducing the number of 

depolarising sodium and potassium ions entering the postsynaptic neuron. This results in further 

reduced probability of inducing an AP in the presence of unchanged glutamate released 

decreases, therefore establishing LTD. Using this technique, they were able to directly 

manipulate the LTD at PF-PC synapses and consequently affect the VOR, demonstrating a 

causal effect between the two. 

It must be mentioned that alternative learning mechanisms for the VOR have been 

proposed.  As such, this learning occurs outside the cerebellum, in the vestibular nucleus and 

PCs provide instructive signals (Miles & Lisberger, 1981). In this conformation, the MF input 
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is already altered preceding the GC to PC synapses, and corresponds to the adjusted response 

of PCs (Lisberger et al., 1994). Although evidence of plasticity in the vestibular nuclei exists, 

a general consensus has been achieved that the cerebellum is essential for motor learning such 

as the VOR (reviewed in Boyden et al., 2004). The cerebellum might, however, rely on multiple 

plasticity mechanisms (Boyden et al., 2004; Schonewille et al., 2011). In fact, LTD alone cannot 

account for VOR related gain adaptation (and other cerebellar motor learning), as mutant mice 

deficient in internalisation of AMPA receptors at PF-PC synapses do not show impaired 

performance (Schonewille et al., 2011). LTD at PF-PC synapses is an important mechanism of 

motor learning that can be, however, overcome by compensatory mechanisms in mutant mice 

(Schonewille et al., 2011), but not during transient perturbation (Kakegawa et al., 2018). One 

of those mechanisms can be provided by MLI activity which acquires learning dependent 

changes during gain-increase VOR adaptation (Bonnan et al., 2023) and enhances CF mediated 

plasticity (Rowan et al., 2018). Moreover, those activity changes are necessary for the 

expression of the corrective motor memory (Bonnan et al., 2023). It is possible that MLIs may 

have a dual role to efficiently mediate CF induced PF-PC LTD via MLI-PC and MLI-MLI 

inhibition (thus PC disinhibition in 20% of the time), respectively (Kondo & Marty, 1998b). 

This role might be contoured by CF spillover (Arlt & Häusser, 2020) and by CCs and Lugaro 

cells which both inhibit MLIs (Miyazaki et al., 2021; Osorno et al., 2021). 

Furthermore, the cerebellum can process various temporal representations during 

sensorimotor associative learning, with subsecond precision (Heiney, Wohl, et al., 2014; 

McCormick & Thompson, 1984; Medina et al., 2000). Experimentally, a specific Pavlovian 

delay, called the eyelid conditioning task, provides a powerful behavioural paradigm to directly 

probe the cellular and circuit mechanisms for this temporal learning (Heiney, Kim, et al., 2014; 

Heiney, Wohl, et al., 2014; Mauk & Donegan, 1997; Medina et al., 2000). Delayed temporal 

association between a sensory conditioned stimulus (CS – tactile, auditory or visual) and an 

aversive uncontained stimulus (US – air puff to the eye) have to be learned in order to precisely 

time the closure of the eyelid to the precise time of the US (Figure I2.C). Only cerebellar cortex 

lesions can cause the loss of proper timing of eyelid closure, without preventing the conditioned 

response altogether (Kalmbach et al., 2010; McCormick & Thompson, 1984; Perrett et al., 

1993).  Similar to mechanisms of acquiring the VOR, the LTD at the PF-PC synapses during 

CF signalling can be applied for learning the eyelid conditioning (Medina et al., 2000). In this 

case, coincident CF signalling the US act as teaching signals for the GCs that are active at the 

time of the US, in order to drive LTD of their PF-PC synapses. Learning occurs through a 
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decreased GC excitatory drive (following LTD) to the inhibitory PC, causing them to pause 

their activity and release downstream disinhibition of DCN, finally resulting in a properly timed 

blink. This GCs activity pattern is properly timed. 

The GCs have a particularly important role in learning the temporal delay between the 

CS and the US. While the aversive information of the US is conveyed via the CF-PC pathway, 

information about the sensory stimulus, which is at first neutral, is conveyed to the cerebellum 

via the MF-GC pathway (Medina et al., 2000; Steinmetz et al., 1989). Therefore, GCs may have 

an intrinsic temporal structure that transforms the incoming constant MF activity into a 

temporally diverse pattern (Medina et al., 2000; Rössert et al., 2015), thus acquiring a “temporal 

basis”. It has been suggested that GCs function as a “population clock” , which is central to the 

ability of the cerebellum to intrinsically encode time (Barri et al., 2022; Buonomano & Mauk, 

1994). After learning, the CS sensory context provided by the MF and encoded by the GCs, is 

sufficient to drive the appropriately timed PC response, in anticipation of the US, and without 

the need to CF activity.  

Recently, it has been shown that GCs acquire a dense conditional response that matches 

or precedes the eyelid movement (Giovannucci et al., 2017). Therefore, alternative mechanisms 

at MF-GC synapses, such as STP, might be important to maintain the appropriate temporal 

dynamics of the pattern encoded (discussed in section I1.1.3; Buonomano & Merzenich, 1995; 

Cayco-Gajic & Silver, 2019; Chabrol et al., 2019). Moreover, other cellular mechanisms might 

be equally important in suppressing PC activity at the appropriate time. Tonic inhibition has 

been shown to differentially act during spontaneous and sensory-evoked responses and 

contribute to the reliable processing of sensory information in GCs (Duguid et al., 2012). 

As seen with GCs, MLI activity also predicts the conditional blink response (ten Brinke 

et al., 2015). Suppression of MLI activity in paravermal lobule VI in juvenile mice impairs 

eyelid conditioning during adulthood (Badura et al., 2018), while mutant mice with impaired 

MLI function exhibit learning deficits (ten Brinke et al., 2015), reminiscent of effects seen 

during VOR (Bonnan et al., 2023). Interestingly, using a triple transgenic approach to impair 

LTD at PF-PC synapses or/and feed-forward inhibition at MLI-PC synapses, it was shown that 

only by supressing both those mechanism eyeblink conditioning is severely impaired. This 

suggests that those multiple mechanisms work in synergy to instruct the proper PC response 

and that when only one is disrupted, the other may compensate for the deficit (Boele et al., 

2018). Also, the mechanisms underlying eyeblink conditioning may be mediated by TRPC3 
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function and, thus reliant on zebrin negative bands (also see section I1.2.3; reviewed in De 

Zeeuw, 2021; Wu et al., 2019). 

Being far from understanding the cerebellar mechanism in all its complexity, the 

principles of motor learning discussed in relationship to the VOR and eyeblink conditioning 

can apply to a multitude of tasks to which the unique cerebellar processing might be detrimental. 

For example, the instructive CF signals might also act to cancel the sensory feedback produced 

by self-generated motion, which is fundamental to distinguishing the relevant sensory 

information from the environment (Blakemore et al., 1998). Indeed, it has been reported that 

neural activity differs between voluntary and passive head rotations in monkeys, highlighting 

the importance of the behaviour context (Brooks et al., 2015; Brooks & Cullen, 2013; Cullen, 

2012). Other tasks that are cerebellar dependent include adaptive locomotion and skilled 

reaching (Becker & Person, 2019; Darmohray et al., 2019), sometimes in an interdependent 

manner (Albergaria et al., 2018). As such, locomotion can enhance motor learning during 

eyeblink conditioning, by increased MF input signalling (Albergaria et al., 2018). 

Other studies highlight reward signals related to delivery, prediction as well as omission 

of reward, in the cerebellum especially in lobules VI, simplex and Crus I (reviewed in 

Kostadinov & Häusser, 2022). The cerebellum’s diversity of function can be interpreted as a 

reflection of the diversity of input sources and output regions to which it is connected to 

(Medina et al., 2000). The cerebellum shows a direct input into the ventral tegmental area (a 

reward related region), which shows increased activity during social exploration (Carta et al., 

2019). In return the cerebellum receives input from non-motor areas (Bostan et al., 2013). 

The internal models governing cerebellar function might be suited for diverse cognitive 

functions and thus have broad purposes, applied to mental representation of intuitive and 

implicit thoughts (Ito, 2008; Moberget & Ivry, 2016). Consequently, cerebellar lesions or 

developmental abnormalities have implications in a spectrum of cognitive, emotional and social 

related diseases such as schizophrenia or autism (Badura et al., 2018; Craig et al., 2019; 

D’Angelo & Casali, 2013). As such, classic cerebellar related functions such as eyelid 

conditioning  can be defective in autism patients and mouse models, in relationship to altered 

temporal prediction (D’Angelo & Casali, 2013; Kloth et al., 2015; Stoodley et al., 2017). This 

might point towards a generalised mechanism of cerebellar function and malfunction, worth 

exploring further. 
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I1.3.3. Whisker representations in the cerebellar cortex  

Experimentally, the whisker system provides an ideal sensorimotor context, because in 

rodents it has a wide representation in the brain, including the cerebellum (reviewed in Bosman 

et al., 2011). It incorporates sensory representations with somatotopic arrangements (barreloids) 

relayed from the whiskers mechanoreceptors via the trigeminal nerve, as well as motor 

pathways for rhythmic and exploratory whisking from central pattern generators in the 

brainstem and cortical areas via the facial nerve (Figure I10.A). In the cerebellum, whisker 

stimulation of anaesthetised animals, was shown to induce temporally precise sensory 

representations in the lateral hemispheres (Crus I and II regions) at the level of both MLIs and 

PCs (Arlt & Häusser, 2020; Bosman et al., 2010; Chu et al., 2011, 2012), that can be enhanced 

by learning (Romano et al., 2018). Whisker movement kinematics are encoded by PC activity 

(S. T. Brown & Raman, 2018) and can be reconstructed from single PC simple spikes (Chen et 

al., 2016).  

 

Figure I10. Whisker pathways and representation in the cerebellum 

(A) Schematic of the main neuronal somatosensory (blue, left) and motor (red, right) pathways 

from and to the whiskers and its integration in the cerebellum (green, middle). Direct trigeminal 

input: The trigeminal nuclei send inputs to the pontine nuclei, inferior olive and cerebellar 

cortex. Indirect cortical input: information from the whisker pad travels to the trigeminal nuclei 

and thalamus to the primary somatosensory (S1) and motor (M1) cortex and through the pontine 

MFs to the cerebellum. The cerebellum converges direct and indirect mossy fibre (MF) and 

climbing fibre (CF) information. The processed cerebellar outcome is sent back to the cortex 

via the thalamus (upstream cortical feedback loop) and to the brainstem and spinal cord via the 

superior colliculus (downstream motor areas). From Bosman et al., 2010. 

(B) Population instantaneous firing rates during spontaneous and puff-evoked whisking for 

Purkinje cells (PKJ, spontaneous: red, evoked: brown) and cerebellar nuclei cells (CBN, 

spontaneous: cyan, evoked: blue). From S. T. Brown & Raman, 2018. 

 



 

44 

 

Moreover, multiple pathways carrying information about the movement kinematics of 

the whiskers converge in Crus I and II, which receive input directly from the trigeminal nuclei 

and from higher order sensorimotor cortex via the pons (Figure I10.A; Bosman et al., 2011; 

Proville et al., 2014; Rondi-Reig et al., 2014). Moreover a strong convergence from sensory 

cortical regions (S1-2) via the cortico-pontine pathway (Leergaard et al., 2004), might imply 

the particular role of the cerebellum in processing the sensory aspect of whisking (Bosman et 

al., 2011). Interestingly, early Crus I-II representation of the whisker position does not depend 

on input from the primary motor cortex, while inhibiting the reticular formation only reduced 

later PC responses (S. T. Brown & Raman, 2018; Chen et al., 2016). This suggests that the 

initial ∼50 milliseconds of the response are initiated by the direct sensory-evoked input from 

the trigeminal nucleus and does not require sensorimotor feedback, as supported sensory 

representation in anaesthetised animals (Arlt & Häusser, 2020; Bosman et al., 2010; Chu et al., 

2011). The later part of the PC response might however correspond to the rhythmic whisking-

related internal motor commands conveyed by the brainstem (Kleinfeld et al., 2014; Takatoh et 

al., 2013).  

In turn, the cerebellum might have an active role in coordinating this sensorimotor 

behaviour, through connectivity with the inferior olive, cerebral cortex (via the ventrolateral 

thalamus and basal ganglia) and facial nerve (via the superior colliculus and pons) (reviewed 

in Bosman et al., 2011). A recent study shows that optogenetically induced PC activity in Crus 

II during whisker stimulation,  affects the coherence between primary sensory and motor 

cortical regions S1-M1 (Lindeman et al., 2021). Moreover, this effect is temporally precise and 

does not apply after a short 20 ms delay. As a behavioural consequence, the optogenetic 

stimulation of PCs was seen to suppress the amplitude of whisker protraction following 

stimulation (S. T. Brown & Raman, 2018). Interesting, PC stimulation during spontaneous 

whisking shifts the whisker set point without abolishing whisking completely (Proville et al., 

2014). It is possible that only a fraction of PCs responsible for suppressing whisker related DCN 

cells were actually activated. Therefore, it is probable that this effect is underestimated and the 

complete effective silencing of the DCN whisker pathways might have stronger behavioural 

implications. Nevertheless, these effects highlight a partial role of the cerebellum in controlling 

sensorimotor processing and a possible differential processing in stimulated and spontaneous 

whisking. Indeed, the strong stimulus-induced activation of both PCs and DCN, is weaker or 

lacking during spontaneous whisking in PCs and DCN, respectively (S. T. Brown & Raman, 

2018). As spontaneous whisking is self-generated as opposed to sensory-induced, it might have 

a similar sensory cancelation as seen during head rotations in monkeys (Brooks & Cullen, 2013; 
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Cullen, 2012, also discussed in previous section I1.3.2). Nonetheless, cerebellar cortex neurons 

including PCs, GCs and MLIs encode spontaneous whisker kinematics showing activity that 

follows or precedes the movement (Chen et al., 2016, 2017). 

The information processing between the cerebellar cortex to the DCN differs in some 

key aspects. The PC simple spiking follows the full length of whisker kinematics during both 

spontaneous and sensory-evoked whisking (S. T. Brown & Raman, 2018; Chen et al., 2016), 

while the DCN activity is transient and centred around the onset of the sensory-evoked whisking 

and absent in spontaneous whisk (S. T. Brown & Raman, 2018). Interestingly, the strong initial 

response of the DCN is marked by a slight inhibition in PC simple spikes (Figure I10.B; S. T. 

Brown & Raman, 2018), suggesting a possible involvement of MLIs at this early stage (Barri 

et al., 2022; Chu et al., 2011). Interestingly, a simple training protocol comprising of repeated 

4 Hz brief air puff-stimuli to the whiskers, can enhance both simple spike frequency in PCs and 

whisker protraction amplitude. Additionally, following training, optogenetic activation of the 

relevant PC in the early phase of protraction can further enhance this protraction (Romano et 

al., 2018). Repeated air puffs were also shown to induce adaptation of PCs complex spikes, 

which either increased or decreased in rate after a few tens of milliseconds and then followed 

the opposite pattern (Zempolich et al., 2021). Following adaptation, stimulus omission further 

suppressed complex spikes with different latencies, reminiscent of an error signal (Albus, 1971; 

Marr, 1969). Moreover, this differential pattern of complex spikes corresponds to different 

adaptations of basal simple spikes rates which decrease substantially only for the PCs with the 

initial decrease in complex spikes rates. The initial short-latency transient decrease in simple 

spike rate that is consistently reported (S. T. Brown & Raman, 2018; Chu et al., 2011), also 

seems to undergo habituation and gradually disappear in the PCs with the initial increase in 

complex spike rate (Zempolich et al., 2021). As previously seen for other learning tasks such 

as VOR and eyebink conditioning (discussed in section I1.3.2, Kakegawa et al., 2018; Medina 

et al., 2000), this learned adaptation reflects once more the dynamic interplay between the two 

pathways relaying sensorimotor information to PCs, namely the PFs and CFs inducing the 

simple spike activity and the complex spike activity, respectively. 

With the end goal in mind, it is important to understand the relevance of this research 

to humans. As such, the cerebellar lobule relevant for sensorimotor representations of whisking 

Crus I show homology to monkey and human Crus I-II lobules (Sugihara, 2018). Those lobules 

have undergone a specific evolutionary expansion in skilful primates (and even more so in 

humans) and are highly involved in visuo-motor and cognitive functions (Balsters et al., 2010; 

Sugihara, 2018). Although whisker representation would not be of direct relevance, there might 
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be a correspondence with visuo-motor functions on which primates and humans are specifically 

reliant upon. Thus, simple whisker stimulation protocols can test general rules of information 

processing important for generating behaviour.  

 

II2. Molecular layer interneurons: organization and role 

Within the nervous system, interneurons are critical for the local processing and 

integration of information, despite constituting only ~10-30% of neurons in a given regions  

(Tremblay et al., 2016). They are mostly inhibitory, with different morphological, functional 

and neurochemical classifications across areas, such as the cortex (parvalbumin - PV, 

somatostatin - SST vasointestinal peptide - VIP and cholecystokinin expressing interneurons; 

Tremblay et al., 2016), cerebellum (BCs, SCs, GoCs but also PLIs; J. Kim & Augustine, 2021) 

and spinal cord (galanin interneurons, neuropeptide Y interneurons, PVs and calretinin 

expressing interneurons; Boyle et al., 2017). At the most basic level, they help maintain an 

excitatory-inhibitory balance, which if disrupted leads to neurological disorders such as 

epilepsy (Fritschy, 2008). Nonetheless, they have various functions in the type of inhibition 

they provide to projection neurons, but also to one another, leading to both inhibitory and 

indirect-excitatory effects. 

In the cerebellar cortex, MLIs are the most abundant type of interneurons and are 

involved in many cerebellar functions, from associative learning, VOR, eyeblink conditioning 

to social behaviour, as highlighted in previous sections (Badura et al., 2018; Boele et al., 2018; 

Bonnan et al., 2023; Ma et al., 2020; Rowan et al., 2018; ten Brinke et al., 2015). An interesting 

feature about MLIs is that their target projection neuron is also inhibitory. The PC is derived 

from the same developmental zone (Rahimi-Balaei et al., 2018), and can inhibit back MLIs to 

some extent (Halverson et al., 2022; Witter et al., 2016).  

Suitable to their broad behavioural role, MLIs express a high heterogeneity of 

neurochemical markers, suggesting more diversity than previously thought within a 

morphological continuum (see section I1.2.2.4, Kozareva et al., 2021; W. X. Wang & Lefebvre, 

2022). Alongside their intrinsic heterogeneities, the pattern of connectivity might differ 

amongst MLIs and with other cell types. They have a predominantly sagittal interconnectivity 

and a depth gradient in electrical coupling (Hoehne et al., 2020; J. Kim et al., 2014; Rieubland 

et al., 2014). Moreover, at different depths MLIs might sample different ratios of input from 

GCs, PCs, and MLIs (Lemkey-Johnston & Larramendi, 1968b), as well as different GCs 
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subtypes (Straub et al., 2020). The modular organization or type of sensorimotor information 

relayed within a given lobule might further contributes to their diversity of function (see section 

I1.2.1 and I1.2.3). 

Overall, heterogeneous intrinsic properties and connectivity patterns might underlie a 

complex role. This section is therefore dedicated to addressing how the input to MLIs and their 

internal properties might shape their diversity in function. I will then discuss what consequences 

this has on their output towards PCs and behaviour. 

 

I2.1 Intrinsic properties of functional diversity in MLIs 

MLIs have diverse spontaneous firing frequencies ranging between 1-35 Hz in vivo 

(Jirenhed et al., 2013; Ruigrok et al., 2011), matching with slice measurements of 1-41 Hz 

(Häusser & Clark, 1997). This consistency under the two experimental conditions, suggests that 

the properties underlying their firing patterns are intrinsic. Also, those frequencies are similar 

between SCs and BCs in vitro (Häusser & Clark, 1997). By comparison, in anaesthetised mice 

in vivo, SCs have a mean spontaneous firing rate of ~ 4 Hz which is higher than that of BCs at 

~ 1 Hz (Chu et al., 2012).  

Despite some functional differences between SCs and BCs, this morphological 

classification granted by Ramón y Cajal might be an oversimplification of their complex 

organisation required for this diversity of functions (see section I1.2.2.4). Within the brain, 

some morphological aspects can correspond to molecular expression. For example, the SC 

target the PC dendrites similar to how the SST interneurons mostly target the pyramidal cells 

dendrites, while the BCs target the PC soma in the same way PV interneurons target the 

pyramidal cell soma (Palay & Chan-Palay, 1974; Tremblay et al., 2016). Interestingly, about 

20% of MLIs target other MLIs, which might have a distinct role in the cerebellar circuitry, 

reminiscent of cortical VIP interneurons (Karnani et al., 2016; Kondo & Marty, 1998b). 

Nonetheless, MLIs inhibiting other MLIs have not yet been segregated into a separate subtype.  

It is possible that it has been harder to classify MLIs, as they all share PV expression 

together with their projection neuron, the PC. Novel functional classifications might be possibly 

based on gene expression, which shows that MLIs are more diverse than previously thought 

within a morphological continuum (Kozareva et al., 2021; W. X. Wang & Lefebvre, 2022). 

This is not surprising by comparison to other areas of the brain which also show high degrees 

of diversity in interneuron types. For example, the cerebral cortex is estimated to incorporate 
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about 50 different types of inhibitory interneurons, based on developmentally driven different 

expression profiles (Lim et al., 2018). In the striatum, new RNA sequencing data challenges 

the classic interneurons subtypes, suggesting a gradient in PV expression, as well as a higher 

degree of discrete interneuron subtypes (Muñoz-Manchado et al., 2018). Following patterns 

seen in other areas of the brain, those newly identified neurochemical groups might provide 

novel avenues for preferentially targeting and manipulating MLI subsets. To the extent that 

those markers correspond to functional classes we can interrogate their differential role within 

the cerebellar processing. 

It is important to properly classify them, as this MLI to MLI interconnectivity sculpts 

their function as individual cells and as a network. Regarding electrical connectivity, MLIs 

directly connected through gap junctions belong exclusively to the molecularly defined class 

MLI1 (Kozareva et al., 2021). Nevertheless, the class of MLI1 shows further diversity in 

molecular expression, making it unclear if they form a gradient, or should be further subdivided 

into two more subclasses. 

Functionally, electrical coupling between MLI dendrites permits a direct propagation of 

the depolarizing current called a spikelet, which enhances spiking probability (Hoehne et al., 

2020). The electrical coupling also permits the propagation of the AP from the connected 

neuron. This forms the second hyperpolarizing component of the spikelet and a faster decrease 

of the excitatory postsynaptic potential (Figure I11.A-D). Together those components lead to 

an increased spike probability in a narrower time window, hence, increased synchrony of firing.  
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Figure I11. Effects of electrical coupling in MLIs 

(A-D) Electrical feed-forward modulation between MLIs and highly-expressed in BCs, narrows 

the time window of excitatory synaptic integration (A,B) and boosts spike probability (C,D). 

Blue dots are a cross-sectional representation of GC axons (parallel fibres, PF) running 

perpendicular to the planar BC dendrites. Green circle represents a gap junction (GJ). 

Extracellular stimulation (stim) configurations are indicated in A and C. Adapted from Hoehne 

et al. 2020. 

(E) Diagram of the spatial organization of electrical coupling in MLIs (green), biased on the 

sagittal plane and with increasing depth, allowing synchronisation perpendicular to the input 

received from PFs (black) and increased convergence of inhibition to PCs (red). From J. Kim 

et al., 2014. 
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On a network level, MLIs have a chemical and electrical connectivity preferentially 

oriented on the parasagittal plane on a distance of ∼150 µm, compared to less than 50 µm on 

the transversal axis  (Figure I11.E; J. Kim et al., 2014; Rieubland et al., 2014). Their spatial 

organisation also extends in depth, where deeper BCs have a higher degree of electrical 

coupling with up to four neighbouring cells, compared to only one in superficial SCs (Alcami 

& Marty, 2013; Hoehne et al., 2020). Hence, outer MLIs might have a spatially restricted, local 

inhibitory effect, compared to the broader and stronger influence of inner MLIs.  

 

I2.2 Parallel Fibre input diversity 

Electron microscopy analysis of synaptic density and input type revealed early on a 

different distribution in the depth of the molecular layer (Lemkey-Johnston & Larramendi, 

1968b, 1968a). BCs have a higher synaptic density than SCs on both their somas (∼15% for 

BCs compared to ∼4.5% for SCs of somatic surface) and dendritic tree (∼ 21% for BCs 

compared to ∼10 % for SCs of dendritic surface) (Lemkey-Johnston & Larramendi, 1968a). 

While the PF synaptic connectivity is the main source of input to MLIs, BCs also have a  

diversity of inputs from PCs collaterals and other MLIs to a higher extent than do SCs (Lemkey-

Johnston & Larramendi, 1968b). By comparison, the upper most SCs receive almost 

exclusively PF inputs and very few MLI inhibition. This highlights a top down organisation of 

the lateral inhibition from MLIs. 

Interestingly, the PF input might also show a depth dependent heterogeneity (Espinosa & 

Luo, 2008; Straub et al., 2020; W. Zhang & Linden, 2012). Conserving this laminar 

arrangement, the PFs at different depths correspond to the location of the somas in the GC layer 

(birth-timing dependence discussed in section I1.2.4; Espinosa & Luo, 2008; Straub et al., 

2020). Those GCs integrate and convey multisensory information from MFs (Chabrol et al., 

2015; C.-C. Huang et al., 2013) that is mostly uniform across depth (Markwalter et al., 2019; 

Shuster et al., 2021). However, inner- and outer-zone GCs are preferentially tuned to high 

frequency and low-frequency inputs, respectively. This suggests that they might process and 

further relay the MF information in a depth dependent manner (Straub et al., 2020).  

Moreover, the PF diameter and their boutons have a consistently larger diameter in the 

inner MLI compared to the outer (Eccles et al., 1967; Pichitpornchai et al., 1994; Straub et al., 

2020; W. Zhang & Linden, 2012), suggesting faster signal propagation. Indeed, PF fibres 
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boutons show depth dependent differences in Ca2+ dynamics and clearance efficiency, which 

impacts their diversity in single AP induced Ca2+ decay times (W. Zhang & Linden, 2012). As 

such, PF boutons in the inner molecular layer display faster decay kinetics than outer ones. 

Also, inner-zone GCs show higher firing thresholds and elicit faster synaptic potentials in PCs, 

in line with their efficient signal propagation of the inner PFs (Straub et al., 2020). Other 

evidence suggests that the pattern of the sensorimotor information relayed by PFs is clustered 

(Wilms & Häusser, 2015) and can be further affected by CF mediated learning induced 

plasticity (Ekerot & Jörntell, 2001, 2003). 

Furthermore, diversity in STP may also impact the PF to MLI information transfer, 

although it is unclear if this effect is dependent on depth. It has been suggested that synapses 

with BCs display a higher degree of synaptic depression compared to SCs (Bao et al., 2010), 

while other data suggests that PF-MLI synapses exhibit four different patterns of plasticity 

identified to a similar degree in SCs and BCs (Dorgans et al., 2019). This synaptic diversity 

could be explained by different expression levels of presynaptic proteins that regulate glutamate 

release, such as Mnc13-3 (Bao et al., 2010) and synapsin II (Dorgans et al., 2019). Another 

contributing factor can be the location of the synapse on the dendritic tree, because the strength 

and latency of the SC response can decrease with distance from the soma (Abrahamsson et al., 

2012). The PF-MLI synaptic properties and location might therefore play a role in diversifying 

temporal coding of MLIs (Dorgans et al., 2019), with preferential sustained and narrow 

inhibitory effects in SCs and BCs, respectively (Bao et al., 2010). 

With regards to types of input to MLIs, it is important to mention that chemogenetically 

suppressing PF activity during sensory stimulation of whiskers greatly reduces MLI response, 

but does not abolish it completely (Gaffield et al., 2019). This suggests that alternative 

excitatory mechanisms such as CF spillover (Arlt & Häusser, 2020), may also contribute to 

their activation during sensorimotor processing. Moreover, MLIs also receive inhibition from 

PLIs such as CCs and Lugaro cells (Miyazaki et al., 2021; Osorno et al., 2021), however it is 

currently not well established if they exhibit any gradients or preferential targets. 

Overall, the major excitatory input to MLIs is provided by GCs, with some indirect CF 

activity via spillover and other inhibitory effect via PCs, MLIs and PLIs (Arlt & Häusser, 2020; 

Dorgans et al., 2019; Lemkey-Johnston & Larramendi, 1968b; Miyazaki et al., 2021; Osorno 

et al., 2021; Szapiro & Barbour, 2007). Of those, GCs might have diverse intrinsic properties 

with which they integrate MF information and further relay it to MLIs and PCs, in a depth 

dependent manner (Straub et al., 2020; W. Zhang & Linden, 2012).  This laminar effect might 
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further be inherited by MLI and contribute to how they process the sensorimotor information 

received (Bao et al., 2010). 

 

I2.3 Molecular layer interneurons representations during behaviour 

Despite their physiological and input differences, it is not well understood how MLI 

subtypes modulate the representation of sensory contexts. For example, MLIs elicit coherent 

sensory responses to whisker air puffs in anaesthetised mice (Chu et al., 2012). Those responses 

have a higher prevalence in BCs of which all cells recorded responded, compared to two thirds 

of SCs. Also, the excitatory postsynaptic currents (EPSCs) evoked in MLIs are increasingly 

larger, with faster onset and shorter with depth (Figure I12). This suggests a stronger and more 

temporally precise sensory representation in BCs compared to SCs. This might be partially due 

to a high degree of electrical coupling that can produce a fast and strong synchronized and BC 

output in response to  coincident or sequential PF input (discussed in I2.1, Alcami, 2018; 

Hoehne et al., 2020). Although the role of MLI electrical coupling has not been tested in vivo 

yet, for GoCs, electrical coupling was shown to be essential in controlling temporal precision 

and degree of correlated activity in both spontaneous and sensory-evoked  responses via air-

puffs to the whiskers (van Welie et al., 2016). Moreover, recent work showed that Golgi cells 

exhibit clustered activity related to the sensory context which is dependent on electrical 

coupling (Gurnani & Silver, 2021).  
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Figure I12. Depth-dependent differences in air puff stimulation-evoked EPSCs  

(A) Representative current traces in a basket-type MLI (BC; red) and stellate-type MLI (SC; 

green) aligned to the onset of their responses (time point 0). 

(B-E) Cross-correlation plots showing relationship between depth of soma and EPSC (B) 

amplitude, (C) time-to-peak, (D) half-width (E) rise time (10-90%), with linear regression line 

(R, black line). SCs represented by green dots and BCs by red dots. From Chu et al., 2012. 
 

MLIs ensembles show highly coherent activity during behaviour, such as licking or 

whisking (Astorga et al., 2017; Chen et al., 2017; Gaffield & Christie, 2017). In Crus II, MLI 

activity encodes lick rate (Astorga et al., 2017; Gaffield et al., 2019). Interestingly, the 

correlation in SCs activity decreases within 120 microns distance on the parasagittal plane, 

while being maintained for the same distance in BCs (Astorga et al., 2017). This suggests that 

SCs and BCs might employ a different response pattern during behaviour. As such, the 

orientation of coherent activity of SCs is perpendicular to their dendritic tree, consistent with 

PF mediated synchronization through chemical synaptic input coming from GCs. In contrast, 
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BCs are preferentially electrically coupled in addition to chemical synapses, which generate 

transversal synchronized recruitment of this population through the electrical transmission of 

spikelets (Hoehne et al., 2020; J. Kim et al., 2014). Although further investigation would be 

needed to test this causality in vivo. 

Also, the MLI activity can vary between different types of licking behaviour, by 

expressing or not delays between exploratory licking (to search for the presence of water) and 

consuming water, respectively (Astorga et al., 2017). This suggests that MLI activity during 

behaviour can be mediated by input and vary based on motivational state. The MLI activity can 

also differ depending on the type of behaviour. The behaviourally correlated activity seen 

during licking was not seen during bruxing, in which case it is not temporally correlated with 

oromotor activity and does not show a spatial organization (Astorga et al., 2017). 

Moreover, MLIs have a functional role in the behaviour they encode. For example, 

suppressing MLI activity leads to disruption of licking (Gaffield & Christie, 2017). Also 

optogenetic activation of MLIs can induce eyelid closure and orofacial movements (Heiney, 

Kim, et al., 2014), highlighting their role in motor control. This role also extends to a broad 

range of cerebellar function such as associative learning or even social behaviour (Badura et 

al., 2018; Ma et al., 2020; Rowan et al., 2018; ten Brinke et al., 2015). As seen for the VOR, 

MLI activity can mediate CF dependent learning (see section I1.3.2, Rowan et al., 2018). It has 

also been shown that associative learning can shape MLI population activity (Bonnan et al., 

2023; Ma et al., 2020), and that this acquired pattern of MLI activity is important for task 

performance during odour discrimination (Ma et al., 2020). Contrary, their inhibition does not 

alter fear conditioning in a transgenic mouse with deficient MLI to PC signalling (Marshall-

Phelps et al., 2020), suggesting a minimal role of MLIs, or a compensatory mechanism during 

long-lasting changes during this type of task. Nevertheless, their normal function is significant 

for the normal development of a broad range of cognitive and social functions (Badura et al., 

2018). As a result, suppression of MLI activity in juvenile mice causes persistent cognitive and 

social impairments, which vary dependent on the cerebellar lobule targeted. The behaviours 

impacted include associative and reversal learning (lobule VI and Crus I), novelty-seeking 

(lobule VII) and social preference (Crus I-II). 

On the whole, MLIs are an integral part of the cerebellar circuitry, that can encode and 

drive behaviour (Badura et al., 2018; Bonnan et al., 2023; Gaffield et al., 2019; Heiney, Kim, 

et al., 2014; Rowan et al., 2018). Some evidence suggests that MLI subtypes might encode 



 

55 

 

sensory and motor responses differently (Astorga et al., 2017; Chu et al., 2012). However, to 

what extent those different patterns underlie heterogeneous roles remains yet to be explored. 

 

I2.4 The influence of molecular layer interneurons on Purkinje cell activity 

The propagation of excitatory signals throughout the neural circuit is known to be 

modulated by inhibition from GABAergic interneurons, creating an important temporal balance 

for information processing (Duguid et al., 2012; Isaacson & Scanziani, 2011). In the cerebellum 

the impact that MLIs have on modulating behaviour (described in the previous section I2.3), 

mainly predicates on the inhibition exercised upon PCs (Han et al., 2018; Häusser & Clark, 

1997; Mittmann et al., 2005). Common to brain circuitries, interneurons inhibit principal 

neurons upon receiving collaterals from excitatory projections that target those principal 

neurons, a connectivity motif called feed-forward inhibition (FFI) (Blot et al., 2016; Mittmann 

et al., 2005; Pouille & Scanziani, 2001; Tremblay et al., 2016). It was firstly shown in the 

hippocampus that FFI is essential for the temporal precision of pyramidal cells spikes, by only 

allowing a brief temporal summation (under 2 milliseconds) of its excitatory input (Pouille & 

Scanziani, 2001). This is also true for the cerebellar cortex, where between PF → PC excitation, 

the mechanism of action of MLIs is mainly through FFI in a PF → MLI → PC configuration. 

As GCs may have dense representations of sensorimotor contexts (Giovannucci et al., 2017), 

this precisely-timed FFI might help disentangle their input, by narrowing the time window in 

which PFs inputs are integrated by PCs (Mittmann et al., 2005). This further promotes 

synchrony in PCs activity within milliseconds precision (Han et al., 2018; Wise et al., 2010), 

enabling precisely-timed PCs responses tuned to detailed features of the sensory context (De 

Solages et al., 2008; De Zeeuw & Romano, 2022; Lindeman et al., 2021; Person & Raman, 

2012). Computational models also support that FFI provides an effective threshold to the 

network that helps PCs to decorrelate the GC activity patterns (Cayco-Gajic et al., 2017; Cayco-

Gajic & Silver, 2019), as well as a negative weight that is crucial for PCs learned firing pauses 

(Barri et al., 2022).  

The failure to provide this well calibrated PC output is linked to various disorders such 

as ataxia or autism (De Zeeuw et al., 2011; Stoodley et al., 2017; Tsai et al., 2012). 

Outnumbering PCs at a ratio of 1:10 (Korbo et al., 1993), the input of two to nine MLIs 

converges onto one PCs to shape their firing rate on a millisecond scale (Arlt & Häusser, 2020; 

Blot et al., 2016; Häusser & Clark, 1997; J. Kim et al., 2014). The accurate control of PC activity 
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by MLI inhibition was reported to be important during various cerebellar dependent behaviours 

and learning tasks (Chu et al., 2011; Heiney, Kim, et al., 2014; Jelitai et al., 2016; Rowan et al., 

2018; ten Brinke et al., 2015). Experimentally, inhibiting PCs by a strong activation of lobules 

V-VI MLIs can induce eye closure and orofacial movements (Heiney, Kim, et al., 2014). This 

MLI activity induced inhibition of the PCs leads to the indirect DCN disinhibition, generating 

uncontrolled movements.  

In contrast, silencing MLI activity results in an increased rate and regularity of PC 

simple spikes that disrupts locomotion, probably by a failure to relate information about 

movement changes and to gate against excessive PF input integration (Jelitai et al., 2016). 

Moreover, during whisker stimulation MLIs spiking precedes PCs evoked inhibitory 

postsynaptic potentials by ∼1 ms (Chu et al., 2012). The selective impairment of MLI 

inhibitory synaptic input into PCs through GABAA receptors agonists, abolishes the sensory-

evoked PCs pauses of simple spikes (Chu et al., 2011). Also, transgenic mice with mutated 

GABAA receptors at MLIs to PCs synapses have impaired associative learning in eyeblink 

conditioning (ten Brinke et al., 2015). MLIs also act to control CF mediated plasticity in order 

to provide the accurate adaptation during VOR (Rowan et al., 2018). Under normal 

circumstances of motor learning, during practiced behaviour, MLIs act to supress PF enhanced 

CF singling in PCs (Gaffield et al., 2018). In this respect, MLIs can act as a gate keeper to 

provide appropriate inhibition during learning-related plasticity.  

All those effects are induced by the influence of MLIs on PCs, but, within their diverse 

population, their mechanism of action might imply diverse strategies with spatial and temporal 

heterogeneities (Arlt & Häusser, 2020; Chu et al., 2012; Hoehne et al., 2020; J. Kim et al., 

2014). One main distinction of interneurons is their target location on the principal neuron, 

either somatic or dendritic, which dictates the strength of the inhibition (Pouille & Scanziani, 

2001). For hippocampal pyramidal cells it has been shown that a higher degree of excitation 

can overcome concomitant dendritic inhibition, but not somatic inhibition. In the cerebellar 

cortex, deep BCs specifically show ephaptic coupling at the axon initial segment of the PC 

which is almost a millisecond faster than a chemical synapse (Blot & Barbour, 2014). This 

almost instantaneous inhibition voltage change of the local extracellular space can allow GC 

input to indirectly produce a net inhibitory effect onto the PCs and promote their synchronous 

firing (Han et al., 2018). Meanwhile, SCs show nonlinear integrations that may act as temporal 

filters (Abrahamsson et al., 2012), similar to dendritic-targeting inhibitory interneurons in the 

hippocampus (Schulz et al., 2018). 
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Figure I13. Depth-dependent strength of inhibition between MLI – PC pairs 

Baseline-normalized spike counts/bin for 3 example PCs paired with interneuron (IN) inhibition 

from deep (dark blue), intermediate (blue) and superficial (light blue) ML and aligned to the 

IN spike (time point 0, black line). Depths indicate intersomatic transverse distance of the IN-

PC pairs. From Arlt & Häusser, 2020. 

 

It is important to mention that the segregation into SCs and BCs is not a clear cut, and 

their morphological and electrophysiological properties are more likely provided within a 

spatial and temporal gradient (Rieubland et al., 2014; W. X. Wang & Lefebvre, 2022). Indeed, 

MLIs sculpt the activity of PCs with a gradual increase in strength and temporal precision with 

increasing depth (Figure I13; Arlt & Häusser, 2020). This effect is not surprising considering 

the aforementioned depth dependence in intrinsic properties of MLIs, as well as the PF input 

which might have different effects on their temporal recruitment (see sections I2.1 and I2.2, 

Chu et al., 2012; Hoehne et al., 2020; Straub et al., 2020; W. Zhang & Linden, 2012). 

 Another important connectivity pattern that dictates the temporal integration of PF input 

and spread of inhibition onto PCs is provided by the electrical coupling of MLIs (Alcami, 2018; 

Hoehne et al., 2020; Rieubland et al., 2014). Electrical connectivity can accelerate PF input 

integration and improve MLI recruitment (Alcami, 2018). The electrically coupled MLIs are 

present throughout the depth of the molecular layer (Kozareva et al., 2021), but with an 

increasingly higher degree with depth (J. Kim et al., 2014). Furthermore, electrical coupling is 

preferentially organized on the parasagittal plane (J. Kim et al., 2014; Rieubland et al., 2014). 

The axons of MLIs, in particular BCs, also run on the sagittal plane for over a hundred microns 

to provide lateral inhibition to far away PCs (Palay & Chan-Palay, 1974). This planar 

orientation, permits discontinuous inhibition of PCs along the transversal PF input and 

reinforces the sagittal organisation of cerebellar information processing into microzones, to 
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which MLIs largely abide (segregation into microzones discussed in I1.2.3, Ekerot & Jörntell, 

2003; W. Gao et al., 2006; Valera et al., 2016).  

Importantly, PCs to MLIs feedback inhibition (Halverson et al., 2022) as well as MLI 

to MLI inhibition (Kondo & Marty, 1998b), might also have an important regulatory role in 

motor coordination, via a resulting disinhibitory effect of the respective PCs. Evidence from 

the cortical VIP interneurons suggests that their indirect disinhibition of the pyramidal cells is 

a crucial circuitry element for learning (Karnani et al., 2016; Krabbe et al., 2019; Tremblay et 

al., 2016; Turi et al., 2019). 

Overall, MLIs are key elements of the cerebellar cortex circuitry that gate and sculpt 

PCs dynamics to regulate the proper integration of sensorimotor information and generate 

appropriate behaviours. 

 

II3. Objectives 

The cerebellum integrates sensorimotor information with high temporal precision, needed 

to accurately tune behaviour. With consideration to the anatomo-functional arrangement of the 

cerebellar cortex, it has three axes of heterogeneity: 1) medio-laterally into microzones as 

functional units of circuitry (Apps et al., 2018), 2) rostro-caudally axis into lobules receiving 

different input patterns and 3) a depth axis of laminar cellular transcriptional and functional 

diversity (Arlt & Häusser, 2020; Bao et al., 2010; Hoehne et al., 2020; Kozareva et al., 2021; 

Straub et al., 2020). MLIs function within this arrangement to process sensorimotor information 

and directly sculpt the activity of the sole output of the cerebellar cortex, the PC, in a depth 

dependent manner (Arlt & Häusser, 2020).  

With respect to the laminar organisation, MLIs may receive a depth-dependent 

sensorimotor input from GCs, as well as exhibit a depth-dependent intrinsic diversity primarily 

through electrical coupling and transcriptional clusters (Alcami, 2018; Hoehne et al., 2020; 

Kozareva et al., 2021). Nevertheless, little is known about their in vivo laminar representation 

of sensorimotor variables during behaviour. Furthermore, MLIs encode both sensory (Chu et 

al., 2012) and motor features of whisker kinematics (Chen et al., 2017). However, how sensory 

and motor variables are balanced in the MLI representations is less understood.  

Consequently, this project explores:  

1. the depth-dependent diversity of MLI representations of sensorimotor variables during 

the behavioural context of whisking 
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2. how the MLI representation changes with sustained sensory input; also to what extent 

MLIs representations differ between sensory-evoked and self-initiated whisking, where 

the latter lacks any external sensory input. 
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II. Methods  

II1. Animals 

All animal experimental procedures were conducted in compliance with French and 

European regulations on care and protection of laboratory animals (EC Directive 2010/63, 

French Law 2013-118, February 6th, 2013), and approved by the Ethics Committee for animal 

experimentation at the Pasteur Institute (CETEA) and the Institute of Experimental Medicine 

Protection of Research Subjects Committee. Mice were housed in the Pasteur Institute animal 

facilities accredited by the French Ministry of Agriculture for performing experiments on live 

rodents. After weaning age (PND21), mice were housed with 1-5 littermates per cage and kept 

on an inverted 12/12h light/dark cycle, standard temperature of 21-22 °C, with food and water 

ad libitum. A total of 24 adult male and female mice were used for this study.  

For in vivo imaging experiments 5 mice resulting from the cross of Penk-Cre (courtesy 

of our collaborator Jason Christie) with a tdTomato reporter line (Ai14, Jackson Laboratory 

strain 007914) and 7 Gabra6tm2(cre)Wwis (Jackson Laboratory strain 3047798) mice were used for 

in recordings of MLIs and GCs activity, respectively. For MLI in vivo imaging experiments, 2 

wild-type (C57BL/6J, Jackson Laboratory strain 000664) mice were added for experiments 

where distinction of Penk-cre gene was not necessary. For in vitro experiments, 7 Penk-Cre x 

tdTomato mice were used. For Neuropixels recordings, 3 wild-type mice (C57BL/6J) were 

used. 

II2. Cranial window surgery and viral injection 

For in vivo imaging experiments, mice aged between 8-12 weeks underwent stereotaxic 

surgery under sterile conditions. They were given Buprenorphine (Buprecare, 0.05 mg/kg 

subcutaneously) 30 minutes in advance and then deeply anesthetized with isoflurane (4% for 

induction, 1–2% for maintenance). The skull was exposed and the periosteum removed by 

gently drilling on low speed across the area. A 3.5 mm circular craniotomy was performed 

above the right hemispheric cerebellum, leaving the dura intact and exposing lobule Crus I and 

part of Simplex and Crus II (6.5 mm anterior and 2.5 mm lateral relative to bregma). To avoid 

the exposed dura drying out for the duration of the surgery, dental gelfoam sponges 

(Spongostan, Ethicon) submerged in sterile physiological serum solution (Physiodose; 

Laboratoires Gilbert) were placed around the margins of the craniotomy. 
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For viral injections borosilicate glass pipettes (World Precision Instruments, 1B100F-4, 

1/0.58 mm OD/ID) were bevelled to 30 degrees with a ~ 10 mm tip opening. We took advantage 

of the synapsin 1 gene promoter of the AAV1-syn-GCaMP8f-WPRE (virus titer: 3 x 1013 

GC/ml; virus batch from Adam Hantman laboratory, Janelia Research Campus) to bias our 

expression of the Ca2+ indicator GcaMP8f in MLIs and avoid detectable PC expression and 

signal contamination (Kuhn et al., 2012). The virus was diluted 1:10 in a NaCl 0,9% sterile 

solution and then delivered (Nanoject III, Harvard Apparatus) in 3 to 5 injection sites within 

the exposed cerebellar Crus I at a volume of 100 nl per injection site, with a speed of 2nl/sec 

and a depth of -0.2 μm from the brain surface. Before slowly removing the injection pipette, 3 

minutes post injection were allowed each time for the virus to fully diffuse.  

To specifically express the Ca2+ indicator GcaMP8f in GCs, we used the 

Gabra6tm2(cre)Wwis mouse line which expresses Cre recombinase exclusively in GCs (Aller 

et al., 2003). AAV-290-DJ-CAG-FLEX-jGCaMP8f (virus titer: 5 x 1013 GC/ml; virus batch 

from Halina Staniszewska Goraczniak laboratory, Princeton University) was delivered using a 

similar injection protocol, but at a depth of -0.5 μm from the brain surface. 

A window composed of a glass coverslip (Multichannel Systems, CS-3.5R Small round 

cover glass, #1 thickness) glued (Norland Optical Adhesive 71) to a stainless steel ring (Ziggy's 

Tubes and Wires, 316 S/S Hypo Tube 9R GA. 1470/.1490"OD x .1150/.1200"ID x 0.0197" 

long; cut and deburred, facing upward) was carefully placed over the craniotomy and fixed with 

Vetbond (3M, World Precision Instruments) to the edges of the skull. A one-piece titanium 

headplate (Pasteur Institute Technology and Service Unit) was attached and secured around the 

craniotomy to the mouse’s skull with dental cement (Paladur, Dentalzon). Anti-inflamatory 

Metacam (1 mg/kg) was administered to the neck area subcutaneously at the end of the surgery. 

Injected mice were closely monitored for 3-days post-surgery and kept for 2 weeks to allow 

recovery and transgene expression.  

II3. In vivo optical imaging  

Two-photon calcium imaging was performed using a custom-built two-photon 

microscope (2PLSM, Ultima IV, Bruker). A laser beam tuned at an excitation wavelength of 

920 nm was generated by a pulsed Ti:Sapphire laser (MaiTai eHP DeepSee, Spectra- Physics). 

Power control was obtained via a Pockels cell (ConOptics, Model 350-80, Controller 320RM). 

The region exposed by the cranial window was scanned in resonant mode using a 5 mm 

galvanometer and an 8-kHz resonant scan mirror (Cambridge Technologies, CRS 8kHz), 
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through a low power objective (Nikon 16X, 0.8 NA water) immersed in ultrasound gel (Sonigel, 

Mettler Electronics). To minimize tissue heating and photodamage (Picot et al., 2018; Schmidt 

& Oheim, 2020), the laser power measured at the front of the objective did not exceed 60 mW, 

and was kept typically at 45 to 55 mW, for outer and inner molecular layer, respectively. The 

emission light was split into red and green channels using a filter cube (BRUKER C-138730) 

comprising of a 575nm dichroic mirror (CHROMA, 575dcxr, lot 226893), and two bandpass 

filter for green (CHROMA HQ525/70m-2p; lot 225777) and red (CHROMA HQ607/45m-2p; 

lot 224958) emission, then detected using GaAsP photomultiplier tubes (H7422PA-40 SEL, 

Hamamatsu) and amplified using a high-speed current amplifier (Bruker, U-PA 518564). The 

resulting signal was recorded using a high speed acquisition card (General Standard, 66-14-

HSAI4).  

To enhance capturing the fast dynamics of the GCaMP8f sensor (Y. Zhang et al., 2023) 

the image size (frame rate of 30fps in full image mode at 512x512 px image resolution) was 

reduced on the resonant scanning axis, which allowed a high speed image acquisition frequency 

of 100 Hz. Therefore, time-series of a 495 x 140 µm FOVs with a pixel size of 0.952 x 0.952 

µm / pixel were recorded using Prairie View software (Bruker) at 100 Hz. For the small PFs 

buttons a zoom of 4-6 was used to record at a higher image resolution. Regions within the 

cerebellar lobule Crus I were identified based on observing a general cells response within the 

area upon delivering air puffs to the whiskers, as described in the next section. FOVs were 

selected across those regions using the blood vessel landmark to identify approximate location 

within the lobule and avoid resampling neurons. Two to four FOV at each depth were imaged 

per mouse. Anatomical boundaries were used to identify and delimitate different depths within 

the molecular layer. Outer MLIs and PFs were imaged within the focal plane immediately 

below the pial surface, where a full-filed plane of the molecular layer was visible (16 ± 1.9 µm 

below pia, n = 4 FOVs). Within consistent x-y locations, inner MLIs and PFs were identified 

based on the proximity to the Purkinje cell layer, where basket terminals or PFs surrounding 

PCs somas, respectively, were forming web-like structures (85 ± 11.2 µm below pia, n = 4 

FOVs). For some experiments a middle depth point between the outer and inner region of a 

given x-y location (46 ± 6.3 µm below pia, n = 4 FOVs) was used to define middle layer MLIs 

or PFs, respectively. 
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II4. Behavioural procedure for in vivo imaging 

To enable imaging of MLIs and PFs responses to tactile stimulation, mice were head-

fixed under the two-photon microscope using two custom headplate holder bars (Pasteur 

Institute Technology and Service Unit) and rested in a custom transparent plastic tube (10 cm 

long, 5 cm inner diameter) to reduce confounding influence of body movements during 

experiments. Mice were habituated to the set-up and head fixation in at least 3 sessions of at 

approximately 15 minutes each, the days preceding the start of the imaging experiments. 

Behavioural movies were acquired using two Basler Cameras (ace acA1440-220um 

USB3 Monochrome, 1440 px x 1080 px resolution) to image the mouse head and whiskers and 

other body movements, respectively. A python-based custom written camera driver was used 

to select optimized image parameters and record single frame timestamps with microsecond 

precision. The whisker camera was positioned in the front of the mouse and an ROI of 

approximately 500x300 pixels was defined from the full frame and imaged at 250 Hz, with a 

500 microsecond exposure time to capture whisker fast movement and avoid blur. The second 

body camera, with an ROI of approximately 850x300 pixels was focused on the mouse’s limbs 

from below through a mirror (100 Hz imaging rate, 1000 microseconds exposure time) and used 

for qualitative inspection of big body movements. Illumination was provided by an infrared 

lamp (CMVision IR30 WideAngle IR Illuminator) at 850 nm. 

Air puffs were produced by a Picospritzer III (Parker Hannifin Corporation) and 

delivered to the right Whiskers (ipsilateral to the imaging brain hemisphere) via a nozzle (1 mm 

diameter opening). A first set of experiments was done by directing the nozzle from the side at 

the center of the whisker pad ~1.5 cm away and delivering a brief strong air puff (10 ms, 20 

psi), as previously described (Brown & Raman, 2018). To allow longer sensory stimulation 

while preventing aversive eye closure, a second set of either brief (10 ms) or long (1000 ms) 

air puffs (5 psi) were delivered from the front, perpendicular to the whiskers (2 cm frontal and 

1.5 cm lateral to the centre of the whisker pad). Control air puff directed away from the mouse 

were also given, as well as no-stimulation baseline trials for recording of spontaneous whisk. 

The timing of the behavioural imaging, calcium imaging time series and whisker air 

puff delivery was controlled by triggering TTL pulses with Neuromatics (IGOR Pro, 

WaveMetrics). The delay between the TTL signal and the air-puff arrival at nozzle was 

measured and accounted for in further behavioural analysis. at One experiment consisted of 

interleaved sets of baseline, short, and long air puff stimulation described above, of 30 trials 

each, in a randomized order generated and stored by Neuromatics. Individual trials lasted either 
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6 or 10 seconds with a 2 second inter-trial interval. The total experimental time did not exceed 

120 min per mouse within a given day. 

II5. Imaging data processing  

To correct for spatial motion in the FOV, the time-series images of the Ca2+ activity of 

neurons expressing GCaMP8f were firstly registered using the Suite2p rigid registration 

algorithm to the reference image of the 20 most correlated frames (Pachitariu et al., 2016). For 

the experiments involving Penk-cre mice co-expressing tdTomato in Penk-positive cells the 

movement correction was done using the non-functional red channel (n = 5 mice). Both 

registered and raw t-series were inspected for general recording stability and excluded from 

further analysis if visible movement was present. To maximize the number of ROIs detected in 

highly synchronized MLI population (Gaffield & Christie, 2017), a custom graph based 

segmentation algorithm was further applied on the registered single plane images to extract 

ROIs of neuronal somas, as well as PF axonal buttons. The segmentation algorithm generates 

a network between locally highly correlated pixels and employs the Louvain algorithm to find 

individual cells as communities of the network. The ROIs created by the algorithm were 

manually curated. Where available, the traces of the non-functional red channel (corresponding 

to tdTomato expression) extracted from the same ROIs selected via the functional green channel 

(corresponding to GCaMP8f expression) were also visually inspected for any residual 

movement artefacts. Only ROIs delimitating buttons or single somas, respectively, fully 

contained within the FOV were selected for further analysis. The ΔF/F0 fluorescence intensity 

was calculated using a baseline fluorescence period (100 frames) immediately prior to 

stimulation, or an identified spontaneous whisking event for non-stimulated experiments. 

Average traces across trials centred around either stimulation points or spontaneous whisking 

events, were stored for each ROI. Further, ROIs from each recording session were defined as 

responsive based on a Peak signal across 50 milliseconds of the trial-averaged ΔF/F0 trace 

exceeding at least two times the standard deviation of the baseline trace one second before 

stimulation, or onset of the spontaneous whisking event, respectively (SNR = Peak ΔF/F / SD 

Baseline ΔF/F). The Ca2+ traces of responsive cells were further fitted to Becker’s multi-exponential 

function with 3 exponents, one rise and two decay exponents y = (1 −

𝑒
−(𝑋−𝑋0)

𝑇𝑅1
)

𝑁

(𝐴1𝑒
−(𝑋−𝑋0)

𝑇𝐷1
+  𝐴2𝑒

−(𝑋−𝑋0)

𝑇𝐷2
) (IGOR Pro, WaveMetrics). Time-to-peak, rise time 

(10 to 90 % of the peak), decay time (time from peak to 50 % of maximum), onset time (to 10 
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% above baseline) and FWHM (time from 50 % rise to 50 % decay) were determined for each 

cell based on the curve fit. 

II6. Behavioural data processing  

To extract whisker kinematics, we used a custom written python-based whisker 

detection and tracking software. The angle of deflection of left and right whisker arrays was 

calculated for each time point, within a radial region around the centre of the whisker pad that 

was manually selected. For stimulated experiments, sessions were then visually inspected and 

only trials in which the mouse was in a quiet non-whisking wakefulness state at least 500 

milliseconds before delivering the air puff, were selected for further analysis. A few rare cases 

in which eye closure was observed as a response to the air puff were also excluded. Grooming 

epochs involving ample body movements were also excluded. For spontaneous whisking a 

custom-written analysis pipeline was used to identify whisking epochs, defined as an angle of 

deflection of at least 10° and a one-second-long baseline immediately preceding the whisking 

lower than four standard deviations. The angle of deflection during both stimulated and 

spontaneous whisking epochs was normalized to the relative mean angle of the whisker one 

second preceding the air puff or onset of spontaneous whisking, respectively, for each given 

trial. For stimulated experiments trial-averaged whisker responses were fitted as for the Ca2+ 

traces using the Becker’s multi-exponential function described in the previous section. 

II7. Surgery for Neuropixels recordings 

For in vivo electrophysiology experiments, mice underwent a first stereotaxic surgery 

under sterile conditions for headbar and recording chamber implantation. They were given 

Buprenorphine (Buprecare, 0.05 mg/kg subcutaneously) and injectable Meloxicam (anti-

inflammatory, 1mg/kg) 30 minutes in advance and then deeply anesthetized with isoflurane 

(4% for induction, 1–2% for maintenance). Injections of Xylocaine (5mg/kg) ensured local 

analgesia before incisions were made. The skull was exposed, thoroughly cleaned and dried. 

Custom-made titanium headbars and 3.5 mm diameter recording chambers cut from plastic 

pipettes were secured to the skull using Metabond. Recording chambers were secured over the 

location of Crus1 following stereotaxic coordinates (-3,2 mm lateral, -6,25 mm posterior from 

bregma, Brown & Raman 2018) and visual landmarks. Mice were provided with DietGel 

Recovery Purified Dietary Supplement (Clear H2O) filled with Meloxicam oral for analgesia 
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following the procedure. Mice were observed for signs of pain and infection for 3 days 

following the procedure, and recovered for at least 2 weeks prior to recording. On the morning 

of the first recording day, animals underwent a second surgery to open a craniotomy over the 

cerebellum. They were subcutaneously injected with Buprenorphine (0.05 mg/kg) 30 minutes 

prior to the procedure and anesthetized with isoflurane as during the first surgery. Dental 

cement and skull within the recording chamber were drilled away to create a 3mm craniotomy 

exposing Crus1. The exposed tissue was cleaned and preserved with artificial cerebral spinal 

fluid (aCSF), and Kwikcast (World Precision Instruments) was placed over the craniotomy and 

only removed prior to probe insertion later in the day.  

II8. Neuropixels recordings 

We used Neuropixels 1.0 high-density silicon probes from Imec (Jun et al., 2017) with 

the SpikeGLX 3.0 software to record from the cerebellum on 384 channels at 30 kHz sampling 

rate (AP channel, filtered between 0.3 and 10 kHz before on-chip digitalization). A silver wire 

placed acutely in aCSF in the recording chamber was used as reference. The probe was coated 

with DiI in 70% ethanol prior to each recording session, for staining of the probe track in the 

tissue. A PatchStar micromanipulator (Scientifica) was used to position the probe using vessel 

landmarks over Crus I while viewing with a Dino-lite USB microscope, and to insert it 2 mm 

into the tissue over several minutes. The probe was left in place for about 10 min prior to the 

beginning of the recording.  

The behavioural procedure was very similar to the one described above for 2-photon 

imaging, although it was performed on a different setup (mouse habituated to sit under head 

fixation in a plastic tube, imaging of whiskers and body/paws with Basler cameras, air puffs 

delivered to whisker pad or whiskers by a Picospritzer). Also similarly, Neuromatic IgorPro 

software was used to trigger stimuli and video acquisition with TTL pulses. Neuropixels 

recording was continuous throughout each 2h session. An additional TTL pulse was generated 

by Neuromatic and sent to the Neuropixels acquisition system (SpikeGLX software) at the onset 

of every trial for synchronization of spiking and behavioural data during later analysis. 
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II9. Neuropixels data processing 

The CatGT tool (from SpikeGLX’s author Bill Karsh) was used to concatenate 

Neuropixels files from a single session if needed, to detect TTL syncing pulses and to de-noise 

by subtracting the average of all channels from all signals. MATLAB-based Kilosort2 was then 

used as an automatic spike sorting algorithm, using default parameters excepted from the 

sampling rate (small difference from 30kHz detected for each headstage using Bill Karsh’s 

calibration procedure) and probe layout (‘Neuropixels 3B1 staggered’). The python-based Phy 

GUI was used for manual single unit curation of the outcome of Kilosort2. Single unit activity 

was identified as displaying a refractory period after each spike, visible in the autocorrelogram 

as a through for about 2 ms around the 0 bin (1 ms in the case of fast firing Mossy Fibres). 

Spike activity that did not meet these criteria was registered as multi-unit. Units were merged 

if waveforms looked similar, autocorrelograms (ACGs) looked similar, and crosscorrelograms 

(CCGs) had noticeable refractory periods and were similar to the ACGs. Units that were located 

in the molecular layer, ie in the vicinity of clearly identified Complex Spikes, but that displayed 

higher firing rates than typical Complex Spikes, were classified as MLIs. Finally, custom 

Matlab scripts built upon code developed by the Cortex lab at UCL (https://github.com/cortex-

lab, ‘spikes’ repository) were used to compute PSTHs of responses to air puffs for all the single 

units. Stimulus timing was computed based on the TTL syncing pulses generated by 

Neuromatic at the onset of each trial. Time to the peak firing rate and to 10% of the peak firing 

rate following air puff stimuli were extracted from the PSTHs and compared to the times of 

peak and 10%-of-peak whisker angle deflections. 

II10. Cerebellar slice preparation 

Acute sagittal slices (200 µm) of cerebellar hemispheres were prepared from adult Penk-

Cre X tdTomato mice, aged between 1 and 5 months. Following transcardial perfusion with an 

ice-cold solution containing (in mM): 2.5 KCl, 0.5 CaCl2, 4 MgCl2, 1.25 NaH2PO4, 24 

NaHCO3, 25 glucose, 230 sucrose, and 0.5 ascorbic acid, the brain was removed and placed in 

the same solution. Slices were cut from the dissected cerebellar hemispheres using a vibratome 

(Leica VT1200S), and incubated at room temperature for 30 min in a solution containing (in 

mM): 85 NaCl, 2.5 KCl, 0.5 CaCl2, 4 MgCl2, 1.25 NaH2PO4, 24 NaHCO3, 25 glucose, 75 

sucrose and 0.5 ascorbic acid. Slices were then transferred to an external recording solution 

containing (in mM): 125 NaCl, 2.5 KCl, 1.5 CaCl2, 1.5 MgCl2, 1.25 NaH2PO4, 24 NaHCO3, 

https://github.com/cortex-lab
https://github.com/cortex-lab


 

68 

 

25 glucose and 0.5 ascorbic acid, and maintained at room temperature for up to 6 hr. All 

solutions were bubbled with 95% O2 and 5% CO2. 

II11. Two-photon imaging in vitro  

The brain slices were placed in the recording chamber and perfused with the recording 

solution. The Crus I region was identified with a 4x objective lens (Olympus UplanFI 4x, 0.13 

NA). MLIs were then identified using infrared Dodt-gradient contrast and a QlClick digital 

CCD camera (QImaging, Surrey, BC, Canada) mounted on an Ultima multiphoton microscopy 

system (Bruker Nano Surfaces Division, Middleton, WI, USA) that was mounted on an 

Olympus BX61W1 microscope, equipped with a water-immersion objective (Olympus 60x, 1.1 

NA). Two-photon excitation was performed with a Ti-sapphire laser (Spectraphysics). 

Penk1/tdTomato-expressing neurons were identified visually with two-photon excitation at 920 

nm. Infrared Dodt-gradiend contrast was then used to position the recording pipette and to 

perform whole-cell patch-clamp on both Penk-positive and Penk-negative MLIs. For patch-

clamping, thick-walled glass patch electrodes with a tip resistance of 5-8 MΩ were fire-polished 

and filled with an internal solution containing (in mM): 115 KMeSO3, 40 HEPES, 1 EGTA, 6 

NaOH, 4.5 MgCl2, 0.49 CaCl2, 0.3 NaGTP, 4 NaATP (adjusted to 300-310 mOsm, pH = 7.3, 

referred to a K+-based internal solution). For morphological characterization, Alexa 488 (2 mM) 

was added to the internal solution and dialyzed via the patch electrode. Cells were perfused for 

at least 15 min with the internal solution to ensure proper loading of the dye into the dendritic 

and axonal arborization. Two-photon excitation of Alexa 488 was then performed at 810 nm 

and a Z-stack of images was acquired to characterize the neuronal morphology. Fluorescence 

was detected using both proximal and substage gallium arsenide phosphide (GaAsP) 

photomultiplier tubes (H10770PA-40 MOD, Hamamatsu). The signal was separated using a 

filter cube (BRUKER C-120413) comprising of a 575nm dichroic mirror (CHROMA, 

575dcxr), and two bandpass filter for green and red emission, CHROMA HQ525/70m-2p and 

CHROMA HQ607/45m-2p, respectively. 

II12. Morphological identification of basket-like projections in vitro 

Image analysis was performed in Fiji-ImageJ (Schindelin et al., 2012). To characterize 

the morphology of Penk-positive and Penk-negative cells we considered as main feature of the 

neuron the presence of basket-like projections. Among basket-like projections, we 



 

69 

 

distinguished between “basket projections” and “PC projections”. We classified as “basket 

projections” those axon collaterals resembling the canonically described pinceau terminals of 

basket cells, which traverse the PCL and engulf the PCs bodies. On the other hand, we named 

“PC projections” those that even while reaching towards the PCs layer, do not traverse it.  

II13. Quantification and statistical analysis 

Additional calculations on the processed data were performed in Excel (Microsoft, 

Redmond, WA). Plotting and statistical analysis was done using Prism Version 9 (GraphPad, 

CA, USA). Mann-Whitney and Kruskal–Wallis test with Dunn’s multiple comparison 

correction where used where appropriate, as indicated in the results section. Significance was 

defined using GraphPad significance style with asterisks symbolizing number of significant 

digits, starting from a p-value ≤ 0.05 (*), p ≤ 0.01(**), p ≤ 0.001(***), p ≤ 0.0001 (****) and 

p > 0.05 as non-significant (ns). In figures, summary plots are shown as median with error bars 

indicating the inter quartile range (IQR). Traces of neural activity and whisker angle are 

represented as mean response ± SEM. A power analysis was not performed prior to 

experimental procedures to predetermine numbers of replicates. Investigators were not blinded 

during outcome assessment. 

II14. Data and code storage and availability 

Each experiment was identified based on the unique id formed by the experimental date, 

time and a unique incrementing number. The details about each experiment within the imaging 

dataset were extracted from the xml file generated by the imaging software Prairie View and 

automatically written and stored in a MySQL database using a custom python script. 

Subsequently, analysis notes were manually added. 

Analysis codes for Ca2+ imaging, whisker tracking as well as data processing and 

camera drivers are stored on the laboratory’s internal gitlab.pasteur.fr platform and are available 

upon request. 
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III. Results 

Statement of contribution 

The current work concerns the study of MLI diversity in representation in the lateral 

cerebellum of sensorimotor variables within the behavioural context of whisking. This project 

is a collaborative effort of members the DiGregorio laboratory.  As first author I adapted and 

performed all the in vivo two-photon Ca2+ imaging and behavioural protocols, data processing 

and analysis of the Ca2+ traces and behavioural responses. The Neuropixels recordings and 

analysis were done by Zuzannna Piwkowska-Zvonkine. The in vitro imaging of MLIs was done 

by Berat Semihcan Sermet and Stefano Borda Bossana. I would like to acknowledge Giovanni 

Diana for developing the behaviour and Ca2+ analysis pipeline and help with data analysis, also 

Franziska Bender for her help with cranial window surgeries, imaging procedures and data 

analysis, Gael Moneron for developing the behavioural imaging software, Florian Ruckerl for 

building and maintaining the optical imaging system and Cécile Saint-Cloment for establishing 

and maintaining the mice crosses necessary and histology preparations. I would also like to 

acknowledge our collaborator Jason Christie for kindly providing us the Penk-Cre transgenic 

mouse line and for his valuable contribution to scientific discussions. All work was done under 

the supervision of David DiGregorio who had a principal role in the project design and data 

interpretation. 

 

Introduction 

Throughout the brain, precisely timed neural activity within neural networks is thought 

to be important in regulating synaptic strength and generating well-timed behaviours (Paton & 

Buonomano, 2018). This is also true for the cerebellum, a brain region critical for fine-tuning 

temporally precise behaviours contingent on sensory contexts. The cerebellar cortex transforms 

temporally distributed contextual representations into precise motor actions. Its neuronal circuit 

receives this sensory information and translates it into precisely timed, synchronised activity of 

its principal output neurons, the Purkinje cells (PCs) (Person & Raman, 2012). Despite the 

temporal diversity of its inputs, how PCs generate precisely timed neural activity remains an 

open question.  
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Molecular layer interneurons (MLIs) provide feed-forward inhibition to PCs and thus 

are in a pivotal position to shape the output of the cerebellar cortex. MLIs are diverse and are 

thought to vary in their dendritic and axonal morphology across a continuum that primarily 

correlates with their depth location within the molecular layer (Sultan & Bower, 1998; W. X. 

Wang & Lefebvre, 2022), leading to a differential impact on PC firing in vivo (A. M. Brown et 

al., 2019). Single-cell transcriptomic profiling has identified multiple classes of MLIs, 

consistent with distinct subtypes that may perform different functions (Kozareva et al., 2021).  

Furthermore, MLIs encode both sensory (Chu et al., 2012) and motor features of 

whisker kinematics (Chen et al., 2017). Simple spike activity of PCs can be used to reconstruct 

whisker set point (Chen et al., 2016), but whether different subtypes show a systematic diversity 

in their representation of sensorimotor variables is not known. PCs receive increasing inhibition 

from MLIs with increasing depth within the PC layer (Arlt & Häusser, 2020). This could be 

due to 1) depth-dependent differences in GC activation (Straub et al., 2020) and/or 2) a depth-

dependent diversity of MLI function.  

However, how sensory and motor variables are balanced in the MLI representations is 

less understood. We, therefore hypothesize that MLIs might exhibit a depth-dependent diversity 

in their representation of sensorimotor variables. Here we investigate the depth-dependence of 

MLI representation of somatosensory and whisker kinematic information within the lateral 

cerebellum and how MLI sensory and motor representations change between evoked and 

spontaneous whisking. 

III1. Depth-dependent differences in stimulus-evoked MLI Ca2+ responses 

amplitude and onset delay 

Increased inhibition of PC simple spikes (Arlt & Häusser, 2020) and the acceleration of 

synaptic responses of MLIs (Chu et al., 2012) have been shown to vary with depth in the 

molecular layer relative to the pia. To investigate the mechanisms of this depth-dependence of 

MLI representations of sensory and motor information, we monitored MLI activity in awake 

head-fixed mice using high-speed two-photon (2P) imaging (100 Hz) of the rapid genetically 

encoded indicator GCaMP8f (Y. Zhang et al., 2023) following a brief air puff to the whisker 

pad (10 ms, 20 psi; Figure III1 A). MLIs were specifically transduced with GCaMP8f using 

an adeno-associated virus serotype 2.1 and the synapsin promotor (Syn). The simple stimulus 
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generates a reliable reflexive whisking bout that is associated with the millisecond precision 

recruitment of Purkinje and nuclear cells (S. T. Brown & Raman, 2018).   

To reliably monitor from MLIs at different depths, we simply adjusted the image focal 

plane to be within the outer (Figure III1 B,C), inner (Figure III1 D,E) and middle third of the 

molecular layer. Repeated somatosensory stimulation of the ipsilateral whiskers to the imaging 

side (blocks of 30 trials for each focal plane) induced bilateral whisker protractions and wide-

spread, coherent Ca2+ responses (ΔF/F(t)) in both outer and inner MLIs (Figure III1 C,E,F), 

similar to MLI responses in the adjacent region Crus II during licking in MLIs (Astorga et al., 

2017; Gaffield & Christie, 2017). Ca2+ responses in both regions were variable in their time 

course across the example fields of view, but reliable across trials (see cross-validation Suppl. 

Figure III1.1). Puff-evoked responses in inner MLIs showed smaller ΔF/F peak amplitudes 

(Figure III1 B,D) and a larger number of cells responding with short onset delays up to 24 ms 

before the start of whisker protraction (Figure III1 C,E). The number of cells showing 

detectable GCaMP8f fluorescence transients was consistent across depth (Figure III1 F) and 

most often was between 70 and 90%. To rule out movement artefacts, we monitored GCaMP8f 

transients in MLIs of a specific Cre-line sparsely co-expressing the activity-independent 

fluorescence reporter, tdTomato (Cre line discussed further in sections III2-3). Cells showing a 

fluorescence transient in the green (GCaMP8f) channel did not show a fluorescence change in 

the red, tdTomato, channel (Suppl. Figure III1.2). The stimulus-aligned average response 

traces for the whisker pads and individual cells across trials were fitted to an exponential curve 

(see section II Methods, Figure III1 B,D) used to further estimate differences in temporal 

patterns of activity (Figure III1 G-J). 

As for the example FOVs, we observed a reliable depth-dependent decrease in peak 

amplitude (41% change; Figure III1 F) and an acceleration of the onset delay (from a median 

of 27 to 18 ms; Figure III1 J). The width of the fluorescence responses showed an increase 

with depth (Figure III1 H), while there was no systematic depth-dependence of the time-to-

peak (Figure III1 I). It should be noted that the peak amplitude of the fluorescence response is 

strongly influenced by the number and frequency of neuronal spikes, while the time-to-peak 

and width relate to the duration of activity. The longer fluorescence decays are more related to 

the unbinding of calcium from the indicator, which is on the order of 30-40 ms for a single AP 

(Y. Zhang et al., 2023). Nevertheless, the depth dependence of onset, FWHM and peak 

amplitude are consistent with a systematic difference in the pattern and frequency of MLI firing 
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rates. The time-to-peak was not influenced by the peak amplitude, while all other parameters 

did not have a consistent effect on the Ca2+ response durations (Suppl. Figure III1.3). 

Since air puff-evoked Ca2+ responses are concomitant with whisker deflection, we 

further analysed the patterns in whisker dynamics (Suppl. Figure III1.4,5). Averaged 

deflection kinematics following an air puff to one whisker pad induced a rapid bilateral 

protraction (rise) and slower retraction (decay) (Suppl. Figure III1.4), as shown previously (S. 

T. Brown & Raman, 2018). The onset delay, time-to-peak, and width of whisk deflection were 

on average 27 ms, 67 ms, and 136 ms, respectively. The whisk kinematic analysis showed a 

variable maximal angle of protraction and whisking duration (Suppl. Figure III1.4 F,G), with 

coordinated time-to-maximal whisker protraction between the two whisker fields and faster 

onsets for the ipsilateral whiskers, to which the puff-stimulation was applied (Suppl. Figure 

III1.4 H, I). We therefore analysed mostly the kinematics of the ipsilateral whisker field. Also, 

considering the higher prevalence of sensory inputs to the ipsilateral cerebellar hemisphere 

(Bosman et al., 2010, 2011), other parameters of whisker kinematics were inferred from the 

ipsilateral side of the whiskers, unless otherwise stated. Although the patterns of whisking show 

diversity between experimental sessions, no difference in maximal protraction, duration, time-

to-maximal protraction and the onset of whisking between the whiskers corresponding to the 

sessions imaging at different depths (in outer, middle and inner, respectively) was found 

(Suppl. Figure III1.5), suggesting that the depth-dependent differences of MLI responses are 

most likely not explained by the behavioural variability. 
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(A) Top: Schematic of the experimental protocol comprised of 2p-imaging and air puff 

stimulation (10 ms, 20 psi, blocks or 30 trials) of the ipsilateral whisker to the imaging side 

(left). Example of cranial window over the left lateral cerebellum covering Crus I (middle) and 

schematic diagram of a sagittal section through the cerebellum highlighting the location of Crus 

I (right). Bottom: Example videography frame of a resting and awake head-restrained mouse 

during imaging recordings. Scale bar is 0.5 cm. 

(B) Left: The 2-photon imaging plane through the cranial window was adjusted close to the pia 

to image the outer molecular layer (ML). Example of maximum intensity projection (MIP) of 

the imaging field of view (FOV) during in vivo recordings, with the extracted regions of interest 

(ROIs) of the somas of the molecular layer interneurons (MLIs). Scale bar is 50 µm. Right: 

Trial-averaged traces of the whisker deflection (upwards indicates protraction) and of 

GCaMP8f Ca2+ traces of three MLIs imaged at 100Hz (grey), with the superimposed 

exponential fits (red). Cell numbers correspond to the ROIs on the left. Orange dashed line 

represents the stimulus timing. 

(C) Exponential fits of trial-averaged Ca2+ activity measurements of all responsive MLIs in the 

FOV presented in (B) normalized to the peak amplitude ordered by response onset, following 

air puff stimulation at time 0. Red dashed line represents the onset of the ipsilateral whisker 

protraction. 

(D and E) The 2-photon imaging, example responses (D) and trial-averaged Ca2+ activity for 

the FOV (E) as in (B) and (C), but for an adjusted deeper plane, close to the Purkinje cell (PC) 

cell body to image the inner ML. 

(F) The fraction of MLIs responsive to stimulation for each FOV present no statistical 

difference (outer ML: median (IQR) = 95.8 (75.7 – 100) %, n = 8 FOVs; middle ML: median 

(IQR) = 90.0 (66.7 – 100) %, n = 11 FOVs; inner ML: median (IQR) = 90.9 (84.6 – 100) %, n 

= 7 FOVs; 5 mice for all; ns p > 0.05 - not shown, Kruskal-Wallis with Dunn's multiple 

comparisons test). Error bars are median with interquartile range (IQR).  

(G) Summary plot for peak amplitude of puff-evoked Ca2+ activity of MLIs imaged at different 

depths (each dot represents the trial-averaged MLI response, for the same FOVs as in (F)), in 

the outer (n = 315 cells), middle (n = 383 cells) and inner (n = 192 cells) ML, respectively, 

showing a depth-dependent significant decrease (outer: 0.16, middle: 0.13, inner: 0.10 ΔF/F, 

medians; ****p < 0.0001; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars 

are median with IQR. 

Figure III1. Depth-dependent differences in stimulus evoked MLI Ca2+ responses 
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(H) Summary plot of the full width over half maximum (FWHM) of the same Ca2+ traces as in 

(G) showing a significant difference between the width of responses of inner MLIs compared 

to other layers (outer: 331, middle: 336, inner: 472 ms, medians; ****p < 0.0001; non-

significant (ns) p = 0.88; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are 

median with IQR. 

(I) Summary plot of the time-to-peak of the same Ca2+ traces as in (G) showing no depth-

dependent trend, but significant differences between the middle MLIs compared to other layers 

(outer: 122, middle: 108, inner: 119 ms, medians; ****p < 0.0001; ***p = 0.0005, ns p = 0.96; 

Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are median with IQR. 

(J) Left: Summary plot of the response onset (measured at a delay to 10% to peak amplitude 

point) of the same Ca2+ traces as in (G) showing a depth-dependent significant decrease (outer: 

27, middle: 19, inner: 18 ms, medians; ****p < 0.0001; ns p = 0.76; Kruskal-Wallis with Dunn's 

multiple comparisons test). Error bars are median with IQR. Right: Summary plot of the mean 

response onset comparison for location matched FOVs (outer – middle: n = 7 pairs, ns p = 0.47; 

outer – inner: n = 7 pairs, *p = 0.047; middle – inner: n = 6 pairs, ns p = 0.22; Wilcoxon 

matched-pairs signed rank test). 

See also Supplementary Figures III1.1-5   
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III2. Ca2+ response onset time of MLIs precedes whisker onset, supporting a 

representation of the sensory stimulus 

The observation that some cells respond before whisker onset argues against the initial 

activity being driven by sensory feedback from the whisking behaviour, and possibly encoding 

the whisker deflection to an air or a motor command corollary discharge. We therefore 

examined the prevalence and statistics of short-onset responses more in detail. For a given FOV, 

the average Ca2+ response precedes whisker movement for inner, but not outer MLIs (Figure 

III2 A). Across experiments, the average onset delay of outer MLI Ca2+ responses were similar 

to that of the whiskers (outer MLIs: mean = 27 ms; whiskers: median = 25 ms; p > 0.05; 

Kruskal-Wallis test, n = 8 FOVs, 5 mice; Figure III2 B) with evenly distributed fast and slow 

MLIs that precede or succeed the whisk onset, respectively (Figure III2 C). Meanwhile, MLIs 

in the middle and inner layers showed onset delays that were ~6 ms faster on average as 

compared to that of whisker deflections (middle MLIs: mean = 19 ± 0.5 ms, median = 19 ms, 

n = 11 FOVs; inner MLIs: mean = 19 ± 0.8 ms, median = 18 ms, n = 7 FOVs; middle MLIs - 

whiskers p < 0.01, inner MLIs – whiskers: p = 0.001, Kruskal-Wallis test; n = 5 mice; Figure 

III2 B,C). Fast puff-evoked MLI responses were observed in 6 out of 7 putative MLIs recorded 

with high-temporal resolution electrophysiological recordings with Neuropixels probes during 

the same stimulation protocol (Suppl. Figure III2.1). The peak firing rates of their responses 

(mean = 16 ± 3.3, median = 15, n = 3 experiments, 3 mice) are comparable to the delays found 

with Ca2+ transients. Those values are also consistent with previously reported sensory 

responses of MLIs to air puff in anaesthetized mice, showing ∼20 ms delays from the puff onset 

(Chu et al., 2012). In the middle and inner layers, we observed a larger fraction of MLIs that 

respond before whisk onset (>50 %; Figure III2 B, C). Nor do we see a correlation between 

the Ca2+ response onset and that of whisking (Figure III2 D). Thus, proprioceptive signals from 

whisking cannot account for these shorter delays. It then begs the question as to whether the 

depth-dependence of onset delays imply a depth-dependence in representation of the 

somatosensory information evoked by the air puff. We will investigate this further in 

subsequent figures (sections III6-9). Although, an alternative hypothesis is that the depth-

dependence of Ca2+ responses are due to the distribution of specific cell-types. We test the latter 

hypothesis below. 
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Figure III2. Ca2+ response onset time of MLIs precedes whisker onset 

(A) Superimposed exponential-fits of trial-averaged whiskers (grey) and Ca2+ trace across MLIs 

in the FOV, for an example session in the outer (magenta, left pannel) and inner (blue, right 

panel) ML, immediately following whisker air puff stimulation (orange). Note the difference 

in onset for the outer and inner MLIs to the corresponding whisking behaviour. 

(B) Summary plot for response onset of puff-evoked Ca2+ activity of MLIs imaged at different 

depths and ipsilateral whiskers of all sessions (n = 26 sessions), showing a depth-dependent 

significant difference between the onset of cells and behavioural response (outer: 27, middle: 

19, inner: 18, whiskers: 25 ms, medians; ns p > 0.99; **p = 0.002, ***p = 0.0005; Kruskal-

Wallis with Dunn's multiple comparisons test). Dashed black line marks median of whisker 

response onset. Error bars are median with IQR. 

(C) Frequency distribution (1 ms bins) of the values measured in (B). 

(D) Cross-correlation of the response onset of the cell-average MLIs in each FOV vs whiskers 

(r = 0.21, Spearman's rank correlation). Linear fit black line with 95% CIs dashed black line. 
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III3. Penk1 gene marks a subset of MLIs whose somas are predominantly 

located in deep molecular layers and form basket-like terminals 

To test whether the depth dependence of MLI responses is related to MLI cell types, we 

sought out markers for MLI types thought to be predominantly deep in the molecular layer. 

MLIs are comprised of dendritic targeting (stellate cells) and somatic targeting (basket cells) 

neurons (Palay & Chan-Palay, 1974). Whether they contain distinct classes is more 

controversial (Sultan and Bower, 1998), but recent evidence further supports a continuum of 

cell-type variation (Wang and Lefebre). MLIs were recently categorised into two main classes 

(MLI1 and MLI2) based on transcriptional profiling, that span the entire depth of the molecular 

layer and underlie functional differences (Kozareva et al., 2021) and therefore do not correlate 

with depth-dependent properties. However, mining the cell RNA sequencing (scRNA-seq) 

database provided by Kozareva et al. (2021) (Figure III3 A), we identified Penk1 gene as a 

potential marker for MLIs that are preferentially located in the inner molecular layer. Indeed, 

in situ hybridization (ISH) labelled Penk1 RNA expression from the Allen Mouse Brain Atlas 

(Allen Institute for Brain Science, 2004; Lein et al., 2007) confirms that the expression of Penk1 

is confined to within the molecular and GC layers, with a clear bias towards the deep molecular 

layer (Figure III3 B). Within the cerebellar cortex, Penk1 RNA expression exclusively 

overlaps within the cell type clusters expressing Gjd2 gene that marks electrical coupling, 

namely MLIs (type 1) and Golgi cells (Figure III3 A).  

The expression pattern of Penk+ cells looked suspiciously like that expected for MLIs 

that target PC somas and contribute to the pinceau morphology of those axon terminals. To 

examine the morphology of Penk-expressing MLIs (Penk+), we used a transgenic Penk-Cre 

mouse line crossed with the Cre-dependent tdTomato reporter line (see section II Methods), to 

selectively express the tdTomato dye in Penk+ cells (Figure III3 C). Penk-negative (Penk-) 

cells were first visualised using DODT imaging and identified by the lack of tdTomato 

expression (see section II Methods; Figure III3 D,E). Penk- and Penk+ MLIs were whole cell 

patched (in acute brain slices) with Alexa 488 in the internal solution and imaged using 2P 

microscopy (810 nm) to characterize their morphology. Over 2/3 of the Penk+ MLIs analysed 

had axonal projections that traversed the PC layer and appeared to envelope PC somas, typical 

of previously identified basket cell terminals (Figure III3 C,G). In contrast, only one of 15 

Penk- MLIs (identified by negative staining) exhibited axons that traversed the PC layer 

(Figure III3 F,H). Several Penk- MLIs appeared to project to the PC layer but did not traverse 
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the layer and thus did not form typical basket-like terminals. These data strongly suggest that 

the Penk1 gene can be used as a marker for a subset of MLI1 that form basket terminals.  
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Figure III3. Penk1 gene marks a subset of MLIs preponderantly deeper with basket-like 

terminals 

(A) Scaled RNA expression pattern of Parvalbumin (Pvalb), Gjd2 and Penk1 in cerebellar 

cortex cell types characterized using snRNAseq. Database from Kozareva et al. (2021) accessed 

through the single Cell Portal study (https://singlecell.broadinstitute.org/single_cell/study/ 

SCP795/). 

(B) In situ hybridization labelled RNA expression of Penk1 in the adult mouse brain. Allen 

Mouse Brain Atlas, mouse.brain-map.org/experiment/show/74881286. Indent shown on the 

right. Arrows indicate Penk-expression in the molecular layer (ML) and the granule cell layer 

(GCL). Scale bar is 1000 μm (left) and 250 μm (right, indent).  

(C) Representative maximum intensity projection of a Z-stack of images from a 

Penk1/tdTomato-expressing cell (Penk+) in the inner ML, under 2-photon excitation (920 nm). 

Note traversing and engulfing basket-like projections of the cell into the Purkinje cell layer 

(PCL). Dashed line delimitates ML, PCL, and GCL. Scale bar is 20 μm.  

(D) Representative FOV from acute brain slice under 2-photon excitation (920 nm) showing 

Penk1/tdTomato-expressing cells. Scale bar is 20 μm.  

(E) DODT imaging is used to identify Penk- cells (same FOV as in (E) showed). Inset 

highlights the cell body of the Penk1/tdTomato-negative neuron. Scale bar is 20 μm.  

(F) Maximum intensity projection of a Z-stack of images of the whole cell patched (Alexa 488 

filled) Penk- cell highlighted in (E) under 2p –excitation (810 nm). Scale bar is 20 μm. 
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(G-H) Summary tables for the morphological characterization of basket-like projections in 

Penk+ and Penk- cells, subdivided between basket projections (traversing the PCL and 

engulfing the PCs bodies) and PC projections (not traversing the PCL).  
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III4. Ca2+ response onset and peak amplitude are similar between Penk-

expressing and non-expressing MLIs at the same depth 

To determine whether Penk+ MLIs exhibit short onset delays consistent with the inner 

layer MLI responses to whisker pad air puffs, we set out to compare puff-evoked GCaMP8f 

responses in Penk+ and Penk- MLIs. To do this, we transduced all MLIs with AAV1-Syn-

GCaMP8f in Penk-Cre x tdTomato mice, allowing the recording of fluorescence responses in 

both Penk+ and Penk- cells (Figure III4 A, B). The number of Penk+ and – MLIs in the outer, 

middle and inner molecular layer shows that the number of Penk expressing MLIs gradually 

increases with depth, indicating a four-fold increase between outer and inner layers (Figure 

III4 B; n = 890 cells, 26 FOVs, 5 mice). Puff-evoked fluorescence responses from inner Penk+ 

neurons were small amplitude and exhibited a rapid onset delay, similar to the whole population 

of inner MLIs (Figure III4 C). However, the outer layer Penk+ neurons had larger peak 

amplitudes and exhibited longer onset delays. This depth dependence was indistinguishable 

from Penk- MLIs and was similar to the depth dependence shown in Figure III1 (Figure III4 

D; Suppl. Figure III4.1). Thus, the laminar diversity of MLIs cannot be accounted for by the 

unique laminar distribution of Penk+ MLI1s. Although we cannot rule out the possibility that 

other MLI1 or ML2 neurons have distinct air puff response properties, the large fraction of 

Penk+ MLIs in the inner molecular layer (67%) strongly suggests that the depth dependence of 

MLI responses are not accounted for by cell-type specific properties.  
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Figure III4. Similar Ca2+ response onset and peak amplitude of depth-matched Penk+ and 

Penk- MLIs 

(A) Penk+ and Penk- mLIs express the Ca2+ indicator GCaMP8f (green), while only Penk+ 

cells are co-labelled with the Penk1 cre depenent tdTomato (magenta). Within the cerebellar 

cortex, representative deeper MLIs are Penk+ and target the soma of the PC, while 

representative outer MLIs are Penk- and target the dendritic tree of PCs. MLIs transform 

sensorimotor information received GCs which in turn receive it via mossy fibres (MFs) entering 

the cerebellar cortex, while PCs also receive input from climbing fibres (CF).  

(B) MIP of representative FOVs at different depths (top to bottom: outer, middle and inner ML) 

during 2p-imaging in vivo of Penk-cre x tdTomato mice, for the two imaging channels: green 

(GCaMP8f, left) and magenta (cre-dependent tdTomato, middle). Scale bar is 50 μm. Right: Pie 

charts showing quantification of Penk+ (co-expressing GCaMP8f and tdTomato) and Penk- 

(expression of GCaMP8f only) MLIs in the respective planes (outer: n = 50 Penk+ and 265 

Penk- cells, 8 FOVs; middle: n = 130 Penk+ and 253 Penk- cells,11 FOVs; inner n = 124 Penk+ 

and 68 Penk- cells, 7 FOVs, 5 mice), showing depth-dependent increased expression of Penk+ 

cells. 

(C) Example trial-averaged traces of GCaMP8f Ca2+ traces a Penk+ and Penk-  MLI from the 

same FOV (grey), with the superimposed exponential fits (black) in the outer (top) and inner 

(bottom) ML, respectively. Orange dashed line represents the stimulus timing. 

(D) Summary plot for peak amplitude of puff-evoked Ca2+ activity of MLIs imaged at different 

depths (each dot represents the trial-averaged MLI response, for the same FOVs as in (B)), 

segregated based on Penk expression, showing a conserved decrease with depth independent of 

Penk expression (layer-matched non-significant differences not shown p > 0.05, *p < 0.05, **p 

< 0.01, ***p < 0.001, ****p < 0.0001; Kruskal-Wallis with Dunn's multiple comparisons test). 

Error bars are median with IQR. 
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(E) Summary plot of response onset of the same Ca2+ traces as in (D) showing a conserved 

decrease with depth independent of Penk expression (layer-matched non-significant differences 

not shown p > 0.05, *p < 0.05, ***p < 0.001, ****p < 0.0001; Kruskal-Wallis with Dunn's 

multiple comparisons test). Error bars are median with IQR. 
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III5. Depth-dependent differences in GC parallel fibres Ca2+ response onset 

delay 

Experiments in acute cerebellar brains slices demonstrated a laminar dependence of the speed 

of AP conduction velocities, with deep PFs transmitting electrical information the fastest 

(Straub et al. 2020). Other studies have observed a particular MF-GC connectivity that suggest 

a non-random laminar organization of information flow within the PF population (Shuster et al. 

2021; Kim et al. 2023). We next examined whether the depth-dependent MLI responses are 

inherited from a laminar organization of GC activity, perhaps even due to a spatial segregation 

of sensory modalities within the PF population. GCaMP8f was expressed specifically in GCs 

using a Flexed AAV virus and the a6-GABA receptor-Cre mice. We imaged PF responses in 

similar focal planes in the depth of the molecular layer as for the imaging of MLIs using 

identical air-puff stimulus protocols (outer, middle and inner molecular layer, n = 155 PFs, 43 

FOVs, 7 mice; Figure III5 A,B). The peak amplitude of PF responses did not show a significant 

depth dependence, (Figure III5 C), whereas the width (FWHM) and time-to-peak decreased 

with depth, which were not observed in MLI responses (Figure III5 D,E). The FWHM of MLI 

responses lengthened with increasing depth, which cannot be explained by the population 

response properties of PFs. However, the onset delay of PF responses accelerated with 

increasing depth (from 37 to 25 ms, medians; Figure III5 F), reminiscent of the laminar 

dependence of the offset delay found in MLIs. A direct comparison of the onset delays within 

layers showed that the MLI onset delays were systematically faster than their PF counterparts. 

We confirmed that the whisker kinematics were not statistically different between MLI and PF 

experiments kinematics (23 vs 25 ms, medians for experiments associated with PFs and MLIs, 

respectively; Figure III5 G). Notably, the variability in onset delays was much larger than that 

in MLIs (outer ML: median (IQR) PFs = 37 (17-80) ms vs median (IQR) MLIs = 27 (18-35) 

ms; inner ML: median (IQR) PFs = 25 (16-39) ms vs median (IQR) MLIs = 18 (11-25) ms; 

Figure III5 G). These PF findings are consistent with a distributed temporal representation 

predicted by modelling studies (Medina and Mauk, 2000).  

But how can we account for the faster onset times? It seems plausible that the MLI dendritic 

tree samples from thousands of PFs (Abrahamsson et al., 2012; Palay & Chan-Palay, 1974), 

such that there is a high probability of MLIs receiving “fast” PFs, which have short onset delays 

are sufficient to trigger an AP.  Nevertheless, the laminar dependence of onset delays is present 
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in the PF population suggesting that the spatial dependence of MLI responses is inherited from 

GCs and biased towards the synaptic input of the short-delay GCs.  
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Figure III5. Depth-dependent differences in GCs parallel fibres Ca2+ responses 

(A) GCs expressing the Ca2+ indicator GCaMP8f (green) form layered parallel fibres (PFs) that 

target MLIs at different depths.  

(B) Left: MIP of a representative FOV during in vivo 2p imaging of PFs expressing GCaMP8f 

(example from outer ML region). Example of maximum intensity projection (MIP) of the 

imaging field of view (FOV) during in vivo recordings, with the extracted ROIs of boutons. 

Scale bar is 10 µm. Middle: Trial-averaged traces of the whisker deflection (upwards indicates 

protraction) and of GCaMP8f Ca2+ traces of three PFs imaged at 100Hz (grey), with the 
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superimposed exponential fits (red). Cell numbers correspond to the ROIs on the left. Right: 

Exponential fits of trial-averaged Ca2+ activity measurements of all responsive PFs in the FOV 

normalized to the peak amplitude and ordered by response onset. Orange dashed line represents 

the stimulus timing. 

(C) Summary plot for peak amplitude of puff-evoked Ca2+ activity of PFs imaged at different 

depths (each dot represents the trial-averaged PF response, n = 7 mice), in the outer (n = 73 

cells, 19 FOVs), middle (n = 17 cells, 7 FOVs) and inner (n = 65 cells, 18 FOVs) ML, 

respectively, (outer: 0.16, middle: 0.14, inner: 0.13 ΔF/F, medians; outer – middle: ns p = 0.51, 

outer – inner: ns p = 0.89, middle – inner ns p > 0.99; Kruskal-Wallis with Dunn's multiple 

comparisons test). Error bars are median with IQR. 

(D) Summary plot of the FWHM of the same Ca2+ traces as in (C) showing a significant depth-

dependent difference (outer: 282, middle: 212, inner: 223 ms, medians; outer – middle: **p = 

0.002, outer – inner: **p = 0.009, middle – inner ns p = 0.43; Kruskal-Wallis with Dunn's 

multiple comparisons test). Error bars are median with IQR. 

(E) Summary plot of the time-to-peak of the same Ca2+ traces as in (C) showing a significant 

depth-dependent difference (outer: 154, middle: 106, inner: 108 ms, medians; ns p > 0.99, *p = 

0.002, ****p < 0.0001; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are 

median with IQR. 

(F) Summary plot of the response onset of the same Ca2+ traces as in (C) showing a significant 

depth-dependent difference (outer: 37, middle: 39, inner: 25 ms, medians; outer – middle: ns p 

> 0.99, outer – inner: *p = 0.03, middle – inner: ns p = 0.15; Kruskal-Wallis with Dunn's 

multiple comparisons test). Error bars are median with IQR. 

(G) Summary plot showing significantly shorter response onsets of MLIs compared to PF in 

the corresponding layer (outer: 37 vs 27, middle: 39 vs 19, inner: 25 vs 18, whiskers: 25 vs 23 

ms, medians of PFs and MLIs; *** p = 0.0002; ****p < 0.0001, ns p = 0.07, Mann-Whitney 

test for each group). Error bars are median with IQR.  
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III6. Depth-dependent differences in correlations of Ca2+ responses time-to-

peak and whisker movement kinematics 

It has previously shown that MLIs encode motor command information and 

proprioceptive feedback of spontaneous whisker movements (Chen et al., 2017), as well as 

somatosensory information about the air puff stimulation (Chu et al., 2012). Nevertheless, the 

contribution of sensory and motor variables during sensory evoked whisking in awake mice, 

has not yet been examined. To probe how the responses of MLIs at different depths represent 

behaviour and or sensory stimulation by the air puff, we compared the mean Ca2+ responses of 

the MLIs in each FOV to their corresponding whisker kinematics (Figure III6). We did not 

find a consistent relationship between the peak amplitude and width of the Ca2+ traces of outer 

MLIs and the protraction angle and whisking duration, respectively (Figure III6 A,B), but 

observed a strong correlation between the time-to-peak of the Ca2+  response and maximal 

protraction of the whiskers (r = 0.81, R2 = 0.66; Figure III6 C). In contrast, none of the inner 

MLI response parameters correlated with the kinematics of the whiskers (Figure III6 D,E,F). 

It is therefore possible that the timing of the puff-induced protraction influences the firing 

pattern of MLIs in a depth dependent manner. 
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Figure III6. Depth-dependent differences in correlations of Ca2+ responses time-to-peak 

and whisker movement kinematics 

(A) Cross-correlation of the peak amplitude of the cell-average outer MLIs in each FOV vs 

whiskers maximal protraction angle (r = 0.12, Spearman's rank correlation). Linear fit line with 

95% CIs dashed black line. 

(B) Cross-correlation of the FWHM of the cell-average outer MLIs in each FOV vs whiskers 

(r = -0.14, Spearman's rank correlation). Linear fit line with 95% CIs dashed black line. 

(C) Cross-correlation of the time-to-peak of the cell-average outer MLIs in each FOV vs 

whiskers time to maximal protraction (r = 0.81, Spearman's rank correlation). Linear fit line 

with 95% CIs dashed black line. 

(D – F) Cross-correlations of the same parameters measured (A – C) for the Ca2+ activity of 

inner MLIs vs whiskers, (D) peak amplitude vs maximal protraction angle (r = -0.39), (E) 

FWHM (r = 0.04), (F) time-to-peak vs time to maximal protraction (r = 0.11), Spearman's rank 

correlation. Linear fit line with 95% CIs dashed black line. 
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III7. Time-to-peak of average Ca2+ responses and whiskers correlate stronger 

for slow-onset MLIs 

Thus far we have described two results that suggest somatosensory and whisk-related 

variables have a spatially biased organization according to depth within the molecular layer: 1) 

MLI response onset delays occurring before whisk onset are more prominent in the inner 

molecular layer (Figure III1-2); 2) Ca2+ response time-to-peak is correlated with the peak 

protraction angle only in outer MLI responses (Figure III6). The remainder of the chapter will 

be dedicated to exploring the evidence of spatial biases in MLI encoding of sensory-motor 

information.   

Because MLIs responses occurring before the whisk are likely to encode features of the 

air puff stimulus (and perhaps motor commands), we next examined if those cells with onsets 

after the start of whisking might be biased towards encoding whisk parameters (slow onset 

cells). First, we aligned Ca2+ response onsets to the onset of the trial-averaged whisk (n = 890 

cells, 26 FOVs, 5 mice). We then classified MLIs as slow-onset and showed that only 26% of 

inner MLIs are slow-onset, while 53% of cells in the outer layer were slow-onset (p < 0.0001 

outer vs middle and inner layers, Kruskal-Wallis test; Figure III7 A). If we calculated the 

fraction of slow-onset MLIs across FOVs, we observed a similar decrease in the relative number 

with increasing depth (Figure III7 B). The higher prevalence of slow-onset MLIs in the outer 

layers may underlie the correlation seen between the time-to-peak of outer MLIs and whiskers 

kinematics that was not reproduced in the inner layers (Figure III6 C,F). To further investigate 

this possibility, we analysed the mean Ca2+ responses within each FOV for all MLIs or for only 

slow-onset MLIs. We then correlated those means to their corresponding whisker kinematics 

(Figure III7 C-H). The peak amplitude and width of Ca2+ responses did not correlate with and 

kinematic parameters, regardless of the onset-delay category (Figure III7 C-F). However, the 

time-to-peak of the Ca2+ response and maximal whisker protraction angle did correlate and was 

made stronger when excluding the fast-onset cells (all MLIs: r = 0.55, R2 = 0.26 vs slow-onset 

MLIs: r = 0.61, R2 = 0.61; Figure III7 G,H). These data are consistent with slow-onset MLIs 

being more prevalent in the outer molecular layer and having a bias in their whisk representation 

when compared to fast-onset MLI responses. 
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Figure III7. Time-to-peak of average Ca2+ responses and whiskers correlate stronger for 

slow-onset MLIs 

(A) Summary plot of the response onset of the Ca2+ traces aligned to the onset of the whisk, 

showing a depth-dependent significant decrease (outer: 0.6, middle: -6, inner: -9 ms, medians; 

****p < 0.0001; *p = 0.04; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars 

are median with IQR. 

(B) Summary plot of the fraction of slow-onset MLIs (following whisker onset) for FOVs of 

outer (median = 50%), middle (median = 24%) and inner (median = 14%) ML, showing a 

significant depth-dependent decrease (*p = 0.03, non-significant comparisons p >0.05 not 
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shown; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are median with 

IQR. 

(C – D) Cross-correlation of the peak amplitude of the cell-average Ca2+ traces in each FOV vs 

whiskers maximal protraction angle for all (r = -0.34) and slow-onset MLIs (r = -0.43). 

Spearman's rank correlation. Linear fit line with 95% CIs dashed black line. 

(E – F) Cross-correlation of the FWHM of the cell-average Ca2+ traces in each FOV vs whiskers 

for all (r = 0.05) and slow-onset MLIs (r = -0.11). Spearman's rank correlation. Linear fit line 

with 95% CIs dashed black line. 

(G – H) Cross-correlation of the time-to-peak of the cell-average Ca2+ traces in each FOV vs 

whiskers time to maximal protraction for all (r = 0.54) and slow-onset MLIs (r = 0.61). 

Spearman's rank correlation. Linear fit line with 95% CIs dashed black line. 
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III8. Ca2+ responses are longer when increasing stimulus duration 

While early-onset MLIs are likely to encode information about the air-puff, it is not 

clear if all MLIs have a sensory component and the spatial distribution of onset delays 

represents a cellular or circuit delay (Straub et al. 2020). To specifically examine MLI 

sensitivity to somatosensory stimuli we delivered air puff stimulation with increased duration 

(10 and 1000 ms), thus potentially biasing MLI response in favour of the somatosensory 

stimulation (Figure III8 A). To minimise confounding stimulus of the eye, we oriented the puff 

direction to be perpendicular to the whiskers and reduced the pressure of the stimuli to 5 psi 

(see section II Methods).  Figure III8 A,B shows an example in which a 1000 ms air puff 

evoked a prolonged Ca2+ response the outlasted the whisking duration. Following 1000 ms air 

puff stimulation, 57% of the MLIs showed Ca2+ responses with widths greater than 1000 ms. In 

comparison, only 9% of MLIs exhibited long-lasting Ca2+ responses for 10 ms front stimuli. In 

contrast, the duration of the whisking remained comparable for the two puff durations (189 ms 

and 156 ms, medians for short and long front stimulations, respectively; Figure III8 B) and did 

not mirror the changes in MLIs Ca2+ response duration. The strong sensitivity of MLIs to 

stimulus intensity also manifested in a longer Ca2+ response duration for the higher pressure 10 

ms puff, as compared to the 5 psi, 10 ms puff delivered to the front (from 393 to 311 ms, 

medians; Figure III8 B).  

The other parameter that did not correlate to motor features following brief pad 

stimulation is the peak amplitude of the Ca2+ response (Figure III7 C,D), which remains overall 

constant throughout stimulation types (Figure III8 A,D). This pattern in MLI response is 

independent of the amplitude of the whisker protractions, which are systematically larger during 

strong pad stimulation compared to the mild front simulation (Figure III8 E). The protraction 

angle of contralateral whiskers remained similar for short and long front stimulation (Figure 

III8 A,E), while the ipsilateral whisker was deflected backwords by the air puff, suppressing 

whisking on the stimulated side (Figure III8 F). A robust depth-dependent decrease in peak 

amplitude was also observed for stimulation protocols, as well as a systematic acceleration of 

the onset of response, as expected for a parameter that is independent from stimulus duration 

(Suppl. Figure III8.1 A,D). 

To assess how the stimulus duration affects the response of individual MLIs, we further 

delivered interleaved short and long stimuli (10 vs 1000 ms) and analysed the change in the 

width and peak amplitude of MLI responses for the two puff durations (n = 333 MLIs, 11 FOVs, 



 

95 

 

3 mice; Figure III8 G-M, Suppl Figure III8.3). As with pad stimulation (Figure III1 F), the 

short front puff to the whiskers induced wide-spread responses in 74.3% of the MLIs and 

recruited an additional 12.7% of the population during longer stimulation (Figure III8 G). 

Interestingly, a small proportion of cells 1.6% responded to short stimuli, but did not show 

detectable responses during sustained puffs (Figure III8 G), possibly due to recruitment of 

inhibition from other MLIs or Purkinje layer interneurons (Kondo & Marty, 1998b; Miyazaki 

et al., 2021; Osorno et al., 2021). Most MLIs significantly increase their response duration from 

short to long stimulation up to 33-fold (96.5%; Figure III8 H, I), in a similar fashion across 

depth (Figure III8 J), and to various degrees (Figure III8 I; Suppl Figure III8.3 A), 

suggesting a distribution in the somatosensory sensitivity of MLIs. The more sensitive cell-

matched analysis suggests that MLIs have a greater tendency to increase their amplitude of 

response with longer stimulation (Figure III8 K, Suppl Figure III8.3 B), with an average 

change of only 20% (Figure III8 L) and in a similar manner across depth (Figure III8 M), 

suggesting that Ca2+ response width is a better metric for predicting somatosensory stimulus 

duration. 

 We did not, however, observe a laminar dependence in the duration sensitivity or peak 

amplitude sensitivity of MLIs (Figure III8 J, M; Suppl. Figure III8.1 B). In contrast, the long 

puff stimulation induced comparable long Ca2+ responses across layers with longer times to 

peak (Suppl. Figure III8.1 B,C). We also tested if the Penk+ and Penk- MLIs acquired a 

different representation in response to increased sensory drive during long stimulation, but did 

not find a significant difference between the two cell types (Suppl. Figure III8.2).  

Furthermore, the width of the MLI Ca2+ responses to long puff stimulation did not correlate 

with the corresponding whisking duration (r = -0.26, R2 = 0.06; Figure III8 C), similar to what 

has been observed for the short puffs (Figure III7 E). This result suggests that the width of 

puff-evoked MLI Ca2+ transients is driven primarily by the sensory duration of somatosensory 

stimuli. 

Therefore, increasing stimulus duration, and effectively the duration of somatosensory 

input, prologues Ca2+ responses, perhaps overwriting depth-dependent differences in motor 

representations during short stimulation. The persistent duration sensitivity throughout 

molecular layer lamina is consistent with a homogenous spatial representation of 

somatosensory stimuli, despite the robust laminar dependence of MLI response onset delays. 
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Figure III8. Prolonged Ca2+ activity in response to increased stimulus durations 

 (A) Left: Trial-averaged GCaMP8f Ca2+ activity measurements for a FOV (top) and traces 

(middle) with superimposed mean (black) and trial-averaged contralateral (grey) and ipsilateral 

(red, stimulated whiskers) whisker traces (bottom). Orange line represents the stimulus timing 

(front, 10 ms, 5 psi). Right: Cells from the same FOV as on the left panel during same-intensity 

stimulation with longer duration (1000ms), showing prolonged Ca2+ responses. 

(B) Summary plot of the FWHM of puff-evoked Ca2+ activity of MLIs (blue) and contralateral 

whisker protraction (black) during different stimulation protocols, 10 ms pad stimulation (20 

psi, n = 1068 cells, 34 FOVs, 7 mice), 10 ms front stimulation (5 psi; n = 583 cells, 22 FOVs, 

7 mice) and 1000 ms front stimulation (5 psi; n = 646 cells, 21 FOVs, 6 mice), respectively, 

showing increased widths of Ca2+ responses when increasing stimulus strength or duration 

(****p < 0.0001; ns p > 0.99; Kruskal-Wallis with Dunn's multiple comparisons test). Error 

bars are median with IQR. 
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(C) Cross-correlation of the FWHM of the cell-average Ca2+ traces in each FOV vs whiskers (r 

= -0.25; Spearman's rank correlation). Linear fit line with 95% CIs. 

(D) Summary plot of the peak amplitude of Ca2+ activity of MLIs from (B) showing no 

significant change in amplitude of Ca2+ responses when increasing stimulus strength or duration 

(ns p > 0.99; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are median 

with IQR. 

(E) Summary plot of the maximal protraction angle of contralateral whiskers from (B) showing 

significantly stronger protraction angles for higher intensity stimulus (20 psi vs 5 psi), but not 

duration (10 ms vs 1000 ms) (10 ms pad vs 10 ms front stim: **p = 0.001; 10 ms pad vs 1000 

ms front stim: **p = 0.003; ns p > 0.99; Kruskal-Wallis with Dunn's multiple comparisons test). 

Error bars are median with IQR. 

(F) Same as in (E), but comparing ipsilateral whiskers (stimulated side) (*p = 0.04; ***p = 

0.0002; ****p < 0.0001; Kruskal-Wallis with Dunn's multiple comparisons test). Error bars are 

median with IQR. 

(G) Pie chart showing quantification of MLIs responsiveness to short and long front stimulation 

(n = 448 cells, 11 FOVs, 3 mice) 

(H) Summary plot of the FWHM Ca2+ activity of responsive MLIs in (G) to short and long front 

stimulation (****p < 0.0001; Wilcoxon matched-pairs signed rank test). Error bars are median 

with IQR. 

(I) Summary plot showing the distribution of FWHM ratios for the MLI responses in (H). Error 

bars are mean with SEM. 

(J) Same as in (I) but comparing the FWHM ratios for MLIs at their corresponding depth in the 

outer (n = 131 cells), middle (n = 120 cells) and inner (n = 82 cells) ML, respectively (outer – 

middle: ns p = 0.43, outer – inner: ns p = 0.29; middle – inner: ns p >0.99; Wilcoxon matched-

pairs signed rank test). Error bars are mean with SEM. 

(K) Summary plot of the peak amplitude Ca2+ activity of responsive MLIs in (G) to short and 

long front stimulation (****p < 0.0001; Wilcoxon matched-pairs signed rank test). Error bars 

are median with IQR. 

(L) Summary plot showing the distribution of peak amplitude ratios for the MLI responses in 

(K). Error bars are mean with SEM. 

(M) Same as in (L) but comparing the peak amplitude ratios for MLIs at their corresponding 

depth (outer – middle: ns p > 0.99, outer – inner: ns p = 0.72; middle – inner: ns p = 0.40; 

Wilcoxon matched-pairs signed rank test). Error bars are mean with SEM. 
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III9. Ca2+ responses amplitudes to spontaneous whisking are smaller and well 

correlated with whisker maximal protraction 

MLIs have been shown to linearly encode the kinematics of spontaneous volitional 

whisker deflection (Chen et al., 2017). In order to examine the MLI response sensitivity to 

whisker deflection in isolation and in the same cells in which puff-evoked responses were 

measured, we investigated MLI Ca2+ response during spontaneous volitional whisking. In the 

same cells we compared stimulated responses during brief whisker pad stimulation (20 psi, 10 

ms) with the average Ca2+ responses of the same MLIs during spontaneous whisking (Figure 

III9 A, Suppl 9.1 A). The example experiment shows that many cells respond to both 

somatosensory and whisking stimuli. The peak whisk deflection is indeed slightly smaller and 

importantly, the ratio between the amplitude of the evoked and spontaneous Ca2+ response is 

highly variable (Figure III9 A,D), suggesting a variability in the sensorimotor representations. 

Chen et al (2017) previously reported increasing and decreasing changes in MLI firing rates, 

tuned to whisker movement kinematics. We too observed reliable Ca2+ responses during 

spontaneous whisking in 59.2% of the MLIs recorded (n = 136 MLIs, 3 FOVs, 2 mice; Figure 

III9 B). However, we did not detect any decreasing Ca2+ transients. One explanation may be 

that because the decreasing firing rates previously observed were 10-fold smaller compared to 

the increasing cases (Chen et al., 2017), those changes might be undetectable with Ca2+ 

imaging. 

Air puff stimulation recruited an additional 36.3% of MLIs (Figure III9 B), suggesting 

that MLIs responding only to somatosensory stimuli comprise one third of the population of 

the MLI responses. When comparing the Ca2+ responses to evoked and spontaneous whisking, 

94% of cells exhibit smaller peak amplitudes for spontaneous whisking (30% decrease on 

average; Figure III9 C,D). The maximum whisker angle deflection in spontaneous bouts are 

smaller (Figure III9 E), which might partially explain the smaller amplitudes in Ca2+ activity 

across FOVs. To examine the influence of whisker angle more specifically, we compared the 

Ca2+ response peak to the mean maximum deflection angle (Figure III9 F,G; Suppl. Figure 

III9.1 B,C). For spontaneous whisking, we found that the Ca2+ response amplitude is strongly 

correlated with the corresponding maximal protraction angle mean between both whisker sides 

during spontaneous whisking (r = 0.69, R2 = 0.7, n = 15 FOVs, n = 6 mice; Figure III9 G, 

Suppl. Figure III9.1 C), but not in response to air puff stimulation (r = -0.25, R2 = 0.01, n = 

34 FOVs, n = 7 mice; Figure III9 F, Suppl. Figure III9.1 B). Interestingly, over the same 
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range of maximum deflection angles, only the spontaneous whisking shows a correlation with 

Ca2+ response amplitude. These results suggest that although MLIs can encode both 

somatosensory and motor information, when a sensory stimulus evokes whisking, the 

representation is biased towards somatosensory representations.  
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Figure III9. Smaller and movement-correlated Ca2+ responses amplitudes during 

spontaneous whisking 

(A) Left: Trial-averaged traces of puff-evoked (10 ms, 20 psi) whisker deflection (upwards 

indicates protraction) and of Ca2+ traces of three MLIs imaged at 100Hz (grey) with the 

superimposed exponential fits (black). Right: Cell-matched Ca2+ traces during spontaneous 

whisking. 

(B) Pie chart showing quantification of MLIs responsiveness to puff-evoked and spontaneous 

whisking (n = 80 cells, 3 FOVs, 2 mice). 

(C) Summary plot of the peak amplitude Ca2+ activity of responsive MLIs in (B) puff-evoked 

and spontaneous whisking (****p < 0.0001; Wilcoxon matched-pairs signed rank test). Error 

bars are median with IQR. 

(D) Summary plot showing the distribution of peak amplitude ratios for the MLI responses in 

(C). Error bars are mean with SEM. 
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(E) Summary plot of the maximal angle of protraction of the same-session puff-evoked and 

spontaneous whisking. 

(F – G) Cross-correlation of the peak amplitude of the cell-average Ca2+ traces in each FOV vs 

whiskers maximal protraction angle for puff-evoked (n = 34 FOVs; r = -0.25) and spontaneous 

(n = 15 FOVs; r = 0.69) whisking. Spearman's rank correlation. Linear fit line with 95% CIs 

dashed black line. 
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Discussion 

It was previously shown that MLIs encode spontaneous whisker movement (Chen et al., 

2017) and can generate sensory-evoked responses to whisker stimulation (Chu et al., 2012). In 

vivo, MLIs can acquire a coherent behavioural representation important for the accurate 

generation of motor actions (Astorga et al., 2017; Gaffield et al., 2018; Gaffield & Christie, 

2017; Rowan et al., 2018). Both in vitro and in vivo evidence suggest that MLIs are a 

heterogeneous population (Kozareva et al., 2021) and have a depth-dependent functional 

organization (Alcami, 2018; Chu et al., 2012; Hoehne et al., 2020; J. Kim et al., 2014).  

However, it is not clear how their responses might differ during sensorimotor representations 

of behaviour. 

Here we examined their laminar representation during sensory-evoked whisking and 

how those sensorimotor representations are altered by different sensory-stimulation protocols. 

Our findings indicate that MLIs in Crus I acquire a widespread coherent representation of 

whisker kinematics, in line with previous observations regarding licking in the adjacent region 

Crus II (Astorga et al., 2017; Gaffield & Christie, 2017). Moreover, MLIs exhibit a depth-

dependent representation of sensorimotor variables (Figure III1-2), with increasingly smaller 

peak amplitudes of Ca2+ responses deeper in the molecular layer. Inner MLIs also show a 

significantly higher degree of rapid sensory responses, that precede behaviour in a proportion 

of over 70% in middle to inner molecular layer (Figure III2,7). Those rapid response patterns 

are reminiscent of the faster sensory-induced excitatory postsynaptic currents in MLIs with 

increasing depth in anaesthetised mice (Chu et al., 2012). Penk-expressing basket-like MLIs 

exhibit similar depth-dependent differences (Figure III3,4). With a larger range diversity, PF 

show a similar pattern of response onset delays in depth, pointing towards an input driven 

diversity of response initiation in MLIs (Figure III5).  

With regards to behavioural representations, MLIs across layers encode somatosensory 

and whisker kinematic information with variable response duration depending on the sensory 

drive. The time-to-peak of slow-onset MLIs correlate stronger on average with that of whiskers 

(Figure III7), suggesting that cells that respond after whisker movement is initiated are most 

likely representing proprioceptive or movement related parameters. Moreover, a 100-fold 

increase in sensory duration drives prolonged MLI responses that exceed stimulus duration and 

whisking to a great extent (Figure III8). Finally, during self-initiated whisking the Ca2+ 

response amplitudes of MLIs are smaller and better correlated with the maximal protraction of 
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the whiskers, in comparison with sensory-evoked representations (Figure III9). This suggests 

a differential representation depending on magnitude of somatosensory and motor or 

proprioceptive variables, as highlighted by puff-evoked responses of different magnitudes 

(short vs long stimulation) and non-stimulated (spontaneous) responses, respectively.  

Within the context of the cerebellar circuitry, there are both external factors and intrinsic 

properties that influence to a varying extent the laminar distribution of MLI responses observed 

during sensory-evoked whisking. Although the current work does not test the mechanisms that 

causally drive the heterogeneous responses, we examined if 1) intrinsic differences marked by 

the Penk1 gene (Figure III3,4), or 2) external input patterns from PFs, could relate and possibly 

explain those differences (Figure III5).  

1. Penk1 expression as a marker for putative basket cells 

Penk-expression was seen to mark a separate transcriptional cluster of MLIs 

(unpublished, Jason Christie Laboratory). By comparison, within the functional classes of MLIs 

proposed by Kozareva et al. (2021), the Penk1 gene is exclusively expressed in MLI1 group 

(and GoCs outside the molecular layer), which corresponds to the same class incorporating all 

the electrically coupled MLIs (Figure III3). Our morphological analysis shows that Penk-

positive cells have basket terminals. They are also increasingly more prevalent with depth, 

while gap junction coupling is also more common in BCs (Hoehne et al., 2020; Rieubland et 

al., 2014). Together, these results suggest a link between Penk-positive MLIs and electrical 

connectivity. Permitting the direct propagation of current, electrical connectivity  has been 

previously linked to stronger and temporally precise spike timing (Hoehne et al., 2020; J. Kim 

et al., 2014). It was therefore surprising that Penk-positive and negative MLIs followed very 

similar patterns of response to sensory-evoked whisking (Figure III4).  

While Penk-positive MLIs did not seem to have distinctive sensorimotor representations 

apart from simple depth dependence (Figure III4, Suppl. Figure III8.2), electrical 

connectivity and basket-like terminals in this subpopulation might still be important for 

differentia controlling of PC firing rates. a direct assessment of the degree of electrical coupling 

between Penk-positive compared to Penk-negative cells might be required, to determine the 

proportion of electrically coupled Penk-positive MLIs form separate subgroups of the MLI1 

transcriptomic type, which itself shows within heterogeneous marker expressions (Kozareva et 

al., 2021). Given these heterogeneous responses of MLIs during sensorimotor integration, a 

closer look at the link between multiple transcriptomic classes and functionality might provide 
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better insight into their differential mechanisms of information processing. For example, a 

similar analysis used imaging coupled with ex vivo scRNA-sequencing to reveal differential 

behavioural encoding in molecularly defined classes of hypothalamic neurons (Xu et al., 2020). 

2. Penk1 expression as a mechanism for unique MLI function 

The current study identified the Penk1 gene as a marker for putative basket cells, which 

do not have a distinguishable sensory-motor representation as compared to their layer Penk1- 

counterparts.  It could also be important to consider the purpose of the gene expressed in a 

subset of MLIs and with a higher prevalence in the inner molecular layer. The Penk1 gene 

encodes for the precursor protein proenkephalin to the enkephalins opioid peptides (Kieffer, 

2009). Within the central nervous system, enkephalins are neuromodulators highly expressed 

in areas such as the amygdala and striatum, with an important role in pain regulation, but also 

emotional and cognitive functions (Bodnar, 2022; Kieffer, 2009; Wilson & McDonald, 2020). 

With this in mind, the expression of proenkephalin in the subset of Penk-positive MLIs might 

indicate towards their differential role in regulating pain and emotional perception. Indeed, 

there is a growing consensus that the cerebellum is involved in cognition and reward signalling 

(reviewed in Kostadinov & Häusser, 2022; Wagner et al., 2019). Moreover, MLI function has 

been specifically linked to affective and social related functions (Badura et al., 2018; Y. Liu et 

al., 2010; Ma et al., 2020). Meanwhile, other neuromodulators such as norepinephrine can bind 

to b-adrenergic receptors to actively increase the firing rate of MLIs and shape emotional 

learning (Kondo & Marty, 1998a; Y. Liu et al., 2010). As a consequence, the neutral 

behavioural paradigm of evoked whisking used here, might be unsuited to trigger the specific 

role or Penk-positive MLIs (Figure IIII4). Studying the function of proenkephalin modulation 

in MLIs might need a reward based or fear conditioning task. It is possible that selectively 

manipulating Penk-expressing MLIs through chemogenetic or optogenetic means, might 

pinpoint towards novel mechanisms of affective perception in the cerebellum. Therefore, even 

though the current work does not support the hypothesis that Penk-positive MLIs differ 

functionally from Penk-negative ones, assessing if the Penk gene marks a segregated functional 

subpopulation of MLIs in more complex tasks involving affective perception, merits further 

investigation.  
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3. Diversity of MLI intrinsic and input integration properties 

MLIs show gradually smaller amplitudes and faster onset of Ca2+ responses with 

increasing depth that are consistent across different stimulation types, suggesting an implicit 

mechanism underlying this laminar effect (Figure III1, Suppl. Figure III8.1). In line with our 

findings, air puffs to the whiskers of anaesthetised mice induce sensory-evoked temporally 

faster and narrower excitatory postsynaptic currents in MLIs with increasing depth (Chu et al., 

2012). Meanwhile, MLIs have comparable spontaneous firing patterns in vivo and in vitro 

(Chen et al., 2017; Häusser & Clark, 1997; Jirenhed et al., 2013; Ruigrok et al., 2011), which 

were previously reported to be similar throughout the molecular layer (Häusser & Clark, 1997). 

Those patterns are however diverse, ranging from  ∼ 1 – 35 Hz in vivo (Jirenhed et al., 2013; 

Ruigrok et al., 2011), suggesting that the intrinsic mechanisms regulating firing patterns have 

a consistent diversity throughout the molecular layer. This is reminiscent of the continuum in 

morphology and gene expression of MLIs (Kozareva et al., 2021; Sultan & Bower, 1998; W. 

X. Wang & Lefebvre, 2022). Thus, the diversity of responses seen within each layer could 

correspond to those intrinsic heterogeneities.  

MLIs sample multiple PFs inputs with somas at corresponding depths in the GC layer 

(Espinosa & Luo, 2008; Zong et al., 2005). Although the dendritic tree of MLIs can span 

different depths (W. X. Wang & Lefebvre, 2022), it has previously been shown that the strength 

of synaptic inputs increases with proximity to the soma of MLIs (Abrahamsson et al., 2012). It 

is therefore likely that PF inputs arriving at a similar location to the MLI soma, influence the 

output of the MLIs to a greater extent. Because GCs in vitro show a laminar distribution in their 

responses to low- and high-frequency inputs, with a preference for the latter in inner- GCs 

(Straub et al., 2020), we considered that the depth-dependence differences of MLI responses 

could be driven by the layer-corresponding GCs inputs (Figure III5). Concurrently, a layered 

diversity in the sensory information incoming through PFs (Straub et al., 2020) might generate 

some of the depth-dependent differences seen during sensory-evoked responses (Chu et al., 

2012). In the inner MLIs the effect of gap junctions might be congruent with the layer-

dependent GC input (Straub et al., 2020) and, as such, contribute to assimilate this fast PF 

excitation appropriately (Alcami, 2018). In this case a direct manipulation of gap junctions 

might provide more insight into the role of electrical connectivity. 
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4. Diversity of granule cell PF representations as a source for MLI response diversity 

Following a similar trend to MLI responses, our results show that PFs also have 

significantly more rapid-onset responses to whisker stimulation deeper in the molecular layer 

(Figure III5). Although GCs receive multisensory information from multiple MFs that span 

the entire GC layer (Chabrol et al., 2015; C.-C. Huang et al., 2013; Markwalter et al., 2019; 

Shuster et al., 2021), they might preferentially integrate this information in a layer-dependent 

manner (Straub et al., 2020; W. Zhang & Linden, 2012). The higher prevalence of rapid 

responses seen in inner- MLIs might therefore be explained by the tuning of inner- GCs to 

higher frequency input and a faster conductance and synaptic properties as expected by the 

larger diameters of inner-PFs and their boutons (Eccles et al., 1967; Pichitpornchai et al., 1994; 

Straub et al., 2020; W. Zhang & Linden, 2012). As a PF can extent as far as 2 mm in length in 

mice (Huang et al., 2006), those propagation properties might become particularly important 

for distal synapses on the PF.  

We also find that MLIs onsets of response are on average faster and temporally less 

diverse than their layer corresponding PFs, possibly because MLIs sample and average over the 

input of multiple GCs (Figure III5). Their early response may therefore reflect the integration 

of the initial fast-onset GCs. Considering the strength and latency of MLIs responses depends 

on the location of the synapse (Abrahamsson et al., 2012), it would be interesting to test if fast- 

and slow-onset PFs are preferentially oriented on more proximal or distal MLI dendrites. 

However, as fast-onset PF responses are present throughout the depth of the molecular 

layer, it is possible that inner MLIs have a more efficient method of integrating this input and 

trigger synchronous activation in response to the earlier-onset PFs. A similar mechanism has 

been previously reported for electrically coupled GoCs, that can compensate for subthreshold 

dendritinc integration through gap junction mediated direct propagation of excitatory flow 

(Vervaeke et al., 2012). In MLIs, electrical coupling was also seen to enhance and accelerate 

interneuron recruitment in response to excitatory input (Alcami, 2018). Therefore, it is probable 

that few fast PFs can induce a faster and stronger widespread recruitment of MLIs with 

increasing depth. Moreover, the PF input was shown to be spatially clustered (Wilms & 

Häusser, 2015), and depending on their dendritic span and location, some MLIs might receive 

a higher convergence of excitatory PF input during whisker stimulation. To this too, electrical 

connectivity might help spread on the parasagittal plane the sensorimotor information clustered 
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in transversally running axonal beams (J. Kim et al., 2014). This direct propagation may 

therefore result in a net increase in excitatory drive with inner MLIs. 

One possibility is that a strong sensory input (produced by the 20 psi air-puff to the 

whisker pad) favours the information provided via the MF-GC pathway and therefore it is not 

surprising that the MLI activation follows the rules of this information flow (Figure III5). In 

this case, the sensory drive provided might further overwrite some of the intrinsic processing 

specific to functional subsets of MLIs. Separately, MLIs were shown to widely encode 

information regarding both whisker kinematics during spontaneous whisking (Chen et al., 

2017) as well as sensory-evoked responses under anaesthesia (Chu et al., 2012). In our 

recordings, the average response amplitude of MLIs is significantly correlated to the maximal 

protraction of the whiskers only during self-initiated whisking, but not during sensory-evoked 

protocols (Figure III9). This further emphasises that movement kinematics are preferentially 

encoded only in the absence of the sensory drive, reinforcing an overwriting stimulus effect. 

Nevertheless, it cannot be ruled out that more mild forms of sensory stimulation might provide 

a balanced encoding of sensory and motor variables. For example, differences of MLIs 

responses have been previously observed between bruxing and licking behaviours, in which 

only the latter behaviour induces a coherent activity on the coronal plane as expected during a 

PF driven sensorimotor input (Astorga et al., 2017).   

Furthermore, the specificity of MLI subtypes might be of importance in more engaging 

and decisional tasks such as associative learning, for which MLIs are known to be important 

(Bonnan et al., 2023; Ma et al., 2020; Rowan et al., 2018). Related to whisking, adaptation of 

PCs simple spikes follows regular air puff induced whisking (Romano et al., 2018; Zempolich 

et al., 2021), probably through anticipation of the stimulus. As this PCs activity is induced by 

GCs input and mediated by MLIs, it would be interesting to see if similar adaptations can be 

observed in MLI activity, especially in the early sensory response during which MLI activation 

strongly inhibits PCs responses (Chu et al., 2011, 2012).  

5. Influence of climbing fibre synapse and inhibitory drive on MLI representations   

As chemogenetic inhibition of GCs does not completely ablate MLIs responses to air 

puffs (Gaffield et al., 2019), other mechanisms besides GCs input must be considered as 

contributing factors to the resulting MLI response dynamics. Particularly, indirect spillover 

from CF-PC synapses can engage MLIs during sensory processing (Arlt & Häusser, 2020; 

Szapiro & Barbour, 2007). Also, MLIs receive direct inhibition from PCs, Lugaro cells, CCs 
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and other MLIs (Kondo & Marty, 1998a; Mittmann et al., 2005; Miyazaki et al., 2021; Osorno 

et al., 2021; Witter et al., 2016). Inhibition from MLIs and PCs is more prevalent with depth 

(Lemkey-Johnston & Larramendi, 1968b). If anything, in the current work we see some longer 

activation windows in mostly deeper MLIs (Figure III1), suggesting that this inhibition does 

not promptly shorten their response. It is however a possibility that inhibitory input contributes 

to decreasing the frequency of MLI firing rate, which would translate into the smaller 

amplitudes of Ca2+ responses seen with increasing depth. Also, additional work would be 

needed to assess the spatial organisation and functional implications of the inhibition from PLIs. 

The interplay between the CF activation of MLI within the range of spillover and their lateral 

inhibition of other MLIs could further segregate the duration of their sensory-induced responses 

(Coddington et al., 2013). This could lead to the particularly long-lasting Ca2+ responses of 

MLIs in the CF spillover range and the narrow responses of the ones inhibited by those MLIs. 

However, further investigation would be needed to understand the impact of CF to MLIs 

spillover during behaviour and the way inhibition sculpts the temporal patterns of MLI 

responses. 

6. Spatial distribution of sensorimotor information and GC-MLI transformations 

In the cerebellum, there is a high convergence of whisker-related MFs pathways 

carrying sensory and motor information at different levels of processing (Bosman et al., 2011). 

As such, air puff stimulation to the whiskers is known to highly engage MLIs (Chu et al., 2012) 

and in general cerebellar neurons (Arlt & Häusser, 2020; Bosman et al., 2010; S. T. Brown & 

Raman, 2018; Chu et al., 2011; Romano et al., 2018). Previous findings show that the sensory 

input engages MLIs in a proportion of ∼80% (29 out of 36 MLIs) in anaesthetised mice (Chu 

et al., 2012). Similarly, in our study, this sensory drive reliably induced a widespread activity 

of MLIs (Figure III1), in awake mice, that precedes whisking to a high extent. Although the 

initial response preceded whiskers in many MLIs responding to air puff stimulation (Figure 

III2,7), the time-to-peak for a given FOV correlates with the whisker time of maximal 

deflection, and even more so for cells responding after the initiation of the whisking. The 

different delays in response raise the question of whether those slower-onset MLIs are more 

likely driven by whisker kinematics and less by the initial sensory-input, as suggested by their 

stronger correlation of time-to-peak with the maximal whisker protraction. Our data therefore 

supports a possible motor drive in the later part of the MLIs responses, especially in the subset 

of slow-onset MLIs (Figure III7). This was previously suggested by responses in PCs, which 
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share the same GCs information with MLIs. As such, the later part of the PCs responses were 

previously linked with the rhythmic whisking-related motor commands relayed from MFs 

originating in the brainstem (Kleinfeld et al., 2014; Takatoh et al., 2013), and temporally 

separated from the initial ∼50 milliseconds of the response likely incoming directly from the 

trigeminal nucleus (S. T. Brown & Raman, 2018). 

In fact, when stimulating the whiskers of anaesthetised mice in which the motor 

response is removed, the latency of response does not differ much between MLIs and between 

outer- and inner- cells (Chu et al., 2012). Meanwhile, our findings in awake mice suggest that 

during short stimulation protocols, the FWHM of a small proportion of cells can last for over a 

second with a higher prevalence in the inner layer, reinforcing a stronger motor related 

component in the later response (Figure III1). Nevertheless, increasing stimulus duration 

induced long lasting activation over a few seconds in over half of the MLIs recorded, that 

outlasted whisking (Figure III8). This effect was seen across the depth of the molecular layer, 

reflecting a strong sensory drive of a sustained whisker stimulation that could perhaps overwrite 

the laminar differences of the MLIs response latencies seen during short stimulation protocols. 

This long lasting activation might be related to the strong convergence of the cortico-pontine 

MF pathways relaying information from the primary and secondary sensory cortices (Leergaard 

et al., 2004) that  favour sensory processing in the cerebellum (Bosman et al., 2011). At the 

input level to MLIs, GCs integrate different sensory modalities to various extents, possibly 

creating a somatosensory gradient in their temporal dynamics, that is further relayed to MLIs 

(Ishikawa et al., 2015). Furthermore, the response of GCs has been divided into a short-latency 

initial component and a second longer latency component, following facial stimulation 

(Morissette & Bower, 1996). As seen for PCs (S. T. Brown & Raman, 2018), the first 

component was shown to be generated by the direct trigemino-cerebellar pathway. Meanwhile, 

input from the primary sensory cortex is primarily responsible for this long latency secondary 

component, suggesting that the diversity in MLIs temporal dynamics might be explained by the 

integration of temporally divided MFs pathways. 

In another cerebellar region, a similar widespread activity of MLIs has been observed 

in response to motor tasks such as licking (Astorga et al., 2017; Gaffield & Christie, 2017), 

while responses to spontaneous whisking in MLIs have also been reported (Chen et al., 2017). 

Our data supports that about 60% of MLIs can encode both sensory-evoked and self-initiated 

whisking (Figure III9). However, without the sensory drive, responsiveness to the same group 

of MLIs during self-initiated whisking is reduced to half, while the peak amplitude of 



 

110 

 

spontaneous are smaller for the same cells. Given that the angle of protractions are significantly 

smaller during exploratory whisking compared to sensory-evoked, the spiking frequency of 

MLIs in response to self-initiated whisking might in fact be adjusted to the sensory drive or 

whisker protraction angle. Indeed, unlike in sensory-evoked whisking, during spontaneous 

whisking there is a significant correlation between the average population peak amplitude of 

Ca2+ responses and the mean maximal protraction between both whisker sides (Figure III9). 

This further highlights that at a population level, MLIs encodes both ipsilateral and contralateral 

movement related changes. Consequently, this diversity of MLI responses might contribute to 

disambiguating the information processing of sensory and motor variables from GCs to PCs 

with high temporal precision of neuronal activity, important for well-timed cerebellar 

behaviours (Cayco-Gajic & Silver, 2019; Jelitai et al., 2016; Mittmann et al., 2005). 

7. Implications of laminar MLI sensorimotor representations for cerebellar 

processing 

The stimulation protocol used was previously shown to recruit PCs in a temporally 

precise manner and also engage DCN neurons at the output of the cerebellar communication 

(Brown & Raman, 2018). Our study was able to show that the onset delays of MLI responses 

to whisker stimulation are shorter in the inner MLIs as opposed to outer ones (Figure III1,2), 

similar to the sensory-evoked MLI patterns of excitatory postsynaptic currents (Chu et al., 

2012). Importantly, our findings link MLIs activity in vivo to the previously observed stronger 

and faster inhibition of PCs with increasing depth (Arlt & Häusser, 2020).  

Our work also suggests that MLIs acquire this laminar effect from GCs (Figure III5), 

integrating their collective input and responding within milliseconds after the stimulus, with 

faster onsets in the deeper molecular layer. This increasingly faster FFI inhibition by inner MLIs 

is important to narrow the time window of integration of PF input to PCs (Mittmann et al., 

2005), and promote their synchronous firing by fast ephaptic coupling (Han et al., 2018; Wise 

et al., 2010). It is therefore possible that the laminar effect observed in our work acts to sculpt 

the temporal patterns of PCs needed generate the appropriate behaviour (Arlt & Häusser, 2020; 

De Solages et al., 2008; Lindeman et al., 2021; Person & Raman, 2012). Therefore, the laminar 

gradients in temporal delays and inhibition strength of MLIs could shape in a similar fashion 

the PCs synchrony in pauses and temporal integration of PF relayed sensorimotor variables. By 

doing so, MLIs might have a key role in modulating the output of the cerebellar cortex. 
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8. Limitations of methodology 

The mechanisms interrogated in the current work have temporal features on scales of 

under or a few milliseconds (Arlt & Häusser, 2020; S. T. Brown & Raman, 2018; Chen et al., 

2017; Chu et al., 2012) and measure population wide activity (Astorga et al., 2017; Gaffield & 

Christie, 2017). To balance the trade-off between spatial and temporal resolution, we used the 

fast calcium indicator probe GCaMP8f  (Y. Zhang et al., 2023) and fast resonant scanning 

imaging at 100 Hz of FOVs comprising tens of MLIs at once. Nevertheless, interpretations must 

be made with caution especially with respect to early features of the response. Even the fast 

kinetics of GCaMP8f with rise times of only about 3 milliseconds are an indirect and slow 

measure of single action potentials. For example, under a similar stimulation protocol, BCs 

provide perisomatic inhibition to PCs within 1 millisecond in vivo (Chu et al., 2012), while the 

transient inhibition of PCs lasts only ∼15 milliseconds (Zempolich et al., 2021). With respect 

to temporal precision, the limiting factor in our experiments is however the image acquisition 

time of 10 milliseconds for each time point. Our onset of response as measured by a 10% rise 

time of Ca2+ transients exponential fits, temporally matches peak response rates of our 

electrophysiological measures (Suppl Figure III2.1) and are comparable with the sensory 

induced peak spike responses in MLIs at an average of ∼20 milliseconds (Chu et al., 2012). 

This suggests that our approach was at the limit of detecting such subtle temporal differences. 

Sometimes Ca2+ activity measurements using imaging techniques can introduce noise 

that may overshadow small transients and induce spurious correlations (Diana et al., 2019). 

Detecting small Ca2+ transients accurately is particularly important for neurons with high Ca2+ 

buffering such as MLIs (Collin et al., 2005). We prioritised response confidence by excluding 

low signal-to-noise activity to minimize faulty estimates. Unfortunately, it is possible that our 

interpretation of MLIs responsiveness is an underestimation, especially with regards to 

spontaneous activity which induced smaller transients. With increasingly improving tools of 

spike inference from Ca2+ activity tailored to the specificity of the probe used, a further analysis 

of extracted spiking patterns could provide additional insight into the temporal responses of 

neurons (Diana et al., 2019; Li et al., 2021; Rupprecht et al., 2021). Nevertheless, our study 

provides a temporal advantage to previous imaging studies of MLIs at slower rates of 30 Hz 

(Astorga et al., 2017; Gaffield & Christie, 2017) that enabled us to determine differences in fast 

onsets of response profiles (Suppl. Figure III1.1). Further investigation using direct 

electrophysiological recordings with Neuropixels probes coupled with optotagging techniques, 

could provide a powerful and well-suited tool to interrogate fast synchrony of MLIs and effects 
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on PCs activity (Jun et al., 2017; J. Kim et al., 2014) thus increasing the richness of information 

carried by cells responding on very short time scales. 
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Supplementary figures 

 

 

 

 

 

 

 

 

(A) Example single-trial responses of whisker deflection (upwards indicates protraction, blue – 

contralateral, red - ipsilateral) and of GCaMP8f Ca2+ traces of five MLIs imaged at 100Hz 

(black). Bottom traces represent cell-averaged responses. Right traces represent the trial-

average responses. Orange dashed line represents the stimulus timing. Grey shading marks 

excluded trial for whisking at stimulation onset (see section II Methods).  

(B) Average Ca2+ traces of six example MLIs across odd (left) and even (right) trials.  

(C) Odd (left) and even (right) exponential fits of trial-averaged Ca2+ activity measurements of 

all responsive MLIs in the FOV presented in (A) normalized to the peak amplitude ordered by 

response onset, following air puff stimulation at time 0 (white line).  

(D) Summary plot for peak amplitude, FWHM and response onset of puff-evoked Ca2+ activity 

of MLIs (each dot represents the trial-averaged MLI response across odd and even trials 

respectively, n = 890 cells), showing a similar distribution of responses (peak amplitude 

medians: 0.10 vs 0.11 ΔF/F, ****p < 0.0001; FWHM medians: 453 vs 442 ms, ns p = 0.09; 

response onset medians: 13 vs 13 ms, ns p = 0.24; Wilcoxon matched-pairs signed rank test for 

each group). Error bars are median with IQR. 

(E) Average Ca2+ activity peak amplitude of individual MLIs across odd vs even trials cross-

correlation with linear fit shown in dashed black line (r = 0.89, Spearman's rank correlation). 

(F) Summary plots comparing the coefficient of variation (CV) of MLI responses across trials 

and cells in the same FOVs, for the parameters in (D), showing higher CVs (n = 890 cells, 26 

FOVs; peak amplitude medians: 0.10 vs 0.29, ****p < 0.0001; FWHM medians: 0.18 vs 0.46, 

****p < 0.0001; response onset medians: 33 vs 48 ms, *p = 0.02; Mann Whitney test for each 

group). Error bars are median with IQR.  

 

 

Supplementary Fig.III1.1. Ca2+ activity response variability across trials 
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Supplementary Fig.III1.2. Movement control using Penk-Cre dependent tdTomato 

expression 

(A) Superimposed trial-averaged GCaMP8f Ca2+ traces (green) and tdTomato traces (magenta) 

of the same cell, for three example MLIs co-expressing the functional dye GCaMP8f and non-

functional dye tdTomato (Penk1 cre-dependent expression, further addressed in section III3-4). 

Orange dashed line represents the stimulus timing.  

(B) Trial-averaged GCaMP8f Ca2+ activity measurements (left) and of tdTomato (right) all 

MLIs co-expressing GCaMP8f and tdTomato (Penk-expressing MLIs) in the FOV. Orange 

dashed line represents the stimulus timing.  
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Supplementary Fig.III1.3. Correlations in Ca2+ activity temporal patterns 

(A) Average Ca2+ activity of outer MLIs (each dot represents the trial-averaged MLI response; 

n = 315 cells, 8 FOVs, 5 mice) peak amplitude vs time-to-peak cross-correlation showing same-

cell correlated responses with linear fit shown in dashed black line (r = 0.10, Spearman's rank 

correlation). 

(B) Cross-correlation of the FWHM vs peak amplitude of same cells as in (A) with linear fit 

(95% CIs) shown in dashed black line (r = -0.05, Spearman's rank correlation). 

(C) Cross-correlation of the FWHM vs time-to-peak of same cells as in (A) with linear fit (95% 

CIs) shown in dashed black line (r = 0.70, Spearman's rank correlation). 

(D) Cross-correlation of the FWHM vs response onset of same cells as in (A) with linear fit 

(95% CIs) shown in dashed black line (r = -0.13, Spearman's rank correlation). 

(E – H) Cross-correlations of the same parameters measured (A – D) for the Ca2+ activity of 

inner MLIs (n = 192 cells, 7 FOVs, 5 mice), (E) peak amplitude vs time-to-peak (r = -0.06), (F) 

FWHM vs peak amplitude (r = -0.17), (G) FWHM vs time-to-peak (r = 0.58), (H) FWHM vs 

response onset (r = -0.32). Spearman's rank correlation with linear fit (95% CIs) shown in 

dashed black line. 
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Supplementary Fig.III1.4. Lateralization of whisker movement kinematics 

(A) Example videography frame of a resting and awake head-restrained mouse during 

imaging recordings, immediately before air-puff stimulation to the ipsilateral whisker pad. 

(B) Same as in (A), following 50 ms post-stimulation of the air-puff (10 ms, 20 psi) to the 

ipsilateral whisker pad to the imaging brain hemisphere. Note bilateral protraction of 

whiskers. 

(C) Labelling the area of radial whisker movement (white) for the recording show in (A) 

(ipsilateral whiskers shown). 
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(D) Whisker detection (blue) and extraction the mean angle of deflection (pink dot) in 

relationship to the center of the whisker pad for the labelled area (green) in (C). 

(E) Example of trial-averaged traces (n = 10 trials) normalized to the baseline resting angle of 

ipsilateral (red) and contralateral (blue) whiskers. Orange line represents the stimulus timing. 

Shading represents SEM. 

(F) Comparison of maximal protraction angle of the exponential fits of trial-average 

ipsilateral (ipsi) vs contralateral (contra) session-matched whiskers (n = 26 sessions, up to 30 

trials per session). Left: cross-correlation with linear fit (95% CIs) shown in dashed black line 

(r = 0.41, Spearman's rank correlation). Right: Summary plot with session-matched 

connecting line for corresponding ipsilateral (red) and contralateral (blue) whisker sides (ns p 

= 0.63; Wilcoxon matched-pairs signed rank test).  

(G) Comparison of the FWHM of the same traces as for (F). Left: cross-correlation (r = 0.03, 

Spearman's rank correlation). Right: Summary plot (ns p = 0.88; Wilcoxon matched-pairs 

signed rank test).  

(H) Comparison of the time to maximal protraction of the same traces as for (F). Left: cross-

correlation (r = 0.80, Spearman's rank correlation). Right: Summary plot (ns p = 0.47; 

Wilcoxon matched-pairs signed rank test).  

(I) Comparison of the protraction onset of the same traces as for (F). Left: cross-correlation (r 

= 0.57, Spearman's rank correlation). Right: Summary plot (****p < 0.0001; Wilcoxon 

matched-pairs signed rank test).  
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Supplementary Fig.III1.5 Distribution of whisker dynamics across sessions 

(A-D) Summary plot of (A) maximal protraction angle, (B) FWHM, (C) time to maximal 

protraction and (D) protraction onset of the exponential fits of trial-average ipsilateral whiskers 

corresponding to the depth of the 2p-imaging FOVs in the outer (n = 8 sessions), middle (n = 

11 sessions) and inner (n = 7 sessions) ML (ns p > 0.05; Kruskal-Wallis with Dunn's multiple 

comparisons test). Error bars are median with IQR. 
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Supplementary Fig.III2.1 Firing rate of putative MLIs peaks before whisker onset 

(A) Top: Neuropixels extracellular recording of the trial-average firing rate histogram (1 ms 

bins) of a putative MLI (top) and whisker protraction angle (bottom) during five consecutive 

air-puffs to the whisker (orange, 10 ms, 20 psi; 4 Hz, n = 30 trials). MLIs are identified based 

on vicinity to Complex Spikes (located in the Molecular Layer) and firing frequency. 

(B) Zoomed view of the first puff-evoked superimposed response of MLIs (black) and 

whiskers (red) presented in (A) showing high-frequency response preceding whisker onset.  

(C) Summary plot comparing the time of maximal firing rate of MLIs (median = 15 ms, n = 7 

MLIs, 3 mice) and whisk onset (median = 30 ms, n = 3 recordings, 3 mice) immediately 

following air-puff stimulation (ns p = 0.10, Mann-Whitney test). Error bars are median with 

IQR. 
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Supplementary Fig.III4.1 Ca2+ response time-to-peak and FWHM are similar between 

layer-matched Penk+ and Penk- MLIs 

(A) Summary plot for time-to-peak of puff-evoked Ca2+ activity of MLIs imaged at different 

depths (each dot represents the trial-averaged MLI response), segregated based on Penk 

expression, showing no differences between Penk+ and Penk-  MLIs (layer-matched non-

significant differences not shown p > 0.05, *p < 0.05, ****p < 0.0001; Kruskal-Wallis with 

Dunn's multiple comparisons test). Error bars are median with IQR. 

(B) Summary plot of FWHM of the same Ca2+ traces as in (A) showing a conserved decrease 

with depth independent of Penk expression (layer-matched non-significant differences not 

shown p > 0.05, *p < 0.05, ***p < 0.001, ****p < 0.0001; Kruskal-Wallis with Dunn's multiple 

comparisons test). Error bars are median with IQR. 
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Supplementary Fig.III8.1 Distribution of MLI Ca2+ activity temporal patterns between 

stimulation type and layer depth 

(A-D) Summary plot for peak amplitude (A), FWHM (B), time-to-peak (C) and response onset 

(D) of Ca2+ activity of MLIs evoked using different stimulation protocol and imaged at different 

depths (each dot represents the trial-averaged MLI response), in the outer (magenta), middle 

(orange) and inner (blue) ML, respectively. Same cells presented in (Figure III8 B,D) divided 

by layer in ML (ns p > 0.05, *p < 0.05, **p < 0.01, ***p < 0.001, ***p < 0.0001; Kruskal-

Wallis with Dunn's multiple comparisons test). Error bars are median with IQR. 
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Supplementary Fig.III8.2 Distribution of Ca2+  response FWHM to long stimulation 

between Penk+ and Penk- MLIs 

Summary plot for FWHM of Ca2+ activity Penk+ (n = 205 cells, magenta) and Penk - (n = 369 

cells, green) MLIs, evoked by long front stimulation (1000 ms, 5 psi). Same cells presented in 

(Figure III8 B) divided by expression of Penk1 gene. (ns p = 0.66; Mann-Whitney test). Error 

bars are median with IQR. 
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Supplementary Fig.III8.3 Cell-matched Ca2+ response FWHM and peak amplitude 

change between short and long whisker stimulation 

(A) Average Ca2+ activity FWHM of individual MLIs responding to 10 ms vs 1000 ms cross-

correlation with linear fit shown in dashed blue lines (r = 0.31, Spearman's rank correlation). 

Dashed black line represents line of identity. 

(B) Same as in (A), but for peak amplitude (r = 0.86, Spearman's rank correlation).  
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Supplementary Fig.III9.1 Distribution of Ca2+ activity peak amplitude and whisker 

protraction across sessions of spontaneous and stimulated responses 

(A) Example single-trial spontaneous whisk epochs (upwards indicates protraction, blue – 

contralateral, red - ipsilateral) and of GCaMP8f Ca2+ traces of five MLIs imaged at 100Hz 

(black). Bottom traces represent cell-averaged responses. Right traces represent the trial-

average responses, aligned to the 10-degree angle of whisker deflection.  

(B – C) Summary plot of the peak amplitude of the trial-averaged Ca2+ traces in each FOV in 

outer (magenta) middle (orange) and inner (blue) layers (top) and whiskers maximal 

protraction angle (bottom) for spontaneous (B) and puff-evoked (C) whisking. Same FOVs used 

for cross-correlation (Figure III9 F and G, respectively). Error bars are median with IQR. 
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IV. Conclusion and future directions 

Previously, the gap junction antagonist mefloquine was used in vitro to block 

propagation of synchronous firing (J. Kim et al., 2014). In vivo, one approach could take 

advantage of the cerebellar cortex gap junction configuration which is primarily made of the 

protein connexin-36 subunits arranged in a hexamer and has to be expressed in both connected 

interneurons (Alcami & Marty, 2013). Indeed, a conditional knockout transgenic mouse line of 

connexion-36 (Cx36-floxed mice) exists (Wellershaus et al., 2008). Nevertheless GoCs also 

form connexin-36 dependent gap junctions (Gurnani & Silver, 2021; Kozareva et al., 2021; 

Vervaeke et al., 2010). Therefore, to directly and selectively abolish electrical coupling in MLIs 

and further avoid perturbation of GoCs, an MLI specific marker would be ideally suited to 

distinguish between interneuron types and avoid overlapping expression with other brain 

regions. Novel transcriptomic analysis might indicate such a marker (Kozareva et al., 2021) and 

by doing so, enable us to further manipulate those subpopulations independently and asses in 

vivo the role of gap junctions on MLI function and its influence on behaviour. 

Another aspect to consider is that the synchronized recruitment of MLIs provided by 

gap junctions is preferentially oriented on the parasagittal plane (J. Kim et al., 2014; Rieubland 

et al., 2014). Evidence in vivo suggests that in response to licking, the activity of MLIs across 

layers is correlated on the PF input axis and only decreases on the transversal plane in SCs with 

distances over 100 microns, while maintained in BCs (Astorga et al., 2017). As our imaging 

experiments prioritised temporal resolution at the expense of a reduced FOV, it is not clear from 

our data if similar effects would be induced by whisker stimulation. Also, it is possible that the 

sensory drive produced by the powerful stimulus might strongly activate PF pathways to the 

extent that subtle spatial orientation effects could be overwritten by the stimulus, while possibly 

maintained during exploratory, self-initiated whisking.  

The importance of the cerebellum in monitoring and adjusting the acquisition of the 

majority of the sensory data was highlighted early on (Bower, 1997). Supporting a strong 

sensory drive, but also motor related components, our data reflects a diverse interplay between 

sensory and motor variables during stimulated and self-initiated whisking. It is possible that a 

further analysis exploring the manifolds of the MLI response trajectories could reveal the 

different dimensions of sensorimotor variables during whisking that are not distinguishable by 

analysis of discrete features only (Jazayeri & Ostojic, 2021). For example, using a general linear 

model, a recent study was able to show that MLIs encode information related to the learned 

valence of odours (Ma et al., 2020). Similarly, this type of analysis might be able to separate 
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sensory from motor components in the MLI responses in a trial-by-trial analysis. Furthermore, 

pharmacological approaches that inhibit the sensory feedback such as applying lidocaine to the 

facial nerve (S. T. Brown & Raman, 2018) and concomitant recordings of MLI activity might 

help isolate motor components in awake animals and provide insight into the integration 

mechanisms of different sensorimotor information. 

Evidence from in vivo recordings of both MLIs and PCs suggest that air puffs to the 

whiskers trigger sensory responses in MLIs that induce inhibition of PCs within a millisecond 

precision (Chu et al., 2011, 2012). Meanwhile, the transient inhibition in PCs simple spikes 

may undergo CF-mediated selective adaptation with repeated stimulation (Zempolich et al., 

2021). During self-initiated activity MLIs and PCs encode whisker kinematics in a similar 

fashion (Chen et al., 2016, 2017). Their activity sometimes precedes whisking, probably 

encoding an efference copy of the motor command. Rather than the sensory related initiation 

of response, during spontaneous whisking the MLI activity might play a role in cancelling 

sensory signals produced by self-generated motion, as previously described for head rotation in 

the vestibulocerebellum (Cullen, 2012). It is therefore possible that MLIs act to disambiguate 

the sensory and motor information processing with high temporal resolution, during evoked 

and self-initiated behaviour. Indeed, studies on whisker-stimulated PCs activity report an initial 

transient suppression of simple-spikes, that enables a well-timed DCN disinhibition and the 

subsequent whisker protraction (S. T. Brown & Raman, 2018). Failing to provide this 

temporally accurate PC output may result in social, cognitive and motor impairments (De 

Zeeuw et al., 2011; Stoodley et al., 2017; Tsai et al., 2012), which might partially be linked to 

a faulty MLI inhibition (Badura et al., 2018; Bonnan et al., 2023; Gaffield et al., 2018). It would 

therefore be interesting to interrogate the causal effect of MLI inhibition on PCs activity and 

whisker movement kinematics. A selective perturbation of functional subsets of MLIs by using 

a Cx36 conditional knockout transgenic mouse line (Wellershaus et al., 2008) coupled with 

transcriptional classes (Kozareva et al., 2021) and optogenetic techniques, would enable us to 

target the desired MLI type and area while avoiding compensatory adaptations of the network. 

Within this configuration we could monitor the activity of PCs. Given the role of inner MLIs 

in modulating the responses of PCs during sensorimotor processing (Arlt & Häusser, 2020; Han 

et al., 2018; Mittmann et al., 2005), we would expect a less synchronized response and possibly 

a disruption of deflection angles (S. T. Brown & Raman, 2018; Romano et al., 2018). Moreover, 

MLIs are known to play a key role in associative learning tasks such as eyeblink conditioning 

(Heiney, Kim, et al., 2014), VOR adaptation (Bonnan et al., 2023; Rowan et al., 2018) and even 

valence discrimination (Ma et al., 2020). The effect of MLI perturbation could further extend 
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to learned adaptation during repeated whisker stimulation (Romano et al., 2018; Zempolich et 

al., 2021). A selective targeting of specific functional classes of MLIs and concomitant 

monitoring of PCs activity during such tasks, could provide us with further insight into learning 

induced dynamic changes in their activity and disambiguate the differential roles of MLIs. 

With regards to behaviour, the area of Crus I imaged here has been repeatedly reported to 

accurately encode whisker kinematics (S. T. Brown & Raman, 2018; Chen et al., 2016, 2017; 

Proville et al., 2014) and to a large extent sensory responses in the absence of any movement 

(Arlt & Häusser, 2020; Bosman et al., 2010; Chu et al., 2011, 2012). Also, the stimulation 

protocol used provides a simple method to repeatedly and reliably induce whisking (S. T. 

Brown & Raman, 2018), while avoiding complex and variable activity patterns present in tasks 

that generate signals induced by dexterous movements or reward (Becker & Person, 2019; 

Kostadinov & Häusser, 2022). It is not however excluded that affective states or small 

movements sometimes associated with the whisking, contribute to the MLI responses observed.  

Despite habituation measures aimed to familiarize the animal with the setup and reduce distress, 

it is possible that affective states influence the responses and contribute to individual differences 

between mice’s behaviour (Ito, 2008; Sugihara, 2018). Furthermore, stimulus-induced 

amplitudes whisker protractions as well as reaction delay and whisking length can differ 

between trials and animals, suggesting some diversity in their sensitivity to the stimulation. 

Meanwhile, the spontaneous whisking can vary greatly in dynamics and amplitude. Therefore, 

differences in responses of same-cell between sensory-evoked and self-initiated whisking 

differs to various extent both in terms of sensory load and movement. We addressed this issue 

by consistently measuring different layers in a randomised order within each experimental 

session, but further analysis using a linear mixed model could better account for random effects 

produced by repeated measures within a session or for different animals. Also, indirect 

behavioural measures of arousal and emotional states such as readings of heart rate, pupil 

dilation and facial expression could be used in the future to complement sensorimotor features 

of neural activity (Dolensek et al., 2020). 

Furthermore, while a simple behavioural response induced by whisker stimulation can 

be suitable to interrogate the cerebellar information flow (S. T. Brown & Raman, 2018), 

learning induced behavioural adaptations are limited in the absence motor errors carried by CF 

activity, to which MLIs are an essential mediating component (Bonnan et al., 2023; Gaffield et 

al., 2018; Ma et al., 2020; Rowan et al., 2018). Thus, it would be important in future studies to 

address if morphological and molecularly defined subclasses of MLIs are differentially engaged 

in complex tasks. 
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In summary, using fast Ca2+ imaging of MLIs in awake mice during sensory-evoked and 

spontaneous whisking, we were able to identify that this neural population is engaged by 

different sensorimotor variables during behaviour and acquires a layer-specific processing, 

most likely inherited from GCs input (Figure IV1). The depth-dependent heterogeneity in 

representations of GCs could be due to a modality-specific distribution or a selectivity in 

frequency tuning (Ihikawa et al., 2015; Markwalter et al., 2019; Straub et al.,2020; Shuster et 

al. 2021). This can translate into the laminar distribution of the neural signatures of MLI 

responses, which may further underlie differential roles in sculpting the temporal accuracy of 

PCs information processing (Arlt & Häusser, 2020). It remains to be investigated if different 

molecularly defined classes of MLIs have diverse functions in complex cerebellar dependent 

tasks, such as associative motor learning. 

 

 

Figure IV1. Summary illustration of the GC mediated depth-dependence of MLI response 

onsets and possible mechanisms 

Outer PFs and MLIs have a higher proportion of stimulus-evoked slow-onset cells (magenta) 

that better represent whisker kinematics, while inner PFs and MLIs show preponderantly faster 

onsets (blue) that precede whisking. Longer whisker stimulation induced prolonged MLI 

responses with a similar laminar distribution. Our data therefore suggests a bias towards 

proprioceptive and motor encoding of whisking dynamics in the outer MLIs, but a robust 

somatosensory representation throughout the depth of the molecular layer.  
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