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Abstract

My thesis is based on shared navigation between the autonomous system and
the human. In our research, we focus on command fusion. In our approach, both
entities, the human and the autonomous system, simultaneously control the vehicle,
and a module acquires their commands and performs the command fusion. This
approach involves studying the intentions of both the human and the autonomous
system to ensure the most appropriate fusion of their choices and to evaluate the
decision-making of each entity. The intention of the autonomous system is cal-
culated using a visual servoing controller. The implementation of visual servoing
relies on a deep learning network detecting lanes. For the human driver, who
actively drives and cannot express their intention simultaneously, we use a deep
learning-based model to predict their intention. The construction of this model
required the creation of a driving dataset using our vehicles and the development of
a recurrent model that integrates data of various types. Each of these intentions is
then evaluated according to specific criteria, including safety, comfort, and context,
to guide the fusion process towards the selection of the highest quality intention.
This quantification is based on a state analysis derived from the realization of these
intentions. We then use game theory to facilitate the fusion process, where each
entity, human and autonomous system, aims to steer the final command towards
their choice.

2



Contents

1 Introduction 12
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Problem Statement And Global Overview . . . . . . . . . . . . . . 13

1.2.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2.2 Autonomous Vehicle . . . . . . . . . . . . . . . . . . . . . . 14
1.2.3 Human-Machine Interaction . . . . . . . . . . . . . . . . . . 15
1.2.4 Shared Navigation Motivation . . . . . . . . . . . . . . . . . 16
1.2.5 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . 16

1.3 Work Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.1 Simulator and Real Vehicle Setup . . . . . . . . . . . . . . . 17
1.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Related Work 23
2.1 Shared Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.1.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Authority Variable . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Shared Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 System Coupled And Uncoupled . . . . . . . . . . . . . . . . 27
2.2.2 Shared Navigation Applications . . . . . . . . . . . . . . . . 28
2.2.3 Game Theory Approach . . . . . . . . . . . . . . . . . . . . 34
2.2.4 Position To Related Works . . . . . . . . . . . . . . . . . . . 35

2.3 Autonomous Control . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.1 Lane Detection . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Position To Related Works . . . . . . . . . . . . . . . . . . . 37

2.4 Human Driving Intention . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.1 Models And Data . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.2 Ego Vehicle Prediction . . . . . . . . . . . . . . . . . . . . . 40
2.4.3 Position To Related Works . . . . . . . . . . . . . . . . . . . 40

2.5 Evaluation Intention . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5.1 Evaluation Situation . . . . . . . . . . . . . . . . . . . . . . 41
2.5.2 Evaluation Sequence Commands . . . . . . . . . . . . . . . . 41
2.5.3 Position To Related Works . . . . . . . . . . . . . . . . . . . 42

3



CONTENTS CONTENTS

3 Autonomous Control 44
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Lane Keeping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2.1 Visual Servoing: Fundamental And Tools . . . . . . . . . . . 45
3.2.2 Visual Servoing: Concept . . . . . . . . . . . . . . . . . . . 46
3.2.3 Visual Servoing: Autonomous System . . . . . . . . . . . . . 47
3.2.4 Lane Detection . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3 Obstacle Avoidance . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.1 Implementation with DWA . . . . . . . . . . . . . . . . . . . 53
3.3.2 Gradient Descent Resolution . . . . . . . . . . . . . . . . . . 55
3.3.3 Constraining the Gradient Descent . . . . . . . . . . . . . . 55
3.3.4 Loss Functions Definition . . . . . . . . . . . . . . . . . . . 56

3.4 LiDAR Road Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.6 Defining Intention From Command . . . . . . . . . . . . . . . . . . 61

3.6.1 Image Feature Prediction . . . . . . . . . . . . . . . . . . . . 63
3.6.2 LiDAR Prediction . . . . . . . . . . . . . . . . . . . . . . . . 63

3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 Human Driving Prediction 66
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.1.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2 Problem Resolution . . . . . . . . . . . . . . . . . . . . . . . 71

4.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.1 Roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.2 Data Pre-Processing . . . . . . . . . . . . . . . . . . . . . . 73
4.2.3 Dataset Information . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.1 Input Models . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3.2 Output Model . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.4 Validation And Results . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.1 Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.3 Sensitivity Of The Model To Data . . . . . . . . . . . . . . . 84

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Intention Evaluation 86
5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 State Quantification Metrics . . . . . . . . . . . . . . . . . . . . . . 88

5.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.2 Evaluator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.3 Quality Generic Formulation . . . . . . . . . . . . . . . . . . 91
5.2.4 Admissibility Generic Formulation . . . . . . . . . . . . . . . 91
5.2.5 Intention Score Generic Formulation . . . . . . . . . . . . . 91

5.3 Implementation And Validation Tests . . . . . . . . . . . . . . . . . 92

4



CONTENTS CONTENTS

5.3.1 State Definitions . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.2 Quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3.3 Discount Factor . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.4 Admissibility . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.4.1 Intention 1: Hit Obstacle . . . . . . . . . . . . . . . . . . . . 101
5.4.2 Intention 2: Avoid Obstacle With High Lateral Acceleration 102
5.4.3 Intention 3: Avoid Obstacle With Better Quality . . . . . . 102

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Intention Fusion 106
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 Prerequisites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2.1 Profile Projection . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.2 Authority Variable . . . . . . . . . . . . . . . . . . . . . . . 109
6.2.3 Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2.4 Deal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.3 Game Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.1 Game Definition . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.2 Nash Equilibrium . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.3 Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3.4 Game Lock . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4.1 Test Admissible . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.4.2 Test Not Admissible . . . . . . . . . . . . . . . . . . . . . . 119
6.4.3 Test Not Similar . . . . . . . . . . . . . . . . . . . . . . . . 120

6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7 Conclusion 122
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

A Dataset Human Driving 125

B Evaluation Intention 127

C Regression Coefficients Distribution 129

Bibliography 129

5



List of Figures

1.1 Thesis workflow: Intention fusion processes. . . . . . . . . . . . . . 14
1.2 Causes of autonomous disengagement in 8,216 accidents. The other

category includes accidents not related to perception and decision-
making, such as those caused by erratic driving from other individuals. 15

1.3 SCANeR studio illustration. . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Overall caption for both figures. . . . . . . . . . . . . . . . . . . . . 18
1.5 Example data from CuLane dataset, image and label. . . . . . . . . 19
1.6 Thesis schema block combined with the thesis organization. . . . . 22

2.1 Navigation task levels relations and shared navigation applications
examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Example of mechanically coupled and uncoupled systems, from the
article [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 Visual information approach. From article [2], this diagram repre-
sents the near and far points, exploited by the driver model. . . . . 30

2.4 Driver model design by [3]. This diagram represents the modeled
parts (visual and neuromuscular) exploited by the driver model. . . 30

2.5 Driver model based on movemes, from [4]. . . . . . . . . . . . . . . 31
2.6 Fuzzy table from [5]. This table defines the level of sharing between

the autonomous system based on the values of TTC (HD = high
dangerous, D = dangerous, and S = safe) and η. . . . . . . . . . . . 33

2.7 Shared control structure defined by [6]. This diagram shows the
sharing carried out between the automated system and the human
in terms of the trajectory and the control applied to the vehicle. . . 34

2.8 Authority transfer from autonomous system to driver defined by [7].
It is within this range that the control sharing is carried out, to ensure
a smooth transfer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.9 Model defined and utilized in the article [8]. . . . . . . . . . . . . . 41
2.10 Markov Decision Process diagram showing our position with the for-

mulation defined Eq. 2.3. . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1 Example of a visual servoing task: in this situation, the robot has to
move in front of the door. . . . . . . . . . . . . . . . . . . . . . . . 47

6



LIST OF FIGURES LIST OF FIGURES

3.2 Variables of visual servoing used to control the vehicle and keep it
centered in the lane, including the definition of image features and
the relations between frames. . . . . . . . . . . . . . . . . . . . . . 47

3.3 Visual servoing features computed by our development on real image. 48
3.4 Controller adaptation depends on the situation, extracted from [9]. 49
3.5 Lane detections perform by our deep-learning model on track test

(Sec. 1.3.1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Deep-learning lane detection model configuration. . . . . . . . . . . 52
3.7 Output detection from our model applied on CULane dataset image. 52
3.8 Explanation of gradient descent constraint. . . . . . . . . . . . . . . 56
3.9 DWA combined with gradient approach, positions results. Applied

in simulation with Gazebo. . . . . . . . . . . . . . . . . . . . . . . . 57
3.10 Explanatory illustrations of zone construction and optimal angle def-

inition. LiDAR filter is explain in part 3.4. . . . . . . . . . . . . . . 58
3.11 Explanation of LiDAR filtering with use cases. . . . . . . . . . . . . 59
3.12 Simplified block schema of LiDAR Road Filter and Strategy parts. . 60
3.13 Simulation images from SCANeR studio for each test. . . . . . . . . 60
3.14 Trajectory by test. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.15 Data resulting from the simulations conducted for each test. . . . . 62
3.16 Prediction tests conducted on real data at the Seville track. . . . . . 64
3.17 Simplified block diagram model, including intention generation. . . 65

4.1 Operation of the model during execution and explanation of the
model training phase. . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Approximations methods comparison. These graphs show the im-
portance to create model. . . . . . . . . . . . . . . . . . . . . . . . 70

4.3 Types of data recorded by our vehicle for dataset creation. . . . . . 72
4.4 Dataset process steps. . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Map generation (b) from the situation (a). . . . . . . . . . . . . . . 74
4.6 Data reduction, during preprocessing step. . . . . . . . . . . . . . . 75
4.7 Global model architecture. . . . . . . . . . . . . . . . . . . . . . . . 77
4.8 Unbalance data explication, example: raw image is defined by 40 000

scalars, compared to steering wheel angle defined by only one scalar. 78
4.9 Input model maps latent space test. In this test, an autoencoder

model has been created and trained on map from the dataset. This
autoencoder has to compress information and re-build initial infor-
mation from the compress information of the latent space. . . . . . 79

4.10 Image from the test dataset, for each test. On each image, in red,
the projection of the actual velocity from the dataset, and in green,
the projection of the prediction made by the model. . . . . . . . . . 81

4.11 This table represents the median errors (Eq. 4.3) for each test. On
the horizontal axis, it indicates the type of model used, and on the
vertical axis, it specifies the type of test conducted. The color of
each cell represents the percentage variation from the reference value
(own model). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

7



LIST OF FIGURES LIST OF FIGURES

4.12 Average cumul error (Eq. 4.3) on each sub test. Applied only on the
model method, because, average is too sensitive to outliers. . . . . . 83

4.13 Intention predictions performed by our model on the test "city". . . 83

5.1 Quantifications (quality and admissibility) results on driving intention. 88
5.2 Command is evaluated in analyzing the state resulting after applying

the command on an initial state. . . . . . . . . . . . . . . . . . . . 89
5.3 Concepts explanations of intention evaluation. . . . . . . . . . . . . 90
5.4 Score computation illustration. From the state prediction to the final

intention score. Including admissibility and quality computations. . 93
5.5 Vehicle velocity projection in occupancy grid frame. . . . . . . . . . 94
5.6 Quality and admissibility information explanation. . . . . . . . . . . 95
5.7 The top figure represents a metric derived from the vehicle state.

Based on this metric, the function on the bottom side analyzes the
result and assigns a judgment score between 0 and 1. This analyzer
is defined by two parameters: rampe and shift. . . . . . . . . . . . 96

5.8 Discount function per axis computation. . . . . . . . . . . . . . . . 98
5.11 Occupancy grid with intention trajectory. . . . . . . . . . . . . . . . 101
5.13 Vehicle states, linear and angular velocities. . . . . . . . . . . . . . 102
5.14 Accelerator lateral evaluator results. . . . . . . . . . . . . . . . . . . 103
5.15 Quality results, per criteria and the global quality result. . . . . . . 103

6.1 Fusion pipeline, from entities intentions and their evaluation to the
fusion command. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2 Velocity regressions on real data. . . . . . . . . . . . . . . . . . . . 109
6.3 Example support, from the profile regressions to an arbitrary fusion.

Including metrics and concepts representations. . . . . . . . . . . . 110
6.4 Authority adaptation, Sim is the similarity acceptability variable. . 111
6.5 Resolution precesses. . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.6 Nash’s equilibrium result illustration. . . . . . . . . . . . . . . . . . 114
6.7 Authority variable (λfusion) variation in case where λ = 1. . . . . . 115
6.8 Including authority remapping solution. . . . . . . . . . . . . . . . . 115
6.9 Intention velocities support for the validation, projected to trajectory. 116
6.10 Test 01: Results after fusion. . . . . . . . . . . . . . . . . . . . . . . 118
6.11 Test 02: Results after fusion. . . . . . . . . . . . . . . . . . . . . . . 119
6.12 Test 03: Results after fusion. . . . . . . . . . . . . . . . . . . . . . . 120

A.1 Velocity (linear and angular) density per recording. . . . . . . . . . 125
A.2 Datasets tests positions. . . . . . . . . . . . . . . . . . . . . . . . . 126

B.1 Evaluators on intention 02. . . . . . . . . . . . . . . . . . . . . . . . 127
B.2 Evaluators on intention 03. . . . . . . . . . . . . . . . . . . . . . . . 128

8



List of Tables

4.1 Categorization of dataset. . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Sensor characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Dataset characteristics, variation per feature. . . . . . . . . . . . . . 74
4.4 Tests dataset informations. . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Neutral data corresponding. . . . . . . . . . . . . . . . . . . . . . . 85
4.6 Impact of data on prediction, depending on situation (city, round-

about, 1 lane or 2 lanes) and axis (linear or angular). . . . . . . . . 85

5.1 Summarize tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.1 Tests intention definitions, the intention number refer to the intention
in the figure 6.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

9



Acronyms

ACC Adaptive Cruise Control. 15

AI artificial intelligence. 14

CAN Controller Area Network. 18

CNN Convolutional Neural network. 37, 45, 51, 76

CTRA Constant Turn Rate And Acceleration. 40

CTRV Constant Turn Rate And Velocity. 33, 35, 40

DDT Dynamic Driving Task. 26

DMV Department of Motor Vehicles. 14

DVR Driver Vehicle Road. 29, 31, 38

DWA Dynamic Window Approach. 7, 16, 44, 45, 53, 54, 55, 56, 57, 64

GNSS Global Navigation Satellite System. 18, 36

GPS Global Positioning System. 18, 32, 36

GPU Graphics Processing Unit. 19

IBVS Image-Based Visual Servoing. 46

IDWA Image-Based Dynamic Window Approach. 53

LSTM Long Short-Term Memory. 39, 40, 66, 76, 80

MAE Mean Error Absolute. 80

MPC Model Predictive Control. 32, 33

PBVS Position-Based Visual Servoing. 46

RAM Random-Access Memory. 19

10



Acronyms Acronyms

RNN Recurent Neural Network. 66

ROS Robot Operating System. 18, 19

SAE Society of Automotive Engineers. 14, 15

TTC Time To Collision. 6, 25, 32, 33, 41

UTC Université de Technologie de Compiègne. 13

VR Vehicle Road. 28, 37

11



1 Introduction

Abstract: Introduction to the thesis, explaining the contributions made in this
thesis, as well as the publications and detailing the thesis plan. The work environ-
nement, exploited during this thesis, is presented.

Contents
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Problem Statement And Global Overview . . . . . . . 13

1.2.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2.2 Autonomous Vehicle . . . . . . . . . . . . . . . . . . . . . 14

1.2.3 Human-Machine Interaction . . . . . . . . . . . . . . . . . 15

1.2.4 Shared Navigation Motivation . . . . . . . . . . . . . . . . 16

1.2.5 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . 16

1.3 Work Environment . . . . . . . . . . . . . . . . . . . . . 17

1.3.1 Simulator and Real Vehicle Setup . . . . . . . . . . . . . . 17

1.3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.5 Organization . . . . . . . . . . . . . . . . . . . . . . . . . 21

12



CHAPTER 1. INTRODUCTION 1.1. CONTEXT

1.1 Context

This thesis is government-funded through a scholarship from the Université de
Technologie de Compiègne (UTC).

In the context of the doctoral co-supervision program between UTC and Uni-
versity of Tokyo. The thesis works were realized at the Heudiasyc Laboratory UMR
CNRS 7253 at UTC and set in an international environment, as part of the Eu-
ropean project OWheel1. This project is coordinated by the German university
of Ilmenau. It brings together a set of universities participating from the United
Kingdom, the Netherlands, Italy, Lithuania, and France. In addition to these par-
ticipants, non-European partners are also part of the project, including Japan and
South Africa. In this context, the thesis works were done in collaboration to the
Fujimoto laboratory, affiliated with the University of Tokyo.

1.2 Problem Statement And Global Overview

1.2.1 Objective

The aim of this thesis is to integrate intentions between entities sharing the car:
the human and the automated system. To achieve this integration at the scale of
the car, it is essential to understand the intentions of each entity over a short time
horizon. Our focus on a short time horizon is due to our emphasis on fusion at the
local navigation level. For the autonomous system, we have chosen to reuse visual
servoing approaches previously developed in our laboratory [10]. Driving the vehicle
according to the information provided by the camera. For the human, it is necessary
to define a model capable of predicting their intentions by analyzing the commands
they have previously executed on the vehicle, as well as sensor data and intrinsic
vehicle data. Thus, for each entity, we have an intention that is defined over a short
time horizon. This intention is rich in information defining the desired maneuver
(lane keeping and obstacle avoidance for examples) and the way to achieve it. These
intentions are evaluated to guide the fusion towards the intention of the highest
quality Once the intentions are predicted and evaluated, the fusion of intentions
should be applied. The result of this fusion is not a selection of one intention
over the other but a merge of both intentions, based on evaluations. Figure 1.1
illustrates the relationship between these different steps. Furthermore, this fusion
process should be capable, in future perspectives, of incorporating constraints from
surrounding vehicles to refine the intention fusion by considering the behavior of
vehicles around the ego-vehicle.

1Owheel project: https://cordis.europa.eu/project/id/872907, https://o-wheel.eu/
partners/
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Figure 1.1: Thesis workflow: Intention fusion processes.

In this section, we introduce the base research problem of this thesis. Partic-
ularly the limitations of autonomous vehicle and the importance of the human-
machine interaction in solving this problem. A detailed bibliography review will be
presented in chapter 2.

1.2.2 Autonomous Vehicle

Statistical studies conducted by the National Highway Traffic Safety Adminis-
tration indicate that 94% of road accidents are attributed to human error, such as
poor decision-making and driver distraction2. Autonomous cars offer a promising
solution to significantly reduce these accidents. However, the current technological
limitations and public skepticism hinder the full replacement of human drivers with
autonomous vehicle driven by artificial intelligence (AI). AI has not yet achieved the
capability to adapt to all driving scenarios, and legal questions regarding liability
in accidents remain unresolved.

As noted in Zhao et al. [11], despite significant advancements, autonomous cars
are not yet fully equipped to avoid all problems. This is evidenced by the California
Department of Motor Vehicles (DMV)’s analysis of autonomous vehicle disengage-
ments (Figure 1.2), which shows that many issues are not hardware failures but
stem from the autonomous system’s perception and decision-making capabilities3.
This highlights that the primary challenges in implementing autonomous systems
lie within the software responsible for environmental analysis and decision-making
processes.

The level of vehicle autonomy, as defined by the Society of Automotive Engineers
(SAE), varies significantly, impacting both the role of the automated system in

2https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/812115
3Disengaged data from California gov website: https://www.dmv.ca.gov/portal/file/

2022-autonomous-vehicle-disengagement-reports-csv/
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Figure 1.2: Causes of autonomous disengagement in 8,216 accidents. The other
category includes accidents not related to perception and decision-making, such as
those caused by erratic driving from other individuals.

driving and the associated responsibilities. The SAE levels range from level 0 (no
automation) to level 5 (full automation), each representing varying degrees of human
intervention and system autonomy. For example, level 1 provides driving assistance,
level 3 offers conditional automation, and level 5 achieves complete automation,
operating autonomously under all conditions without human intervention. At levels
1 to 3, the autonomous part contributes to driving, but under the supervision of a
human to avoid any bad decisions.

1.2.3 Human-Machine Interaction

The advancement of robotics and human-machine interaction has led to the
development of diverse forms of interaction. These interactions blend human in-
telligence and adaptability with machine precision and efficiency. The nature of
these interactions varies based on their implementation and the specific tasks they
are designed to accomplish. In supervised control, humans oversee and guide the
automated system, intervening primarily to correct or modify actions. This form of
cooperation involves the driver monitoring the vehicle’s control systems and inter-
vening when the vehicle cannot handle a situation or exhibits unwanted behavior.
In a cooperative control scenario, a vehicle equipped only with adaptive cruise con-
trol (ACC) is a good illustration. The ACC automatically adjusts the vehicle’s
speed to maintain a safe distance from the vehicle ahead, while the human driver
manages the steering. This setup clearly demonstrates cooperative control, where
the automated system handles speed regulation, and the human is in charge of steer-
ing. This example aligns more accurately with the concept of cooperative control,
with distinct yet complementary roles for the human and the automation system.
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In assisted control, the automated system aids the driver, who retains ultimate
authority and responsibility for decisions. For example, many modern vehicles fea-
ture emergency braking systems that activate in critical situations if the driver fails
to respond in time. Finally, shared control represents an active and simultaneous
interaction between human and automation in task performance, characterized by
continuous and mutual influence. This approach is integral to the concept of shared
navigation.

1.2.4 Shared Navigation Motivation

Shared navigation is a collaborative driving approach where both the human
driver and the automated system are actively involved in controlling the vehicle.
This method focuses on improving driving safety and efficiency by allowing both
parties to contribute their decision-making skills constantly. Unlike supervisory co-
operation, in shared navigation, the driver stays actively involved, capable of making
decisions and overriding the automated system’s actions if needed. This collabora-
tion requires both parties to work together on the same driving task, demanding a
high degree of integration and coordination.

1.2.5 Thesis Contributions

• Autonomous control:

– Combination of visual servoing with lane detection based on a neural
network;

– Optimization of computation on obstacle avoidance, Dynamic Window
Approach;

• Human driving prediction:

– Creation of a dataset based on real vehicle;

– Development of deep learning model, where each type of input is pro-
cessed by a specific input model to reduce complexity;

– Assessment of the importance of each variable on the quality of the pre-
diction, across various tested scenarios.

• Intention Evaluation:

– Create a generic multi-criteria formulation for evaluating intentions;

• Intention Fusion:

– Definition of the non-cooperative game adapted to the intention fusion;

– Incorporating authority variable to the game;
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1.3 Work Environment

1.3.1 Simulator and Real Vehicle Setup

In order to test the various solutions proposed in this thesis, we used a SCANeR
studio simulator, as well as real vehicles available in the laboratory. This section
provides details on these resources.

Simulator

In the context of this thesis, work has been carried out on the professional
simulator SCANeR studio (Fig. 1.3). This simulator is developed by the com-
pany AVSimulation. This simulator allows the simulation of a car’s physics and
its interaction with the environment. It enables the editing of maps and scenarios,
including dynamic or static obstacles. This simulator has an API for Matlab, C++,
and Python. It is therefore possible to interact with the car’s controls using code
external to the simulator. It is possible to retrieve information from the car and
the sensors that the car is equipped with. We used the simulator to validate the
autonomous navigation defined in chapter 3. The validation of the evaluation part
(Chap. 5) and intention fusion (Chap. 6) were also tested on this simulator. The
use of a simulator allows us to ensure that our system works without taking the
risk of deploying our solution directly on the laboratory’s cars.

Figure 1.3: SCANeR studio illustration.

Real Vehicle

The Heudiasyc laboratory has several vehicles used for research conducted in
this laboratory. These cars are Renault ZOE models. One is primarily used for
data acquisition, and the other car (Fig. 1.4a), referred to as motorized, can be
driven autonomously. The architecture of the 2 cars is almost identical, with the
exception of the motorized part of the 2nd car. These cars are equipped with a set of
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sensors for environmental perception, a 32-layers LiDAR for acquiring a point cloud
of elements around the car, 4 cameras ensuring a complete view around the car. The
position of the car is determined by a GNSS sensor, with an accuracy of about a
cm. In addition to the GPS, we have an HD map of a part of the city of Compiègne.
This map describes the road infrastructure, such as the lanes. By combining GPS
position data with this map, it is possible to extract local information. In addition,
data from the Controller Area Network (CAN) bus provide intrinsic car data, such
as speed and access commands. An onboard computer, using the Robot Operating
System (ROS) middleware4, allows for the acquisition of data from various sensors
and communication with the autonomous part.

(a) Heudiasyc car. (b) Seville track

Figure 1.4: Overall caption for both figures.

Seville Track The laboratory has a test track, on which it is possible to conduct
autonomous car tests. As shown in Figure 1.4b5, this track consists of 2 roundabouts
connected by a straight line, the distance between roundabouts is approximately
100 meters.

1.3.2 Data

Public Datasets

In the context of this thesis, we have used datasets that are publicly accessible.
Especially for the lane detection part, where there are accessible datasets. the
CULane dataset [12], which is a public dataset offering a large number of labeled
lane images. The CULane dataset contains a total of 133 235 images, which were
extracted from over 55 hours of videos. These videos were recorded using cameras
mounted on six different vehicles driven by various drivers in Beijing. Figure 1.5

4ROS website: https://www.ros.org
5Satellite image from Google Earth, captured on December 23, 2023.
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(a) (input) raw image (b) (output) mask image

Figure 1.5: Example data from CuLane dataset, image and label.

represents data from this dataset, showing the image from the camera at the front
of the vehicle and the label information about this image. This dataset was used
for training the neural network capable of lane detection, as discussed in chapter 3.

Own Datasets

In this thesis, to adapt our research to our car, we created a dataset specific to
our vehicle. These datasets were created using a set of tools developed internally in
our laboratory. Additionally, we developed other tools based on ROS for the dataset
generation process, to pre-process the data, and to extract the datasets, making
them suitable for training our learning model. We created a dataset specific to our
cars for the model on human driving prediction (Chap. 4). Section 4.2 details the
dataset created in the context of human driving. We have decided to use real data
instead of simulated data, as it reflects better quality and more accurately represents
driving conditions. This decision was influenced by the fact that simulator interfaces
(such as joysticks or steering wheel controllers) can introduce biases, as they do not
sufficiently replicate real-world scenarios.

Cluster

All the deep learning models (Chap. 3, 4) discussed in this thesis were developed
and trained on datasets by myself. All of these models were created using the
TensorFlow framework6, which allows for the creation, training, and deployment
of neural networks. To facilitate deployment on our clusters, we used the Docker7

solution, ensuring the necessary environment for the code to function. To train these
deep learning models, we utilized a cluster available in our laboratory. This cluster
significantly enhanced our capability to handle large training datasets, especially
those comprising images and point clouds. Given our computational needs, we
opted for a Graphics Processing Unit (GPU) cluster, equipped with 8 graphics
cards, each with 32 GB of memory, and supported by 512 GB of Random-Access
Memory (RAM).

6TensorFlow website: https://www.tensorflow.org/
7Docker website: https://www.docker.com
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Development and Implementation

The methods presented in this thesis were developed and implemented by our-
selves. Throughout my development work, whether in simulation or with real vehi-
cles, I was careful to create the development as generic as possible and to make the
end result modular.

1.4 Publications

The methods described in this thesis have been validated through simulations
and real-world experiments. These results have been published in several interna-
tional conferences, as mentioned below:

• Publications 2021:

– Shared Decision-Making Forward an Autonomous Navigation for Intel-
ligent Vehicles [13] - IEEE SMC 2021: Shared decision-making between
human and automated system, where fusion is expressed by polynomial
coefficient fusion;

– Context Modelling Applied To The Intelligent Vehicle Navigation [14]
- IEEE IECON 2021: Influence of an ontology describing the driving
context on the control of an autonomous system;

• Publications 2022:

– Motion Control For Aerial And Ground Vehicle Autonomous Platooning
[15] - IEEE AMC 2022: Implementation of a drone tracking solution of
a ground robot using camera data based on the drone;

– Prediction of human driving behavior using deep learning: a recurrent
learning structure [16] - IEEE ITSC 2022: Prediction of human driving
behavior using a recurrent neural network;

– Dynamic Context Awareness in Autonomous Navigation [17] - IEEE
SMC 2022: Driving strategy adapted by the driving context, expressed
using an ontology;

– Model-based and machine learning-based high-level controller for au-
tonomous vehicle navigation: lane centering and obstacles avoidance [18]
- IAES: Control strategy including lane keeping and obstacle avoidance
based on visual servoing;

– Gradient descent dynamic window approach to the mobile robot au-
tonomous navigation [19] - IEEJ SAMCON 2022: Optimization of the
Dynamic Window Approach strategy with gradient descent;

20



CHAPTER 1. INTRODUCTION 1.5. ORGANIZATION

• Publications 2023:

– Proposal of On-board Camera-Based Driving Force Control Method for
Autonomous Electric Vehicles [20] - IEEE AIM 2023: Control of vehicle
grip using a camera-based grip estimation;

– General and Multi-Criteria Approach to Study the Admissibility and
Quality of a Driving Intention [21] - IEEE IV 2023: Generalized multi-
criteria formalization to evaluate a driving intention;

– Cooperative architecture using air and ground vehicles for the search
and recognition of targets [22] - IEEE ITSC 2023: Collaborative task
between a drone and ground robots, aiming for the ground robots to
reach positions given by the drone;

1.5 Organization

Initially, we will address in chapter 2 the works and concepts related to the
contributions of the thesis. Additionally, this chapter establishes a clear position,
referencing our work in the context of literature. The following chapters illustrate
the contributions made during this thesis. Figure 1.6 shows a block diagram of our
solution, defining the chapter of each part. Thus, we will first find in chapter 3
the definition of the intention of the automated part, based on a visual servoing
controller. In chapter 4, human intention is predicted using a neural network trained
on a dataset created for this part. These two intentions must then be evaluated
by the method defined in chapter 5, which defines a generic multi-criteria way of
evaluating an intention. From these intentions combined with their evaluation, it is
thus possible to realize a fusion of this intention, thereby expressing the sharing of
intention, defined by chapter 6, where this fusion of intention is applied using game
theory, and whose resolution is made by game theory.
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Figure 1.6: Thesis schema block combined with the thesis organization.

22



2 Related Work

Abstract: This chapter defines the works related to the thesis topic and the various
concepts discussed in this thesis. For each section, the position of our work is
established, in order to explain the relationship of these works with our approaches
and how we distinguish ourselves.
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2.1 Shared Control

2.1.1 Concept

Shared control is an approach to facilitate control and communication between
humans and intelligent machines. Although there is no consensus on the exact def-
inition of shared control or even guidelines for its design and evaluation [23]. The
concept of shared control has evolved over time. One early definition by Sheridan
described it as a situation where the human acts as a supervisor for some con-
trol variables and as a direct controller for others [24]. However, this definition is
somewhat vague regarding the specific variables it refers to. With the divergence
of definitions of shared control, Inagaki [25] supplemented the definition by adding
the concept of partitioning, meaning that the task to be performed can be divided
into subtasks, with each entity exclusively working on that task. Faced with this
divergence in definition, Abbink et al. [23] proposes axioms to limit the definition
of shared control, as following:

1. Continuous and harmonious operation by both human and robot;

2. Active participation in a perception-action cycle by both entities;

3. The task should be capable of being accomplished individually under ideal
conditions;

Based on these considerations, it is possible to distinguish shared control from
human-machine cooperation and supervisory control. In human-machine coopera-
tion, humans and machines share the same tasks and control a situation cooper-
atively. This involves active collaboration where both work together to achieve a
common goal. In supervisory control, either a human or a machine performs the
task while the other supervises. In this case, the supervisor (human or machine)
does not intervene directly in the operational aspects of the task, unless necessary.
When the supervisor decides to intervene and take over the task, this act of inter-
vention and transfer of control authority can be considered as shared control. As
highlighted by Abbink et al. [26], shared control can be divided into two general
methods: input-mixing shared control and haptic shared control. In the input-
mixing method, the final control is a result of blending commands from both the
human and an optimal controller. In haptic shared control, the interaction occurs
continuously with awareness of each other’s choices, particularly at the force level
through haptic feedback.

2.1.2 Authority Variable

The concept of authority allows adjusting the influence of each entity on the
final task. In a generic sense, this notion of authority is defined by the following
relationship [27]:

u = λ · uh + (1− λ) · ua (2.1)
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Here, λ ∈ [0, 1] represents the authority variable, where uh denotes human control,
and ua denotes autonomous system control. The value of λ can vary: if λ equals 1,
the system is in manual mode; if λ equals 0,the vehicle is in fully automated mode.
Intermediate values of λ represent shared control modes. The design of λ should be
influenced by various factors, including the driving context, maneuver risk, driver’s
state, and vehicle status. Additionally, feedback torque provided by the automated
system is crucial for informing the driver of the system’s intentions. This variable
can be deduced from the error generated by the human driver’s choices. In the case
of lane-keeping assistance, if the human’s control results in a significant error, as a
consequence, the authority executed by the autonomous component will be greater.
This variable can also be inferred by analyzing the control, using metrics such as
Time To Collision (TTC).

2.2 Shared Navigation

Navigation sharing involves sharing control between the autonomous system and
the human for the task of navigation. This navigation task relies on a hierarchy
of different levels, as described by various sub-tasks, from the higher-level task of
planning to the lowest-level task of execution. These different tasks interact with
each other to achieve the overall task, which is the navigation task. This hierarchy
is based on the framework proposed by Michon in 1985 [28]. Figure 2.1 displays its
various levels and relation between them, and application of shared navigation is
indicated.

Figure 2.1: Navigation task levels relations and shared navigation applications ex-
amples.
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Strategic Level The strategic level in vehicle control systems refers to the highest
level of decision-making, involving long-term planning and overall task set adapta-
tion. This level is concerned with the larger objectives and goals of the driving
journey, such as selecting the destination, planning the route, and considering fac-
tors like traffic conditions, weather, and time constraints. As highlighted in the
article [27], this level is typically not considered a part of the Dynamic Driving
Task (DDT) in automated vehicles. This makes it difficult to find control-sharing
applications at this level. However, there are scenarios where a strategic component
plays a significant role, and one such example is eco-driving. In such cases, the stud-
ies lean more towards assisting the driver rather than sharing the driving task. The
articles [29, 30] define haptic systems to alert the driver to fuel-consuming, which
can impact the route planning.

Tactical Level This level focuses on specific actions such as initiating a lane
change or adjusting the following distance with the preceding vehicle. It represents
an intermediate level between the strategic level, which involves planning and task
set adaptation (for example, recognizing that an intersection is approaching and
that actions such as stopping and turning must be integrated into the tactical
level), and the operational level, which involves continuous control and discrete
maneuvers such as lane keeping and car following. In this context, the sharing of
control operates at the decision-making level, as [6] demonstrates in the case of
highway driving, where the sharing is done to determine whether it is preferable to
stay in the lane or to initiate a lane change. At this level, most shared applications
aim to avoid obstacles, as shown by [6]. Some shared control systems [5, 31] use
information from this level to achieve shared control at the operational level.

Operation Level The operational level involves continuous control and discrete
maneuvers such as lane keeping and car following. This level requires direct and
immediate interaction with the vehicle’s controls, ensuring real-time responsiveness
to the driving environment. It is characterized by actions that are more reflexive and
automated, requiring minimal cognitive load compared to the strategic and tactical
levels. At the operational level, the focus is on executing the decisions made at the
tactical level, translating them into physical actions like steering, accelerating, or
braking. This level is critical for maintaining safety and smooth operation of the
vehicle, especially in dynamic and unpredictable road conditions. This relates to
vehicle control, specifically concerning the commands sent to the actuators, such as
the output of the lateral error controller. It encompasses both continuous control
and discrete maneuvers, including tasks like lane keeping [32–35] and car following.
The article [36] proposes a solution for sharing driving responsibilities between
humans and autonomous systems to navigate curves optimally.

Execution Level The execution level in vehicle control systems represents the
most immediate and direct layer of interaction with the vehicle’s controls. It involves
the actual physical actions carried out by either the driver or the automated system,
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(a) Coupled steering wheel. (b) Uncoupled steering wheel.

Figure 2.2: Example of mechanically coupled and uncoupled systems, from the
article [1].

such as pressing the accelerator, applying the brakes, or turning the steering wheel.
This level is fundamentally about the real-time implementation of the decisions
taken at the operational level. At the execution level, the focus is on precise and
accurate control to ensure the desired outcome of the operational level’s decisions
is achieved. There aren’t direct applications that primarily exploit this level, but
drive-sharing at the operational level also utilizes this level during sharing. In the
case of shared navigation, with the objective of following the lane, control is shared
at the operational level to determine the optimum steering angle. Based on this
angle, a command is defined and sent to the steering motor, which has an impact
on the execution level [27].

2.2.1 System Coupled And Uncoupled

In addition to the diversity of levels at which control sharing operates, a distinc-
tion is made between two different systems on which this sharing is applied: the
coupled and uncoupled systems (Fig. 2.2). These two systems are the most utilized
in the field of shared navigation. In each of these systems, the type of sharing is
different. Indeed, in the case of a coupled system, the control sharing is referred to
as haptic shared control, because both human and automated agents directly share
the control commands. In the case of an uncoupled system, the type of sharing is
input-mixing, as this type of system allows each party to express their command
choices without the intervention of the other.

Haptic Shared Control & System Coupled

In this approach, shared control happens at the force level. The human uses the
haptic sensory modality to share control of the machine interface with an automatic
controller. This method is significant as it allows a direct and tangible interaction
between the human and the automated system, thereby facilitating better under-
standing and response to the system’s intentions and actions.
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In the case of a coupled system, the entities are mechanically interconnected,
meaning they share the same commands, and their interactions between each entity
are facilitated through force feedback [37]. The most prevalent system is the coupled
steering wheel. In this scenario, the steering wheel of the human driver and the
motor of the autonomous system share the same steering column, which is directly
connected to the vehicle. When one of the two entities applies force to the steering
wheel, the other entity directly senses the effort exerted by the other entity.

This type of system is found in other domains of control sharing applications,
notably in cobots [38], where the operator directly manipulates the robotic arm.

Input-Mixing Shared Control & System Uncoupled

In the input-mixing approach described in article [39] on neuromuscular analy-
sis, command fusion is performed in a weighted manner. Initially, the system favors
autonomous control. Unlike haptic shared control, each entity can propose a com-
mand that is not noisy due to the other’s command. In this case, an additional
haptic feedback is provided to inform the driver of the autonomous part’s choice. In
the article [31], the haptic feedback for the driver in this system is made through the
reaction torque generated on the steering wheel, allowing the driver to physically
feel the suggestions or corrections of the assistance system.

2.2.2 Shared Navigation Applications

Navigation sharing in autonomous driving systems is primarily applicable in
three distinct scenarios:

1. Lane Keeping: The human driver and the autonomous system collabora-
tively work to maintain the vehicle within its lane. This joint effort ensures
smooth and consistent lane adherence, enhancing road safety and driving pre-
cision [4, 32,33,35,40,41].

2. Obstacle Avoidance: Shared control plays a crucial role in ensuring the
vehicle’s safety, especially in avoiding obstacles. In such cases, the system
may involve changing lanes if required to navigate effectively around obstacles.
This collaborative approach ensures that both immediate and safe responses
are made to unexpected road conditions [5, 6, 31].

3. Control Resumption: This scenario involves the transfer of authority be-
tween the human driver and the autonomous system. The shared control
system facilitates a smooth transition, ensuring that the switch between au-
tonomous and manual driving is seamless and secure, thereby maintaining a
consistent and safe driving experience [7].

Lane Keeping

The main technique of lane keeping [4, 32, 33, 35, 40, 41] shared control consists
of defining a driver model and a vehicle-road model (VR model) to establish the
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state space, the global model is called Driver Vehicle Road model (DVR model). In
this way, with a DVR model, it is possible to model the interactions between the
driver, the vehicle, and the road. Then a controller is then applied with the goal of
controlling the vehicle within the constraints defined by this state space.

ẋ = Ax+B1u+B2w

z = Cx+D1u

This relation formalizes the state space. The first equation defines the state equa-
tion. It describes how the system’s state x changes over time, with A being the
matrix that defines the internal relations between the different state variables. B1

is the control input matrix u, showing how the controls impact the system’s state
and B2 is the matrix of external disturbances w affecting the system’s state. The
second equation describes the output equation; it depicts how the observable out-
puts of the system z depend on the state variables x and control inputs u. With C
being the output matrix linking the state variables to the output and D1 the direct
transmission matrix that directly connects the control inputs to the output.

The objective of the controller applied to the state space would be to optimize
lane-following accuracy, minimize the error with respect to the center of the lane,
and improve comfort by reducing the lateral skid angle, lateral acceleration and
steering speed. In addition, the controller aims to minimize conflicts between the
autonomous system and driver actions, seeking a balance between driver inputs and
autonomous system corrections to keep the vehicle safely and stably in the lane [23].
This can be achieved by designing a controller that takes into account both mea-
surements of the vehicle’s current state (such as lateral position and orientation in
relation to the lane) and driver actions (such as steering wheel movements). Us-
ing modern control techniques such as predictive control, state feedback control or
optimal control, the controller can calculate the appropriate control inputs for the
steering system and other vehicle actuators to achieve these goals, while harmoniz-
ing the interaction between the driver and the vehicle control system.

In this application case, solutions [4, 32, 33,35,40,41] typically propose defining
a driver-vehicle-road (DVR) model. This model is composed of two parts: a driver
model aimed at approximating human behavior in a certain situation, combined
with a vehicle-road model. On the overall DVR model, a controller is applied to
best satisfy the two previously mentioned models.

The articles [32, 40, 41] define a driver model based on visual (cognitive) and
sensorimotor information [3], as shown in Figure 2.4. This driver model is divided
into two parts: a visual part, which aims to adapt control based on the center
of the lane, and a sensorimotor part, which simulates human muscular behavior,
essential for replicating physical reactions such as steering torque. The visual part
of the model approaches human perception by modeling how the driver perceives
and interprets elements near and far relative to the vehicle and the center of the
lane. This modeling is crucial for understanding how drivers adjust their direction
and position on the road, taking into account different visual perspectives. As
shown in Figure 2.3, two points are placed: a near point and a farther point. From
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Figure 2.3: Visual information approach. From article [2], this diagram represents
the near and far points, exploited by the driver model.

Figure 2.4: Driver model design by [3]. This diagram represents the modeled parts
(visual and neuromuscular) exploited by the driver model.
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Figure 2.5: Driver model based on movemes, from [4].

these points, it is possible to calculate the angle between each of these points and
the heading of the car. Taking these two points into account is important, as the
near point allows for compensatory action to ensure the driver positions the car at
the center of the lane, while the farther point enables the inclusion of anticipatory
behavior for upcoming actions, particularly anticipating the curvature of the road.
The integration of these two aspects allows for precise calculation of the steering
torque that the driver is likely to apply, facilitating a more intuitive and natural
interaction between the driver and the vehicle control systems.

To develop these driver models, a set of hyperparameters based on real data is
used, adjusted to best represent human behavior [40].

In a similar approach, the article [4, 35] also uses a sensorimotor model to rep-
resent the human, employing a set of sub-models, or movemes. For each maneuver,
a moveme is associated, to model human behavior according to the situation. Thus
it is possible from the selected moveme to represent the torque used by the driver
on the steering wheel. As shown in figure 2.5, a switching mechanism allows for
the selection of the moveme to be applied to the car. Thus, the group of movemes
combined with the switch represents the driver model.

The vehicle-road part is defined by a dynamic bicycle model combined with
road information, providing a simplified yet effective representation of a vehicle’s
dynamics.

A controller is applied on the state space defined by the DVR model, incorporat-
ing both the driver and the road-vehicle models. For example, an H2 controller [42]
is applied to the global DVR, encompassing the driver model and the vehicle-road
model. The H2 controller is used to manage the complex interaction between a
human driver and an automated system, the cooperation between human control
and automated control, while minimizing disturbances. In the article [32], the H2
controller is applied to minimize the heading error as well as the lateral deviation.
It also minimizes assistance sharing Γa−Γd and cooperation quality Γa×Γd. Where
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Γa and Γd represent respectively the automated and driver torque.
Other articles [41] utilize an MPC (Model Predictive Control) controller. The

use of this controller necessitates modifying the previously described approach to
include a predictive model and the addition of constraints. In the context of this
article, the authors add constraints on lateral position, slip angle, and control input.

Obstacle Avoidance

In this section, we explore approaches to shared control in the context of obsta-
cle avoidance and lane keeping. Shared control involves a cooperative interaction
between humans and autonomous systems to ensure safe and efficient driving ex-
periences. In the case of shared control for obstacle avoidance and lane keeping, as
outlined in [33], the approach delineates two distinct control levels. The first level
focuses on path planning to circumvent obstacles on the road and lane-keeping,
while the second level is dedicated to steering control adapting control on informa-
tion from the previous level. Control sharing can then be found at the level of path
planning sharing and/or at the operational level, where the focus is on the torque
to be applied to the car’s steering wheel.

An implementation of navigation sharing methodology at the operational level,
exploiting information from the tactical part, is presented in [5]. However, it is
important to note that in this case the sharing aspect is not realized at the decision-
making level. The approach, as detailed in [5], focuses on assessing the human’s
choice at the tactical level. It involves deducing whether the human intends to
maintain their lane or perform an obstacle avoidance maneuver. This decision is
considered along with the intentions of the autonomous system, and the operational
level sharing is determined. The path planning in this approach is done using data
provided by sensors and devices such as front cameras and GPS, followed by the
application of a linear-time-varying MPC controller to derive the control command
for the vehicle. Additionally, a machine-learning model, is used to understand the
driver’s intentions based on deviations from the road. The cooperative coefficient
in this approach depends on the Time to Collision (TTC) metric and the η metric.
η metric calculates the error between the vehicle’s path and the planned path,
as well as the lateral deviation of the driver’s path from the planned path. This
cooperative coefficient determines the level of cooperation between the human and
the autonomous system. As highlighted in Figure 2.6, the cooperative coefficient
is deduced using fuzzy logic based on the metrics TTC and η. This coefficient is
subsequently utilized, during the command calculation, to control the impact of
each entity (human and autonomous system).
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Figure 2.6: Fuzzy table from [5]. This table defines the level of sharing between
the autonomous system based on the values of TTC (HD = high dangerous, D =
dangerous, and S = safe) and η.

In the article [40], the operational part is managed by two controllers: the
first controller enables automated lane keeping, and the second controller facilitates
shared control. The transition between these two controllers is ensured at the
tactical level. The idea of this approach is to detect a conflict between the human
and the automated system. In case of a conflict (for example, to avoid an obstacle),
a transfer of control is realized.

Navigation sharing is also applied to robots operating in off-road terrains [43].
In this article, the space is defined by homotopy space, in which the robot can
evolve. From this distribution of space, an optimal trajectory is defined by MPC
to ensure maximum stability. This stability depends on the threat value, which
here refers to the front wheel slip. In this context, the control sharing is only at the
operational level, where the control sharing is only carried out if the vehicle’s threat
value exceeds a certain threshold, and in this case, the upstream-defined trajectory
will impact the driving of the robot.

In other works, the shared navigation can be applied on both tactical and opera-
tional levels. In this approach [6], both entities propose a trajectory. The trajectory
from the autonomous part is predicted based on the lane center. The trajectory for
the driver is predicted based on the torque exerted on the steering wheel combined
with a bicycle model and a CTRV (constant turn rate and velocity) model, allowing
the determination of the trajectory desired by the driver. The final trajectory is a
combination of the human and automated trajectories, with the human impact de-
fined by an authority variable, whose value reflects whether the driver is distracted
or not. Once the trajectory has been defined, a shared control is implemented at
the operational level. This sharing is substantially similar to the lane-keeping ap-
proach previously discussed in the section (Sec. 2.2.2). However, unlike in prior
studies, the trajectory to be followed is the one determined by the tactical layer,
rather than being centered on the lane. Figure 2.7 represents the control sharing
of this article, showing the relationship between the entities, as well as the levels
of navigation. Once the trajectory is planned, a controller then calculates how to
achieve this trajectory while considering the torques exerted by the human.
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Figure 2.7: Shared control structure defined by [6]. This diagram shows the sharing
carried out between the automated system and the human in terms of the trajectory
and the control applied to the vehicle.

Resumption Control

During a control authority transfer, shared control occurs to smooth the tran-
sition between the two entities. In the article [7], shared control is exploited in the
transfer phase between the autonomous system and the human, this sharing via
Haptic Shared Control. This method is particularly important in Levels 2 and 3 of
automated driving where drivers are required to assume control from the vehicle.
In this application, the control sharing focuses on the sharing of the steering wheel,
where this driving sharing is subject to a gain, the purpose of which is to make this
gain tend towards 0 within a set time to assign authority over the car to the human,
thereby improving steering stability. Figure 2.8 represents the authority transfer
with shared control method.

2.2.3 Game Theory Approach

The shared control can be approached in the manner of a non-cooperative game,
where the human and the autonomous system find themselves in competition. As
presented in [31], the steering torque control sharing is achieved using game theory
in a non-cooperative game framework. For each entity, human and automated, a
path is predicted. For the automated part, this prediction is based on a Vehicle-
Road model, and for the human, this prediction is made using a deep-learning
model. Each entity is considered as a player, and each player’s strategy is defined
by torque inputs. This loss function evaluates the difference between their predicted
path and the human-machine path, adding a penalty to the desired torque. In this
way, it is possible to influence one player more than another to have higher torque
inputs. The definition of this penalty is based on fuzzy logic which sets this value
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Figure 2.8: Authority transfer from autonomous system to driver defined by [7].
It is within this range that the control sharing is carried out, to ensure a smooth
transfer.

according to the degree of conflict and risk.
Other approaches also utilize game theory, as seen in [44]. In these approaches,

the game is also non-cooperative, and sharing occurs at the level of linear and
angular velocities. In contrast to the previous approach, the strategy is shared in
this context and it’s applied a the tactical level.

2.2.4 Position To Related Works

In the context of our research, we focus on sharing at the tactical level. Where
the goal is to share the intention of each entity, human and automated. Our work
distinguishes itself from lane-keeping approaches [4, 32–35, 40, 42], as we are inter-
ested in intentions and not commands (such as the torque of each entity). Our work
exploits a similar idea from the article [6], where as previously described (Sec. 2.2.2),
an initial sharing is done at the tactical level, where a trajectory is planned based
on the path followed by the human and the automated system. This approach is
interesting, as it describes the intention of each entity and how to achieve it. How-
ever, we distinguish (Chap. 4) ourselves from this approach, particularly in the way
the human’s intention is calculated, which is approached by exploiting the exerted
torque combined with a CTRV model. More recent work [31] orients the study of
the human driver using a neural network, we have taken this direction, but unlike
this article, our network allows defining the intention of speeds and not maneuvers,
giving richer information. Because of this richer information, compared to a con-
stant speed projection, we aim (Chap. 5) to provide a more precise evaluation that
exploits these intentions to assess their impact. The fusion resolution is inspired by
the work [44], applying game theory (Chap. 6) to the intentions of entities, unlike
these approaches we define a non-cooperative game without strategy sharing, ensur-
ing a Nash equilibrium and including authority variables, drawing inspiration from
the work done by [31]. Unlike them, our game theory is applied to share intention
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and not command. It seems important to us to separate the strategy of each en-
tity, in order to ensure a mixing-input intention. Moreover, we distinguish ourselves
from other approaches because our authority variable is dependent on the authority
variable from the previous execution. As shown in the article [7], the transfer of
authority is a complex task that needs to be done smoothly. Based on this idea, we
have then conceptualized the sharing of intention based on the previous authority
variable to ensure a smooth and non-unpleasant transfer for the human.

2.3 Autonomous Control

In the context of this thesis, due to our challenge of achieving control sharing,
whether it occurs at the tactical or operational level, we are interested in local
navigation.

In systems where there’s a distinct separation between high-level route planning
and low-level control, the navigation process involves two key components. Firstly,
a path planner creates the overall route using a map. Secondly, a local reactive
navigation system, focused on immediate decision-making, generates the vehicle’s
next action. The global plan serves as a guide for this local navigation. Local
navigation operates within the control space, dynamically creating actions that are
feasible for the vehicle’s immediate circumstances [45].

At the local scale, navigation is reactive and depends solely on information from
sensors. These sensors allow for knowing the vehicle’s [46] (GPS, GNSS) and also
provide information about the surrounding elements, such as LiDAR, which can
estimate the position of obstacles and is increasingly used for object recognition
[47] and tracking [48]. The camera, after analysis, provides information about
the road [49] and the environment where algorithms for lane detection, pedestrian
detection [50], and object detection can be applied.

With knowledge of the overall goal and local information, it is possible to con-
trol the vehicle in a way that maintains the lane while avoiding obstacles. This
local navigation technique can rely on various approaches, such as trajectory-based
navigation [51], where both road and obstacle information are taken into account.
Visual servoing techniques [10] can also be used, where information from cameras is
exploited to steer the vehicle in its lane. These data can be combined with LiDAR,
allowing for the consideration of obstacle positions to make this local navigation
safe and secure [10].

2.3.1 Lane Detection

Lane detection is a crucial aspect in the development of autonomous or assisted
vehicles. Accurately locating the lane to follow is essential. The evolution of lane
detection technology began in the 1990s [52]. This technology plays a pivotal role
in driving safety, particularly in preventing unwanted lane departures [53, 54]. In
clear conditions, with visible lines and favorable weather, lane detection can be
rapidly and accurately performed. However, reliably detecting lanes in all scenar-
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ios, especially in adverse weather conditions or in the presence of shadows, presents
significant challenges due to factors like reduced visibility and contrast issues. Be-
fore the advent of deep learning, the most widely used method was the geometric
approach [55–57].

In this approach, the first phase involves preprocessing the image to make the
lane lines as visible as possible [57], such as transforming the color space to Hue
Saturation Lightness. This aims to adjust the saturation of the image to enhance
the visibility of pixels representing lane lines. From the pre-processed image, edge
features are calculated using Gaussian filter, Steerable filter, or Gabor filter. These
traditional methods, while effective in certain conditions, often struggled with com-
plex scenarios like varying lighting or weather.

The exponential advancement in machine learning and deep learning has en-
abled the development of more versatile models capable of detecting lanes in a
broader range of situations [58], including the challenging scenarios described ear-
lier. Therefore, employing a deep learning model, particularly with the advent of
Convolutional Neural network (CNN) [59], is often seen as a highly effective so-
lution. CNN and other deep learning models have revolutionized lane detection
by offering improved accuracy and adaptability, far surpassing the capabilities of
traditional geometric approaches. Every convolution layer is composed of a set of
filters, each filter executes a convolution product to extract a feature (for example,
a vertical line, a horizontal line). Thus, each filter creates a feature map in relation
to its input and its kernel. These layers are usually followed by a pooling layer,
whose purpose is to perform dimensionality reduction. In this way, the input image
is reduced to a smaller dimension, and it is possible to connect a neural network to
this reduced dimension, which will exploit the features resulting from the convolu-
tions. It is important to understand that thanks to this approach, the number of
parameters in the neural network is reduced, because each filter is defined by its ker-
nel parameters (often of size 3x3 or 5x5). Therefore, the execution of a large model
requires fewer memory resources and computational power compare to traditional
neural network.

2.3.2 Position To Related Works

In the works on control sharing, a large part of these studies [4–6,31–33,35,40,41]
rely on the definition of a VR model, which includes a bicycle model combined with
road information. In our approach (Chap. 3), we have based our strategy on visual
servoing and obstacle avoidance [10]. We were inspired by this approach, but unlike
the defined approach, we wanted to use a deep-learning model to detect lanes.
Additionally, we propose an optimization solution to achieve the strategy that the
car should apply, unlike the initial approach which proposes a brute-force resolution.
In the works [44], the intention was then deduced from the human prediction model
applied to the car. In our case, we wish to distinguish these two models. That is why
we have made a prediction of the intention of the autonomous system, based on its
strategy. Our motivation for dissociating human and automated models is to avoid
redundancy of error in the final system. For example, in our human driving behavior
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prediction system (Chap. 4), we utilize information other than lane detection, in
order to avoid propagating any error throughout the entire sharing.

2.4 Human Driving Intention

In the context of shared control, a set of works utilizes a model known as DVR,
which consists of a human driver component. The purpose of this component is to
emulate human behavior based on a model. As explained in the shared navigation
section, many of these works rely on sensorimotor models with the goal of modeling
human behavior. In our approach, we model human behavior using a deep learning
model. The idea is to explore an alternative way of approaching this behavior.
Currently, there are studies focusing on human driving, and most of these studies
primarily focus on an external perspective to the ego-vehicle. In other words, these
models are based on observations and data outside the vehicle. However, some
studies utilize an internal perspective.

As pointed out by [60], in comparison to pedestrians, the behavior of drivers
is more predictable and less random because it is constrained by the behavior of
surrounding vehicles, traffic rules, and road geometry.

In a generic context, the prediction of a vehicle is defined by the sequence X as
follows:

X = {xt, . . . , xt+m} (2.2)

Here, xt represents a state of the vehicle, such as a position, velocity, or maneuver.

2.4.1 Models And Data

This section describes the types of human driving behavior prediction models
defined in the literature.

Models

Parametric and Non-parametric The human driver predictions models are
divided into two categories parametric models and non-parametric models. The
parametric model regroups physic models [61]. These models are based on theo-
retical concepts. These models have the particularity of being fast in execution,
but are nevertheless too rigid models that are not able to adapt to a set of di-
verse and complex situations. The non-parametric models regroups models based
on data. Due to the complexity of the problem and the very rapid development
of deep learning in recent years, research on the prediction of human driving has
been strongly oriented towards the use of neural networks [61]. Thus, the model,
unlike parametric-model based solutions, is able to make a complex representation
of the data and finding relationships, it is however important to note that in this
case the model may be biased by its learning [62]. Because of its temporality, the
prediction of driver intentions could be modeled by a recurrent neural network [63].
These neural networks have the particularity of being able to process data series
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(for example, temporal, sequence of words). These networks have the characteristic
of having a kind of memory that allows them to retain information about previ-
ous inputs. Thus, the predicted output depends on the input sequence. Thus, the
model does not only depend on current data but also on previous data and is able
to establish relationships between these data. Avoiding the problems associated
with vanishing/exploding gradient learning [64], recurrent networks are replaced by
Long Short-Term Memory (LSTM) cells [65]. This problem is particularly evident
in long sequences. To remedy this, LSTM networks have been designed to filter
the information that is useful to retain and that which should be forgotten. This
mechanism can be implemented thanks to its structure of gates and cell states.

Classification and Regression The prediction of human driving can be ex-
pressed in several forms, the next manoeuvre that the driver will perform [66, 67]
or the state of the vehicle in the near future [68, 69]. Depending on the nature
of the prediction, the model must be adapted, the prediction of the maneuvers is
usually based on classification, in this case the model is able to classify among a
fixed number of maneuvers that the driver will perform. In the case of vehicle state
prediction, the model estimates a sequence of states (position or speed); thus, the
model must performs a regression and gets as close as possible to the numerical
values (defining the vehicle state). Some models [70] combine the two types of
prediction by giving for each manoeuvre a sequence of possible states of the car.

Data

Data exploitable for the prediction Most of the research [63, 66, 69, 71] on
human driving prediction relies on forecasting driving behavior (maneuvers or tra-
jectories) by leveraging dynamic vehicle data to predict acceleration, speed, po-
sitions, angles, as well as information about surrounding vehicles. Other models
utilize more complex information; the article [68] addresses a bird’s-eye view of the
situation with information about local agents (vehicles). In this model, [72] predicts
car trajectories by exploiting point cloud data from LiDAR, noting that this kind
of network requires more substantial computational resources. In this paper [73],
the model does not directly utilize raw radar data but rather information derived
from radar, such as the position and speed of the vehicle in front, deduced from
radar data combined with the ego-vehicle information. In the article [74], an occu-
pancy grid is used instead of lidar-derived information. This reduces the amount of
information transmitted to the model.

Datasets Interstate 80 Freeway 1: this dataset was generated from a 45-minute
video, with the camera positioned atop a building. The dataset contains dynamic
vehicle data, including velocity and position.

1Interstate 80 Freeway’s dataset website: https://www.fhwa.dot.gov/publications/
research/operations/06137/index.cfm and https://data.transportation.gov/
Automobiles/Next-Generation-Simulation-NGSIM-Vehicle-Trajectories/8ect-6jqj
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US Highway 101 2: this second dataset is quite similar to the previous one. The
process is analogous, with a camera placed atop a building to record data. This
dataset was recorded in Los Angeles.

These datasets focus on external perceptions. In our research, we are interested
in vehicle intrinsic data. Interior datasets are not available, and creating a prediction
model in this context can be sensitive to the data and sensors used. Custom dataset
creation is a commonly [71,75] used technique in the literature, adapting the dataset
to the equipment available to the researcher publishing the work.

2.4.2 Ego Vehicle Prediction

The article [75] deals with the prediction of the ego vehicle using an LSTM
network. The application of this model is to make trajectory predictions in order to
optimize energy consumption at the local level. In this approach, the model infers
30 seconds of data in advance to make a 15-second trajectory prediction. In this
study, the model leverages the vehicle’s dynamic data, relative positions with the
vehicles in front and behind, and the ego vehicle’s position relative to the road.
Figure 2.9 shows the model defined in the paper. The model is defined by 2 LSTM
layers, and the output of the recurrent network is then connected to a classic feed-
forward layer to make the prediction. The network dimension was tested using the
HORD algorithm [76], whose goal is to optimize the model to ensure a higher-quality
prediction accuracy. In a similar approach [71], this article focuses on predicting
the driving behavior of an ego-vehicle. Unlike the previous article, the objective
here is to predict, based on the vehicle’s state, which exit the driver intends to take
at a roundabout. In this case, we are dealing with a classification problem.

2.4.3 Position To Related Works

In our work, we decided to use a deep-learning network, predicting the driver’s
intention over a time horizon. This approach allows us to know both the maneuver
the driver wants to make and how to achieve it. In the approaches made in control
sharing, the models [31] define the maneuver and from a model, the way to achieve
this maneuver is deduced and approached using a CTRA or CTRV model. We
show in chapter 4 that this approach can induce a significant error. Moreover,
in our work, we have defined a new type of model, capable of handling different
nature of information, and part of the pre-processing is adjusted to the learning
of the model in order to present the most raw data possible to the model and
adjust these data, contrary to the approaches [75] where the data is pre-processed
upstream. We are following an approach similar to the model [71] (even though
it is applied to a maneuver classification), we do not implement an output fully
connected to the LSTM layers, as this approach significantly impacts the number
of network parameters and its runtime execution.

2US Highway 101’s dataset website: https://www.fhwa.dot.gov/publications/research/
operations/07030/index.cfm and https://data.transportation.gov/Automobiles/
Next-Generation-Simulation-NGSIM-Vehicle-Trajectories/8ect-6jqj
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Figure 2.9: Model defined and utilized in the article [8].

2.5 Evaluation Intention

2.5.1 Evaluation Situation

The literature [77] defines a large number of metrics for quantifying a situation.
Many of these metrics are related to the safety of the ego-vehicle and the surround-
ing vehicles. For example, one such metric is the Time To Collision (TTC). This
metric calculates the time to collision between the ego-vehicle and the vehicle in
front, assuming constant velocities. However, this indicator does not provide direct
information about whether the situation is problematic. It is necessary to compare
this value to reference values to critically assess the situation. [78] defines a reference
variable, Time to Accident (TA), at 1.5 seconds, ensuring that the driver can brake
in time to avoid a collision. This value includes a range of scenarios at different
speeds. Other studies decide to define this reference value based on reaction time
and deceleration rate data [79].

2.5.2 Evaluation Sequence Commands

In our approach to intention quantification, we drew inspiration from the prin-
ciples of reinforcement learning, as detailed in [80]. Specifically, we utilized the
concept of the Q function, a key element in reinforcement learning algorithms,
which evaluates the value of taking a certain action in a given state. This Q func-
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tion is derived using the principles of the Bellman equation, a fundamental concept
in Markov Decision Processes (MDP) as described by Bellman [81]. The Q function
represents the expected sum of rewards when an agent starts in state s, takes action
a, and follows a specific policy (π):

Q(s, a) =
∑
s′

P (s′|s, a)[R(s, a, s′) + γ
∑
a′

π(a′|s′)Q(s′, a′)] (2.3)

Where:

• Q(s, a) represents the value of the state-action pair (s, a).

• P (s′|s, a) is the probability of transitioning from state s to state s′ when
taking action a.

• R(s, a, s′) is the immediate reward obtained by taking action a from state s
and transitioning to state s′.

• γ is the discount factor representing the importance of future rewards com-
pared to immediate rewards.

• π(a′|s′) is the probability of selecting action a′ in state s′ according to policy
π.

• Q(s′, a′) represents the value of the state-action pair (s′, a′).

This formulation enables us to evaluate the impact of an action on a state by
analyzing, using a dynamic programming approach, the long-term effects of that
action. It considers all future actions, which are influenced by the policy π defined
within the formula.

2.5.3 Position To Related Works

In the context of our thesis (Chap. 5), we have exploited this formulation, where
the policy is defined by the intention of the drivers. In this way, we can evaluate
each command defined by this intention. Figure 2.10 illustrates how formula 2.3 is
applied. In the same figure, there is the adaptation to our problem, where the policy
follows the intention. Thanks to this formalization, we have generically formulated
how to evaluate an intention according to several criteria. In this manner, it is
possible to assess the intention using different metrics.
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Figure 2.10: Markov Decision Process diagram showing our position with the for-
mulation defined Eq. 2.3.
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3 Autonomous Control

Abstract: In this chapter, we discuss the control and strategy employed by the au-
tonomous system. As part of our shared driving approach, addressing this aspect
is crucial for expressing the choices made by the autonomous system. Within this
chapter, we implement vehicle control using visual servoing combined to an obstacle
avoidance strategy known as the Dynamic Window Approach (DWA). Addition-
ally, we present our contributions related to the lane detection model and strategy
optimization. An evaluation in simulation was conducted to demonstrate the effec-
tiveness of our approach.
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3.1 Motivation

In the context of shared control between humans and autonomous systems, it is
crucial to establish an effective control loop for autonomous system operation. Un-
like supervised driving or collaborative driving, in the case of shared control, both
entities are involved in driving the vehicle. Initially, proposing a new autonomous
navigation method to be integrated into the vehicle was not considered as a research
objective of this thesis. In fact, we believe that there are many existing autonomous
navigation methodologies that could be used. Nevertheless, we initially adapted lo-
cal navigation approaches proposed in previous theses [9,44], which were developed
at the Heudiasyc laboratory and to which we made contributions. In this chapter,
we present these previous methods as well as the innovations we have proposed to
make them more robust and efficient in real-time. In the work conducted in this
thesis, we focused on developing an autonomous system capable of lane following
and obstacle avoidance. Building upon the methods developed in previous theses,
we relied on local navigation, utilizing data from a camera to detect lanes and lidar
data to determine the position of obstacles in the local environment. It’s impor-
tant to note that this method does not depend on GPS data and maps, making
the system self-contained in terms of external information. In our initial approach,
the car’s driving was ensured by visual servoing combined with a strategy known as
the Dynamic Window Approach (DWA). Visual servoing was accomplished through
geometric lane detection. As mentioned in the literature review (Sec. 3.2.4), the use
of Convolutional Neural network (CNN) is more robust, which explains the appli-
cation of this network (see Section 3.2.4). This lane-following method is combined
with an obstacle avoidance strategy. In our proposal, we applied an optimization
solution to address this strategy (Sec. 3.3.2).

3.2 Lane Keeping

The task of ensuring that the vehicle remains within its designated lane is ac-
complished through visual servoing. This involves detecting the lane’s edges in
which the vehicle is traveling and computing the necessary steering commands to
keep the vehicle centered within its lane. Notably, this technique does not rely on
external factors such as maps or GPS data.

3.2.1 Visual Servoing: Fundamental And Tools

Visual servoing [82, 83], entails using computer vision data to control a robot’s
motion. This data can be sourced from a camera mounted on the robot or be derived
from the robot’s surroundings. The primary goal of any vision-based control system
is to minimize an error e(t), defined as:

e(t) = s(m(t), a)− s∗ (3.1)
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Here, m(t) represents image measurements (e.g., coordinates of interest points
within the image), s(m(t), a) represents visual features computed from these mea-
surements and a vector a that contains parameters and knowledge, and s∗ represents
the desired values for these features. Visual servoing methods can be categorized
into two primary approaches:

• Image-Based Visual Servoing (IBVS) Control: In this approach, s comprises
features that are directly accessible from the image data. The error is defined
as e(t) = s(t)− s∗.

• Position-Based Visual Servoing (PBVS): s is used to define, with the help of
a model, additional information related to this feature, such as the position of
elements extracted by this feature in the robot’s coordinate system. Letting
X represent the resulting element from the 3D model based on s. The error
is defined as e(t) = X(t)−X∗.

3.2.2 Visual Servoing: Concept

Figure 3.1 illustrates an example of Image-Based Visual Servoing (IBVS). In
this task, the objective is to position the robot in front of the door. The set of
image features in this case consists of the coordinates of the door’s corners, denoted
as s = {(x1, y1), (x2, y2), (x3, y3), (x4, y4)}. The error between the desired goal and
the current state is defined as:

e(t) = s(t)− s∗ (3.2)

The task is considered accomplished when the error approaches zero, i.e., e(t) → 0.
To achieve this, we need to find a control command that drives the error towards
zero. We can define a relation between the variation of image features (ṡ) and the
velocity uc (linear and angular) of the sensor (in our case, the camera) as follows:

ṡ(t) = Ls.uc (3.3)

The matrix Ls in Equation 3.3 is known as the interaction matrix [84], which ex-
presses the relationship between the variation of image features and the movements
of the sensor. By using Equation 3.3, we can derive the evolution of the error (ė)
over time, assuming that the variation of the objective (ṡ∗) is zero:

ė(t) = ṡ(t)− ṡ∗(t)

= ṡ(t)− 0
(3.4)

So if we apply exponential decay, we have:

ė(t) = −λL+
s e(t) (3.5)

where L+
s represents the Moore-Penrose pseudo-inverse of the matrix Ls, defined

as:
L+
s = (LT

s Ls)
−1LT

s (3.6)
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Figure 3.1: Example of a visual servoing task: in this situation, the robot has to
move in front of the door.

3.2.3 Visual Servoing: Autonomous System

In the context of autonomous vehicle control, visual servoing can be utilized to
guide the vehicle and keep it centered within the lane. By using a forward-facing
camera, the vehicle’s orientation can be adjusted by applying specific velocities
(v, w), thereby ensuring the vehicle stays within its lane. In this scenario, image
features are calculated in two steps. Initially, detection is performed on the image
from the camera to identify the lane. Once this detection is completed, the feature
controlling the vehicle can be calculated.

(a) Visual servoing features for lane follow-
ing, illustration extracted from [9].

(b) Relation between robot frame {R} and
camera frame {C}.

(c) Representation of the elements used in
the visual servoing controller.

Figure 3.2: Variables of visual servoing used to control the vehicle and keep it
centered in the lane, including the definition of image features and the relations
between frames.

In Figure 3.2a, lane detection is represented by the yellow lines on both sides
of the lane (δ1 and δ2). From this detection, it is possible to define the path to
follow (P ), which is the path positioned in the center of the lane boundaries. Using
this path, the tangent line (Γ) is then calculated. The angle between Γ and the
vertical axis represents the angle Θ. Point D represents the intersection of P and
the boundary of the image I, and the coordinates of this point are defined as (X, Y ).
Let (Xp, Yp) be the coordinates of point D in the image frame defined by their pixel
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Figure 3.3: Visual servoing features computed by our development on real image.

positions. Considering the camera’s intrinsic data, (fx, fy) as the focal lengths, and
(cx, cy) as the principal point, the coordinates of point D can be defined in meters
as follows:

X =
(Xp − cx)

fx
(3.7)

Y =
(Yp − cy)

fy
(3.8)

Thus, we define the image features for visual servoing as follows:

s = [X, Y,Θ] (3.9)

The Figure 3.3 shows the extraction of features from a real image. The goal of
the control is to compute an input ur = [v, w]T to drive these features to the final
configuration s∗ = [X∗, Y ∗,Θ∗]. We introduce uc = [vc,x, vc,y, vc,z, wc,x, wc,y, wc,z]

T ,
which represents the vehicle velocity in the world frame {C}. The position of the
camera is defined in the robot frame {R} by (tx, ty, tz), ρ defines the pitch angle of
the camera, defining the angle between axis zc and xr. These values represent the
extrinsic camera parameters.

The visual servoing method defined a relationship between the velocity of image
features and the camera’s velocity:

ṡ = Ls(X, Y,Θ)uc (3.10)

In our context, the interaction matrix is defined as follows:

Ls(X, Y,Θ) =

 −T1

tz
0 XT1

tz
XY −1−X2 Y

0 T1

tz
Y T1

tz
1 + Y 2 −XY −X

cos ρ cos2 Θ
tz

cos ρ cosΘ sinΘ
tz

−T2 cosΘ
tz

−T2 cosΘ −T2 sinΘ −1


(3.11)

≜
[
LX LY LΘ

]T (3.12)

Where T1 ≜ sin ρ+Y cos ρ, T2 ≜ Y sinΘ+X cosΘ. In order to control the robot, the
relation has to correlate variations in features with the vehicle’s velocity. Figure 3.2b

48



CHAPTER 3. AUTONOMOUS CONTROL 3.2. LANE KEEPING

shows the relation between robot ({R}) and camera ({C}) frames. By applying
homogeneous transformation, we have the relation between uc and ur:

uc =
CTR ur (3.13)

Where CTR defines the transformation between the camera frame ({C}) and the
robot frame ({R}):

CTR =


0 −ty

− sin ρ 0
cos ρ 0
0 0
0 − cos ρ
0 − sin ρ

 (3.14)

≜
[
Tv Tw

]
(3.15)

uc = [Tv, Tw]ur (3.16)

In this way, by utilizing equation 3.13 and equation 3.10, the relation between
variation of the image feature and vehicle’s velocity is defined by:

ṡ = Ls(X, Y,Θ)CTR ur (3.17)

Controller Adaptation

The image feature goal varies depending on the situation. Indeed, as shown
in Figure 3.4, in the case of lane keeping (Fig. 3.4, a), the goal of control is to
maintain the lane, and in this case, the desired image feature is s∗ = [0, Y,Θ]. In
this context, we are not interested in the variable Y . In the second case (Fig. 3.4,b),
the vehicle needs to reach its lane. In this case, the feature image goal is defined
as s∗ = [X, 0,±π

4
]. The plus or minus sign is justified depending on the position

of the lane to the left (Θ∗ = π
4
) and to the right (θ∗ = −π

4
). Depending on the

situation, a different controller is defined. In the first case mentioned, the variation
is made only on the variables X,Θ, and in the second case, it’s Y,Θ. The aim of
this control is to follow a path instead of track a trajectory. In this context the
control is limited to 2 degrees of freedom, for this reason the rank of the matrice
Ls is equal to 2 [85].

Figure 3.4: Controller adaptation depends on the situation, extracted from [9].
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Row controller

The row controller is responsible for driving the features (X,Θ) to (X∗,Θ∗) =
(0, 0). [

Ẋ

Θ̇

]
=

[
LX

LΘ

]
Tvv +

[
LX

LΘ

]
Tww

≜ Arowv +Broww

(3.18)

From the previous relation, we can define the control law as:

w = −B+
row

([
KXeX
KΘeΘ

]
+ Arowvd

)
(3.19)

Where B+
row represents the pseudo inverse Brow, KX and KΘ positives gains and

errors are defined as eX = X −X∗ and eΘ = Θ−Θ∗.

Column controller

As with the row controller, the column controller is responsible for driving the
features (Y,Θ) to the desired values (Y ∗,Θ∗) = (YI ,±π

4
), where YI represents the

lower bound of the image. [
Ẏ

Θ̇

]
=

[
LY

LΘ

]
Tvv +

[
LY

LΘ

]
Tww

≜ Acolv +Bcolw

(3.20)

The control law is defined as:

w = −B+
col

([
KY eY
KΘeΘ

]
+ Acolvd

)
(3.21)

Where B+
col represents the pseudo inverse Bcol, KY , KΘ positives gains and errors

are defined as eY = Y − Y ∗ and eΘ = Θ−Θ∗.

3.2.4 Lane Detection

Visual servoing requires detecting the position within an image from that im-
age. In some approaches [10], detection is performed using a so-called geometric
model. However, the use of this method has certain limitations. This method relies
on marker detection, but this solution may not be reliable due to complex situa-
tions where markers are absent or other markings can disrupt recognition. In our
proposal, we developed a lane detection method that is based on machine learn-
ing (neural networks). This is one of our contribution to the previous work in the
Heudiasyc laboratory. Figure 3.5 shows detections made with our model using real
data from our test tracks. As these images demonstrate, the use of neural networks
in this type of task allows for resistance to complex situations that would disrupt a
traditional approach.
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(a) Case simple. (b) Case curved.

(c) Case complex with deceptive mark-
ings. (d) Case without marker.

Figure 3.5: Lane detections perform by our deep-learning model on track test
(Sec. 1.3.1).

Lane Detection Model

This model aims to be capable of detecting lanes around the ego-vehicle, includ-
ing the current lane where the vehicle circulates and the lanes on either sides if any
exist. Thus, it is possible to model this problem by detecting the 4 lines separating
these different lanes (Fig. 3.6a). Inspired by the literature, we have created a deep-
learning model known as an autoencoder, which uses Convolutional Neural network
to significantly reduce the data, perform manipulations in very small dimensions,
if a latent zone exists, and a decoding is carried out on small amounts of data to
expose the data in a dimension of a larger size. In our case, we decided to use
a simple autoencoder defined by an encoder and a decoder. We chose this model
because it allows the creation of a neural network with a substantial number of
parameters, thereby ensuring faster execution. Figure 3.6b shows the layout and
shapes of the model used for autoencoding. The model (Fig. 3.6) returns for each
image submitted to the model, 4 binary matrices giving for each line, the position
in the image of the line. Figure 3.6a shows the data format used by the model and
the format of the binary matrices. For each binary matrix, we apply a regression to
model each line. To avoid disturbances from outlier detections, we have chosen to
perform a regression of a low degree (1 or 2) and to apply RANSAC [86] algorithm
that allows interpolation while avoiding the consideration of outlier. The model is
trained on the CULane dataset (Sec. 1.3.2). Figure 3.7 shows a detection carried
out by a detection pipeline, using an image from the CULane dataset. As shown in
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(a) Input and output model.
(b) Model layout, defining encoder shape
and decoder shape.

Figure 3.6: Deep-learning lane detection model configuration.

Figure 3.7: Output detection from our model applied on CULane dataset image.
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the figure, we have developed a lane segmentation from lane line detection. Thus,
based on the detections, it is possible to calculate the path P and then to calculate
the image features required for vehicle control to help it stay in its lane.

3.3 Obstacle Avoidance

The visual servoing approach places the vehicle in the center of the lane, but
this solution does not take into account obstacles in its environment. Furthermore,
the visual servoing solution only enables lateral control. In a previous work devel-
opped in the Heudiasyc laboratory, presented in [10], it shown that it is possible
to integrate visual servoing into the DWA strategy. The strategy selects the best
candidate (v, w) reaching the goal (lane keeping) in avoiding obstacles. In next
sections, we recall the initial DWA methodology and the Image-Based Dynamic
Window Approach (IDWA) adaptation.

3.3.1 Implementation with DWA

This solution follows the same approach as the classical (DWA) [87]. Firstly, the
linear and angular velocities accessible to the robot within a time horizon dt are de-
termined, also referred to as the velocity space, Vt. This velocity space encompasses
all achievable velocities by the robot (taking into account maximum acceleration
and current speed) that do not result in collisions with obstacles.

Secondly, for each candidate (vi, wi) ∈ Vt, an objective value is assigned. The
selected command is the candidate with the highest maximum value. This objective
function is defined as follows:

G(v, w) = α · heading(v, w) + β · dist(v, w) + γ · velocity(v, w) (3.22)

Where α, β, and γ are weights indicating the importance of each function. In the
original definition, the heading evaluates whether the candidate command aligns
the robot towards the target. The dist assesses how far the robot will be from
obstacles when applying the command. The velocity evaluates the linear velocity
and determines if it is close to or far from the target velocity, this element helps
prevent the robot from getting stuck.

Heading Replacement - The IDWA method

The heading function in the objective function maintains the heading toward the
target. The IDWA (Image Based Dynamic Window Approach) proposed by Alves
de Lima in [10], that we used as framework, the goal is not to orient the robot
towards a target but to ensure that the robot stays in the lane it is navigating.
Therefore, this modification takes place at the heading function level to incorporate
information related to visual servoing. Let s = [X, Y,Θ] be the feature vector
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extracted from the image. We denote et+∆t (error in the next image after ∆t time)
as follows:

et+∆t =

Xt+∆t −X∗

Yt+∆t − Y ∗

Θt+∆t −Θ∗

 (3.23)

Before defining the error, we need to estimate Xt+∆t, Yt+∆t, and Θt+∆t:

Xt+∆t = Ẋ∆t+Xt

Yt+∆t = Ẏ∆t+ Yt

Θt+∆t = Θ̇∆t+Θt

From Equation 3.18, we establish a relationship between the vehicle’s velocity (v, w)
and the velocity of the image features (Ẋ, Ẏ , Θ̇). In the case where we apply the
row controller (Eq 3.18), we define the following relationship:[

Xt+∆t

Θt+∆t

]
= (Arowv +Broww)∆t+

[
Xt

Θt

]
(3.24)

Now, we define errors between the image features in the next image and the expected
features (X∗, Y ∗,Θ∗):

eX(t+∆t) = Xt+∆t −X∗

eY (t+∆t) = Yt+∆t − Y ∗

eΘ(t+∆t) = Θt+∆t −Θ∗

XYerror =

{
1− |eX |

eXmax
for row controller

1− |eY |
eY max

for column controller
(3.25)

Θerror = 1− |eΘ|
π

(3.26)

We introduce the new heading function:

heading(v, w) = α1 ·XYerror(v, w) + α2 ·Θerror(v, w) (3.27)

Within the new heading function, we do not directly use the error function because
the heading function should increase when the error is decreasing. The divisions by
maximal values allow remapping of values between [0, 1]. The objective function of
DWA becomes:

G(v, w) =α1 ·XYerror(v, w) + α2 ·Θerror(v, w)+

β · dist(v, w) + γ · velocity(v, w)
(3.28)
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3.3.2 Gradient Descent Resolution

In the traditional approach, solving the Dynamic Window Approach (DWA)
is accomplished by searching in the velocity space for the solution (v, w) with the
highest value of the objective function. In other words, solving this problem involves
evaluating the value of each candidate. This resolution is then of high complexity,
O(n × m), with n and m representing the sizes of the search space of admissible
velocities. Furthermore, the most optimal solution will only be approximated due
to the discretization of the search space. Our idea is to apply a method capable of
achieving lower complexity and higher precision. Specifically, we propose convert-
ing the initial objective function into a loss function. This means that the optimal
solution minimizes the function instead of maximizing it. Additionally, if this loss
function is convex, we can apply gradient descent to converge to the global mini-
mum, thus avoiding brute force. Let γ be the learning rate and L be a function
defined and differentiable in a neighborhood of the point w. The gradient descent
is defined as follows:

wn+1 = wn − γ · ∇L(wn) (3.29)

The approach involves changing the objective function to a convex one. To create
the loss function, we can utilize the following property of convex functions:

If w1, . . . , wn ≥ 0, and f1, . . . , fn are all convex, then w1f1 + . . .+ wnfn
is convex.

The idea is to leverage this property and find an equivalent convex loss function for
each initial sub-function of the DWA. The loss function is defined as follows:

L(v, ω) = α · headingloss(v, ω) + δ · distloss(v, ω)

+γ · velocityloss(v, ω) (3.30)

Contrary to the initial definition, the optimal solution (v∗, w∗) is the velocity be-
longing to the search space Vt that minimizes the loss function:

(v∗, w∗) = argmin
(v,w)∈Vt

(L(v, w)) (3.31)

Thus, by defining a convex function for each initial function, it becomes possible to
find a solution that minimizes this function.

3.3.3 Constraining the Gradient Descent

The initial DWA approach constrains the search space to velocities reachable
within a time interval dt while avoiding obstacles. Therefore, applying gradient de-
scent until the optimal solution is found is not feasible because we cannot guarantee
that the optimal solution lies within this limited search space. In our approach, we
incorporate the concept of a search space similar to the DWA approach, but we
perform gradient descent until the solution belongs to the defined search space, Vt.
This search space is determined based on the current robot’s velocity, ensuring that
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the current speed is encompassed within this space ((vt, wt) ∈ Vt+1). To incorporate
this notion of the search space, we continue applying gradient descent until we exit
this predefined space. Figure 3.8 illustrates this limitation. The hashed rectangle
represents the search space at time t, the green point (first point) represents the
current speed where the gradient descent starts, and the yellow points are found by
the gradient descent. As shown, the 5th point is outside the search space, so we stop
the gradient descent on the variable w and place the point on the boundary. The
gradient descent continues only on the remaining axis, which is not constrained.
Once the descent is limited on an axis, means the variable is out-side of the veloc-
ities space (Vt), that variable is considered non-trainable, and the descent evolves
only on the last remaining axis.

Figure 3.8: Explanation of gradient descent constraint.

First, we applied the gradient descent method in the context where the DWA
(Dynamic Window Approach) was defined. In this context, the robot must reach
positions while avoiding obstacles, detected through its perception. Figure 3.9 shows
the results of our approach. In the remainder of this section, we focus on the
problem of autonomous vehicle driving. Our published article [19] provides detailed
insights into our solution in the original context. Furthermore, this solution has been
employed within the scope of an academic-industrial project. Moreover, we have
employed this approach in these following works [22, 88], the solution was applied
within the context of collaborative navigation between a drone and a ground robot.

3.3.4 Loss Functions Definition

In order to apply our gradient descent solution, we define three convex functions
that enable the robotic vehicle to navigate within its lane while avoiding obstacles.

Heading Function

By using the command generated by the visual servoing controller mentioned
in (3.19), we exploit this command as the reference value. At a time instant t,
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Figure 3.9: DWA combined with gradient approach, positions results. Applied in
simulation with Gazebo.

we consider this command to be the most optimal command for achieving the
objective and recentering in the lane. Therefore, we define this value as w∗

heading.
This command depends solely on the angular velocity w. Thus, we define the loss
function headingloss as follows:

headingloss(v, w) =
1

2
(w − w∗

heading)
2 (3.32)

From this function, we calculate the partial derivatives with respect to the axes v
and w to define the gradient of this function:

∂headingloss
∂v

= 0 (3.33)

∂headingloss
∂w

= (w − w∗
heading) (3.34)

Dist Function

The dist function estimates the most optimal candidate from the velocity space
for the robot to avoid an obstacle while maintaining its current heading. This
function is based on a concept of a safe zone, which represents an area where the
robot can move safely. This approach draws inspiration from the Vector Field
Histogram methods [89]. From the data obtained from the LiDAR, it is possible to
detect the areas in which the vehicle can safely maneuver. Figure 3.10 illustrates
the construction of these zones. Initially, based on a critical distance rlimit, we
define out zones, which indicate areas where it is not possible to go due to the
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Figure 3.10: Explanatory illustrations of zone construction and optimal angle defi-
nition. LiDAR filter is explain in part 3.4.

presence of an obstacle. A dead zone is added to the out zone to account for a
safety distance dsecurity, considering the vehicle’s dimensions to prevent collisions.
Once these zones are defined, it becomes possible to establish a safe zone in which
the robot can operate. From these zones, we calculate the angle θdist closest to the
vehicle’s heading, which belongs to a safe zone. Using this value θdist and taking
into account the time interval dt we define the function distloss as follows:

distloss(v, w) =
1

2
(w − w∗)2

=
1

2

(
w − θ∗dist

dt

)2 (3.35)

From the distloss function, we define the gradient of this function as:

∂distloss
∂v

= 0 (3.36)

∂distloss
∂w

=

(
w − θ∗dist

dt

)
(3.37)

Velocity Function

The function velocityloss directly utilizes the desired linear velocity as the refer-
ence value v∗. Thus, we define the loss function as follows:

velocityloss(v, w) =
1

2
(v − v∗)2 (3.38)

From this function, we compute the partial derivatives as follows:

∂velocityloss
∂v

= (v − v∗) (3.39)
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∂velocityloss
∂w

= 0 (3.40)

3.4 LiDAR Road Filter

The solution without performing filtering on the lidar data, the vehicle’s be-
havior may be dangerous. Indeed, without limiting the vehicle’s possibilities, it
is possible that when faced with an obstacle, the strategy decides to overtake the
obstacle by passing it outside the road. For example, in Figure 3.10, when applying
the strategy without a filter, the vehicle can avoid the obstacle either to the left or
the right. Considering the road’s topology, we aim to guide the vehicle to pass the
obstacle on the left. In the literature [9], this problem can be resolved by adding
virtual obstacles to restrict the range of possibilities. The idea we propose is to
perform lidar data filtering based on detections made by the lane detection system.
This way, the strategy will be guided towards a region covered by a lane during
overtaking, ensuring that there are no critical cases where the vehicle overtakes
the obstacle in a non-lane area. As discussed in the previous sections, our lane
detection model can detect the lines on both sides of the current lane, if they exist.
Figure 3.11 illustrates the concept of filtering. As shown in the figure, if the lane
is detected, then the LiDAR data covering that area is retained; otherwise, it is
filtered.

Figure 3.11: Explanation of LiDAR filtering with use cases.

The filtered areas will subsequently be interpreted as non-free zones, meaning
that the strategy will not steer the vehicle into those areas. Figure 3.12 illustrates
the final block diagram connecting the planning part described in this section and
the controller parts defined in the previous sections.

59



CHAPTER 3. AUTONOMOUS CONTROL 3.5. APPLICATIONS

Figure 3.12: Simplified block schema of LiDAR Road Filter and Strategy parts.

(a) Straight test. (b) Curve test. (c) Obstacle test.

Figure 3.13: Simulation images from SCANeR studio for each test.

3.5 Applications

This controller was developed and tested using the SCANeR studio simulator.
We chose to conduct tests in a simulation environment because this method in-
volves obstacle avoidance with the primary goal of preventing accidents. Testing in
simulation allowed us to ensure its proper functioning and offered the flexibility to
define test scenarios as needed. In these tests, we defined three scenarios to evaluate
its performance. In the first case, the car drives on a straight road without obsta-
cles (Fig. 3.13a). In the second test, the car moves along a curved road without
obstacles (Fig. 3.13b). These initial tests aimed to verify the functioning of the
visual versioning. In the final test, the vehicle must avoid an obstacle in its path
(Fig. 3.13c). This test evaluates the strategy’s performance in obstacle avoidance.
Figure 3.15a displays the car’s speed during the tests, showing that the vehicle is

capable of maintaining a speed close to the 10 km/h limit. It is also indicated in fig-
ure 3.14 that the vehicle stays within its lane. Notably, in the test on a curved road,
the deviation from the center of the lane is more significant than in the straight-line
test. This deviation can be attributed to the use of first-degree polygon interpola-
tion for the road lines to avoid sensitivity to outliers. Consequently, interpolation of
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Figure 3.14: Trajectory by test.

these models in cases where the road curves is less precise. However, the vehicle still
maintains its lane despite a slightly larger error. Figure 3.15c displays the number
of iterations performed by the gradient descent during the tests. In the first two
tests, the descent required only a few iterations (≈ 10). In the third test (Fig. 3.14),
the vehicle stays in its lane until it reaches the obstacle. Then, it initiates a lane
change to the left, as the vehicle is aware of the available left lane. Notably, as the
vehicle approaches the obstacle, a deceleration occurs to adapt the angular velocity
and facilitate the lane change. Once the overtaking is complete, the vehicle contin-
ues on the left lane. Unlike the previous tests, the number of iterations performed
by the gradient descent (Fig. 3.15c) becomes more significant when avoiding the
obstacle, reflecting the influence of the distloss function. Furthermore, Figure 3.15b
indicates the angle that the vehicle must follow to avoid obstacles. In tests without
obstacles, the angle is zero. In the case of the obstacle test, the angle increases
as the vehicle approaches the obstacle and abruptly returns to zero once the lane
change is completed.

In addition to these applications, this solution has been used in other studies
[14], [17], where we perform autonomous driving with context awareness to adapt
driving based on both external and internal context.

3.6 Defining Intention From Command

In the shared control approach proposed in this thesis, we estimate the intentions
of each entity, autonomous system, and human. We define the intention of the
autonomous system based on the control and strategy defined in this chapter. This
strategy defines the command based on information from the image feature defined
by lane detection, the surrounding obstacles, and the current speed of the vehicle.
This diverse set of data can be predicted over a time horizon, with a time interval
between two data points of δt. Thus, dynamically, it is possible to predict the future
inputs of the model, which will generate the future outputs and so on. Figure 3.17
shows a diagram of this solution. In this approach, we need to express the next
input for each control input based on the current output.
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(a) Speed by test. (b) Angle safe by test.

(c) Number of iterations by test.

Figure 3.15: Data resulting from the simulations conducted for each test.
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3.6.1 Image Feature Prediction

Let X and Θ represent the features of the image used for visual servoing. In-
spired by the equation 3.24, and taking into account the relationship in Eq 3.18,
the derivative of these image features depends on the vehicle’s velocity. Thus, by
utilizing the velocity derived from our controller (vc, wc). Furthermore, we decide
to use a point D that is higher on the image illustrating the future behavior of the
road. [

Xt+1

Θt+1

]
=

[
Xt

Θt

]
+

([
LX

LΘ

]
Tvv +

[
LX

LΘ

]
Tww

)
·∆t (3.41)

Where ∆t represents the time interval of controller execution.
Figure 3.16 illustrates the feature prediction tests. Figures 3.16a and 3.16b

represent the prediction of the feature of D.x and θ performed over more than
2000 tests. For each test, the prediction is compared to the value of the feature
found at 50 iterations (equivalent to 5s). Figure 3.16c shows the prediction error
normalized by the maximum domain of definition (1280 pixels and 2π angle). The
error in the prediction of D.x is low, it is higher for the prediction of the angle θ.
However, during our control tests, we give more importance to the position of the
feature position than the angle. Indeed, the control gain is more significant on the
translation error than the angle. Thus, even if the prediction of the angle is of lower
quality, it does not impact the result of the command prediction. Figures 3.16d,
3.16e, and 3.16f represent the data of a test. In this test, the car is placed in a
roundabout, the lane detection is illustrated by figure 3.16d. Figure 3.16e is the
prediction of D.x in the context of this test. From the predictions of the feature
image, the estimates w are then calculated 3.16f. As the image shows, the control
of the angular velocity is very close to the calculated command and the command
executed by the car during the tests.

3.6.2 LiDAR Prediction

In addition to the image feature data, we need to provide future lidar data to the
controller. From the lidar data obtained at a given moment, we predict lidar data
for a time horizon, ∆t. For this, we assume that the environment is static. Thus,
based on a velocity command, we project it and define the new relative position
after applying this velocity for a time interval, ∆t. Then we can translate the
lidar data defined by polar coordinates to redefine the center, by the new position
estimated by the velocity projection. Let ct be the current center of the lidar data,
meaning ct = (0, 0), in the lidar’s coordinate system. Let ct+1 be the new center,
from the velocity projection. We denote x and y as the translation from point ct to
point ct+1, and θ the orientation of the robot in the new position. Thus, we apply
the following calculation to all lidar points (li):[

xi,t+1

ti,t+1

]
=

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

] [
xi,t

ti,t

]
−
[
x
y

]
(3.42)
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(a) Predict DX (b) Predict Theta (c) Errors prediction in per-
centage taking account maxi-
mal value possible.

(d) Situation Image (e) Situation Prediction DX (f) Situation Prediction W

Figure 3.16: Prediction tests conducted on real data at the Seville track.

Where (xi,t+1, yi,t+1) denotes the Cartesian position of the li point. Thus, the lidar
data will be centered at (0, 0) in the new position.

3.7 Conclusion

Utilizing lane detection combined with lidar, the autonomous system drives the
car within its lane while avoiding obstacles. In this new approach, we have pro-
posed a more optimized way to find the best candidate. Additionally, we have used
a deep learning network to perform lane detection, making our controller more ro-
bust. We have redefined the controller’s behavior by introducing a planning layer
that limits the possible actions of the autonomous system to ensure the car’s safety.
This approach has been tested in experimental works of [22, 88] using an indoor
mobile robot, and in simulation using a virtual vehicle in a professional car driving
simulator SCANeR Studio, demonstrating the controller’s adaptability in various
scenarios. It’s important to note that this method relies on a set of hyperparameters
to be configured, including the weights of the loss function, convergence step size,
and convergence criteria. These different hyperparameters can make it challeng-
ing to fine-tune the controller for different situations. This issue inherits from the
original version of the DWA, where parameter tuning depends on the environment.
Therefore, we can consider using concepts from the literature to make these param-
eters dynamic based on the situation [90]. With the definition of this controller, it
becomes possible to anticipate its intentions by predicting future states.
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Figure 3.17: Simplified block diagram model, including intention generation.
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4 Human Driving Prediction

Abstract: Predicting the intentions of the human and the machine in the near
future is required for the human-machine shared control of automated intelligent
vehicles. The autonomous system can inform about its future intentions, but it is
not possible for the human to provide this information; thus, prediction becomes
necessary. This chapter proposes a deep learning methodology to predict human
navigation intentions within a time horizon of a few seconds. It utilizes a Recurent
Neural Network (RNN) architecture based on Long Short-Term Memory (LSTM).
Taking various preprocessed and non-preprocessed data as input, generated by em-
bedded sensors and the intrinsic data of the vehicle, the proposed model predicts
the future linear and angular velocities of the vehicle. The model was trained and
tested on a dataset created from real data collected from our cars equipped with sen-
sors (LiDAR, camera), in various scenarios and road types. Furthermore, a data
sensitivity study is presented to evaluate the effects of missing data in the learning
process.
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4.1 Motivation

In this approach, shared navigation involves the fusion of human and autonomous
intentions. The driving intentions are represented as a sequence of velocities:

I = {(vt, wt), ..., (vt+k, wt+k)} (4.1)

This intention is fundamental for command fusion. Thus, the fusion process cannot
rely solely on the current command from both the human and autonomous systems
because: It lacks detailed information, failing to provide a clear understanding of
the intentions of each entity in the near future. The information becomes outdated
by the time it reaches the fusion system. While the autonomous system can share its
driving intentions, it is not admissible to continuously request real-time intentions
from the human for the following seconds. In fact, the human is driving the vehicle,
he can’t in the same time inform about these intentions. Therefore, the solution is
to develop a predictive model capable of anticipating human driving behavior in the
coming seconds, effectively using this prediction as human intention. The problem
is then formulated as:

HΘ(X) = {ŷt+1, ..., ŷt+k} (4.2)

Here, HΘ represents the prediction model, X denotes the input data (previous
vehicle and environment states), and {ŷt+1, ..., ŷt+k} constitutes the sequence to be
predicted. Figure 4.1 illustres the prediction goal, showing the model exploiting
states data to predict the velocities sequence. The figure also demonstrates that
the model’s inference is performed using data from a dataset.
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Figure 4.1: Operation of the model during execution and explanation of the model
training phase.

Speed intentions can vary abruptly over a short time horizon, especially for
angular velocity, in the case of overtaking or driving in a roundabout. These sig-
nificant variations, stemming from external factors such as road architecture or the
behavior of other road users, compel us to consider these elements in our prediction.
Figures 4.2a and 4.2b show the profiles of linear and angular speed during driving
in a roundabout. For each profile, two profiles are calculated: a constant profile,
assuming constant entry speed, and a dynamic profile that takes into account ac-
celeration and entry speed. The cumulative error (including the time interval) of
these approaches is calculated as follows:

error(ypredict, ytrue) =
n∑

i=0

|ypredict,i − ytrue,i| · δt (4.3)

Where δt defines the interval time between two consequently values. For these data,
the interval time δt equals to 0.10 seconds. Using this formula, the error induced
by the approximation (constant and dynamic) results in a significant error (approx-
imately 9m for linear speed and 1rad for angular speed) in the case of driving in
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(a) Linear velocity. (b) Angular velocity.

(c) Trajectory.

Figure 4.2: Approximations methods comparison. These graphs show the impor-
tance to create model.

a roundabout. Figure 4.2c shows a trajectory projection of these different approx-
imations, with the trajectory of the constant method deviating by more than 18m
from the reference position and the dynamic method deviating by more than 10m.
As we can see, predicting the actual velocity profile is important. The prediction
method described below in this chapter is based in builting a learning model so that
the profile errors, as those depicted depicted in figure 4.2, are minimized.

Studies on driving prediction primarily focus on forecasting the behavior of
vehicles around the ego-vehicle [91, 92]. A vehicle’s operation depends on various
factors, including road infrastructure, traffic regulations, and the behavior of other
vehicles. This underscores the importance of predicting behaviors to account for the
intentions of surrounding vehicles in the commands generated by the autonomous
system. In this context, predictions are based on extrinsic vehicle data. In this
approach, we define a deep learning model capable of predicting the intentions of
the human driver over a short time horizon based on a sequence of data. We also
define the dataset used by the model for its training.
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4.1.1 Problem Definition

Prediction of human driver behavior is used to forecast future vehicle states or
maneuvers. In our context, the model is tasked with predicting the future velocities
(linear and angular) of the vehicle over a short time horizon. Our problem can be
defined as follows:

HΘ(Xt, Xt−1, Xt−2, ..., Xt−n) = (yt+1, yt+2, ..., yt+m)

=


(vt+1, wt+1)
(vt+2, wt+2)

...,
(vt+m, wt+m)


T

(4.4)

Here, HΘ represents the predictive model with parameters Θ, vt+1 denotes the linear
velocity, wt+1 represents the angular velocity at time t+1, and (Xt, Xt−1, Xt−2, ..., Xt−n)
represents the sequential input used by the model. The prediction horizon is set at
5 seconds. This value is based on previous studies [93], which indicated a signifi-
cant prediction error beyond 5 seconds. In the context of local driving behavior, a
5-second prediction seems sufficient.

4.1.2 Problem Resolution

The approach proposed consists of defining a model capable of inferring human
behavior and making predictions based on it. This approach relies on machine
learning techniques, specifically deep learning. This technique requires to define
the data on which the model will be able to infer and the structure of the deep
learning model.

4.2 Dataset

The choice of the dataset is crucial for developing our model. Several key con-
siderations must be addressed. Firstly, the model needs to be capable of predicting
human behavior based on the data. Therefore, it is essential to determine whether
the dataset contains information that correlates with human behavior. Secondly,
the model’s must fit the limitations of our vehicles, which are restricted by the sen-
sors integrated into the vehicle and the available computing capacity. Additionally,
the datasets currently available (Sec. 2.4.1) necessitate the use of external perspec-
tives beyond the vehicle itself. The data is collected through sensors placed in the
surrounding infrastructure, such as cameras installed on bridges, for example. How-
ever, in our specific case, we aim to utilize data that is accessible and visible from
within the vehicle. To address these considerations, we have decided to create our
own dataset based on our vehicles (Sec 1.3.1).
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4.2.1 Roadmap

The dataset records all the information used for model training. This infor-
mation should be diverse to gain maximum insights into the current state of the
vehicle and its environment. This data should be kept in its rawest form, without
pre-processing, to preserve sensor-derived information to the fullest extent. Addi-
tionally, the dataset should cover a wide range of situations, including different road
conditions, speed limits, traffic densities, and varied driving behaviors. This diver-
sity is essential to prevent overfitting during model training. Figure 4.3 presents
the various data types recorded by our vehicle. Thus, this data is categorized into
three groups: environment, vehicle dynamic state, and vehicle control state (refer
to Table 4.1). Table 4.2 presents the characteristics of sensors embedded in the
vehicle.

A roadmap was established in advance to ensure diversity in the dataset. Ta-
ble 4.3 outlines the different characteristics mandated by the roadmap.

Figure 4.3: Types of data recorded by our vehicle for dataset creation.
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Environment Vehicle dynamic state Vehicle controls state

- LiDAR [points cloud];
- Front camera [image];

- Velocity linear [m/s] ;
- Velocity angular [rad/s] ;
- Acceleration linear [m.s−2];
- Acceleration angular [rad.s−2];
- GPS positions [lat and long];

- Steering wheel angle [rad];
- Flashlight states [enum];
- Pedal positions [percents]

Table 4.1: Categorization of dataset.

Sensor Frequency Additional information

LiDAR 10 Hz 40 layers
30 000 points per acquisition

camera 10 Hz 1280× 720 resolution
GPS 50 Hz cm precision
BUS-CAN reader 100 Hz

Table 4.2: Sensor characteristics.

4.2.2 Data Pre-Processing

Figure 4.4 shows different steps of the dataset process record. After recording
additional information is generated and injected to the dataset.

Local Map Generation: To give information to our model about the geometry of
the road and its orientation, we generate a local map representing this information.
To do this, we use the GPS data from the vehicle and information from an HD map.
By combining this information, we are able to create an image with the desired road
information. Figure 4.5 shows the local map image generated by our algorithm in
a situation.

With this approach, we avoid the need to vectorize a set of information. For
example, to provide information about a roundabout, we would otherwise have
to define the current position of the next roundabout, the relative angle with the
ego-vehicle, the dimensions of the roundabout, and the number of lanes it has.
This applies to a variety of infrastructure elements, intersections, and road curves
for example. In this way, we provide the model with the most raw and diverse
information possible.

Figure 4.4: Dataset process steps.
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Feature Variants
Lanes number 1, 2
Lanes shape curved, straight
Speed limit 30, 50, 70, 90 km/h
Roundabouts with, without
Intersections with, without

Table 4.3: Dataset characteristics, variation per feature.

(a) Image from camera front. (b) Map image generated.

Figure 4.5: Map generation (b) from the situation (a).

LiDAR Process: The LiDAR gives information about obstacles and building
shape around the vehicle. The pointcloud can’t be exploited directly by a model be-
cause the content is too big. The raw pointcloud generated contains 30 000 points.
The article [94] focuses on LiDAR point clouds and offers various techniques for
representing LiDAR data. Point clouds obtained from LiDAR are data-intensive,
consuming significant memory and computational resources. To address this, we
made the decision to reduce the number of points and transform the data from 3D
to 2D. In the reduction process, we made certain assumptions. For instance, we con-
sidered that points located directly above the vehicle’s position don’t significantly
affect driving decisions. Moreover, the model must be able to interpret the choices
of the human; it is important, therefore, to expose the model to the information
that is perceptible by the human (Fig. 4.6c). In this way, we limit the points in the
driver’s field of vision. Additionally, since we weren’t performing detailed segmen-
tation, we didn’t require a high level of point cloud detail. Our reduction process
involved filtering the data vertically and dividing the area around the vehicle into
regular angles. This ensured that the closest unfiltered point in each region was
used to represent that region.

Rolling Data: The acquisition of temporal sensor data, such as speed, acceler-
ation, and steering wheel angle, introduces noise into the data. To mitigate the
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(a) Moving average applied on angular ve-
locities.

(b) LiDAR reduction, red points represent
pointcloud and white points represent the
reduction.

(c) LiDAR reduction motivation.

Figure 4.6: Data reduction, during preprocessing step.

sensitivity to acquisition noise, we applied a centered moving average, as described
in [95].

4.2.3 Dataset Information

The recorded data are saved at 10 Hz. The training dataset (Appendix A) is
composed of about 36000 acquisitions regrouping what represents 3600 seconds (1
hour) of acquisitions. The following figure (Figure 4.4) illustrates the various steps
involved in processing a record, from defining the roadmap to saving the data. A test
dataset was created in order to test the model with data not submitted during the
training phase. This dataset test includes new roads not exploiting by the training
dataset and some roads are the same but the driver driving in opposite sens. As
explain above, it’s important to create a dataset with various characteristics, thus
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the model can interpret several situations and avoid overfitting to only one. The
dataset created has been made available to other research works at the Heudiasyc
laboratory.

4.3 Model

As explained in section 4.1, the model must be capable of making temporal pre-
dictions of the vehicle’s speed, considering past temporal data. To achieve this, we
opted for a recurrent model, specifically of the Long Short-Term Memory (LSTM)
type. The data we work with contains complex and diverse representations. To han-
dle this, the model performs data compression using encoder networks upstream
of the recurrent network. Specifically, we employ Convolutional Neural network
(CNN) for this compression. Importantly, this compression is adjusted during the
training of our model, rather than being imposed by a preprocessing phase sepa-
rated from the learning phase of the global model. This approach helps us avoid
introducing bias into the learning process. The proposed prediction model takes into
account various inputs and modalities of data. The global architecture is schema-
tized in figure 4.7, which illustrates the input and output models. These models
are listed as follows:

4.3.1 Input Models

We set up a model for each type of input that will pre-process this data, by
developing a Tensorflow-based framework. For each prediction, we submit 50 pre-
vious data per input model (= 5s of data). Depending on the nature of the input
data, we can take two different approaches:

Raw Data

The raw data cannot be injected directly into the final model because it rep-
resents too much information of little significance, which would risk drowning the
other more significant data. We decided to process on the data upstream, in order
to compress the information as much as possible. This compression is based on an
encoding model, like those found in auto-encoder models [96], the final model is
given the encoded data of the encoding part. Among the list of data, we have to
encode some data, from the map image and from the LiDAR. Data from the map
image are encoded by a VGG16 model [97] (convolution2D/pool2D layers then fully
connected to dense layers) and the LiDAR is encoded by a similar model but in 1
dimension. Note that for the map, we use a single data and not a time series, as
we consider that only the last data is needed for the model to predict the future
behavior of the car. Therefore, we repeat the encoded vector so that the output
can be adapted to other models.

76



CHAPTER 4. HUMAN DRIVING PREDICTION 4.3. MODEL

Figure 4.7: Global model architecture.
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Figure 4.8: Unbalance data explication, example: raw image is defined by 40 000
scalars, compared to steering wheel angle defined by only one scalar.

Semantically Rich Data

The semantic data (for example, vehicle dynamic state and control) are already
rich and may not be further compressible. These data are presented to the model
as they are. Internal tests conducted allow us to affirm that amplifying the data
using a decoder does not lead to better convergence.

Unbalance Data

The figure 4.8 explains the idea of unbalance data. The size of a raw data
is more important than the size of a semantically rich data. For this reason, we
have decided to create own framework able to create an input model per input, by
this way we can apply a previous model able to extract features from heavy data,
avoiding to hide high data with a small representation.

In order to properly size the model that encodes the local map, we conducted
a preliminary test. In this test, an auto-encoder network was defined with a latent
space. The purpose of this test is to find an encoder, latent space, and decoder
configuration that maximizes information retention, specifically for a map, when
processed by the neural network. This ensures that the information within the
latent space is nearly complete. In other words, the raw information from the map
input to the network is encoded with minimal loss into the latent space. The input
images have dimensions of 200× 200, and the proposed encoding reduces the data
to a one-dimensional space of size 10.

4.3.2 Output Model

All the outputs of the input models are concatenated into a single time vector
tensor. At this stage, the size of the input is reduced to a vector of size 28. This
reduction is due to the compression of different inputs. The time vector is passed
through a neural network before being fed into the recurrent network to perform an
initial inference before submitting the data to the recurrent network. This output is
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Figure 4.9: Input model maps latent space test. In this test, an autoencoder model
has been created and trained on map from the dataset. This autoencoder has to
compress information and re-build initial information from the compress informa-
tion of the latent space.
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Test name N
roundabouts

Speed
limit distance N lanes Time

record N Tests

roundabout 3 70 km/h 1.6 km 2 125 s 1200
city 2 50 km/h 1.6 km 1 170 s 1650
speed (1 lane) 1 70 km/h 2.8 km 1 170 s 1650
speed (2 lanes) 0 90 km/h 2 km 2 100 s 950

Table 4.4: Tests dataset informations.

then submitted to a recurrent model composed of 2 LSTM layers (100 units) inspired
by the literature models [73] and adapted after some tests. However, only the final
value of the recurrent network is utilized. The models proposed in the literature [73]
make use of all the outputs of the recurrent network, but this requires creating a
very large final network, which slows down the model’s execution and inference.
The output is reshaped into a vector of 50 velocity pairs (vt, wt), with a delta time
of 100 ms between each pair, resulting in a total prediction time of 5 seconds.

The loss function used during the training is a Mean Error Absolute (MAE)
weighted:

loss(ypredict, ytrue) = wv ·
n∑

i=0

|ypredict,v,i−ytrue,v,i|+ww ·
n∑

i=0

|ypredict,w,i−ytrue,w,i| (4.5)

Where ypredict defined the output of the model, ytrue the data from dataset, and wv,
ww the weights per axis. During the training phase, we observe, the convergence is
really fast on linear velocity than on the angular velocity. This is the reason why
we choose the weighted version and attribute a weight more important on angular
velocity axis.

4.4 Validation And Results

4.4.1 Test

The test dataset was constructed to test several situations to best assess the
fit of the proposed model to the situation. The table 4.4 shows information about
these tests.

In these various tests, we assess prediction quality by calculating the cumulative
error (Eq. 4.3). For each test, the cumulative error is computed over a sliding win-
dow of 50 data points, as our prediction consists of 50 values. Thus, on a dataset
with 1000 timestamps, we conduct (1000 − 50) = 950 tests, where 50 represents
the window prediction size. For each dataset, we calculate the median cumulative
error over the sequence (Fig. 4.11). We opted for the median over the mean be-
cause the mean is sensitive to extremes. This choice ensures that the calculations
are less affected by outliers resulting from poor predictions. In addition to these
calculations, we have computed the mean of the cumulative error exclusively for
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(a) Test roundabout. (b) Test city.

(c) Test speed (1 lane). (d) Test speed (2 lanes).

Figure 4.10: Image from the test dataset, for each test. On each image, in red, the
projection of the actual velocity from the dataset, and in green, the projection of
the prediction made by the model.
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Figure 4.11: This table represents the median errors (Eq. 4.3) for each test. On
the horizontal axis, it indicates the type of model used, and on the vertical axis, it
specifies the type of test conducted. The color of each cell represents the percentage
variation from the reference value (own model).

our model (Fig. 4.12). Since its predictions are not aberrant, the mean provides a
reliable representation of its prediction quality. Figures 4.13 shows the prediction
realized by our model on the test ’city’. On this plot distance sequence between 2
executions is 50 (window length prediction), by comparison during the evaluation
the distance is only 1.

4.4.2 Results

Figure 4.10 illustrates the projection of the predictions made by our model,
based on a test from our dataset. Figure 4.11 illustrates the median values for each
test scenario: city, roundabout, speed 1 lane, and speed 2 lanes and for each axis
(v and w). The "own model" line represents the model defined in this chapter.
These various tests demonstrate that the model is capable of making high-quality
predictions, whether for linear or angular velocity. The error in linear velocity is
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Figure 4.12: Average cumul error (Eq. 4.3) on each sub test. Applied only on the
model method, because, average is too sensitive to outliers.

(a) Linear velocity prediction. (b) Angular velocity prediction.

Figure 4.13: Intention predictions performed by our model on the test "city".
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more significant in tests where the vehicle is moving at higher speeds, ranging from
3.02m in the worst case to 1.36m in the best case (Fig. 4.12). Linear velocity
error is greater when the road speed limit is higher, but in the city and round-
about tests, where linear velocity is lower, variations are more significant due to the
complexity of driving. This demonstrates the model’s ability to adapt to complex
driving scenarios. The error in angular velocity is more pronounced in the city and
roundabout tests (0.16 rad in the roundabout test compared to 0.05 rad in the fast
speed tests), exceeding 2 times the error of other tests, due to the complexity of
the scenarios and higher angular velocities in these tests. In addition to the error
induced by the model, we have calculated the error induced by the so-called con-
stant and dynamic approximation, as mentioned in the introduction. From these
results, it becomes evident that in cases of non-complex driving with relatively low
velocity variations, the dynamic method for linear velocity provides results with
acceptable errors (Fig. 4.11). However, even in such situations, accurate prediction
of angular velocity remains challenging. Furthermore, in complex driving scenarios
(city, roundabout), the proposed solutions yield significantly higher errors than our
model. These results emphasize the importance of using our model for prediction
and the significance of incorporating information beyond vehicle dynamics.

4.4.3 Sensitivity Of The Model To Data

In addition to evaluating the quality of the model, we can examine the sensitivity
to the data. To do this, we have hidden the information of some data by placing
them in a neutral state in some tests. The idea is to interpret in which situation
the model exploits these data. The following table 4.5 shows the neutral data
corresponding for each data tested. Based on the results (Fig 4.11), it is possible
to interpret the information that is essential to the model in a particular situation.
The tests begin by ’without’ on Fig. 4.11 represents results with the model where
one of input model is put to neutral position. In the absence of kinematics data,
the model cannot predict coherent values, indicating that the model has inferred
the importance of this data very well for predicting the car’s future velocities.
From this data, we can see that information about pedal positions is essential for
predicting linear velocity, but its absence does not affect angular velocity. Map
information is important for making predictions in a roundabout and urban context,
as shown by the city and roundabout tests in the "without maps" configuration. The
test without lidar data (without scan) shows that lidar data is used to determine
linear velocity, as evidenced by the much larger errors in linear velocities. State
information (steering wheel positions and turn signals) is used for predicting linear
velocity and also has an impact on angular velocity.

The table 4.6 summarizes the impact of the data according to situation and on
the prediction axis (linear and angular). Based on this table, in most situations, the
data improves our model’s prediction for linear and angular velocities. However, we
note that the pedal and scan data are only useful for linear speed prediction.
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Data Neutral data
map image zeros vector (= black image, map missing)
scan ones vector (= no obstacle)

state zeros vector (= flashlight never on and
steering wheel angle fixed to middle position)

pedals zeros vector (= pedals not used)
kinematics zeros vector (= vehicle isn’t moving)

Table 4.5: Neutral data corresponding.

Data Impact
maps city (linear), roundabout (linear and angular)
kinematics all situations (linear and angular)
pedals all situations (linear)
scan all situations (linear)
state all situations (linear and angular)

Table 4.6: Impact of data on prediction, depending on situation (city, roundabout,
1 lane or 2 lanes) and axis (linear or angular).

4.5 Conclusion

In this chapter, we have defined a prediction model capable of predicting hu-
man intentions in the short term. The creation of this model is justified by the
complexity of predicting human intentions, especially in complex situations. This
study also provides insight into the information utilized by the model in various
scenarios, highlighting the relationship between these data types and prediction in
these specific cases. In the future work, we want to build a similar model capable
of predicting less predictable and more dangerous behaviors, we plan to include
simulated data to add dangerous driving data.
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5 Intention Evaluation

Abstract: Determining the admissibility and quality of driving intentions, whether
generated by an automated intelligent vehicle or a human driver, is a crucial task
in the context of shared navigation between humans and intelligent vehicles. This
chapter presents a generic method for quantifying driving intentions, which are de-
fined as sequences of velocities. This formulation is based on metrics that have been
discussed in the existing literature. It offers a way to utilize these metrics to eval-
uate a single state, make judgments, and extend this evaluation to a sequence of
states. This quantification determines whether an intention can be safely achieved
and define its quality, considering various criteria such as safety, comfort, context,
and energy consumption. This approach enables us to compare and rank intentions
based on a set of predefined criteria. In this chapter, we introduce a proposed im-
plementation that has been tested on a driving simulator. We conducted tests using
various intentions within a given scenario to demonstrate the value of the solution
and the ability to compare these intentions with each other.
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5.1 Motivation

In order to guide the fusion of human and autonomous system intentions, it
is necessary to quantify these intentions, to validate whether these intentions are
admissible, i.e., whether the intention is achievable according to certain criteria,
and to define the quality of these intentions, i.e., whether they are good or bad.
Intentions are defined by a sequence of commands:

Ct,t+m = {ct, . . . , ct+m} (5.1)
Ct,t+m = {(vt, wt), . . . , (vt+m, wt+m)} (5.2)

Here, t represents the current time, m the intention sequence length,vi represents
the linear velocity and wi the angular velocity. This quantification relies on a set
of metrics from the literature [77] representing a situation in a numerical way. In
addition to the evaluation, intentions are judged based on a set of criteria. These
different criteria can be of different natures: safety, context or comfort for example.
Thus, unlike traditional approaches [77], the evaluation does not focus solely on
safety. As shown in Figure 5.1, the evaluation of this sequence results in two
quantities. Thus, the evaluation is based on two concepts:

• Admissibility: Defines, according to certain criteria, whether an intention
is feasible or not;

• Quality: Defines the quality of an intention, between 0 and 1, according to
certain criteria;

Figure 5.1: Quantifications (quality and admissibility) results on driving intention.

5.2 Assessment Metrics In State Quantification

In the literature, there exists a set of metrics [77] capable of quantifying a state,
which can describe the state of the vehicle and/or the state of the environment
and other occupants on the road. Our idea draws inspiration from reinforcement
learning, where the evaluation of an action involves assessing the resulting state
(st+1) after the action has been applied. Adapted to the problem, a command (ct)
can be evaluated by analyzing the resulting state (st+1). Figure 5.2 illustrates the
concept. Thus, we can extend this approach to a sequence of commands, where
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Figure 5.2: Command is evaluated in analyzing the state resulting after applying
the command on an initial state.

each command is evaluated using this principle. The overall evaluation will then be
the combination of these individual assessments.

5.2.1 Definitions

By knowing the sequence of commands, i.e., the intention Ct, and the current
state st provided by the sensors, the sequence of future states can be predicted.

(Ct,t+m, st)
P−→ {ŝt+1, . . . , ŝt+m} (5.3)

Here, ŝi represents the state after the application of the control input (vi, wi). The
quantization should be more sensitive to a state that is close rather than far, as the
impact of a nearby action is more significant. Additionally, the error in intention
prediction performed by the model becomes increasingly important when the pre-
dicted command is far from the current state. Let the quality of a state, si, noted
as quality(si), the quality of a control sequence, Ct,t+m, on the current state, st is
defined by:

Quality(Ct,t+m, st) =
1∑m

i γ(i)

m∑
i=1

γ(i) · quality(st+i) (5.4)

With γ : N+ → [0, 1], which is a decreasing function referred to as the discount
factor. This implies that the quality of a state that occurs later has less impact on
the final result than a state that is closer. Figure 5.3a illustrates the relationship
between the discount function and the states. For each state, a discount value is
associated, representing the impact of studying that state on the final quantification.
As shown in the figure, this value decreases as the states progress. This approach
is similar to the discount rate used in reinforcement learning [98].

In the section 5.3.3, the discount fonction is adapted according to the error
prediction made by the intention predictive model defined in chapter 4.

5.2.2 Evaluator

To assess the sequence of commands, it is necessary to determine the qualifica-
tion criteria for each state, as mentioned in Section 5.1. This quantification process
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(a) Discount factor graphic. States are
defined by the vehicle speed projection,
and it’s associated a discount value by
state.

(b) Evaluator blocks.

(c) Indicator blocks.

(d) Explanation of two types of blocks
and a discount factor graphic.

Figure 5.3: Concepts explanations of intention evaluation.

involves multiple criteria. Our approach involves defining an evaluator, denoted
as evalk, for each criterion k. Each evaluator consists of a composition of two
functions: a metric function, metrick(st), designed to quantify a situation, without
passing judgment. For this reason, the function’s output is subsequently analyzed
by an analyzer function, which evaluates this result based on prior knowledge de-
fined by Θ, denoted as analyzerk|Θ(metrick(st), st). Each evaluator is defined by
a pair of functions: (metric, analyzer). Figure 5.3b illustrates the relationships
between these metric and analyzer functions. The metric function exploits in-
formation from the state to quantify it, while the analyzer analyzes this metric
output, using its own knowledge and taking the state into account for the analysis.

evalk(st) = analyzerk|Θ(metrick(st), st) (5.5)

For each of these criteria, we can vary its influence on the final result by assigning
a weight wk. Thus, the quality of a state is defined by:

quality(st) =
1∑
k wk

∑
k

wk · evalk(st) (5.6)
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5.2.3 Quality Generic Formulation

By substituting Eq. 5.4 into Eq. 5.6, the generic formulation is as follows:

Quality(Ct, st) =
1∑m

i γ(i)

n∑
i=1

γ(i)


1∑
k wk

∑
k

wk · analyzerk|Θ(metrick(st+i), st+i)︸ ︷︷ ︸
evalk︸ ︷︷ ︸

qualityt+i


(5.7)

Equation 5.7 is the quality of an intention Ct computed at the instant t. This
quantity is normalized within the interval [0, 1]. This normalization enables easy
comparison of qualities between different intentions.

5.2.4 Admissibility Generic Formulation

Similarly to quality, admissibility is defined by a set of guardk that guarantee
for each criterion a check that the command is indeed admissible. Each guard is
composed as follows:

guardk(si) = indicatork|Θ(metrick(si), si) (5.8)

Where the function indicator indicates whether the metric of a state is admissible
(= 1) or not (= 0).

As shown in Figure 5.3c, the metric function quantifies the submitted state.
This quantification is then analyzed by the indicator function, which determines
whether the metric value is acceptable or not based on the studied state and its
knowledge. Thus, the admissibility of a sequence of commands Ct, from a state st,
contains n criteria on a sequence of τ , unlike the quality, the elements are multiplied
together so that if one element is inadmissible, the whole sequence is inadmissible.

Admissibility(Ct, st) =
τ∏

i=1


n∏

k=1

guardk(st+i)︸ ︷︷ ︸
admissibilityt+i

 =
τ∏

i=1

(
n∏

l=1

indicatorl|Θ(metricl(st+i), st+i)

)

(5.9)

5.2.5 Intention Score Generic Formulation

From the generic formulation of quality and admissibility, the generic formula-
tion of score, is defined as follows. In this proposal, we add a hyperparameter ϵ,
which allows to modify the domain of definition of the quality [0, 1] → [ϵ, 1]. Thus,
we can define the value of an intention as follows:

Score(Ct, st) = Admissibility(Ct, st)× (ϵ+Quality(Ct, st) ∗ (1− ϵ)) (5.10)
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The parameter ϵ represents a very small positive quantity used to prevent a quality
of zero from resulting in a score of zero. This difference is crucial in the context of
our work as it enables us to distinguish between a valid intention with poor quality
and an invalid intention. Thus, we differentiate between a high-quality command
that is not feasible and a low-quality command that is feasible.

Figure 5.4 illustrates the entire evaluation process. First, a prediction of the
states is made. Then, the admissibility of each state is calculated to determine the
admissibility of the entire intention. Subsequently, the quality of each state is inde-
pendently computed, and these individual evaluations are combined to determine
the overall quality of the intention, as shown in the figure. Finally, the overall score
for this intention is remapped.

5.3 Implementation And Validation Tests

5.3.1 State Definitions

The current state, denoted as st, can be subdivided into two substates: senvt ,
which describes the current state of the environment, and svehiclet , which character-
izes the current state of the vehicle.

st = {senvt , svehiclet } (5.11)

State Vehicle

The state of a vehicle is defined by the dynamic state of the vehicle. So the
state of a vehicle is defined as follows:

svehiclet =


v
w
v̇
ẇ


t

(5.12)

Here, v represents linear velocity, w represents angular velocity, v̇ represents linear
acceleration, and ẇ represents angular acceleration. By definition, ct represents
the command applied to the vehicle. ct is defined as the velocity pair (vt, wt) that
will be applied to the vehicle. Thus, based on the state definition, the next state,
denoted as ŝvehiclet+1 , can be estimated using the following relation, which accounts
for the time interval (δt):

ŝvehiclet+1 =
1

δt




0 0 0 0
0 0 0 0
−1 0 0 0
0 −1 0 0

 svehiclet +


δt 0
0 δt
1 0
0 1

 ct

 (5.13)

In this relation, accelerations are determined by comparing the initial velocities
defined by the state to the new velocities defined by the command over a given
time interval δt.
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Figure 5.4: Score computation illustration. From the state prediction to the final
intention score. Including admissibility and quality computations.
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Figure 5.5: Vehicle velocity projection in occupancy grid frame.

State Environment

The state of the environment is defined by an occupancy grid, gridocct , and the
position of the vehicle in this grid,(x, y, θ)gt , (where g represents the grid frame,Focc,
avoiding confusion with the real vehicle position in the world frame, Fworld):

senvt = [gridocct , (x, y, θ)gt ] (5.14)

Figure 5.5 shows the relation between world frame and grid frame, and the vehicle
projection in the grid. At the state St, the vehicle position is on the origin of the
occupancy grid frame. As explained in the previous sections, we need to predict
the future state, i.e. the future occupancy grid in this case. At first, we assume
the environment of the car as static, so making a prediction of the future grid is
like making a projection of the speed in trajectory and repositioning the position
of the car on the current occupancy grid. The projection exploits these following
relations:
if w ̸= 0:(

xt+1

yt+1

)
=

(
xt

yt

)
+

vt
wt

(
cos(θt) −sin(θt)
sin(θt) cos(θt)

)(
1− cos(wt.δt)
sin(wt.δt)

)
θt = θt + wtδt

(5.15)

if w = 0: (
Xt+1

Yt+1

)
=

(
Xt

Yt

)
+

(
cos(θt) −sin(θt)
sin(θt) cos(θt)

)(
0

vt.δt

)
θt = θt+1

(5.16)

94



CHAPTER 5. INTENTION EVALUATION 5.3. IMPLEMENTATION AND VALIDATION TESTS

The vector (x, y, θ)gt defines the position and the orientation of the vehicle on the
occupation grid. We assume this occupancy grid is static, from the commands
sequence combined to interval time δt, we can estimate the new position of the
vehicle in the initial occupancy grid (gridocct ). The vehicle position can be estimated.xy

θ

g

t

(vt,wt)−−−−→
δt

xy
θ

g

t+1

(5.17)

Thus, the prediction of the next state, ŝenvt+1, is defined by:

ŝenvt+1 = [gridocct , (x, y, θ)gt+1] (5.18)

5.3.2 Quality

In this validation process, we calculate the quality of intentions on sequences
of 30 elements (with m = 30, projection time ≈ 3s). In this implementation, we
define 3 evaluators from 3 different categories (Table 5.10a). For each evaluator,
we define the metric for quantifying the state and the analysis for assessing this
quantification. Figure 5.6a represents information exploited by evaluators.

(a) Global information for quality and
admissibility quantification processes.

(b) Determine the distance to the obsta-
cle by applying the command, ct, as a
constant to the current state, st.

Figure 5.6: Quality and admissibility information explanation.

Lateral Acceleration (LA)

This evaluator takes into account the comfort of driving. A high lateral ac-
celeration causes discomfort for the driver, and in the case of a high value,
it poses a safety risk to the human. Here, the metric focuses on comfort by
defining a value below the safety threshold. Figure 5.7, illustrates the metric
and the analyzer used by this function.
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Metric From the linear velocity and the angular velocity, the lateral accel-
eration of the vehicle can be deduced by:

metricLA(st) = |vt · wt| (5.19)

To illustrate the relationship between the metric and the analyzer, we consider
a candidate example defined by (wt = 0.5, vt = 2), resulting in a lateral accel-
eration at = (vt · wt) = 1.0,m/s2. For this example, the metric yields a value
of 0.61, as shown in Figure 5.7.

Analyzer This analyzer should penalize excessive lateral acceleration. A ref-
erence acceleration needs to be defined to assess whether this acceleration is too
high. The article [99] defines the most acceptable lateral acceleration. There-
fore, the most acceptable acceleration is defined as Θaref = 0.3g = 2.943,m/s2.

analyzerLA|Θ(metricLA(st), st) =
1

1 + e(θrampe·metricLA(st)−Θaref
)

(5.20)

Figure 5.7: The top figure represents a metric derived from the vehicle state. Based
on this metric, the function on the bottom side analyzes the result and assigns
a judgment score between 0 and 1. This analyzer is defined by two parameters:
rampe and shift.
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Collision Around (CA)

This evaluator considers the distance between the vehicle and the nearest
obstacle in order to ensure the safety of the driver. The aim is to assess if
the driver is not driving too close to an obstacle. It is possible to deduce
the distance to the nearest obstacle by calculating the distance between the
vehicle’s position defined by state st and the obstacles that describe this grid.

Metric For a given state st, this metric determines the closest obstacle
around the vehicle by utilizing the occupancy grid.

metricCA(st) = min(distance((xt, yt), O)) (5.21)

where O is the list of obstacle positions defined in the grid frame, and (xt,yt)
defines the position of the vehicle in the occupancy grid when the car is in
state st.

Analyzer Similar to the previous analyzer, from a reference distance, Θdistancecritic ,
a distance too short is penalized.

analyzerCA|Θ(mertricCA(st), st) =
1

1 + e(−Θrampe·metricCA(st)−Θdistancecritic
(st))

(5.22)

Speed Limit (SL)

Depending on the context in which the vehicle is operating, this evaluator
assesses compliance with the speed limit imposed by the infrastructure. This
metric ensures that the proposed intention ensures that the driver is driving
at an optimal speed without causing any traffic disruption.

Metric This metric exploits the current speed of the vehicle.

metricSL(st) = |vt| (5.23)

Analyzer The vehicle’s speed should be close to the limit speed Θtarget.
The analyzer utilizes hyperparameters Θtarget (the limit speed) and Θσ (the
tolerance). This analyzer is a normalized Gaussian centered on the speed limit
defined by the context.

analyzerSL|Θ(metricSL(st), st) = e(
1
2
·(metricSL(st)−Θtarget

Θσ
)2) (5.24)
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Figure 5.8: Discount function per axis computation.

5.3.3 Discount Factor

In this implementation, we relied on the prediction error made by the human
driving prediction model (Chap. 4). From these errors, we can calculate the re-
gression that interpolates these errors on each axis v and w. Let rv and rw be the
respective regressions on v and w. Thus, from the regressions and the length of the
sequence (m) on which we apply the following formulation:

γv(i) =
maxj∈J0,mJ(rv(j))− rv(i)

maxj∈J0,mJ(rv(j))
(5.25)

γw(i) =
maxj∈J0,mJ(rw(j))− rw(i)

maxj∈J0,mJ(rw(j))
(5.26)

With i ∈ J0,mJ. Figure 5.8 shows the error regressions and the associated discount
function. The combined discount function is defined at each point by the minimum
of the individual discount functions. Thus, the discount function is defined as
follows:

γ(i) = min(γv(i), γw(i)) (5.27)

Figure 5.9a represents the combined discount function from discounts function
shown in Figure 5.8.

Note that this calculation is only done once since the discount function does not
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(a) Discount combined graphic. (b) Discount impact per state.

depend on the current state. The impact of a state is calculated as follows:

impact(i) =
γ(i)∫ m

0
γ(j)δj

≈ γ(i)∑m
0 γ(j)

(5.28)

Figure 5.9b represents the impact (in percentage) of each state on the final calcu-
lation.

5.3.4 Admissibility

Similar to the evaluators, the admissibility guards also consist of metric and
indicator functions. For the analysis of the guards, we have selected the first 10 ele-
ments of the sequence, which is recorded at a rate of 10Hz. This sequence represents
1.0 second, corresponding to the human reaction time [79]. Additionally, intention
prediction is more reliable within the first second, which confirms the decision to
focus on the first 10 elements. Figure 5.6a represents information exploited by the
guard.

Collision On Path (COP)

This evaluator assesses whether the intended drive avoids collisions with any
obstacles in its path.

Metric This metric defines the distance, denoted as dt, between the vehicle
and the nearest obstacle for a given state st, assuming that the vehicle is
moving at a constant speed defined by ct. As explained in Section 5.3.1, the
state of the environment, denoted as si, is determined by the vehicle’s position
relative to an occupancy grid, gridocct . From this position, a projection of the
current velocity (T is the trajectory), defined by the new dynamic state of the
vehicle represented by svehiclei . So, the position with the nearest obstacle can
be known. (O obstacle positions defined by the occupancy grid). Figure 5.6b
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illustrates how to calculate the obstacle distance by projecting the estimated
path based on the command.

metricCOP (st) = min(distance(T,O)) (5.29)

Indicator To evaluate the distance to obstacle, a reference distance need to
be defined. Thus, a distance less than this reference distance will be penalized,
and conversely, the farther a distance is, the more it will be rewarded. Based on
the reaction time [79], Θtimereact = 1.0s , and on the maximum deceleration [79],
Θdecmax = 3.3m/s2 and the current velocity, vt ∈ st, the reference distance can
be defined as:

distancereact(st) =
vt

Θtimereact

(5.30)

distancebrake(st) =
v2t

2 ·Θdecmax

(5.31)

distancesafe(st) = distancereact(st) + distancebrake(st) (5.32)

Based on this estimation, the analyzer function is build in taking account this
reference:

indicatorCOP |Θ(st) = metricCOP (st) > distancesafe(st) (5.33)

5.4 Results

The implementation described in the previous section is developed in Python.
The solution was tested using the SCANeR studio simulator, allowing the generation
of data for non-admissible intentions. Moreover, we wanted to conduct tests on
recorded data to ensure that the concepts and methods, in order to test in isolation
from the other parts the concepts and methods. Tests were conducted on the same
scenario with three different intentions to demonstrate the efficiency of the solution
in comparing these intentions. In this situation, the car is moving at a constant
initial speed, and the vehicle is driving on a lane with obstacles placed in the same
lane as the vehicle. The speed limit of the road is set at 30km/h ≈ 8.3m/s. The
first intention leads to a collision with an obstacle, the second successfully avoids
obstacles with high lateral acceleration, and the third successfully avoids obstacles
with even better lateral acceleration.

The following subsections study each intention, and further graphics are avail-
able in the appendix (Appendix. B).
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Criteria Category Weight
collision around safety 0.2
speed limit context 0.7
lateral acceleration comfort 0.1

(a) Tests criteria. (b) Simulation situation.

(a) Intention 1. (b) Intention 2.

(c) Intention 3.

Figure 5.11: Occupancy grid with intention trajectory.

5.4.1 Intention 1: Hit Obstacle

In the first intention, the vehicle is in motion and collides with the obstacle.
Figure 5.11a displays the projected states of the intention on the current occupancy
grid. If an intention is not admissible, its score is directly set to 0. In this scenario,
the guard is not validated, as shown in Fig. 5.12a, because the vehicle is too close
to the obstacle and doesn’t have time to decelerate before collision. Consequently,
the final quality and score in this situation are both 0.
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(a) Guard result (intention 1). (b) Guard result (intention 2).

(a) Vehicle velocities (intention 2). (b) Vehicle velocities (intention 3).

Figure 5.13: Vehicle states, linear and angular velocities.

5.4.2 Intention 2: Avoid Obstacle With High Lateral Accel-
eration

In the intention the driver avoids the obstacle but makes an abrupt lane change.
Like the previous intention, the Fig. 5.11b shows the occupancy grid combined with
the trajectory of the vehicle estimated from the intention. The following Fig. 5.13a
shows the speeds of the vehicle in future states. In this approach, the driver suggests
decelerating to reduce the collision distance, which is proportional to the vehicle’s
speed. Thus, compared to the previous approach, all the guards are valid, indicating
that the intention is admissible.

Figure. 5.15a shows the result on lateral accelerator evaluator. This figure shows
that high lateral accelerations in the state neighborhoods of 8 and 15 impact the
evaluation of this sequence. Refer to Figure 5.7 for a visual representation of the
metric and analyzer functions. The final score is equal to 0.579.

5.4.3 Intention 3: Avoid Obstacle With Better Quality

In this case, the intention must be good. Instead of intention 02, the lane
change is made earlier and in a more progressive manner, reducing the angular
velocity (Fig. 5.13b) and, consequently, reducing lateral acceleration. Figure 5.14b
illustrates the impact of the intention on the lateral acceleration evaluator. Fig-
ure 5.15b shows the quality per criterion and the global quality. The global quality
is better than the previous intention (0.801 compare to 0.580). The intention score
is 0.802.
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(a) On intention 2.

(b) On intention 3.

Figure 5.14: Accelerator lateral evaluator results.

(a) On intention 2. (b) On intention 3.

Figure 5.15: Quality results, per criteria and the global quality result.
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5.5 Discussion

From previous studies, the Tab. 5.1 summarizes and compare the quantification
of each intention.

intention admissibility quality score
intention 1 0 - 0
intention 2 1 0.580 0.579
intention 3 1 0.801 0.802

Table 5.1: Summarize tests.

These evaluations (Appendix. B) of different intentions highlight the significance
of the formulation and its effectiveness.

The first test (Sec. 5.4.1) emphasizes the need to define admissibility, as it allows
an intention that poses a risk to vehicle users to override the quality. The intention
is considered as undesirable due to its potential danger. This case underscores
the importance of distinguishing between admissibility and quality. The second
test (Sec. 5.4.2) illustrates an admissible case where one of the criteria is not met.
Unlike the previous case, this intention doesn’t present a safety risk but rather an
inconvenience, making it a valid option. The quality, particularly in terms of lateral
acceleration, highlights the inconvenience associated with this intention. The last
test (Sec. 5.4.3) demonstrates that the formulation can be used to identify a superior
intention based on the defined criteria. In this case, the intention is free of risks
and meets all other criteria, resulting in a higher quality score (0.801).

With this quantification, we can rank these different intentions and select the
best one that is both feasible and of higher quality according to the criteria we
have defined. Based on Tab. 5.1, the three intentions can be ranked as follows:
’intention 3’ is the best, followed by ’intention 2,’ and ’intention 1’ is considered
the least favorable due to its lack of admissibility. It’s important to note that
the approach involves defining analyzers that rely on knowledge. The definition
of analyzers is not trivial and may require a set of hyperparameters, which adds
complexity to the implementation of this method.

5.6 Conclusion

In the approach, we have established a generic formulation assigning a score to
an intention, reflecting both its feasibility (defined by admissibility) and its quality.
The implementation and case study demonstrate that the formulation enables us
to perform this quantification task and rank multiple intentions for the same sce-
nario effectively. Furthermore, the implementation underscores the importance of
distinguishing between admissibility and quality.

Currently, the solution has been applied in a static environment to facilitate the
prediction of the next state. In future approaches, we intend to perform state esti-
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mation in dynamic environments using prediction models [92] for the surrounding
vehicles.
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6 Intention Fusion

Abstract: The presented approach aims to merge the intentions of humans and the
autonomous system. This fusion leverages the assessment of each intention to guide
the fusion towards the highest-quality intention while ensuring the admissibility of
the proposed intentions. The collaboration between humans and the autonomous
system motivates us to employ game theory within a non-cooperative game. The
resolution of our problem can be achieved through a Nash equilibrium. Furthermore,
in this approach, the current authority of the human over control is considered to
avoid abrupt changes.
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6.1 Motivation

In the presented approach, the primary goal is to fuse the intentions from both
human and autonomous systems. For each entity, the intention predicted (chap-
ters 3 and 4) is expressed as a sequence of linear and angular velocities, as a re-
minder:

Ik = {(vt, wt), ..., (vt+T , wt+T )} (6.1)

Where T is the intention sequence length, k ∈ {human, auto}. The proposed
solution doesn’t make a selection between the intention of the human and the au-
tonomous system but rather achieves a fusion that includes both intentions. This
fusion is based on the evaluation (chapter 5) of these intentions to guide the fu-
sion towards a higher quality intention. Furthermore, the fusion process employs
fusion admissibilities to ensure the admissibility of each intention. If an intention
is inadmissible, a complete authority transfer is executed to one of the entities.
The final fusion reflects the authority of the human over control, the solution in-
cludes the current authority. In this approach, humans and autonomous systems
find themselves in competition. Each of them wants their intention to be applied
to the vehicle. This human-machine competitiveness is evident in shared control
in robotics. Moreover, some researches [31, 44] illustrates this competitiveness us-
ing game theory, particularly non-cooperative game theory, highlighting this rivalry
between humans and machines. By applying these concepts, a solution is found,
ensuring that this solution best satisfies each player. Some literature has already
approached this with shared navigation [44, 100, 101]. Furthermore, in the fusion
process, we want to include the concept of authority variable. The reason for this
choice is to avoid a continual change of authority between the human and the au-
tonomous system, thus avoiding any inconvenience to the driver [102]. In this way,
the sudden transfer of authority is avoided, excepted an urgency need to change the
authority suddenly. This authority variable (λ) informs about the impact of the
human and the system autonome authority (1− λ) on the final control [27]:

ufinal = λ · uhuman + (1− λ) · uauto (6.2)

Where ufinal is the control applied to the system, uhuman is the control by the
human, uauto is the control by the autonomous system and λ represents the authority
variable. The following figure 6.1 shows the pipeline of our approach.

6.2 Prerequisites

This section defines the essential concepts and approaches for defining the game
and its resolution.

6.2.1 Profile Projection

For each entity, a projection is made onto the linear velocity and angular velocity
sequences. This projection aims to condense sequences into a single point while
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Figure 6.1: Fusion pipeline, from entities intentions and their evaluation to the
fusion command.

preserving the original information defined by these sequences. To achieve this, in
the initial step, we perform a regression on each sequence for each entity.

Vk = {vt, vt+1, ..., vt+T} ≈ rvk(i) (6.3)
Wk = {wt, wt+1, ..., wt+T} ≈ rwk (i) (6.4)

Where k ∈ {human, auto}, V represents the linear velocity sequence, and W rep-
resents the angular velocity sequence, rvk is the regression on linear velocity and rwk
is the regression on angular velocity. Initially, we perform regression on the desired
sequence. The following explanation focuses on the linear velocity sequence Vk, and
the method applies similarly to the angular velocity sequence.

rvk(x) =
n∑

i=0

aki · xi (6.5)

rvk(j) ≈ vt+j (6.6)

Where n is the degree of regression, ai is the regression coefficient of degree i. Each
coefficient aki is normalized as cki , such that ci ∈ [−1, 1]. In this way, the linear
velocity profile Vk is defined as:

P v
k = (ck0, ..., c

k
n) (6.7)

Analogously:
Pw
k = (ck0, ..., c

k
n) (6.8)

Each coefficient is normalized because the distance of the profiles is used (Sec. 6.2.2).
Without this normalization, the distance would be too influenced by certain coef-
ficients, especially for low-degree coefficients. This normalization is based on a
statistical study to assess the variations per coefficient (Appendix C).

This way, for each entity, the intention is defined by 2 profiles (P v
k , P

w
k ). These

two profiles collectively encompass the information of the entity’s intention. Figures
6.2 represents regressions on a real-world recording. Figure 6.3 depicts an example
of linear velocity profiles. Two different profiles are generated by exploiting the
regression defined in Figure 6.2a with added noise. Figure 6.3a displays two velocity
intentions, and the corresponding profiles are shown in Figure 6.3b.
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(a) Velocity linear regression. (b) Velocity angular regression.

Figure 6.2: Velocity regressions on real data.

6.2.2 Authority Variable

The authority variable ensures that decision-making is influenced by the cur-
rent authority. This approach helps to regulate abrupt changes at each iteration.
However, if there is a significant difference in quality between the players, sudden
changes can occur. At the initial state, the authority variable is centered on the
human, i.e., λ = 1. Subsequently, this variable is updated based on the distance
between the profiles. The distance between two profiles is defined as follows:

D(Pk, Pl) =

√√√√ n∑
i=0

(cki − cli)
2 (6.9)

The distance of the fusion profile from the human and autonomous system profiles
reflects the authority λfusion of the human over the vehicle:

λfusion = 1− D(Phuman, Pfusion)

ϵ+D(Phuman, Pauto)
(6.10)

In order to avoid a divide by zero, the small quantity ϵ is added to the denominator.

6.2.3 Similarity

In the described approach, the system is centered on the human, meaning that
if the intentions are too different, the fusion system prioritizes human driving. This
intention difference is reflected in by the distance between the profile points. Thus,
the formulation of similarity is defined as follows:

similarity(Pk, Pl) =
1

1 +D(Pk, Pl)
(6.11)

The figures 6.3e,6.3f show the similarity between human and auto profile. These
figures illustrate the similarity of the profiles in relation to the human profile (blue
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(a) Intentions examples. (b) Profile projection examples

(c) Authority computation based on profile
positions.

(d) Profiles based on left profiles positions,
showing human authority.

(e) Similarity between human and auto pro-
files.

(f) Similarity between human and auto pro-
files.

Figure 6.3: Example support, from the profile regressions to an arbitrary fusion.
Including metrics and concepts representations.
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Admissibility
human auto λ

Authority
Interpretation

any any 1 human

(a) similarity < Sim

Admissibility
human auto λ

Authority
Interpretation

yes yes λt−1 both
no yes 0 auto
yes no 1 human
no no 1 human

(b) similarity ≥ Sim

Figure 6.4: Authority adaptation, Sim is the similarity acceptability variable.

dot). The closer a profile is to the human profile, the more similar it is. The
figure 6.3f illustrates the similar profiles in 3D. This concept of similarity defines
the resemblance between the two profiles, thus enabling us to evaluate if the choices
of each entity are close or not. Thus, by defining a parameter Sim as an acceptable
similarity threshold, it is possible to evaluate whether a profile is acceptable if the
similarity is greater than or equal to Sim. On figure 6.3e, the red circle represents
the variable Sim, the value beyond which similarity is no longer acceptable. Each
entity has two profiles, one for linear velocity and one for angular velocity. Similarity
must be assessed for each of these profiles, and an intention is considered similar if
and only if both profiles exhibit acceptable similarity.

Indeed, two intentions are considered similar if, and only if, all the profiles are
similar. If one profile is different (v or w), than the overall intention is different. For
example, if two intentions aim to navigate around an obstacle on the left and right
sides of the obstacle, the linear velocities are close, but the angular velocities are
different. The result of such a fusion could lead to a command guiding the vehicle
into the obstacle, potentially causing a collision.

6.2.4 Deal

As explained in the introduction, the system utilizes the authority variable to
achieve the fusion of intentions. This authority variable, initially calculated based
on profile distances, can also be used to grant control of the vehicle to one of the
entities. So, if the authority variable λ = 0, then the authority of the human is
null, indicating that the vehicle follows the intention of the autonomous system.
Conversely, if λ = 1, the fusion prioritizes the human’s intention.

This orientation of the authority variable depends on the similarity of the pro-
files. If the profiles are too dissimilar (less than Sim, the acceptable similarity),
authority is granted to the human. Additionally, the admissibility values assigned
through intention evaluation influence the choice of authority in cases where the
profiles are similar (greater than Sim). Tables 6.4 summarize the choice of the
authority variable based on similarity and the admissibility of each intention. The
variable λt−1 defines the authority variable computed from the previous fusion.
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6.3 Game Theory

6.3.1 Game Definition

We define the human and the autonomous system as two competing players, each
of them desiring the fusion to be most similar to their intention. Thus, we define
a player’s strategy as Sk = (s1, s2, ..., sN), specifying the position of the fusion
point they desire. Each player defines a loss function, considering the position
of their profile, the current authority variable, and the strategy of each player
(Shuman, Sauto).

Each profile is defined by a position in (N+1)-dimension space (ck0, c
k
1, ..., c

k
n),

which corresponds to the regression coefficients normalized. So human and auto
system profiles are defined by:

Phuman = (ch0 , c
h
1 , ..., c

h
n) (6.12)

Pauto = (ca0, c
a
1, ..., c

a
n) (6.13)

Based on these profiles, for each player, we define the following loss functions:

Lhuman(Shuman, Sauto) = qh

n∑
i=0

·(chi − (λShuman,i + (1− λ)Sauto,i))
2 (6.14)

Lauto(Shuman, Sauto) = qa

n∑
i=0

·(cai − (λShuman,i + (1− λ)Sauto,i))
2 (6.15)

Here, qh and qa are respectively the intention quality of the human and autonomous
system. The players update their strategies simultaneously. We chose this approach
over a sequential game because the resolution is the same, and the convergence time
is faster in a simultaneous game. In the case of a sequential game, the resolution
occurs sequentially, meaning that optimization only takes place along certain axes,
while the other axes are updated in the subsequent iteration.

6.3.2 Nash Equilibrium

By definition [103], the Nash equilibrium point is established when a player
cannot improve their strategy, considering the strategies of the other players. Thus,
this point minimizes the loss functions of each player, best considering all the loss
functions (Lk, Eq. 6.15). Applied to our game, the existence of the equilibrium point
is proven if a player acknowledges that there exists an optimal strategy (S∗

k) such
that no other strategy can be better. Thus, we translate the problem as follows:
for each player, we have:

Lk(S
∗
k , S

∗
l ) ≤ Lk(Sk, S

∗
l ),∀Sk ∈ Rn (6.16)

Where k is the player playing, and l is the opponent player. The elements of the
sum of loss functions,Lk (Eq. 6.15), can be written as follows:

f(x, y) = (c− (αx+ (1− α)y))2 (6.17)
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(a) Fusion processes in applying Nash equilibrium.
(b) Nash’s resolution dia-
gram.

Figure 6.5: Resolution precesses.

Where c ∈ R the coefficient normalized, α = λ if the player is the humain and
α = 1 − λ if the player is the autonome system, x the player strategy and y the
opponent player strategy. In the case where y is fixed, the convexity of the function
(f) depends only on whether α > 0.

In our study α ∈ [0, 1]. The case where α = 0 is trivial because the loss function
would then be constant, then the inequality (Eq. 6.16) is proven. In the case of
convexity (α ∈]0, 1]), then the loss function (Lk) is also convex because it is a sum
of convex functions, and according to the properties of convexity, the sum is also
convex. Knowing this convexity, we assert the inequality to be proven. In other
words, the existence of the Nash equilibrium is established.

6.3.3 Resolution

Solving the game means finding the fusion point. This solution is found after
discovering the Nash equilibrium point. Figure 6.5a illustrates the resolution pro-
cess. To find this point, both players play simultaneously in each turn until the
solution reaches a convergence point; the players continue playing. Figure 6.5b de-
picts the resolution diagram. The following figures 6.6 shows the profile fusion in
applying Nash equilibrium.

6.3.4 Game Lock

The authority value (λ) can take an extreme value of either 0 or 1. In this
scenario, the authority value cannot change. In fact, even if the quality of the hu-
man changes (Fig. 6.7a) or the profile distance between human and auto changes
(Fig. 6.7b), the authority doesn’t change. This occurs because the automated player
cannot influence the fusion strategy due to its excessively low assigned authority.
Consequently, the authority remains unchanged from one step to the next. It should
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(a) Nash’s equilibrium position. (b) Fusion profile from Nash equilibrium.

Figure 6.6: Nash’s equilibrium result illustration.

be noted that even if the automated system closely aligns with the human’s inten-
tion, the authority does not change, as depicted in Fig. 6.7b. In Fig. 6.7a, the human
and auto profiles are fixed, the quality of the autonomous system’s intention is set
to 1.0 (representing the best possible case), and the quality of the human varies
between 1 and 0. In Fig. 6.7b, the quality of the autonomous system’s intention is
1.0, the human’s quality is 0.01 (representing a case where the autonomous profile
is much better than that of the human), and the distance between the human and
autonomous profiles approaches zero.

To avoid this scenario, we implement a remapping of the authority calculated
after equilibrium, thereby reintroducing the authority into the equation. This way,
the authority retains its fundamental influence, but it can be discussed in the next
turn. The remapping is defined as:

λgame(t) = λfusion(t)(1− 2 ·M) +M (6.18)

Where M represents the out-of-game zone where there is a risk that the position
remains unchanged. The choice of M depends on the desired location for the inflec-
tion point. Figure 6.8a shows the game zones. Figure 6.8b represents the diagram of
the authority variable, including the remapping. This figure represents the impact
of other parts developed in other chapters.
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(a) Human intention quality change. (b) Distance human/auto change.

Figure 6.7: Authority variable (λfusion) variation in case where λ = 1.

(a) Game zones explica-
tions. (b) Authority variable pipeline.

Figure 6.8: Including authority remapping solution.

Figure 6.7a,6.7b involve the same test but with remapping onto the authority
variable’s domain. Thus, we examine the impact of remapping on the calculation
of the new authority value. Whether it is remapping with M = 0.05 or M = 0.1,
it brings back into play the authority variable, and in the case of better system
autonomy quality, the value will be impacted again. The value of M influences
the reintroduction, in other words, the need to have a greater or lesser gap in the
quality of players for the authority variable to evolve. As shown in Figure 6.7a, the
inflection point is increasingly closer if M is small.

6.4 Validation

To apply the methodology, we use the recordings made in Chapter 5. The fig-
ure 6.9 represents the projection of these intentions into trajectories. The intentions
0,1 and 3 are admissible with different qualities, and the intention 2 is not admis-

115



CHAPTER 6. INTENTION FUSION 6.4. VALIDATION

Figure 6.9: Intention velocities support for the validation, projected to trajectory.

sible. The intention 1 and 3 are considered as not similar. Thus, validation is
performed through three tests, as described in Table 6.1.

In these tests, we have defined the initial state, such that the authority (λ) is
initialized to 0.5, which means that the human and the autonomous system have
equal authority over the vehicle. Furthermore, the similarity parameters are set to
Sim = 0.7 for the linear velocity profile and Sim = 0.7 for the angular velocity
profile.

Intention Human Intention AutoTest Goal Admissible Number Admissible Number Similar

01 Intentions both admissible Yes 0 Yes 1 Yes
02 One intention isn’t admissble Yes 0 No 2 Yes
03 Intentions are not similar Yes 1 Yes 3 No

Table 6.1: Tests intention definitions, the intention number refer to the intention
in the figure 6.9.
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6.4.1 Test Admissible

In this first test, the intentions of the human (intention 0) and the autonomous
system (intention 1) are admissible but have different qualities, 0.971 for the human
intention and 0.744 for the autonomous system intention. This difference in quality
is due to a lateral acceleration that is considered too high. For linear velocity, the
regression is of order 2, and for angular velocity, the regression is of order 3. The use
of a higher-degree regression for angular velocity is justified due to more significant
variations compared to linear velocities. Figures 6.10c and 6.10d illustrate the
regressions performed on linear and angular velocities. These figures also display
the regression of the fusion profile once the Nash equilibrium is found. Figures 6.10a
and 6.10b illustrate the positions of the profiles. It is important to note that this
projection uses only 2 coefficients for visual representation to position the fusion
profile. Due to equal initial authority, the fusion point without an update should be
located at the midway point of the candidates. However, in this case, the quality of
the human is more important than the autonomous system, affecting the position
of this point, which is closer to the human. The trajectory projection of the fusion
profile is displayed in Figure 6.10e, demonstrating that the fusion profile is more
influenced by the human profile. Additionally, Figure 6.10f shows the evolution of
the authority variable. As the fusion profile approaches the human, once the fusion
is completed, the resulting authority is higher.
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(a) Linear profile plot
(only degree N and degree N-1 normalized).

(b) Angular profile plot
(only degree N and degree N-1 normalized).

(c) Linear regressions. (d) Angular regressions.

(e) Profiles trajectory projection. (f) Authority evolution.

Figure 6.10: Test 01: Results after fusion.
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6.4.2 Test Not Admissible

In this second test, this time the intention of the human is admissible, but
not the intention of the autonomous system. Thus, in this case, the fusion system
enforces authority on the human, meaning that λ = 1. This authority is reflected in
the fusion, as shown in Figures 6.11a and 6.11b, where the fusion profile is aligned
with the human profile, indicating that the fusion will apply the human’s intention.
The trajectory projection of the fusion (Fig. 6.11c) overlays the human trajectory.
The authority (Fig. 6.11d) after fusion is, therefore, λ = 1, which demonstrates the
importance of remapping to avoid continuous authority being locked on the human.

(a) Linear profile plot
(only degree N and degree N-1 normalized).

(b) Angular profile plot
(only degree N and degree N-1 normalized).

(c) Profiles trajectory projection. (d) Authority evolution.

Figure 6.11: Test 02: Results after fusion.
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6.4.3 Test Not Similar

This test examines the fusion behavior in the case where the intentions are not
similar. The human intention is defined by the intention 1 and autonomous system
is defined by the intention 3. In this example, each entity chooses to avoid the
obstacle on opposite sides, resulting in opposing angular velocities. As shown in
Figures 6.12a and 6.12b, the linear velocity profiles are similar, but the angular
velocities are not. Hence, the intentions are considered dissimilar, and authority
is given to the human. As depicted in Figure 6.12c, the projection of the fusion
intention follows the same trajectory as the human intention due to the dissimilarity
of intentions.

(a) Linear profile plot
(only degree N and degree N-1 normalized).

(b) Angular profile plot
(only degree N and degree N-1 normalized).

(c) Profiles trajectory projection.

Figure 6.12: Test 03: Results after fusion.
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6.5 Discussion

The tests conducted in section 6.4 assess the effectiveness of fusion as well as
the adaptability of fusion based on intentions and their evaluation.

The first test demonstrates that the quality of intentions can influence the re-
sulting fusion, while also taking the current authority into account. Fusion is thus
directed towards the entity with the highest quality, all while considering the pre-
vious authority to avoid divergence.

The second test shows a different perspective. It illustrates the adaptability of
the system when faced with a situation where one of the two intentions is inad-
missible. The results show that this admissibility doesn’t disrupt the resolution of
the game. In fact, it directs the final merge towards the entity whose intention is
admissible, proving that the system can adapt and make sound decisions even in
non-ideal scenarios.

The third test introduces a scenario where the intentions involved are dissim-
ilar. Despite this disparity. The system aligns itself with human behavior. This
highlights the capability of the system to handle this case.

6.6 Conclusion

This approach achieves the fusion of two intentions by using game theory and
incorporating the authority variable. The methodology has been validated on sim-
ulated data. The tests demonstrate the behavior of the fusion and the ability to
adapt based on the qualities and admissibility of intentions, as well as the similarity
of intentions. In this way, we are able to achieve a fusion of intention, representing
both the choices of the human and the autonomous system. This fusion will sub-
sequently be used as a reference intention by the lower-level module. This module
will be able to use this reference intention to apply it to the car. Or a lower-level
sharing (torque level) can take place between the human and the autonomous sys-
tem, exploiting this intention as a reference. Beyond these developments, we plan
to include the intentions of other vehicles around our subject vehicle. This can be
achieved through vehicle-to-vehicle communication or by predicting the behavior
of other agents. As highlighted in our literature review, this approach is already
addressed, with predictions aiming to prevent collisions. We view the intentions of
other users as a fusion constraint, not for a common goal, but for individual goals
considering other agents. Our idea is to limit fusion to the scale of the car, including
the intentions of other users, using concepts like velocity obstacles to limit vehicle
speeds, avoiding collisions, and maintaining safe interaction with other road users.
We could extend this concept to our intention fusion, adjusting the gradient descent
to respect this new constraint, expressed either as a gradient descent limitation or
as a penalty in the loss function, similar to neural networks where penalties keep
model weights near zero and prevent divergence or excessive influence of certain
parameters. Experimental tests are also underway on the vehicles of the Heudiasyc
laboratory.
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7 Conclusion

Abstract: This chapter concludes the thesis and defines future perspectives.
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7.1 Conclusion

In this thesis, in the context of navigation sharing between the autonomous
system and the human, we have presented all the elements required for performing
intention fusion at the vehicle level. From predicting these intentions to the fusion
process, relying on quantifying these intentions.

Our work has primarily focused on enhancing lane detection, obstacle avoidance,
intention prediction, and intention fusion, utilizing concepts from visual servoing,
deep learning networks, and game theory.

We began the exploration by developing an autonomous system capable of driv-
ing within a lane while avoiding obstacles, using combined lane detection and lidar.
This was further optimized by proposing an advanced method for candidate selec-
tion. The robustness of the controller was significantly improved by integrating a
deep learning network for lane detection, and safety was prioritized by introducing
a LiDAR filter layer that limits the system’s actions.

These methods were tested using an indoor mobile robot, a virtual vehicle in
the SCANeR Studio driving simulator and a real car vehicle. These experiments
demonstrated the adaptability of our controller in various scenarios. However, we
recognized the challenge of fine-tuning the controller due to its dependence on a
set of hyperparameters, suggesting that future work could explore the dynamic
adjustment of parameters based on situational changes.

Another key aspect of our work was the development of a prediction model
capable of foreseeing short-term human intentions. This model addresses the com-
plexity of predicting human behavior, especially in complex situations, and lays the
groundwork for future advances in predicting less predictable and more dangerous
behaviors.

We also established a generic formulation for scoring intentions, effectively quan-
tifying and ranking multiple intentions in given scenarios. This formulation distin-
guished between the admissibility and quality of intentions, highlighting the need
to consider both factors in decision-making processes.

Additionally, our approach merged two intentions using game theory and in-
cluded an authority variable. This methodology was validated on simulated data,
showing promising adaptability and efficiency in considering the qualities, admissi-
bility, and similarity of intentions. Furthermore, this method was proposed with the
goal of being limited by the external intentions of other road users, such that these
restrictions would limit the gradient descent by taking into account the intentions
of these other users.

123



CHAPTER 7. CONCLUSION 7.2. PERSPECTIVE

7.2 Perspective

• Methodology Expansion:

– Extend our methods to dynamic environments;

– Improve intention prediction by integrating intentions from others vehi-
cles;

– Perform experimental tests on vehicles from the Heudiasyc laboratory;

• Experimental Implementation and Validation:

– Implement the concepts mentioned in this thesis on a real vehicle;

– Verify the pipeline’s functionality and assess execution times;

• Control Sharing and Integration:

– Finalize control sharing, specifically how the intention fusion will be used
by the controller;

– Determine how the controller should exploit this reference intention to
calculate vehicle commands;

• Introduction of Multi-Agent Perspective:

– Introduce the multi-agent notion into our intention fusion, the intention
fusion method was developed to facilitate the multi-agent aspect;

– Evaluate our method from two perspectives:

∗ Nearby vehicles may constrain intention fusion;
∗ Integrating other vehicles as additional players in game theory;

• Publication Plan:

– In parallel with these efforts, plan to submit an article to an international
scientific journal, including the work from this thesis;
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A Dataset Human Driving

Figures A.1a,A.1b show the distributions of speeds from the various tests in
the dataset used for training our prediction model. Figure A.2 displays the various
positions from the different tests in the test dataset, thereby illustrating the diversity
of our tests to ensure a distinct evaluation based on the situations.

(a) Linear velocity. (b) Angular velocity.

Figure A.1: Velocity (linear and angular) density per recording.
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Figure A.2: Datasets tests positions.
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B Evaluation Intention

Additionals graphics on the evaluation of the intentions of chapter 5. Metric
graphic represents the value in applying metric function. The analyzer function
graphic represents the curve of the analyzer function applied on metric value and
score graphic represents the metric value applied to the analyzer function.

Figure B.1: Evaluators on intention 02.
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Figure B.2: Evaluators on intention 03.
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C Regression Coefficients Distribution

In this study, we recorded the linear and angular velocities of the car (Fig. C.1a,C.1b).
This recording comprises 3500 data points, sampled at 10 Hz. For the entire dataset,
we performed regression on sequences of size 30 (i.e., 3 seconds). From these re-
gressions, we obtained the following distributions, as shown in Fig. C.1c and C.1d.
The boxes represent the distribution by coefficient, excluding outliers, and for each
box, the minimum and maximum values are indicated.

(a) Velocities linear from recording. (b) Velocities angular from recording.

(c) Coefficients regression distribution on
linear velocities sequences.

(d) Coefficients regression distribution on
angular velocities sequences.
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