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General Introduction 

The dynamic and wide-ranging field of solar technology is at the forefront of research into 

sustainable energy. Materials science, electronics, physics and mechanical engineering are used 

to develop, optimize and implement solar energy harvesting devices in this technological field. 

The wide range of solar devices, such as solar thermal systems, photovoltaic cells and new 

technologies, all demand an exploration of the fundamentals of energy conversion and require 

innovative materials and system integration for high efficiency. 

Even though sunlight is the most available energy source, many constraints exist on fully 

exploiting it. For example, countries in South America and Africa have abundant solar 

irradiation during most of the year. However, it is challenging to implement PV technologies 

due to the high manufacturing and installation costs. On the other hand, while it is affordable 

and even subsidized by government programmes to explore renewable energy sources in the 

face of increasing pollution, northern hemisphere countries encounter severe periods with low 

levels of light. Therefore, much can be done regarding cell efficiency optimization to ensure 

low-cost production that both ease installations and make the most of supportive government 

policies. 

According to life cycle assessment (LCA) studies of photovoltaic technologies, the most 

significant impact derives directly from the conversion efficiency, which steadily reduces the 

environmental impact of cells as it increases [1]. This is not only due to the electricity produced 

being more per electricity used to make the device but also because of the reduced need for 

substrates, supports and infrastructure when using highly efficient and therefore smaller, 

devices. 

Towards more sustainable solutions, the development of organic photovoltaic (OPV) cells plays 

an essential role in addressing the current limitations of solar energy deployment. These devices 

use semiconductor materials to generate photocurrent from incident light, offering promising 

advantages including flexibility, lightweight and potential for low-cost production through 

solution processing. 

The best achievements of emerging photovoltaic devices, including OPVs, have been pointed 

out by Almora and collaborators [2] as a function of performance parameters and the absorber 

material bandgap. Regarding the power conversion efficiency of cells, their survey was 
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complemented by the work of the National Renewable Energy Laboratory (NREL), which has 

been tracking the evolution of different types of photovoltaic cells since 1976. The development 

of polymer and fullerene-based OPV cells started in 1992 (although shown from 2001 in that 

graph) with discovery done by Serdar Sariciftchi et al. [3], while polymer-polymer devices by 

Richard Friend and collaborators [4] in 1995. 

Almora et al. report and NREL chart remain important records and, indeed, challenges to 

scientists to improve cell efficiencies. Long-term stability under continuous illumination and 

heating aligned to visible transmittance and cell flexibility are key elements of past research. 

Photovoltaic devices based on crystalline and amorphous silicon in multi-layer panels are still 

the most commercially used technology. To be processed into panels and become an accessible 

technology for the economic generation of electricity, the cost of silicon solar cells had to be 

reduced, and the purification of silicon had to be improved. Impurities can introduce so-called 

deep levels, making the energy difference between the conduction and valence bands greater 

than the thermal energy [5]. 

In the category of non-silicon-based solar cells, inorganic thin-film PV technologies such as 

solar cells of cadmium telluride (CdTe) and copper indium gallium selenide (CIGS) combine 

heavy and minor metals. The producing cost of thin film solar cells (TFSCs) is two times lower 

than multi-crystalline silicon-based modules and they emit around five times less greenhouse 

gas (GHG) compared to fossil-fuel power plants [6]. The CIGS has a bandgap range of 

1.02~1.68 eV, presenting a high light absorption coefficient and good anti-radiation 

performance [7]. 

As part of emerging or third-generation PV technologies, OPV cells have innovative designed 

applications due to their low weight and high mechanical flexibility, like in portable chargers 

and integrating architectural structures such as facades, windows, shades and blinds, and in 

building-integrated photovoltaic (BIPV) systems [8,9] where they are structurally integrated 

into the building. TFSCs can also be flexible devices due to the techniques to produce the layer 

of the photoactive material, which works well with the plastic substrate without compromising 

the sunlight absorption [7]; however, the metal availability is becoming lower and lower with 

time and the high metal emissions during module manufacturing can mean that there production 

is not entirely without environmental impact [6]. 

There is a light intensity dependence of the photocurrent generation in organic photovoltaic 

devices [10]. Even in non-ideal light conditions, OPVs can achieve extremely high efficiencies 
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(upwards of 33%) as they are composed of materials with very high photon harvesting abilities 

even in low illumination levels. For example, indoor OPVs achieved more than 30% of PCE 

under a 1000 lux light-emitting diode (LED) illumination [11] and over 20% under 125 lux 

LED [12], due to the extremely high photon to exciton conversion rates – often close to 100%.  

Organic cells require manufacturing processes with lower energy-intensive processes than 

those required for silicon and, in most cases, they present less environmental impacts than first-

generation cells [1,8,13]. Even though the embedded energy per square of OPV module 

produced in the laboratory is half of the average value for crystalline silicon technologies [14], 

the use of some materials, such as fullerenes and ITO electrodes, which have large embodied 

energy, should be evaluated carefully [1]. Concerning external parameters, if low solar 

irradiance levels are considered, organic devices have the lowest energy cost among the PV 

technologies [14]. 

Optimizations can be done with large-scale industrial production using techniques that cause 

lower material wastes and minimizes the energy used in material processing [14]. However, the 

lack of data about process and resource consumption of raw materials [1,8] and disposal stage 

(recycling scenario) [9] when evaluating the LCA of third generation technologies is a 

significant gap that needs to be filled.  

The cell efficiency of OPVs is still lower than inorganic cells, primarily due to organic materials 

having larger exciton binding energies, around 0.5 eV [15]. Consequently, the optical 

absorption in organic semiconductors results in a spatially localized electron-hole pair that must 

dissociate, while in inorganic ones it creates free charge carriers immediately [16]. The 

efficiency of OPV devices is also affected by energy losses, typically due to incomplete light 

absorption and recombination of charges in the material interfaces, interrupting charge 

collection in the electrodes.  

Materials with light absorption in the range of the highest intensity solar irradiance, such as 

conjugated systems, are highly effective due to their aromatic rings, which create overlaps of 

π-orbitals, facilitating the delocalization of electrons along the polymer backbone. Tailoring the 

properties of conjugated polymers through molecular engineering allows the optimization of 

cell performance, leading to significant advances in solar energy materials. 

Ab initio modeling is a powerful technique to design materials at the atomistic level and predict 

electronic properties, such as optical and electronic gaps, electronic affinity and ionization 

potential, that are strongly related to the OPV performance. The correlation between the method 
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and accurate estimation of these properties is well-known. Designing a novel molecule from 

computational investigation requires a deep understanding of the parameters of the polymer 

structure that can affect the optoelectronic properties. 

This work aims to show how molecular structure can affect the electronic properties from a 

theoretical study targeting trends on such properties for a series of compounds, based on density 

functional theory (DFT) and time-dependent DFT (TD-DFT), then to guide researchers on 

designing a new material with a high light absorption appropriate for use in daylight. 
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Chapter 1  

Molecular Design Parameters for OPV 

Materials 

Photovoltaics is a multidisciplinary field that combines materials science, electrical engineering 

and physics to develop, optimise, and perform solar-to-electricity conversion systems to 

achieve the highest efficiency. Solar energy conversion of organic solar cells (OSCs) is being 

advanced via device engineering [1–3], in which the photoactive layer is composed of materials 

with strong near-infrared light absorption and, when required depending on design constraints, 

visible light transmittance, therefore it is at the forefront of renewable energy technologies. 

Device engineering explores concepts to guide the production of high-performance 

photovoltaic devices, with material selections around dopants, solvents, conjugated polymers 

[4], substrates [5], device architectures [1] and manufacturing procedures, all playing important 

roles [6]. 

For the OSC active layer, semiconductor materials enable improved charge transfer efficiencies 

and charge mobilities. Of particular interest are conjugated molecules with non-metal and 

metalloid atoms which exhibit strongly delocalised electronic structures. The molecular design 

of these compounds is a remarkable strategy to improve cell performance [7,8]. It is well 

discussed among the scientific community with extensive revisions for small organic molecules 

such as non-fullerene acceptors and molecular donors [1,9–14], analysing the influence of 

fused-rings core, side chains and end groups. 

Beyond these parameters, the design of conjugated polymers involves other structural 

parameters such as conjugation length, substituents and π-π stacking between backbones, 

responsible for stabilising interactions to effectively delocalise of charges along the chains [15–

19]. The comprehensive molecular design of conjugated polymers for application in organic 

photovoltaic (OPV) technologies is investigated in this work. First, explanations of the optical 

and electronic properties are elaborated, which are then correlated with structural parameters to 

emphasise the crucial role of molecular design in developing of new materials. 



 

12 
 

1.1 Energy Gap Optimization in OPV Cells 

The classical scheme of the photovoltaic effect in OPV cells is represented in Figure 1.1 

[11,17,20–23], in which processes are: (i) light absorption generating a bound electron-hole 

pair (exciton), (ii) exciton diffusion in the donor-acceptor interface, (iii) exciton dissociation 

into free charge carriers, (iv) charges carrying until electron and hole transport layers (ETL and 

HTL), and (v) charge collection at the electrodes.  

   

Figure 1.1 - Conventional architecture of an OPV device and mechanisms of PV effect. 

Electrons (light circles) and holes (dark circles). 

 

This diagram with electronic properties of materials in their ground states is very common in 

the literature, even though it neglects electronic interactions such as the polarization effect and 

charge transfers that possibly occur between the layers [20], as well as the exciton up-

conversion process from triplet to first singlet excited states via reverse intersystem crossing in 

a ternary cell, i.e., a cell which contains an active layer composed of three materials [5]. 

Device engineering of OSCs combines infinite possibilities to achieve the highest power 

conversion as each layer has its own particularities [24], starting from the encapsulation. To 

protect the device against atmosphere oxidizing agents such as water vapor and oxygen gas, a 

substrate with an encapsulating material must ensure barrier performance to prevent mechanical 
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degradation [25,26], directly affecting the device’s lifetime [27]. Moreover, plastic substrates 

such as poly(ethylene terephthalate) (PET) are used instead of rigid glass to produce flexible 

OSCs [28]. Nevertheless, it is essential that the barrier material presents affordable light 

permittivity and couples with the interfacial electrode. 

Electrodes are high (low) work function metals to collect holes (electrons), assuming the role 

of the anode (cathode). These layers can drive charges and have low recombination losses, such 

as when they contain transparent conductive oxide, conductive polymer, carbon nanotubes, 

graphene, or nanostructured materials [29]. These charge-selective layers can comprise 

materials with high transparency in visible light and high conductivity, such as indium tin oxide 

(ITO) surfaces. More recently, dielectric/metal/dielectric multiple layers have been developed 

as less expensive alternatives for the replacement of indium [30–32]. 

For a material made part of efficient interface layers, it should promote an Ohmic contact 

between electrodes, have low absorption in the visible and near-infrared region (Vis-NIR) light 

for reducing optical losses, have energy levels appropriate to conduct charges to the electrodes, 

have a large bandgap to keep excitons in the active layer, have good conductivity for 

minimizing resistive losses and have chemical and physical stabilities for avoiding undesirable 

reactions with materials of the other layers  [33].  

Transition metal oxides are more employed than conjugated polyelectrolytes as a material for 

OPV-interfacial contacts due to their higher charge selectivity (efficient electron extraction and 

hole blocking) and maintaining a good cell performance even under low light conditions [34]. 

Molybdenum oxides (MoO3) and a p-doped conducting polymer (PEDOT:PSS) are the most 

common materials for HTL of OPVs, while n-type metal oxides, particularly zinc oxide (ZnO), 

titanium dioxide (TiO2) and tin oxide (SnO2) are used as ETL [35]. Their properties can be 

tuned; for example, ZnO doped with a fullerene derivative forming a ZnO-C60 film showed an 

increase of around 1.5% in relation to only ZnO cathode, even varying the materials of the 

active layer [35]. Another technique to tune optical properties is the nitrogen doping of SnO2, 

which slightly increases the absorption in the visible region compared to the undoped oxide 

[36]. 

The active layer of OSC typically consists of a mix of semiconductor photoactive materials, 

including electron-donor and electron-acceptor materials, in which the photovoltaic 

mechanisms start. Absorption of photons in solar cells happens for photon energy greater than 

the donor bandgap energy. Electrons are excited from the valence band's top edge to the 
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conduction band's bottom, corresponding to a charge transfer mechanism. The unabsorbed 

energy causes rapid emission of phonons, and it is converted to unwanted heat that is 

transformed into thermal energy instead of electricity [37]. 

The exciton diffusion within the layers occurs along approximately 10 to 20 nm in organic 

semiconductor materials and its low dissociation [38,39], demanding a high density of 

interfaces between the materials to avoid energy losses. Therefore, it is required to apply 

effective techniques to the material to tailor its self-assembly and layer morphology, such as 

thermal annealing [40] and adding a ternary component in the bulky active layer [41] 

respectively. 

Ternary solar cells combine three materials with complementary absorption spectra (see 

examples in Figure 1.2) in the active layer to create a device with a wide range of photon 

harvesting [41,42]. The choice of materials for the photoactive blended layer is initially 

investigated from the cascade energy levels, as shown in Figure 1.2. However, to verify if the 

cell can achieve the highest efficiency, it is necessary to probe an appropriate ratio of the blend 

miscibility by having a homogeneous bulky distribution during film production. 

 

Figure 1.2 – Ternary blend of semiconductor materials, (a) their molecular structures, (b) 

complementary absorption spectra covering the range 400~800 nm, and (c) energy level 

diagrams from the works of Wang et al. (left) [44] and Benten et al. (right) [46]. 

 

The compatibility between the materials can enable a fluid charge transfer which will enhance 

OPV efficiency [43–46]. Care is required during this process. Should the materials be too 
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interspersed, they might create zones that lead to charge trapping and recombination, and 

excitons cannot meet interfaces between the materials to be converted to charges.  

The optical and electronic properties of semiconductor materials are known to directly affect 

the photovoltaic properties of OPV cells, and the structural and electronic characteristics of 

each molecule will impact device efficiency in numerous ways [9,17]. To pursue the highest 

cell performances, tuning the energy of the bandgap and the energy levels of conjugated 

polymers are key elements and can be done by varying the structural elements of the 

participating molecules and macromolecules [19,47–49]. 

Indeed, many researchers have pointed to the critical role of the energy gap in optical absorption  

[23], excitons formation and dissociation [9,50], charge transport [20,51] and, consequently, 

performance device parameters [52]. However, there are several concepts of energy gap with 

specific meanings, causing much confusion to the scientific community when interpreting data 

and comparing results of different authors. Some of their terminologies are discussed below, 

mainly based on explanations of Brédas [53]. 

 

1.1.1 Definition of Energy Gap 

Conjugated polymers are organic semiconductor materials constituted of a molecular structure 

engaged in covalent bonding interactions between atoms, such as carbon, nitrogen, oxygen, and 

sulphur, comprising hybrid atomic orbitals. These bonds arise from shared electrons that lead 

to the formation of π and π* molecular orbitals in which the electrons and holes are energetically 

located, respectively. The significant overlap between them with increasing conjugation length 

gives rise to the valence and conductive bands, as described in Figure 1.3 [54]. 

Electronic transitions within conjugated polymers predominantly occur between the frontier 

electronic levels [56], that is, from the highest-occupied molecular orbital (HOMO) to the 

lowest-unoccupied molecular orbital (LUMO). This gap is simply named the electronic gap or 

HOMO-LUMO gap (𝐸g
HL), and it represents the energy difference between these two orbitals, 

as shown in Equation (1.1). 

 𝐸g
HL = 𝐸LUMO − 𝐸HOMO (1.1) 
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Figure 1.3 – Diagram of molecular orbitals forming bands with the coupling of conjugated 

systems[47], from Gueye et al. (left) [55] and van Mullekom et al. (right) [47]. 

 

It is important to clarify that molecular orbitals correspond to one-electron wave functions.  

Experimentally, they are accessed from a molecule in the N-electron ground state upon 

excitation (N-electron excited state) or ionization (N±1-electrons ionized states) [53]. 

Therefore, it is a misleading approximation to compare the difference in energies of orbitals 

with the differences in molecular energies. 

Concerning optical properties, the optical gap is the energy of the lowest electronic transition 

accessible via the absorption of one photon. In both the solid state and the gas phase, it is 

measured from the transition energy of molecules in a ground state to the first excited state. The 

optical gap is the property that quantifies the energy required for a material to absorb light in a 

specific wavelength.  

Considering principles of quantum mechanics (Planck-Einstein theory about the dual character 

of light), the photon energy is calculated in terms of the Dirac constant ℏ (Plank’s constant 

divided by 2π) and the speed of light 𝐶, demonstrated in Equation (1.2). 

 𝐸 =
ℏ 𝜆

𝐶
 (1.2) 

At the molecular level, materials can absorb light of corresponding photon energy when 

𝐸gmolecule = 𝐸photon. Taking Planck's constant as equal to 6.6261 x 10-34 J.s and the speed of 

light as 2.9979 x 108 m.s-1, so the optical gap is calculated as: 

 𝐸g
opt

=
1239.8

𝜆 
 , (1.3) 
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in which 𝜆 is the wavelength given in nanometres (nm). 

The wavelength of the highest intensity of the spectrum of photo flux of sunlight is in the range 

of 400~800 nm, with a peak at around 680 nm [49] (see Figure 1.4). Taking into account 

Equation (1.3), materials with an optical gap of 1.6~1.9 eV (775~650 nm) are needed to obtain 

the highest sunlight harvesting [54]. Nevertheless, only verifying the optical gap value of the 

main device layer does not give the absolute absorption level of quality for an OPV cell. Until 

January 2023, the best performances were achieved for the highest absorber material bandgap 

energy from 1.35 to 1.45 eV [52]. 

Despite this, analysis of the optical gap is still an initial strategy to achieve the best device 

performance. Therefore, the active layer should cover the highest intensity of sunlight 

irradiance spectrum, in other words, opting for a blend of photoactive materials with 

complementary absorption spectra is a good strategy [57]. 

 

Figure 1.4 – Complementary absorption spectra of conjugated molecules [57]. 

 

The conjugated polymer regioregular poly(3-hexylthiophene) (P3HT) has a relatively large 

bandgap (around 1.9 eV, absorption range of 350~650 nm), very similar to gallium-indium-

potassium bandgap (1.85 eV), and it was pioneer material in the development of solution-

processed OPV devices [51]. 

Over the past few years, new conjugated polymers such as PM6 and PTB7-Th have come out 

with stronger electron push-pull effects and, consequently, better device performance, as chain 

backbones are composed of alternating donor and acceptor blocks [58,59].  
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According to UV-vis absorption measurements [35,43,46,59–61] and theoretical calculations 

with TD-DFT [59,62], the UV-vis spectrum of the polymer PTB7-Th has two main peaks: the 

stronger at around 700 nm and a shoulder at 640 nm, with energies that can correspond to the 

transitions between the ground state E0-0 e and the first two vibrionic levels of excited state E0-

1, respectively. 

Kim and collaborators [59] observed photodegradation phenomena for the PTB7-Th polymer 

in solid and molecular states. The measured UV-vis absorption spectra showed a gradual 

reduction of the absorption peak at 640 nm during the illumination exposure. This peak is often 

assigned to the 0-1 transition in π-conjugated systems, then its intensity reduction indicates a 

decrease on the conjugation length and π-π stacking interaction. 

In another work [62], only the absorption peak A0-0 depends on the solution concentration of 

PTB7-Th polymer in chlorobenzene, arising from intra and interchain disorders due to 

reduction of concentration. Both peaks are temperature-dependent, meaning that the copolymer 

chains are strongly aggregated in the room temperature solution and interchain interactions 

become weaker when heating the solution. 

The absorption band in the range of 400~420 nm corresponds to π-π* transitions of the aromatic 

ring of donor building blocks, while the peaks at 500~700 nm are related to an intramolecular 

charge transfer transition [63]. 

Photocurrent generation also depends on how the material relates to charge carriers, associating 

to molecules and materials to atomic properties which translate this correlation. The ionization 

potential (IP) corresponds to the amount of energy necessary to remove one electron of a neutral 

specie. A high IP means it is hard to remove electrons from the molecule, describing that the 

material has a strong stability concerning the oxidation. The energy of a neutral-state molecule 

required to receive one electron is interpreted as electronic affinity (EA); a small EA means the 

molecule tends to accept electrons. The energy difference between them is called the 

fundamental gap. 

 𝐸g
fund = 𝐼𝑃 − 𝐸𝐴 (1.4) 

 

Considering Koopmans’ theorem [64,65], the HOMO energy can be estimated as equal to the 

ionization potential, as well as the LUMO energy in relation to the negative value of electronic 

affinity, as shown in Equation (1.5) and Equation (1.6), respectively.  
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 𝐸HOMO ≅ −𝐼𝑃  (1.5) 

 𝐸LUMO ≅ −𝐸𝐴 (1.6) 

 

Therefore, according to Koopmans’ theorem, the HOMO-LUMO gap is approximated as the 

fundamental gap for infinite chain systems [50]: 

 𝐸g
HL ≅ 𝐸g

fund (1.7) 

 

We want to emphasise that this approximation ignores relaxation effects of ionized species, and 

for which reason it provides incorrect predictions for molecules absorbing photons. In addition, 

in quantum-chemistry, Koopmans’ theorem is only valid for Hartree-Fock orbitals, so it could 

be erroneous to estimate HOMO and LUMO energies from Kohn-Sham orbitals (considering 

exchange energy) as it is the case for calculations performed using DFT [66]. 

Following on from the processes of the photovoltaic effect, to generate photocurrent it is 

necessary to dissociate exciton into free charges and transport them to the other layers up to the 

electrodes. There, another property comes out characterizing the interaction of charges into the 

material: the exciton binding energy 𝐸𝑏. In other words, it is the energy of an electron and a 

hole bound electrostatically.  

In inorganic semiconductors, the exciton binding energy is measured from the classical 

Coulombic interaction, and it is strongly dependent on the material dielectric constant 𝜀𝑟 and 

charge distribution on the molecule; however, this correlation cannot be used for organic 

materials due to their high disorder degree [67]. 

Regarding organic semiconductors, the energy connecting the electron-hole pairs can vary 

significantly as a function of the conjugation length of the compound [68], as it is usually found 

𝐸b in the range of 0.1 to 0.5 eV for conjugated copolymers [22,69]. For Brédas et al., the 

completely unbound electron-hole pair is measured from the adiabatic 𝐼𝑃 of the donor and 𝐸𝐴 

of the acceptor, corresponding to the energy of the final charge-separated state [20]. 

For conjugated polymers in solid state, the exciton binding energy is estimated from the 

difference between optical and transport gaps, correlating ionized and excited states: 
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 𝐸b = 𝐸g
fund − 𝐸g

opt
 (1.8) 

 

Then, considering the fundaments of Koopmans’ theorem, from Equation (1.7), the exciton 

binding energy can be approximated as: 

 𝐸b ≅ 𝐸g
HL − 𝐸g

opt
 (1.9) 

 

As it was mentioned before, these approximations do not take into account the relaxation effect 

on the other orbitals, so correction factors must be added to solve this problem [70]. 

After an intensive review of the correlation between molecular structure and electronic 

properties of small organic compounds, Zhu and collaborators [67] found that 𝐸b is inversely 

proportional to the conjugation length of the backbone, the dipole moment of end-groups, and 

properties of side chains, such as steric hindrance and dielectric constant. 

According to Bhatta and Tsige [50], 𝐸b can only be extracted directly from HOMO-LUMO and 

optical gaps calculated for the infinite chain molecule, as 𝐸g
HL only approaches 𝐸g

fund when the 

conjugation length is infinitely long. 

To clarify all the concepts about optical and electronic properties, Figure 1.5 was produced, in 

which the molecule was represented as an electronic cloud. 

More recent works have come up with the concept of the device bandgap, in which equation 

and methods to extract this property from external quantum efficiency spectrum are presented 

at respectively references: Almora and collaborators [52] showed the effective absorber 

bandgap as a function of cell-performance parameters for several photovoltaic technologies, 

while Saito, Ohkita and Osaka [71] related the bandgap of materials with the energy from open-

circuit voltage of the OPV cell to obtain information on the photon energy loss. 

Given all these arguments, it is indispensable to map the main approaches to tune optoelectronic 

properties, correlating them with chemical structure when designing novel molecules for the 

highest efficiency of OPV cells. 
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Figure 1.5 - Diagrams summing molecular orbital energies, properties from ionized states, 

energy gaps and correlations, and the approximation to calculate the exciton binding energy. 

 

1.1.2 Strategies for Tuning the Bandgap 

The orientation of a polymer chain in a solid state has a critical role in the photocurrent 

generation of OPV devices, seeing that electronic coupling for interactions in the active layer 

blend must be adjusted to eliminate geminate recombination [72,73]. Structure-property 

optimizations come out to fully correlate the polymer structure with properties at molecular 

level [17], in an approach also called molecular design. 

Structural parameters such as replacing carbon and hydrogen atoms in the polymer backbone 

with heteroatoms or incorporating side chains are widely investigated for tuning the bandgap 

of π-conjugated systems [62,74,75]. 

 

Figure 1.6 - Diagram of structural modifications in molecular design studied in this work. 
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For Roncali [19], modifications in the polymer backbone are verified on changes of bond length 

alternation and dihedral angle between blocks, directly acting in the HOMO-LUMO gap 

energy, as a covalent rigidification of the system interferes with the delocalization of π-electrons 

along the chain. 

Keeping in mind the importance of intra and intermolecular interactions, the following text 

describes the effect of conjugation length, side chains, nature of the blocks and π-π interactions 

of conjugated polymers, as for us they are the most important structure parameters for tuning 

optoelectronic properties. 

 

1.2 Conjugation Length  

For an organic semiconductor to be an ideal material for photocurrent generation, a 

delocalization of π-electrons along the polymer chain is expected to happen, with as few losses 

of energy as possible. Even though conjugated polymers consist of an infinite chain, the 

optoelectronic properties converge at a certain conjugation length. 

The oligomer approach is used in computational investigations of semiconductor materials for 

estimating polymer properties from the modeling of oligomers, that is, molecular models 

composed of a few repeating units of polymer. It reduces the computational cost of the analysis 

ensuring great predictions. It is essential to model a molecular system with a conjugation length 

that accurately represent the convergence of the property. 

 

1.2.1 Geometrical Optimization Techniques  

It was often noted that the backbone’s high planarity enhances intramolecular charge transport 

and molecular packing [1]. Thus, methods to control the torsion of the chain can be applied 

during the molecular design only by playing with blocks with different behaviours of push and 

pull electrons [50]. 

It is also important to mention that mechanical distortions of the molecular structure may lead 

to modifications in the device’s performance. It was found that the elongation of conjugated 

chain increases electronic gap energy and causes meaningful changes of the absorption 

spectrum, exciton binding and reorganization energies [76]. 
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1.2.2 Influence on Optical and Electronic Properties 

Since 1983, Brédas and collaborators [77] have shown the conjugation length dependence of 

electronic and electrochemical properties for polymeric systems. Not taking this into account, 

it is common to find works that compare experimental results with theoretical data calculated 

from only one repeating unit structure [78,79], consequently encountering huge energy 

differences and making incorrect assumptions on structure-property correlations. 

Concerning optical properties, Demadrille and his research group [80] confirmed a 

bathochromic shift of the π-π* transition with increasing conjugation length; that is, the 

absorption peak moved to a longer wavelength as adding more repeating units of the 2,7-bis(4-

octylthien-2-yl)-fluoren-9-one. 

Kim and co-authors [59] presented some good highlights concerning the proper conjugation 

length. Initially, a PTB7-Th model with two repeating units of acceptor-donor (AD) structures 

was used to calculate the UV-vis absorption spectrum with TD-DFT. As this model was unable 

to reproduce the experimental results (a main absorption peak was at 702 nm for the pristine 

PTB7-Th against the predicted 603 nm), a 4 AD-unit molecule was modelled, also replacing 

the alkyl side chains (2-ethylhexyl) by H atoms to reduce computational costs. From the 

calculation of UV-vis spectrum of this AD-AD-AD-AD model, an absorption peak was found 

at 707 nm, that can correspond to the ground state transition, referenced as 0-0. This result is 

not only in agreement with their laboratory results but also with other works [35,43,46,60–62], 

even under different measurement conditions. 

Kim and collaborators [59] suggested that AD-AD-AD-AD (4u) structure is the minimum size 

model for reasonable predictions of electrical properties of PTB7-Th polymer. It is important 

to mention some methodological details: geometry optimizations were done at 6-31G(d) level, 

while TD-DFT calculations were performed at 6-31G+(d) basis set, both using B3LYP as 

functional. In addition, in all the calculations, chlorobenzene (ε=5.7) was used as a solvent to 

introduce the solvent effect with a conductor-like polarized continuum model (C-PCM). 

Regarding electronic properties, the team of McCormick [81] concluded that the suitable 

conjugation length are 6 and 4 repeating units for homopolymers and copolymers, respectively, 

as variations lower than 0.1 eV are found when adding an extra monomer. On the other hand, 

Turan and collaborators [82] found that the energy difference between trimers and tetramers 

was negligible for the HOMO energies as well as for LUMO ones. Therefore, in their study, 
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copolymer chains longer than four monomers were not considered to gain computational time, 

justifying that calculation accuracy was maintained. 

Exciton dissociation into free charges is largely related to the exciton binding energy of the 

organic semiconductor material. This is a property strongly affected by the conjugation length. 

Thus, small values of exciton binding energy as longer is the molecule size [68]. It means that 

less energy is needed to separate the electron-hole pair of molecules with a bigger conjugation 

length than for small molecular systems. 

Extrapolation approaches are used to estimate the energy gaps of polymers from the oligomer 

systems, discussing the method accuracy, saturation chain length, or effective number of 

repeating units [50,81,83–86], giving preference to nonlinear fitting to avoid errors in the 

saturation of energy gaps [87]. Fitting based on a Frenkel exciton theory and the other based on 

the model of independent electrons in a box with sinusoidal modulation of potential have 

significant outcomes for comparing among computational methods, showing the best 

estimation of the exciton model for the asymptotic values of the transition energies [88]. 

 

1.3 Nature of Blocks in the Polymer Backbone 

Conjugated polymers, whose main chain is composed of fused aromatic rings of carbon and 

other non-metallic atoms, are more commonly employed as donor material in the active layer 

due to their photoresponse in the highest intensity solar spectra range.  Even though most 

conjugated polymers have lower electron mobility, they also can work as an electron-

withdrawing material [21]. 

At this point of the text, it is important to distinguish donor and acceptor materials from the 

chemical structures of the repeating unit of polymers, electron-rich and electron-deficient, 

assumed as donor and acceptor blocks, respectively; those are under investigation here. 

Aromatic rings employed in these blocks are affect by the resonance energy, which quantifies 

how much one conformation tends to confine π-electrons. Polymers containing aromatic rings 

transit from quinoid structure to its aromatic form, exhibiting limited stability [19,47,49]. 

Incorporating certain thiophene rings in the backbone disfavour the quinoid form, thus causing 

benefits for electronic properties [89]. 
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A technique used to increase solubility and facilitate the polymerization of single rings is to add 

carbon atoms as covalent bridges between aromatic rings and between high electronegative 

atoms in side chains, like in cyclopenta[c]dithiophene (CPT) and 3,4-ethyldioxythiophene 

(EDOT) [19]. 

Fused-ring blocks such as benzodithiophene (BDT) enhance the planarity of the conjugated 

structure and form stronger π-π stacking interactions than single-ring blocks, improving the 

hole mobility [22,49]. The high rigidity of these larger molecular blocks can mean that the 

polymer backbones do not lose their conjugation length and π-π stacking interactions in solution 

[62] but they are not enough to be electronically stable under sunlight [59]. 

Structures classified as electron-deficient, such as thienothiophene (TT) blocks, are added with 

BDT blocks to stabilize their strong quinoid character, leading to a lower energy bandgap  

[22,90]. 

Playing with the polymer backbone by connecting various blocks in the repeating unit is a 

strategy employed to change electronic cloud distribution and tune the optoelectronic 

properties. 

 

1.3.1 Coupling Donor, Acceptor and Other Types of Blocks in the Polymer Chain   

Electron-donor (D) coupled with electron-acceptor (A) blocks create D-A conjugated polymers, 

structures with electron push-pull effect under certain conditions. When classifying a block as 

donor or acceptor it is to affirm that this structure needs less energy to withdraw or receive 

electrons, respectively. 

Even though this coupling is beneficial for electron delocalization along the chain, it induces 

large deviations in the planarity of the conjugated backbone, attributed to interactions between 

the hydrogen atoms on the donor rings and the neighbouring atoms of the electron-acceptor 

unit. Indeed, coupling donor and acceptor may result in a self-rigidification of the conjugated 

structure from the noncovalent interactions between neighbouring blocks [19]. The non-

planarity of the polymer chain impacts on the π-electron delocalization and, consequently, on 

the intramolecular charge transfer [82]. 

Another approach to solve problems of interactions between acceptor and donor moieties and 

improve the performance of organic chromophores is to add thiophenes as π-bridges, creating 

Donor-Thiophene-Acceptor-Thiophene (D-T-A-T) or simply D-π-A structures. 
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Comparing D-π-A compounds to reciprocal D-A systems, the one thiophene ring additions in 

the polymer backbone cause a redshift in the absorption peaks of the steady-state spectrum and 

create charge-transfer states [91]. It is possible to conclude π-bridges can increase the electron 

delocalization [82], improving the spatial overlap of wave functions [92]. However, adding 

thiophene rings is limited as too long π-bridges result in nongeminate recombination, which is 

not beneficial for photovoltaic conversion [91]. 

This strategy of combining donor, acceptor and π-spacers in the polymer backbone impacts in 

the optical and electronic properties, summarized in Figure 1.7 and more detailed below. 

 

 

Figure 1.7 – Diagram of the effect of the nature of blocks of polymer backbone on its energy 

gap. 

 

1.3.2 Investigating Optical and Electronic Properties for Assessing Donor-Acceptor 

Interaction 

The bandgap of conjugated polymers is easily sensitised to steric hindrance between two 

adjacent units, so for better charge transport, it is important to choose conjugated units that 

cause very small steric hindrances between neighbouring groups, such as 4,9-bis-alkoxy-BDT, 

which has no substituent in the 1, 3, 5 and 7 positions [49]. 
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The hybridization of orbitals as well as the coplanarity and packing degree of donor/acceptor 

moieties contribute to the orbital energy levels of D-A copolymers [93]. 

The higher the ratio of electron-donating block in the polymer backbone, the higher the HOMO 

energy [94]. While HOMO wavefunctions are delocalized over donor and acceptor units, 

LUMO wavefunctions are generally composed of the acceptor block [92]. 

The addition of thiophene bridges to the polymer main chain decreases the HOMO-LUMO gap 

[91] and optical gap as they extend the wavefunction delocalization [92]. 

Replacing the heteroatoms on the backbone has a bigger effect on acceptor moieties than on 

donors [56,82,95]. In comparison of the same donor moiety, D-A systems showed no significant 

effect on optical gaps for C/N substitution, as opposed to N substitution by Si due to its bigger 

atomic size decreasing the backbone curvature, resulting in a HOMO energy difference of 0.5 

eV depending on the acceptor motif [82,92]. 

In the electron-withdrawing units, replacing the sulphur atom with oxygen or selenium atoms, 

both HOMO and LUMO energy levels slightly decrease [95,96] because of the backbone 

planarity loss due to their interaction with neighbouring monomers. This difference increases 

with S/N and C/N substitutions [82,95], an effect explained by the increased number of free-

electron pairs.  

Furthermore, localization or delocalization of the wavefunctions of LUMO is negligible over 

heteroatom substitutions in both moieties of copolymer backbones [82]. 

It was shown that including an acceptor block with greater delocalization of the electrons can 

be related to a stronger quinoidal nature of the benzothiadiazole (BTD) block in comparison to 

a fluorenone group [63].  

 

1.4 Side Chains 

An optimum combination amongst the type, size and position of side chains in the polymer 

backbone still needs to be defined in the scientific community, as these are very specific for 

each polymer [17].  

The side chains impact upon the planarity of the conjugated backbone, for example, small 

molecules were found to have more planar structures with branched side groups compared to 

those with linear ones, and thus presented greater light absorption and a smaller bandgap [97]. 
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However, when it comes to polymers, devices containing materials with linear alkyl side chains 

in the chain backbone showed better performances than those with branched 2-ethylhexyl, 

justified by the main variation of HOMO levels [63]. 

Carrying an X-ray diffraction (XRD), an out-of-plane measurement resulted in 20.5 Å of 

distance between polymer chains in the same plan (named in that work as interlayer), indicating 

that the bulky side chains promote a high degree of crystallinity in orientations perpendicular 

to the substrate [98]. 

 

1.4.1 Impact of Side Chains on Material Solubility and Morphology  

The importance of side chains for the solubilisation of the polymer backbone is well known. 

Long alkyl side chains increase solubility, but also promote greater steric hindrance effects, and 

decrease a compound’s crystallinity [40].  

Side chains are also determinant in the interactions between the main polymer chains, 

consequently changing the material’s morphology. Including linear and branched alkyl side 

groups increases the π-π stacking distance between aromatic rings of polymer core [99]; 

therefore, the morphology of the film containing the polymer is affected, reflecting in the OPV 

efficiency [100].  

Moving forward from these effects on the material, side chains modify the polymer structure 

and, consequently, the delocalization of charges along the chain, confirmed when investigating 

their electronic properties [17]. 

 

1.4.2 Correlation between Side Chains and Electronic Properties 

Molecular energy levels are tuneable by modifying the side chains, as well as the bandgap, as 

can be seen in poly(3-alkylthiophene) (P3AT) whose bandgap decreased from 1.85 to 1.55 eV 

after the 3-position substitution of alkyl groups for alkoxy ones [49]. 

Including the main polymer chain electron-withdrawing substituents, such as nitro, 

trifluoromethyl, sulfone, nitrile (cyano) and methylene malononitrile cause a reduction of the 

gap and the HOMO and LUMO level energies [101]. In contrast, electron-donating groups such 

as amines, long alkyl chains and alkoxy groups increase the energy of frontier orbitals [19] but 

do not affect the HOMO-LUMO gap [101]. 
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Even though these approaches aim for better energetic performance of conjugated systems, both 

deal with a lower solubility of the material and difficulties in the polymerization by the lack of 

electrochemical stabilization, as electron-withdrawing (donating) substituents reduce (increase) 

the oxidation potential [19]. 

From UV-vis absorption measurements of polythiophene films, as increasing the size of the 

alkyl side chain, there was a decrease in the absorption coefficient, although the optical gap 

remained around 1.92 eV, showing that this property is not dependent on side chain length 

[102]. 

In simulations, it is common to replace long alkyl side chains with short chains (methyl or ethyl) 

or even by hydrogen atoms. Some literature results show that this replacement does not affect 

the structure of molecule systems from a computational point of view (calculated HOMO 

energies and optical gaps presenting a small difference with and without side chains), achieving 

accurate results and reducing calculation costs [59,81,82,94,95]. 

Evaluating the structure of D-A copolymers with different side chains attached to the electron-

donating moiety, the angles between the donor unit and the thiophene ring linkers calculated 

were approximately 0° for all alkyl side chains, meaning that there was a coplanarity on this 

part of the 3-unit oligomers [103]. Also, it was reported that there was no dependence of the 

dihedral angles on the alkyl side-chain length and no relation between this and electronic 

properties looking just to the electron-donating unit. 

On the other hand, when calculating it for oligomers in whose side-chain substitutions are on 

the electron-withdrawing unit, the dihedral angle between the adjacent thiophene unit and the 

acceptor moiety increase with a bulky side-chain (H and methyl substituents with a ϕ≈0°, 

against ϕ≈72.5° of isopropyl substituent) [82]. They affirm that bulky side chains create a steric 

repulsion to the sulphur of the adjacent thiophene unit, resulting in structures with large 

deviation from coplanarity, decreasing the π-conjugation and consequently increasing the 

energy gap. 

The parameters of polymer structure discussed previously are part of the intramolecular 

interactions, that is, between units or atoms of the same chain. However, polymers are not 

isolated systems in the material, so it is also important to investigate chain interplays driven by 

a special intermolecular interaction: the π-π interactions.  
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1.5 Intermolecular interactions  

The origin of these interactions is the Van der Waals forces that explain most physical 

properties of materials, such as boiling point, melting point and solubility, and are briefly 

explained below [104,105]: 

• Dipole-dipole force: it occurs between permanent dipole molecules when the partial negative-

charged part of a polar molecule attracts the partial positive-charged end of another; 

• Dipole-induced dipole force: known as Debye force, it can happen as a polar molecule induces 

an instantaneous polarization of the electron cloud of a nonpolar molecule; 

• London dispersion force: it is induced dipole-induced dipole interactions that occur between 

nonpolar molecules; it is the weakest of all intermolecular interactions; 

• Hydrogen bonding (X‒H…Y): it is a special kind of dipole-dipole interaction between a 

hydrogen atom bonded to an atom X with higher electronegativity, as oxygen, fluorine and 

nitrogen, and lone-pair electrons of another electronegative atom Y.  

In conjugated polymers, the fused aromatic rings of the main chain promote electrostatic 

attraction and repulsion of π-orbitals between molecules, called π-π interactions.  

 

1.5.1 π-interactions in Conjugated Systems  

The π-π interactions are generally used to describe the interactions between aromatic rings. It 

is commonly termed π-stacking and is an interaction due to the alignment of the π-orbitals of 

parallel molecules, leading to attractive forces between them. However, as Martinez and 

Iverson [106] summarised the discussion around this topic, parallel face-to-face aromatic rings 

are not the most stable systems; π-π interactions also involve electrostatic forces of the 

quadrupole moment of each molecule. 

Investigating crystal structure, electronic and optical properties of D-A polymers such as 

polymers of the PTB family composed by thieno[3,4b]thiophene (TT) and benzodithiophene 

(BDT) blocks, there was found stronger π-π interactions in the BDT-BDT stacking, that is, 

between the electron-rich fused aromatic rings of one chain with the same block, than the 

intermolecular interactions between TT units [107], due to the greater π-conjugation along the 

polymer backbone in BDT blocks. 
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Conformational studies on dimer systems (double chains) are a computational strategy to 

investigate intermolecular interactions in conjugated molecules, as it was done for polymers 

composed of benzothiadiazole (BT) with cyclopentadithiophene (CPDT) or dithieno-silole 

(SBT), which one only replace a silicon atom with the 5-position carbon [108]. Comparing the 

binding energies for three different positions, dimers of PSBTBT showed that the stacking of 

SBT-SBT and BT-BT was more favourable than SBT-BT stacking. Also, the DFT calculation 

in the software Gamess using MO5-2X level showed around 3.56 Å of the distance between 

parallel blocks, almost the same 3.48 Å observed in grazing incidence X-ray diffraction (GIXD) 

result. 

Attraction and repulsion of atoms, overlapping of π-orbitals and steric hindrance of side chains 

to the backbone are the main actors of the intermolecular interactions between polymer chains, 

playing a function as a zipper illustrated in Figure 1.8. 

 

 

Figure 1.8 – Sketch of intermolecular interactions working as a zipper connecting chains. 

Atoms of carbon, oxygen and sulphur respectively coloured in grey, red and yellow. 

Structures plotted without hydrogen atoms to produce clear images. 

 

The π-π interactions have a critical role in photovoltaic performance as they can enhance charge 

transport along the polymer backbone with a formation of ordered arrangements of polymer 

chains, as it has been seen in many cases of self-assembly studies to control the surface 
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roughness of films [109]. The replacing of short bulky (2-ethylhexyl) by long branched (3,7-

methyloctyl) side chains resulted in a better π-π stacking as it decreased the steric effect, 

increasing the solubility of the material in addition and consequently improving the solar cell 

performance (1.0 % higher PCE) [110]. 

Some structural modifications can be done in the polymer chain favour π-π stacking. It was 

observed that the presence of long alkyl side chains (called substituents in that work) increases 

solubility mainly because it leads to a reduction of close π-stacking, but it negatively affects the 

oxidation stability of the material due to a lower packing system [19].  

 

1.5.2 Effect of π-interactions in Optoelectronic Properties 

Quantum-chemistry calculations are essential to describe the origin of HOMO and LUMO one-

electron levels in isolated chains. Molecular orbitals split into valence and conduction bands as 

consequence of interchain interactions of polymers and oligomers [111]. 

Stacked dimers (see Figure 1.9) are modelled to investigate the main interactions that governed 

organic π-conjugated materials. However, the discussion stays in turn of the interaction energy 

calculation [112], the charge distribution in relation to kinds of interactions and to the 

intermolecular distance [113], or even using semiempirical approaches [111]. These fields go 

beyond the scope of this research.  

 

Figure 1.9 – Stacked dimers with different kinds of interactions [112,113]. 
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The evaluation of intermolecular forces is primordial for bandgap prediction, considering 

interactions among polymer chains in a material [19]. However, until now, there has been no 

evidence of the correlation of polymer structure with optical and electronic properties. We only 

could find analysis such as that obtained by Benatto and collaborators [114] from calculations 

of two small molecules at ωB97XD/6-31G(d,p) theory level and the respective spatial 

distribution of the frontier orbitals. It was shown that for the most of them HOMO and LUMO 

are delocalized along the two molecules. 

 

In face of all these arguments, we decide to investigate the correlation between the polymer 

structure and its optoelectronic properties. To this end, the main principles of computational 

methodology of density functional theory and tools for visualization analysis are explored in 

Chapter 3. 
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Chapter 2   

Marcus Theory in Charge Transfer 

Dynamics for OPV Materials 

The exciton binding energy 𝐸𝑏 is not the only parameter limiting the conversion of sunlight into 

electricity using organic materials. Energy loss is another parameter that  limits the power 

conversion efficiency of organic solar cells (OSCs). Generally, the energy loss in the OSCs 

mainly arises from two aspects: the driving force for exciton dissociation and non-radiative 

recombination. 

Accordingly, many strategies have been proposed to reduce the energy losses, either by 

reducing the exciton binding energy by regulating molecular packing, which will minimize the 

driving force required for exciton dissociation, or by suppressing the non-radiative 

recombination during the photoelectric conversion processes, such as exciton decay, charge-

transfer (CT) state decay and nongeminate (bimolecular) recombination. 

These non-radiative recombinations are all associated with the electron-vibration coupling 

(namely reorganization energy 𝜆, which describes the deformations of the molecular geometries 

during the electron-transfer process and reflects the interactions between electrons and 

intramolecular vibrations). 

In 1956, R. A. Marcus [1] proposed a theory to describe electron transfer kinetics based on a 

semi-classical model. This theory is an important step in understanding many processes in 

chemistry (redox systems) and biology (information transfer). The approach uses an Eyring (or 

Arrhenius) type description to define kinetics. The thermodynamic quantities defining the 

activation free enthalpy Δ𝐺‡ (or activation energy 𝐸𝑎) are derived from a quantum description. 

This speculation was later confirmed (1984) by various experiments. 

The initial kinetic studies that led R. A. Marcus to propose his theory focused on self-exchange 

redox reactions in solution involving a radioisotope. Such reactions are particularly valuable 

from a fundamental study perspective since the chemical nature of the reactants and products 
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remains unchanged, and no chemical bond is truly affected. It is worth noting that the 

coordination spheres of both isotopes are altered as their oxidation states evolve, but no change 

is observed thermodynamically. Hence, the kinetics of such reactions are likely to be high. 

From an experimental standpoint, data acquisition saw significant advancement during the 

same period with the advent of stop-flow techniques. The rapidity of electron transfer reactions 

prohibits the use of standard techniques. The entire realm of electrochemistry, both 

experimental and theoretical, experienced a paradigm shift in the understanding of electron 

transfer phenomena. Let us revisit the transfer reactions triggered a wide range of discussions 

within the physicochemical community in the early 1950s: 

• Exchange reactions are relatively slower involving small cations (e.g., Fe2+, Fe3+) than 

those involving larger ions (e.g., Fe(CN)6
3–, Fe(CN)6

4–). An initial rationalization based 

on the Franck-Condon principle (i.e., vertical transition) was proposed by W. F. Libby 

[2,3]; 

• The significant difference from a chemical reaction lies in the absence of formation or 

destruction of chemical bonds during an electron transfer process. The concept of a 

trajectory defined by reaction coordinates, leading from the reactants’ valley to that of 

the products, disappears; 

• The solvent then becomes also crucial in the search for a scenario. Indeed, immediately 

after electron transfer, solvent molecules have not had time to spatially reorganize 

around the newly formed species. 

All these findings led R. A. Marcus to propose a theory that aligns with them. The fluctuations 

of the various nuclear coordinates play a determining role, allowing reactants and products as 

well as the different solvent molecules to satisfy energy conservation and vertical transition. 

Starting from the curves, the potential energy of reactants R and products P are described as a 

function of nuclear coordinates (see Figure 2.1). 

In our demonstration, we will place ourselves within the framework of the displaced harmonic 

oscillator (DHO) formalism. The Energy Gap Hamiltonian has been used extensively in 

describing charge transport reactions, such as electron and proton transfer (step 2). The case of 

the charge transfers (steps 3 and 4) will be addressed just after. These mechanisms occur when 

solar energy is absorbed by the material (step 1). 
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{

[AD] + ℎ𝜈 ⟶ D∗ + A

D∗ + A⟶ D+ + A−

D + D+ ⟶D+ + D
A− + A⟶ A+ A−

 

𝐸𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛
𝑓𝑢𝑛𝑑

Δ𝐺𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛
‡

Δ𝐺𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟+
‡

Δ𝐺𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟−
‡

 

 

2.1 ΔG‡
separation energy of separation D* + A ⟶ D+ + A- 

Here, we describe the electron transfer rates between weakly coupled donor and acceptor states 

when the potential energy depends on a nuclear coordinate, i.e., nonadiabatic electron transfer. 

These results come across with the findings of Marcus’ theory of electron transfer. 

D∗ + A⟶ D+ + A− 

For simplification, we will limit ourselves in this subchapter to electron transfer exchanges 

without the influence of the solution/solvent. The influence of collective solvent 

rearrangements or intramolecular vibrations is then neglected. Within the scope of this 

assumption, electron transfer rates are correlated with the free energy along the electron transfer 

coordinate 𝑞. Visual representations like those above (see Figure 2.1), depicting system states 

with electrons localized on either the donor or acceptor, with electrons hopping between them, 

are conceptually depicted through diabatic energy surfaces. 

 

Figure 2.1 – Potential energy curves of the reactants and the products. Electron transfer occurs 

at the intersection of the curves. Δ𝐺0 conditions the thermodynamics of equilibrium between 

reactants and products, while 𝜆 represents the reorganization energy. 
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Arising from the transfer process, the electronic coupling 𝐽 blends these diabatic states within 

the crossing region. The rate of transfer for the forward reaction, originating from this adiabatic 

surface, is correlated with the flux across the barrier. Employing classical transition state theory, 

we can correlate the rate with the free energy barrier: 

𝑘 = 𝐴 × exp {(
−Δ𝐺‡

𝑘𝐵𝑇
)} 

 

If the coupling is weak, we can describe the transfer rates between donor and acceptor on the 

diabatic basis with perturbation theory. This accounts for nonadiabatic effects and tunnelling 

through the barrier. 

To begin, we consider that the description of the potential energy curves hypothesis in our 

demonstration is considered according to the following assumptions: 

• We will denote ‘𝑞’ as the reaction coordinate; 

• The transfer occurs for a given position of the atoms, thus respecting the Franck-Condon 

principle (Vertical transition - with fixed nuclear positions), while 𝐺𝑅(𝑞𝐶) = 𝐺𝑃(𝑞𝐶) (𝑅 

for reactant, 𝑃 for product and 𝑞𝐶 the 𝑞 value at this intersection) at the intersection 

ensuring energy conservation. Let us assume for simplicity that the harmonic 

approximation remains valid but that the curvatures of these surfaces are not necessarily 

equal (which would be too restrictive); 

• The potential energy of the overall system, 𝐺𝑃, comprising products and solvent (or 𝐺𝑅, 

comprising reactants and solvent), is a function of numerous parameters, particularly 

the positions and orientations of surrounding solvent molecules and the vibrations of 

the coordination spheres of solvated ions. It is important to note that in our 

demonstration, we are neglecting the solvent effect; 

• After the electron transfer, the system’s potential energy becomes 𝐺𝑃, and these two 

curves intersect, initially neglecting the electronic coupling (𝐽 ⟶ 0). 

Let’s assume that: 

𝐺𝑃(𝑞) =
1

2
(𝑚𝜔0)

2(𝑞 − 𝑞𝑃)
2 + Δ𝐺𝑃

0 

𝐺𝑅(𝑞) =
1

2
(𝑚𝜔0

′ )2(𝑞 − 𝑞𝑅)
2 + Δ𝐺𝑅

0 
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1)  In addition, assuming that we can decompose the problem as: 

𝐺𝐷+(𝑞) =
1

2
𝜎1(𝑞 − 𝑡1)

2 − 𝑑1 

𝐺𝐴−(𝑞) =
1

2
𝜎2(𝑞 − 𝑡2)

2 − 𝑑2 

𝐺𝐷(𝑞) =
1

2
𝜎3(𝑞 − 𝑡3)

2 − 𝑑3 

𝐺𝐴(𝑞) =
1

2
𝜎4(𝑞 − 𝑡4)

2 − 𝑑4 

So, 

𝐺𝑃(𝑞) =
1

2
𝜎1(𝑞 − 𝑡1)

2 − 𝑑1 +
1

2
𝜎2(𝑞 − 𝑡2)

2 − 𝑑2 ≅
1

2
(𝑚𝜔0)

2(𝑞 − 𝑞𝑃)
2 + Δ𝐺𝑃

0 

𝐺𝑃(𝑞) =
1

2
(𝜎1 + 𝜎2) × 𝑞

2 − (𝜎1𝑡1 + 𝜎2𝑡2)𝑞 +
1

2
(𝜎1𝑡1

2
1
+ 𝜎2𝑡2

2) − (𝑑1 + 𝑑2) 

𝐺𝑃
′ (𝑞) = (𝜎1 + 𝜎2) × 𝑞 − (𝜎1𝑡1 + 𝜎2𝑡2) ⟶ 

{

l
l
l
l

 

𝑞P
min =

(𝜎1𝑡1 + 𝜎2𝑡2)

(𝜎1 + 𝜎2)
 

𝐺𝑃(𝑞P
min) =

1

2
(𝜎1 + 𝜎2) × (𝑞P

min)
2
− (𝜎1𝑡1 + 𝜎2𝑡2) × (𝑞P

min)

+
1

2
(𝜎1𝑡1

2
1
+ 𝜎2𝑡2

2) − (𝑑1 + 𝑑2) 

 

Identification of 𝑞𝑃 and Δ𝐺𝑃
0: 

𝐺𝑃(𝑞) =
1

2
(𝑚𝜔0)

2(𝑞 − 𝑞𝑃)
2 + Δ𝐺𝑃

0 ⟶ 

𝐺𝑃(𝑞) =
1

2
(𝑚𝜔0)

2𝑞2 − (𝑚𝜔0)
2𝑞𝑃 × 𝑞 +

1

2
(𝑚𝜔0)(𝑞𝑃)

2 + Δ𝐺𝑃
0 

{
 
 

 
 
l
l
l
l
l

 

(𝑚𝜔0)
2 ≅ (𝜎1 + 𝜎2) 

(𝑚𝜔0)
2𝑞𝑃 ≅ (𝜎1𝑡1 + 𝜎2𝑡2) → 𝑞𝑃 =

(𝜎1𝑡1 + 𝜎2𝑡2)

(𝜎1 + 𝜎2)
 

1

2
(𝑚𝜔0)(𝑞𝑃)

2 + Δ𝐺𝑃
0 ≅

1

2
(𝜎1𝑡1

2 + 𝜎2𝑡2
2) − (𝑑1 + 𝑑2) → 
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Δ𝐺𝑃
0 =

1

2
(𝜎1𝑡1

2
1
+ 𝜎2𝑡2

2) − (𝑑1 + 𝑑2) −
1

2
(𝑚𝜔0)(𝑞𝑃)

2 → 

Δ𝐺𝑃
0 =

1

2
(𝜎1𝑡1

2
1
+ 𝜎2𝑡2

2) − (𝑑1 + 𝑑2) −
1

2

(𝜎1𝑡1 + 𝜎2𝑡2)
2

(𝜎1 + 𝜎2)
→ 

Δ𝐺𝑃
0 =

1

2
(𝜎1𝑡1

2
1
+ 𝜎2𝑡2

2) − (𝑑1 + 𝑑2) −
1

2
𝑞𝑃 × (𝜎1𝑡1 + 𝜎2𝑡2) 

 

Similarly, we have: 

Identification of 𝑞𝑅 and Δ𝐺𝑅
0: 

𝐺𝑅(𝑞) =
1

2
(𝑚𝜔0

′ )2(𝑞 − 𝑞𝑅)
2 + Δ𝐺𝑅

0 → 

𝐺𝑅(𝑞) =
1

2
(𝑚𝜔0

′ )2𝑞2 − (𝑚𝜔0
′ )2𝑞 × 𝑞𝑅 +

1

2
(𝑚𝜔0

′ )𝑞𝑅
2 + Δ𝐺𝑅

0 

{
 
 

 
 
l
l
l
l
l

 

(𝑚𝜔0
′ )2 ≅ (𝜎3 + 𝜎4) 

𝑞𝑅 =
(𝜎3𝑡3 + 𝜎4𝑡4)

(𝜎3 + 𝜎4)
 

Δ𝐺𝑅
0 =

1

2
(𝜎3𝑡3

2 + 𝜎4𝑡4
2) − (𝑑3 + 𝑑4) −

1

2
𝑞𝑅 × (𝜎3𝑡3 + 𝜎4𝑡4) 

and: 

{

l
l
l
l

 

𝑞𝑅
min =

(𝜎3𝑡3 + 𝜎4𝑡4)

(𝜎3 + 𝜎4)
 

𝐺𝑅(𝑞𝑅
min) =

1

2
(𝜎3 + 𝜎4) × (𝑞𝑅

min)
2
− (𝜎3𝑡3 + 𝜎4𝑡4) × (𝑞𝑅

min)

+
1

2
(𝜎3𝑡3

2 + 𝜎4𝑡4
2) − (𝑑3 + 𝑑4) 

 

2) To find the barrier height Δ𝐺‡, as reported in the previous assumptions, we first find the 

crossing point 𝑞𝐶, in which: 𝐺𝑅(𝑞𝐶) = 𝐺𝑃(𝑞𝐶) 

1

2
(𝜎3 + 𝜎4)(𝑞𝐶 − 𝑞𝑅)

2 + Δ𝐺𝑅
0 =

1

2
(𝜎1 + 𝜎2)(𝑞𝐶 − 𝑞𝑃)

2 + Δ𝐺𝑃
0 

1

2
(𝜎3 + 𝜎4)(𝑞𝐶

2 + 𝑞𝑅
2 − 2𝑞𝐶𝑞𝑅) =

1

2
(𝜎1 + 𝜎2)(𝑞𝐶

2 + 𝑞𝑃
2 − 2𝑞𝐶𝑞𝑃) + Δ𝐺

0 

with ΔG0 = Δ𝐺𝑃
0 − Δ𝐺𝑅

0 
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1

2
[(𝜎3 + 𝜎4) − (𝜎1 + 𝜎2)] × 𝑞𝐶

2 − [(𝜎3 + 𝜎4)𝑞𝑅 − (𝜎1 + 𝜎2)𝑞𝑃] × 𝑞𝐶

+
1

2
[(𝜎3 + 𝜎4)𝑞𝑅

2 − (𝜎1 + 𝜎2)𝑞𝑃
2] −  Δ𝐺0 = 0 

Solving the second-order equation: 

𝑈 × 𝑞𝐶
2 − 𝑉 × 𝑞𝐶 +𝑊 = 0 

It leads to the following results: 

𝑞𝐶(#1,2) =
−𝑉±√Δ

2𝑈
 with Δ = 𝑉2 − 4𝑈𝑊 

 

3)  

a. As 𝜆𝑃 = 𝐺𝑃(𝑞𝑅) − 𝐺𝑃(𝑞𝑃), 

𝐺𝑃(𝑞) =
1

2
(𝜎1 + 𝜎2)(𝑞 − 𝑞𝑃)

2 + Δ𝐺𝑃
0 → 

𝜆𝑃 = [
1

2
(𝜎1 + 𝜎2)(𝑞𝑅 − 𝑞𝑃)

2 + Δ𝐺𝑃
0] − [Δ𝐺𝑃

0] → (𝜎1 + 𝜎2) =
2𝜆𝑃

(𝑞𝑅 − 𝑞𝑃)2
 

b. As 𝜆𝑅 = 𝐺𝑅(𝑞𝑃) − 𝐺𝑅(𝑞𝑅), 

𝐺𝑅(𝑞) =
1

2
(𝜎3 + 𝜎4)(𝑞 − 𝑞𝑅)

2 + Δ𝐺𝑅
0 → 

𝜆𝑅 = [
1

2
(𝜎3 + 𝜎4)(𝑞𝑃 − 𝑞𝑅)

2 + Δ𝐺𝑅
0] − [Δ𝐺𝑅

0] → (𝜎3 + 𝜎4) =
2𝜆𝑅

(𝑞𝑃 − 𝑞𝑅)2
 

 

4)  

a. As Δ𝐺‡(𝑅 → 𝑃) = 𝐺𝑅(𝑞𝐶) − 𝐺𝑅(𝑞𝑅) → 

Δ𝐺‡(𝑅 → 𝑃) = [
1

2
(𝜎3 + 𝜎4)(𝑞𝐶 − 𝑞𝑅)

2 + Δ𝐺𝑅
0] − (0 + Δ𝐺𝑅

0) 

b. As Δ𝐺‡(𝑃 → 𝑅) = 𝐺𝑃(𝑞𝐶) − 𝐺𝑃(𝑞𝑃) → 

Δ𝐺‡(𝑃 → 𝑅) = [
1

2
(𝜎1 + 𝜎2)(𝑞𝐶 − 𝑞𝑃)

2 + Δ𝐺𝑃
0] − (0 + Δ𝐺𝑃

0) 

 

5) Classical demonstration: (𝑚𝜔0
′ ) =  (𝑚𝜔0) → (𝜎1 + 𝜎2) = (𝜎3 + 𝜎4) 



 

46 

 

1

2
(𝜎1 + 𝜎2)(𝑞𝐶 − 𝑞𝑅)

2 + Δ𝐺𝑅
0 =

1

2
(𝜎1 + 𝜎2)(𝑞𝐶 − 𝑞𝑃)

2 + Δ𝐺𝑃
0 

1

2
(𝜎1 + 𝜎2)(𝑞𝐶

2 + 𝑞𝑅
2 − 2𝑞𝐶𝑞𝑅) =

1

2
(𝜎1 + 𝜎2)(𝑞𝐶

2 + 𝑞𝑃
2 − 2𝑞𝐶𝑞𝑃) + Δ𝐺

0 

with Δ𝐺0 = Δ𝐺𝑃
0 − Δ𝐺𝑅

0 

(𝜎1 + 𝜎2)(𝑞𝑃 − 𝑞𝑅) × 𝑞𝐶 =
1

2
(𝜎1 + 𝜎2)(𝑞𝑃

2 − 𝑞𝑅
2) + Δ𝐺0 

𝑞𝐶 =
(𝑞𝑃

2 − 𝑞𝑅
2)

2(𝑞𝑃 − 𝑞𝑅)
+

Δ𝐺0

(𝜎1 + 𝜎2)
×

1

(𝑞𝑃 − 𝑞𝑅)
 

𝑞𝐶 =
(𝑞𝑃+𝑞𝑅)

2
+

Δ𝐺0

(𝜎1+𝜎2)
×

1

(𝑞𝑃−𝑞𝑅)
 with (𝑞𝑃

2 − 𝑞𝑅
2) = (𝑞𝑃 + 𝑞𝑅)(𝑞𝑃 − 𝑞𝑅) 

 

As in this hypothesis: 

(𝜎3 + 𝜎4) =
2𝜆𝑅

(𝑞𝑃 − 𝑞𝑅)2
→ (𝜎1 + 𝜎2) =

2𝜆

(𝑞𝑃 − 𝑞𝑅)2
 

(𝜎1 + 𝜎2) =
2𝜆𝑃

(𝑞𝑅 − 𝑞𝑃)2
→ (𝜎1 + 𝜎2) =

2𝜆

(𝑞𝑅 − 𝑞𝑃)2
 

then: 

𝑞𝐶 =
(𝑞𝑃 + 𝑞𝑅)

2
+

Δ𝐺0

2𝜆
(𝑞𝑅 − 𝑞𝑃)2

×
1

(𝑞𝑃 − 𝑞𝑅)
 

𝑞𝐶 =
(𝑞𝑃 + 𝑞𝑅)

2
+
Δ𝐺0

2𝜆
× (𝑞𝑃 − 𝑞𝑅) 

Expression of (𝑞𝐶 − 𝑞𝑅) in terms of 𝜆: 

(𝑞𝐶 − 𝑞𝑅) =
(𝑞𝑃 + 𝑞𝑅)

2
+
Δ𝐺0

2𝜆
(𝑞𝑃 − 𝑞𝑅) −

2𝑞𝑅
2
=
(𝑞𝑃 − 𝑞𝑅)

2
+
Δ𝐺0

2𝜆
(𝑞𝑃 − 𝑞𝑅) → 

(𝑞𝐶 − 𝑞𝑅) =
(𝑞𝑃 − 𝑞𝑅)

2
[1 +

Δ𝐺0

2𝜆
] =

(𝑞𝑃 − 𝑞𝑅)

2𝜆
[𝜆 + Δ𝐺0] 

As (𝜎1 + 𝜎2) =
2𝜆

(𝑞𝑅−𝑞𝑃)2
→ (𝑞𝐶 − 𝑞𝑅) = ±√

2𝜆

(𝜎1+𝜎2)
, so: 

(𝑞𝐶 − 𝑞𝑅) =
(𝑞𝑃 − 𝑞𝑅)

2𝜆
[𝜆 + Δ𝐺0] =

±√
2𝜆

(𝜎1 + 𝜎2)

2𝜆
[𝜆 + Δ𝐺0]

=
±1

√2𝜆(𝜎1 + 𝜎2)
[1 + Δ𝐺0] 
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As Δ𝐺‡(𝑃 → 𝑅) =
1

2
(𝜎1 + 𝜎2)(𝑞𝐶 − 𝑞𝑃)

2 [see 4)a4)b]: 

Δ𝐺‡ =
1

2
(𝜎1 + 𝜎2) × (

±1

√2𝜆(𝜎1 + 𝜎2)
[𝜆 + Δ𝐺0])

2

=
1

4𝜆
[𝜆 + Δ𝐺0]2 

 

6) So, the Arrhenius rate constant is for electron transfer via activated barrier crossing is: 

𝑘 = 𝐴 × exp {(
−Δ𝐺‡

𝑘𝐵𝑇
)} = 𝐴 × exp {(

−[𝜆 + Δ𝐺0]2

4𝜆𝑘𝐵𝑇
)} 

 

7)  

a. Example1 – classical demonstration 

(𝑚𝜔0
′ ) = (𝑚𝜔0) → (𝜎1 + 𝜎2) = (𝜎3 + 𝜎4) = 0.6 + 0.9 = 1.5 

𝜎1 = 0.6, 𝜎2 = 0.9, 𝜎3 = 0.6, 𝜎4 = 0.9 

𝑡1 = 1.2, 𝑡2 = 6.0, 𝑡3 = 3.0, 𝑡4 = 4.0 

𝑑1 = 1.0, 𝑑2 = 8.0, 𝑑3 = 1.5, 𝑑4 = 3.5 

 

Figure 2.2 – Example1 𝐺𝐷+(𝑞), 𝐺𝐴−(𝑞), 𝐺𝐷(𝑞) and 𝐺𝐴(𝑞) (left), 𝐺𝑅(𝑞)(𝑅 = 𝐷∗ + 𝐴) and 

𝐺𝑃(𝑞)(𝑃 = 𝐷+ + 𝐴−) (right) curves. 

 

b. Example2 – unclassical demonstration 

(𝑚𝜔0
′ ) ≠ (𝑚𝜔0) → (𝜎1 + 𝜎2) ≠ (𝜎3 + 𝜎4) → 0.6 + 0.9 ≠ 1.2 + 0.6 

𝜎1 = 0.6, 𝜎2 = 0.9, 𝜎3 = 1.2, 𝜎4 = 0.9 

𝑡1 = 1.2, 𝑡2 = 6.0, 𝑡3 = 3.0, 𝑡4 = 4.0 
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𝑑1 = 1.0, 𝑑2 = 8.0, 𝑑3 = 1.5, 𝑑4 = 3.5 

 

Figure 2.3 – Example2 𝐺𝐷+(𝑞), 𝐺𝐴−(𝑞), 𝐺𝐷(𝑞) and 𝐺𝐴(𝑞) (left), 𝐺𝑅(𝑞)(𝑅 = 𝐷∗ + 𝐴) and 

𝐺𝑃(𝑞)(𝑃 = 𝐷+ + 𝐴−) (right) curves. 

 

c. Example3 – inverse unclassical demonstration 

(𝑚𝜔0
′ ) ≠ (𝑚𝜔0) → (𝜎1 + 𝜎2) ≠ (𝜎3 + 𝜎4) → 0.6 + 0.9 ≠ 1.2 + 0.6 

𝜎1 = 0.6, 𝜎2 = 0.9, 𝜎3 = 0.6, 𝜎4 = 0.9 

𝑡1 = 1.2, 𝑡2 = 6.0, 𝑡3 = 3.0, 𝑡4 = 4.0 

𝑑1 = 1.0, 𝑑2 = 8.0, 𝑑3 = 3.5, 𝑑4 = 2.5 

 

Figure 2.4 – Example3 𝐺𝐷+(𝑞), 𝐺𝐴−(𝑞), 𝐺𝐷(𝑞) and 𝐺𝐴(𝑞) (left), 𝐺𝑅(𝑞)(𝑅 = 𝐷∗ + 𝐴) and 

𝐺𝑃(𝑞)(𝑃 = 𝐷+ + 𝐴−) (right) curves. 
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As reported in this demonstration, we can conclude that in this classical description, the 

kinetics are, therefore then, essentially controlled by the two quantities Δ𝐺0 and 𝜆. 

• Δ𝐺0  ≫  −𝜆 (example3): the kinetics follow the variations of Δ𝐺0. This is referred to 

as the normal region. Thus, a decrease in Δ𝐺0 leads to an acceleration of the electron 

transfer. 

• Δ𝐺0 ≪ −𝜆 (example1 and example2): a decrease in Δ𝐺0 results in a slowing down of 

the transfer kinetics. This is referred to as the inverted region. 

 

2.2 ΔG‡
transfer energy of separation D* ↔ D+ 

1) Assuming that we can decompose the problem as: 

𝐺𝐷∗(𝑞) =
1

2
(𝑚𝐷∗𝜔0)

2(𝑞 − 𝑞𝐷∗)
2 + Δ𝐺𝐷∗

0 =
1

2
𝜎𝐷∗(𝑞 − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0  

𝐺𝐷+(𝑞) =
1

2
(𝑚𝐷+𝜔0)

2(𝑞 − 𝑞𝐷+)
2 + Δ𝐺𝐷+

0 =
1

2
𝜎𝐷+(𝑞 − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0  

So, 

𝐺𝐷∗(𝑞) =
1

2
𝜎𝐷∗ × 𝑞

2 − 𝜎𝐷∗𝑞𝐷∗ × 𝑞 +
1

2
𝜎𝐷∗𝑞𝐷∗

2 + Δ𝐺𝐷∗
0  

𝐺𝐷∗(𝑞) = 𝜎𝐷∗ × 𝑞 − 𝜎𝐷∗𝑞𝐷∗ → 

{
l
l
l
 

𝑞𝐷∗
min = 𝑞𝐷∗ 

𝐺𝐷∗(𝑞𝐷∗
min) =

1

2
𝜎𝐷∗(𝑞𝐷∗ − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 = Δ𝐺𝐷∗

0  

 

Similarly, we have: 

𝐺𝐷+(𝑞) =
1

2
𝜎𝐷+ × 𝑞

2 − 𝜎𝐷+𝑞𝐷+ × 𝑞 +
1

2
𝜎𝐷+𝑞𝐷+

2 + Δ𝐺𝐷+
0  

𝐺𝐷+(𝑞) = 𝜎𝐷+ × 𝑞 − 𝜎𝐷+𝑞𝐷+ → 

{
l
l
l
 

𝑞𝐷+
min = 𝑞𝐷+ 

𝐺𝐷+(𝑞𝐷+
min) =

1

2
𝜎𝐷+(𝑞𝐷+ − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0 = Δ𝐺𝐷+

0  
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2) To find the barrier height Δ𝐺‡, as reported in the previous assumptions, we first find the 

crossing point 𝑞𝐶, in which: 𝐺𝐷+(𝑞𝐶) = 𝐺𝐷∗(𝑞𝐶) 

1

2
𝜎𝐷∗(𝑞𝐶 − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 =

1

2
𝜎𝐷+(𝑞𝐶 − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0  

1

2
𝜎𝐷∗(𝑞𝐶

2 + 𝑞𝐷∗
2 − 2𝑞𝐶𝑞𝐷∗) =

1

2
𝜎𝐷+(𝑞𝐶

2 + 𝑞𝐷+
2 − 2𝑞𝐶𝑞𝐷+) + Δ𝐺0 

With Δ𝐺0 = Δ𝐺𝐷+
0 − Δ𝐺𝐷∗

0  

1

2
[𝜎𝐷∗ − 𝜎𝐷+  ] × 𝑞𝐶

2 − [𝜎𝐷∗𝑞𝐷∗ − 𝜎𝐷+  𝑞𝐷+] × 𝑞𝐶 +
1

2
[𝜎𝐷∗𝑞𝐷∗

2 − 𝜎𝐷+  𝑞𝐷+
2 ] − Δ𝐺0 = 0 

Solving the second-order equation: 

𝑈′ × 𝑞𝐶
2 − 𝑉′ × 𝑞𝐶 +𝑊

′ = 0 

Leading to the following results: 

𝑞𝐶(#1,2) =
−𝑉′±√Δ′

2𝑈′
 with Δ′ = (𝑉′)2 − 4𝑈′𝑊′ 

 

3)  

a. As 𝜆𝐷+ = 𝐺𝐷+(𝑞𝐷∗) − 𝐺𝐷+(𝑞𝐷+): 

𝐺𝐷+(𝑞) =
1

2
𝜎𝐷+(𝑞 − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0 → 

𝜆𝐷+ = [
1

2
𝜎𝐷+(𝑞𝐷∗ − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0 ] − [Δ𝐺𝐷+

0 ] →  𝜎𝐷+ =
2𝜆𝐷+

(𝑞𝐷∗ − 𝑞𝐷+)2
 

 

b. As 𝜆𝐷∗ = 𝐺𝐷∗(𝑞𝐷+) − 𝐺𝐷∗(𝑞𝐷∗): 

𝐺𝐷∗(𝑞) =
1

2
𝜎𝐷∗(𝑞 − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 → 

𝜆𝐷∗ = [
1

2
𝜎𝐷∗(𝑞𝐷+ − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 ] − [Δ𝐺𝐷∗

0 ] →  𝜎𝐷∗ =
2𝜆𝐷∗

(𝑞𝐷+ − 𝑞𝐷∗)2
 

 

4)  

a. As Δ𝐺‡(𝐷∗ → 𝐷+) = 𝐺𝐷∗(𝑞𝐶) − 𝐺𝐷∗(𝑞𝐷∗): 

→ Δ𝐺‡(𝐷∗ → 𝐷+) = [
1

2
𝜎𝐷∗(𝑞𝐶 − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 ] − (0 + Δ𝐺𝐷∗

0 ) 

 

b. As Δ𝐺‡(𝐷+ → 𝐷∗) = 𝐺𝐷+(𝑞𝐶) − 𝐺𝐷+(𝑞𝐷+): 

→ Δ𝐺‡(𝐷+ → 𝐷∗) = [
1

2
𝜎𝐷+(𝑞𝐶 − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0 ] − (0 + Δ𝐺𝐷+

0 ) 
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5) Classical demonstration: (𝑚𝐷∗𝜔0)
2 = (𝑚𝐷+𝜔0)

2 → 𝜎𝐷∗ = 𝜎𝐷+ 

1

2
𝜎𝐷∗(𝑞𝐶 − 𝑞𝐷∗)

2 + Δ𝐺𝐷∗
0 =

1

2
𝜎𝐷∗(𝑞𝐶 − 𝑞𝐷+)

2 + Δ𝐺𝐷+
0  

1

2
𝜎𝐷∗(𝑞𝐶

2 + 𝑞𝐷∗
2 − 2𝑞𝐶𝑞𝐷∗) =

1

2
𝜎𝐷∗(𝑞𝐶

2 + 𝑞𝐷+
2 − 2𝑞𝐶𝑞𝐷+) + Δ𝐺0 

with Δ𝐺0 = Δ𝐺𝐷+
0 − Δ𝐺𝐷∗

0  

𝜎𝐷∗(𝑞𝐷+ − 𝑞𝐷∗) × 𝑞𝐶 =
1

2
𝜎𝐷∗(𝑞𝐷+

2 − 𝑞𝐷∗
2 ) + Δ𝐺0 

𝑞𝐶 =
(𝑞𝐷+

2 − 𝑞𝐷∗
2 )

2(𝑞𝐷+ − 𝑞𝐷∗)
+
Δ𝐺0

𝜎𝐷∗
×

1

(𝑞𝐷+ − 𝑞𝐷∗)
 

𝑞𝐶 =
(𝑞
𝐷+
+𝑞𝐷∗)

2
+
Δ𝐺0

𝜎𝐷∗
×

1

(𝑞𝐷+−𝑞𝐷∗)
 with (𝑞𝐷+

2 − 𝑞𝐷∗
2 ) = (𝑞𝐷+ + 𝑞𝐷∗)(𝑞𝐷+ − 𝑞𝐷∗) 

 

As in this hypothesis: 

𝜎𝐷∗ =
2𝜆𝐷∗

(𝑞𝐷+ − 𝑞𝐷∗)2
→ 𝜎𝐷∗ =

2𝜆

(𝑞𝐷+ − 𝑞𝐷∗)2
 

𝜎𝐷+ =
2𝜆𝐷+

(𝑞𝐷∗ − 𝑞𝐷+)2
→ 𝜎𝐷+ =

2𝜆

(𝑞𝐷∗ − 𝑞𝐷+)2
 

then: 

𝑞𝐶 =
(𝑞𝐷+ + 𝑞𝐷∗)

2
+

Δ𝐺0

2𝜆
(𝑞𝐷+ − 𝑞𝐷∗)2

×
1

(𝑞𝐷+ − 𝑞𝐷∗)
 

𝑞𝐶 =
(𝑞𝐷+ + 𝑞𝐷∗)

2
+
Δ𝐺0

2𝜆
× (𝑞𝐷+ − 𝑞𝐷∗) 

 

Expression of (𝑞𝐶 − 𝑞𝐷∗) in terms of 𝜆: 

𝑞𝐶 − 𝑞𝐷∗ =
(𝑞𝐷+ + 𝑞𝐷∗)

2
+
Δ𝐺0

2𝜆
× (𝑞𝐷+ − 𝑞𝐷∗) −

2𝑑𝐷∗

2
 

𝑞𝐶 − 𝑞𝐷∗ =
(𝑞𝐷+ − 𝑞𝐷∗)

2
+
Δ𝐺0

2𝜆
× (𝑞𝐷+ − 𝑞𝐷∗) 

→ (𝑞𝐶 − 𝑞𝐷∗) =
(𝑞𝐷+ − 𝑞𝐷∗)

2
[1 +

Δ𝐺0

𝜆
] =

(𝑞𝐷+ − 𝑞𝐷∗)

2𝜆
[𝜆 + Δ𝐺0] 

 

As 𝜎𝐷+ =
2𝜆

(𝑞𝐷∗−𝑞𝐷+)
2 → (𝑞𝐷∗ − 𝑞𝐷+) = ±√

2𝜆

𝜎𝐷+
 , so: 

(𝑞𝐶 − 𝑞𝐷∗) =
(𝑞
𝐷+
−𝑞

𝐷+
)

2𝜆
[𝜆 + Δ𝐺0] =

±√
2𝜆

𝜎
𝐷+
 

2𝜆
[𝜆 + Δ𝐺0] = ±

1

√2𝜆𝜎𝐷+
[1 + Δ𝐺0]  
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As Δ𝐺‡(𝐷+ → 𝐷∗) =
1

2
𝜎𝐷+(𝑞𝐶 − 𝑞𝐷+)

2 (see 4b): 

Δ𝐺‡(𝐷+ → 𝐷∗) =
1

2
𝜎𝐷+ (±

1

√2𝜆𝜎𝐷+
[1 + Δ𝐺0])

2

=
1

4𝜆
[𝜆 + Δ𝐺0]2 

 

6) So, the Arrhenius rate constant for electron transfer via activated barrier crossing is: 

𝑘 = 𝐴 × exp {(
−Δ𝐺‡

𝑘𝐵𝑇
)} = 𝐴 × exp {(

−[𝜆 + Δ𝐺0]2

4𝜆𝑘𝐵𝑇
)} 

 

7)  

a. Example1 – classical demonstration 

𝜎𝐷+ = 𝜎𝐷∗  

𝜎𝐷+ = 0.6, 𝜎𝐷∗ = 0.6 

𝑡1 = 1.2, 𝑡2 = 6.0 

𝑑1 = 1.0, 𝑑2 = 8.0 

 

Figure 2.5 – Example1 𝐺𝐷∗(𝑞) and 𝐺𝐷+(𝑞) (left), and 𝐺𝐷∗↔𝐷+(𝑞) (right) curves. 

 

b. Example2 – unclassical demonstration 

𝜎𝐷+ ≠ 𝜎𝐷∗  

𝜎𝐷+ = 0.6, 𝜎𝐷∗ = 0.9 

𝑡1 = 1.2, 𝑡2 = 6.0 

𝑑1 = 1.0, 𝑑2 = 8.0 
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Figure 2.6 – Example2 𝐺𝐷∗(𝑞) and 𝐺𝐷+(𝑞) (left), and 𝐺𝐷∗↔𝐷+(𝑞) (right) curves. 

 

c. Example3 – inverse unclassical demonstration 

𝜎𝐷+ ≠ 𝜎𝐷∗  

𝜎𝐷+ = 3.2, 𝜎𝐷∗ = 0.6 

𝑡1 = 1.2, 𝑡2 = 6.0 

𝑑1 = 3.0, 𝑑2 = 2.0 

 

Figure 2.7 – Example3 𝐺𝐷∗(𝑞) and 𝐺𝐷+(𝑞) (left), and 𝐺𝐷∗↔𝐷+(𝑞) (right) curves. 

 

Due to the reversibility of the process 𝐷∗(𝑜𝑟 𝐷) ↔ 𝐷+, the global reorganization energy is null 

(𝜆̅ = 0). The same is applied to the process 𝐴 ↔ 𝐴–. 
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2.3 Global process 

{
 
 

 
 
[AD] + (ℎ𝜈) ⟶ D∗ + A

D∗ + A⟷ D+ + A−

D + D+ ⟷ D+ + D
A− + A⟷ A+ A−

A− + 𝐷+ ⟶ [AD]

 

𝐸𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛
𝑓𝑢𝑛𝑑

Δ𝐺𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛
‡

Δ𝐺𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟+
‡

Δ𝐺𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟−
‡

Δ𝐺𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒𝑠
‡

 

𝜆𝑎𝑏𝑠 , 𝜆𝑒𝑚 

𝜆𝑐𝑎𝑡
+  , 𝜆𝑎𝑛𝑖𝑜𝑛

−  

𝜆̅ = 0  

𝜆̅ = 0  

𝜆𝑐𝑎𝑡
−  , 𝜆𝑎𝑛𝑖𝑜𝑛

+  

Since exciton binding energy 𝐸𝑏 depends on both 𝐸𝑔
𝑓𝑢𝑛𝑑

 and 𝐸𝑔
𝑜𝑝𝑡

 (see Chapter 1), it also 

depends on the combination of all the associated reorganization energies of each elementary 

(and reversible) process outlined just above (see refs. [4] and [5] where all the terms in relation 

with the reorganization were introduced). However, it is important to note here that still need 

to include in our demonstration aspects related to the presence of solvent (see refs. [6] and [7] 

to read a comprehensive study on the subject of the solvent’s contribution). 

Note, however, there exists a simple way to reintroduce a posteriori the repolarization of the 

solvent molecules into the initial model. Marcus first introduced this correction and it will be 

the subject of a part of the following paragraph. 

𝐸𝑏
𝑣 = 𝐸𝑔

𝑓𝑢𝑛𝑑_𝑣
− 𝐸𝑔

𝑜𝑝𝑡
= [𝐼𝑃𝑣 − 𝐸𝐴𝑣] − [𝐸𝑆1 − 𝐸𝑆0] 

𝐸𝑏
𝑣 = 𝑓(𝜆𝑎𝑏𝑠, 𝜆𝑒𝑚, 𝜆𝑐𝑎𝑡

+ , 𝜆𝑎𝑛𝑖𝑜𝑛
− , 𝜆𝑐𝑎𝑡

− , 𝜆𝑎𝑛𝑖𝑜𝑛
+ ) 

 

2.4 Distance dependences of electron transfer rates 

Due to their low mass, electrons can tunnel over long distances (equal to or over 15 Å). An 

exponential decrease of electron transfer rates (𝑘) with increasing donor-acceptor distance is 

usually observed for tunnelling, governed by the intervening medium and the nature of the 

donor and the acceptor. 

According to the previous demonstrations (semi-classical theory), electron transfer rates depend 

on the reaction free energy, the reorganization energy associated with electron transfer (𝜆), and 

the electronic coupling (𝐻𝐷𝐴) between the donor and the acceptor: 

𝑘 = 𝐴 × exp {(
−Δ𝐺‡

𝑘𝐵𝑇
)} ∝ (𝐻𝐷𝐴)

2 × exp {(
−[𝜆 + Δ𝐺0]2

4𝜆𝑘𝐵𝑇
)} 
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The exponential term in the formula reported just above is often referred to as the nuclear factor 

because it captures the effect of nuclear motions occurring during electron transfer. 

The nuclear factor is responsible for the well-known Gaussian free energy dependence of 𝑘. In 

the normal regime of the plot in Figure 2.8, 𝑘 increases with increasing the driving force, due 

to a decreasing activation barrier between the reactant 𝐺𝑅(𝑞) and product potential energy wells 

𝐺𝑃(𝑞). 𝑘 reaches a maximum when Δ𝐺0 = Δ𝐺𝑃
0 − Δ𝐺𝑅

0 is equal to 𝜆, at which point the reaction 

proceeds activationless (Figure 2.8, middle). 

A further increase in driving-force entails the re-appearance of an activation barrier, leading to 

a decrease of 𝑘. This so-called inverted driving-force effect was predicted by theory, and, after 

some initial struggle, unambiguous experimental evidence for this phenomenon could be found. 

Nowadays, this effect is well documented and understood. 

 

Figure 2.8 – Lower part: dependence of electron transfer rates 𝑘 on Δ𝐺0. Upper part: Reaction 

and product potential energy wells (𝐺𝑅(𝑞), 𝐺𝑃(𝑞)) in the activationless (middle) and the 

inverted regimes (right). The inverted driving-force effect is well explored and understood. 

 

Thanks to modeling, it is also possible to understand and postulate the evolution of other system 

parameters 𝜆 and Δ𝐺‡ as a function of Δ𝐺0 (see Figure 2.9). It is possible to determine the 

values of 𝜆 and Δ𝐺‡  when Δ𝐺0 equals 𝜆 (at which point the reaction proceeds activationless). 

These quantities are marked on the figure by coloured points. 
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Figure 2.9 – Dependence 𝜆 and Δ𝐺‡ as a function of Δ𝐺0. 

 

Moreover, the reorganization energy1 will remain very low as long as Δ𝐺0 is positive (orange 

curve - representing the phenomenon of charge transfer from reactants to products), which will 

not significantly affect the rate constant 𝑘; this is no longer accurate for the phenomenon of 

inverse transfer (blue curves - representing the phenomenon of charge transfer from products 

to reactants). 

However, our modeling has not yet introduced what will greatly affect the value of 𝑘. 

𝑘 = 𝐴 × exp {(
−Δ𝐺‡

𝑘𝐵𝑇
)} = √

𝜋

ℏ𝜆𝑘𝐵𝑇
× (𝐻𝐷𝐴)

2 exp {(
−[𝜆 + Δ𝐺0]2

4𝜆𝑘𝐵𝑇
)} 

 

According to super-exchange theory [8], the electronic coupling term 𝐻𝐷𝐴 can be non-zero even 

when the donor and acceptor are far apart (𝑟𝐷𝐴 ≥ 15 Å) because the intervening medium (e.g., 

covalent bridges or solvent molecules) can mediate long-range electronic coupling. 𝐻𝐷𝐴 

unusually decreases exponentially with increasing distance 𝑟𝐷𝐴, as shown in Figure 2.10. 

The steepness of this decrease is captured by the distance decay parameter 𝛽𝑒𝑙: 

𝐻𝐷𝐴(𝑟𝐷𝐴) = 𝐻𝐷𝐴
0 × exp{(−𝛽𝑒𝑙 × (𝑟𝐷𝐴 − 𝑟𝐷𝐴

0 ))} 

 
1as a reminder, these examples are fictitious and are intended solely to illustrate the behaviour of physical quantities 

related to each other. 
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Figure 2.10 – Evolution of 𝐻𝐷𝐴 (and Δ𝐺‡) for two fictives 𝑟𝐷𝐴 selected values (𝑟𝐷𝐴 (left) > 

𝑟𝐷𝐴 (right)). The same 𝐺𝐷(𝑞) and 𝐺𝐴(𝑞) are used for the two simulations. Only the distance 

between A and D changes. 

 

In which 𝐻𝐷𝐴
0  is the electronic coupling between reactants at van-der-Waals contact distance 

𝑟𝐷𝐴
0  and 𝛽𝑒𝑙, a parameter governed by the combination of donor, acceptor and intervening 

medium. More precisely, quantum effects must be considered during the electronic transfer 

step. They are characterized by 𝐻𝐷𝐴
0  essentially a transfer integral ⟨Ψ𝑅|𝐻|Ψ𝑃⟩ where Ψ𝑅,𝑃 

signalling the wave functions of the reactants and products. 

In a first approximation, this integral can be approximated by considering a purely mono-

electronic process involving two orbitals Ψ𝐷 and Ψ𝐴 localized on a site, then we will call the 

donor and on a designated acceptor site: 

𝐻𝐷𝐴 ∝ ⟨Ψ𝑅|𝐻|Ψ𝑃⟩ → ⟨Ψ𝐷|𝐻|Ψ𝐴⟩ 

 

In Figure 2.10, we also illustrate the dependency of Δ𝐺‡ on the value of 𝐻𝐷𝐴. The left part of 

this figure corresponds to the adiabatic electron transfer case. Nuclear motion is coupled to 

electron motion, the system remains on one surface, and 𝐻𝐷𝐴 (electronic coupling) is large. The 

larger 𝐻𝐷𝐴 is, the larger 𝑘 is. The transfer of charge is facilitated. 

Conversely, the right of Figure 2.10 corresponds to the non-adiabatic electron transfer; nuclei 

do not move during electron transfer, a jump between states is required, and 𝐻𝐷𝐴 (electronic 

coupling) is small. The lower 𝐻𝐷𝐴 is, the lower 𝑘 is. The transfer of charge is inhibited. 
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Figure 2.11 – Adiabaticity: smoothing out the Potential Energy Surface. The simulations were 

conducted using the following parameters: 𝐺𝐷(𝑞) (𝜎𝐷 =  2.19, 𝑡𝐷 =  3.0, and 𝑑𝐷 =  3.5); 

𝐺𝐴(𝑞) (𝜎𝐴 =  2.21, 𝑡𝐴 =  6.9 and 𝑑𝐴 =  5.0). 𝑟𝐷𝐴 = 𝑡𝐴 − 𝑡𝐷 is constant in the two cases. 

 

𝐻𝐷𝐴 is thus a distance-dependent parameter that separates the donor from the acceptor (Figure 

2.11), similar to the parameters Δ𝐺0 and 𝜆 (Figure 2.10), but it is important to note also that the 

reorganization energy dependency on the position of the different partners can be substantial 

and not totally complete in Figure 2.10. 

The overall reorganization energy is a sum of inner (𝜆𝑖) and outer (𝜆𝑜) contributions reflecting 

the energy required for nuclear reorganization on the donor and the acceptor in the course of 

electron transfer, as well as reorganization of their chemical environment (solvent, counter-

ions...) [9]: 

𝜆 = 𝜆𝑖 + 𝜆𝑜 

As show in the previous paragraphs, 𝜆𝑖 is commonly treated as a distance-independent 

parameter. Contrary, 𝜆𝑜 strongly depends on 𝑟𝐷𝐴 and on solvent polarity. 𝜆𝑜 implies, in one 

hand, the repolarization of the solvent molecule’s electronic cloud (known as the “optical” 

effect), and in the other hand, the orientation of dipole moments linked to nuclear 

displacements. Marcus theory derived an expression for 𝜆𝑜 within the framework of an 

electrostatic model: 

𝜆𝑜 =
(Δ𝑒)2

4𝜋𝜀0
× [

1

2𝑎1
+

1

2𝑎2
−

1

𝑟𝐷𝐴
] × [

1

𝑛2
−
1

𝜀𝑠
] 
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in which Δ𝑒 is the quantity of charge transferred, 𝑎1, 𝑎2, and 𝑟𝐷𝐴 are the radii of the donor, 

acceptor, and the distance between the two species during the transfer. 𝑛 is the refractive index 

(optical dielectric constant 𝐷𝑜𝑝 = 𝑛2), and 𝜀𝑠 is the dielectric constant of the solvent. 

Obviously, the solvent plays a crucial role when the species are charged, attenuating 

electrostatic repulsions especially. However, by enhancing the activation energy, it slows down 

the electron transfer compared to the gas phase when neutral species are involved. 

 

More sophisticated model treats the reactants as ellipsoids and permit more precise predictions. 

Nevertheless, the key point is that 𝜆0 increases with increasing 𝑟𝐷𝐴 and thus opposes the 

distance dependence of 𝐻𝐷𝐴. 

In order to estimate the numerical weight of these corrections, we have chosen to add to our 

previous model the two corrections on 𝜆 (and all the properties on which 𝜆 depends) and on 𝑘, 

and to present them using an example taken by Kuss-Petermann and Wenger [10] to conduct 

their demonstrations, i.e., for spherical donors and acceptors with radii (𝑎1, 𝑎2) of 4 Å in 

CH3CN (𝑛 = 1.3341, 𝜀𝑠 =  35.7) at 298 K we assumed 𝐻𝐷𝐴
0  =  200 𝑐𝑚−1 and β𝑒𝑙 =  0.8 Å−1. 

 

Figure 2.12 – Dependence of both 𝜆 and Δ𝐺‡ corrected as a function of Δ𝐺0. 

 

As shown in Figure 2.13, the corrections made to 𝜆 appear to have little numerical weight 

(mainly close to the Δ𝐺0 =  𝜆 situation). However, a more detailed analysis conducted on 𝑘 

(right in Figure 2.13) reveals that this effect could be finally significant for the reaction rate. 
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Figure 2.13 – Dependence of both 𝜆 and Δ𝐺‡ corrected as a function of Δ𝐺0 (left). 

Dependence of rate constant 𝑘 as a function of Δ𝐺0 (right). 

 

The Influence of Donor-Acceptor Distance on Electron Transfer Rates could also be easily 

explained [11] as illustrated in Figure 2.14. In this context, three well-defined zones can be 

distinguished. For a small 𝑟𝐷𝐴, it is into an inverted region and Δ𝐺𝐷→𝐴
‡

 is smaller than 𝜆 (left 

part of Figure 2.14). For an intermediate 𝑟𝐷𝐴, a barrierless reaction is observed with 𝜆 ≅ Δ𝐺0 

(middle part of Figure 2.14). For a large 𝑟𝐷𝐴, it is considered in a normal region, and Δ𝐺𝐷→𝐴
‡

 is 

greater than 𝜆 (right part of Figure 2.14). 

 

Figure 2.14 – The Influence of Donor-Acceptor Distance on Electron Transfer Rates. 
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Figure 2.15 – The Effect of Thermodynamics on the Kinetic Barrier. 

 

The Effect of Thermodynamics on the Kinetic Barrier could also be anticipated. As reported in 

Figure 2.15 (𝑟𝐷𝐴 constant), we can see that: 

• more exothermic reactions tend to be faster; 

• more endothermic reactions tend to be slower; 

• exothermic reactions tend to have early TS; 

• endothermic reactions tend to have late TS (the Hammond postulate). 

 

The Marcus parabola [12] obtained for four fictive  𝑟𝐷𝐴
0 < 𝑟𝐷𝐴

1 < 𝑟𝐷𝐴
2 < 𝑟𝐷𝐴

3  causes a downward 

shift of the 𝑘 values, while the increase of 𝜆 displaces the parabola to the right (identifiable by 

the position of the maximum where the activationless point is reached, i.e., Δ𝐺0 = 𝜆 shifting 

towards the right). 

The two vertical lines in Figure 2.16 illustrate that at constant driving-force different distance 

dependences for k can result, depending on the exact driving-force. At Δ𝐺0 = −0.794 eV, 𝑘 

decreases with increasing 𝑟𝐴𝐷, whereas at Δ𝐺0 = −2.5 eV, there is a decrease of 𝑘 between 𝑟𝐴𝐷
0  

and 𝑟𝐴𝐷
1  (green and black squares) and an increase of 𝑘 between 𝑟𝐴𝐷

2  and 𝑟𝐴𝐷
3  Å (brown and 

magenta squares). 

In other words, there are regimes in which one expects electron transfer rate maxima at large 

donor–acceptor distances. The black star on the graph marks the position of the maximum of 𝑘 

when 𝜆0 is neglect and when the electronic coupling term 𝐻𝐷𝐴 is not taken into account for 𝑟𝐴𝐷
0 . 
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Figure 2.16 – Driving-force dependences of 𝑘 for four different donor-acceptor distances 

(𝑟𝐷𝐴). The calculations were performed using 𝜆 and 𝐻𝐷𝐴 corrections and the following set of 

input parameters: spherical donors and acceptors with radii (𝑎1, 𝑎2) of 4 ˚A in CH3CN (𝑛 =

1.3341, 𝜀𝑠 = 35.7) at 298 K, we assumed 𝐻𝐷𝐴
0 = 200 𝑐𝑚−1 and 𝛽𝑒𝑙 = 0.8 Å−1. 

 

2.5 Voltage losses in Typical Photovoltaic Cells 

In the context of organic electronic devices, charge mobility is crucial for their efficient 

operation. Reorganization energy 𝜆 is linked to the material’s ability to redistribute charges and 

electron orbitals during charge transport. 

A low reorganization energy implies more efficient charge redistribution during transport, 

promoting high electron mobility. Consequently, this can improve organic electronic devices’ 

performances as charges can move more easily through the material. 

On the other hand, exciton binding energy 𝐸𝑏 is related to the interaction between electrons and 

atoms in the material, and electrostatic interactions at interfaces. A low binding energy can 

facilitate charge transport by reducing energy losses during electron movement through the 

material. 

Direct equations linking reorganization energy to exciton binding energy exist. These two 

concepts are intimately linked by their influence on charge mobility and, therefore, on the 

performance of organic electronic devices. Manipulating reorganization energy is crucial to 

optimize charge mobility and enhance the overall performance of these devices. 
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We then introduce a last concept related to voltage losses 𝑉𝑙𝑜𝑠𝑠 in relation to both band gap 

𝐸𝑔
𝑜𝑝𝑡

, driving force and non-radiative recombination. 

Voltage losses, also known as voltage drops, are a crucial aspect to consider in photovoltaic 

cells. These losses occur at various stages of the light conversion into electricity and can stem 

from several sources. Here are some of the main causes of voltage losses in photovoltaic cells: 

• Ohmic voltage loss: these losses arise from the internal resistance of the photovoltaic 

cell and components throughout the entire system, including metal contacts, conducting 

wires, and junctions between materials; 

• Recombination voltage loss: charge carriers generated within the photovoltaic cell may 

recombine before being collected by electrical contacts. This recombination results in a 

voltage loss as it reduces the available potential difference for current generation; 

• Diffusion voltage loss: as charge carriers move through the photovoltaic cell, they may 

encounter obstacles leading to energy loss in the form of heat. This reduces the cell’s 

output voltage; 

• Thermal voltage loss: PV cells can also experience voltage losses due to thermal effects, 

such as cell overheating from exposure to sunlight or heat build-up within the system. 

 

Reducing voltage losses is an important goal in developing more efficient photovoltaic cells. 

Research is underway to design materials and cell architectures that minimize these losses and 

maximize the overall conversion efficiency of light into electricity. Modeling and simulation 

are valuable tools in this process as they enable the prediction and optimization of photovoltaic 

cell performance, considering the various sources of voltage losses. 

Voltage loss is generally defined as: 

𝑉𝑙𝑜𝑠𝑠 =
𝐸𝑔
𝑜𝑝𝑡

𝑞
− 𝑉𝑜𝑐 =

𝐸𝑆1 + 𝜆𝑎𝑏𝑠 − 𝐸𝑆0 + 𝜆𝑒𝑚

𝑞
− 𝑉𝑜𝑐 

in which 𝐸𝑔
𝑜𝑝𝑡

 is the bandgap, 𝑉𝑜𝑐 is the open-circuit voltage, and 𝑞 is the elementary charge. 

The voltage loss of photovoltaic cells can be divided into three parts [13,14]: 

𝑉𝑙𝑜𝑠𝑠 = (
𝐸𝑔
𝑜𝑝𝑡

𝑞
− 𝑉𝑜𝑐

𝑆𝑄) + (𝑉𝑜𝑐
𝑆𝑄 − 𝑉𝑜𝑐

𝑟𝑎𝑑) + (𝑉𝑜𝑐
𝑟𝑎𝑑 − 𝑉𝑜𝑐) = Δ𝐸1 + Δ𝐸2 + Δ𝐸3 
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in which 𝑉𝑜𝑐
𝑆𝑄

 is the maximum voltage according to the Shockley–Queisser limit, 𝑉𝑜𝑐
𝑟𝑎𝑑 is the 

voltage attainable when there is only radiative recombination, Δ𝐸2 = (𝑉𝑜𝑐
𝑆𝑄 − 𝑉𝑜𝑐

𝑟𝑎𝑑) is the 

voltage loss from additional radiative recombination at absorption below 𝐸𝑔
𝑜𝑝𝑡

, and Δ𝐸3 =

(𝑉𝑜𝑐
𝑟𝑎𝑑 − 𝑉𝑜𝑐) is the non-radiative voltage loss. 

 

Figure 2.17 – Diagram of the energy of the ground state, the lowest excited state and charge 

transfer state as a function of a generalized coordinate (left). Diagram of energy losses in 

OPV cells (middle). A voltage loss diagram determined by the charge transfer state (right). 

 

Δ𝐸1 is inevitable for any photovoltaic cell and only depends on 𝐸𝑔
𝑜𝑝𝑡

 in conditions where 

irradiation and temperature are stable. 

Δ𝐸2 is the main distinction between OPVs and other photovoltaic technologies. For perovskite 

photovoltaic cells, this term is almost equal to zero; for OPVs, in particular fullerene-based 

OPVs, the existence of a charge transfer (CT)2 state results in the additional absorption in low 

 
2 In OPV cells, CT states play a crucial role in the energy recombination process and are the active centres of 

charge separation (during charge migration, recombination may occur; this leads to the formation of CT excitons, 

with either singlet (SCT) or triplet (TCT) - see [15]). These states form when electrons are transferred from a donor 

polymer to an electron acceptor, creating an excited state where the electron is localized on the acceptor and the 

hole is localized on the donor. 

Energy recombination occurs when these CT states decay, releasing energy in the form of photons. This energy is 

often lost as heat, thus reducing the quantum yield of the solar cell. The nature and kinetics of energy recombination 

from CT states are critical for OPV performance. Competitive recombination processes, such as geminate 

recombination (where the electron and hole recombine without emitting a photon) or non-radiative recombination 

(where energy is dissipated as heat without light emission), can diminish the cell’s overall efficiency. 
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energy regions and reduces the maximum voltage attainable. In some OPVs based on non-

fullerene acceptors, this term decreases from approximately 0.7 eV to 0.1 eV, because of the 

negligible energy offset between the CT and singlet states. 

Assuming the photo charge loss is taken into account, one may calculate the maximal open-

circuit voltage by subtracting the donor’s HOMO from the acceptor’s LUMO [16,17]. The 𝑉𝑜𝑐 

was found to have a low dependence on the electrodes’ work functions. Therefore, the open-

circuit voltage of the bulk-heterojunction solar cell is often calculated using the following 

equation, in which 𝑒 is the elementary charge: 

𝑉𝑜𝑐 =
1

𝑒
(|𝜀𝐻𝑂𝑀𝑂

𝐷 | − |𝜀𝐿𝑈𝑀𝑂
𝐴 |) − 0.3 

 

Considering the frequent inaccuracies and misinterpretations of eigenvalues 𝜀 from DFT 

calculations highlighted in Chapter 1, and the empirical nature of the term 0.3, it is important 

to emphasize to the reader that these factors raise two significant concerns when employing 

these approximations. 

Therefore, reduction of voltage losses in OPVs is an urgent requirement. Moreover, as 

mentioned by Shi and collaborators [18], the understanding of the relationship between 

reorganization energy and energy losses has rarely been studied and constitute a new challenge. 

Indeed, it is evident that with each new aspect integrated into the understanding or research of 

the ideal process, a new challenge arises. Modeling can aid in predicting these challenges with 

varying degrees of precision. 

The ideal device would be the one that possesses both a low bandgap, low bending energy, and 

minimal reorganization energy while allowing control over charge losses during the electron 

diffusion process towards the electrodes. Only when all these conditions are met can we obtain 

efficient compounds. 

 

 
Therefore, understanding and controlling charge transfer states and their associated energy recombination 

mechanisms are essential for designing efficient organic solar cell materials and architectures. Advanced 

experimental techniques, such as time-resolved spectroscopy, and computational simulations, are used to study 

and optimize these processes in OPV development. 
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Chapter 3  

Theoretical Framework for Computational 

Modeling 

This chapter gives the concise context of the computational modeling performed in this work 

and emphasises its role in predicting electronic structures and properties of materials. First, an 

overview of quantum chemistry approaches is provided, including approximations, main ideas 

for developing the Hartree-Fock method, DFT principles from models and theorems, and 

interactions to be considered in the calculations. After that, it is presented other methods based 

on electron density for investigating properties, such as noncovalent interaction isosurfaces and 

Fukui indexes. Finally, the correlation between theoretical and experimental methods, the 

importance of model validation from benchmarking and the challenges still found to predict 

molecular properties are discussed. 

To describe a molecular system and its properties, quantum chemical approaches come out with 

the molecular wavefunction from a solution of the time-independent Schrödinger equation: 

 𝐻̂𝚿 = 𝐸𝚿 , (3.1) 

where 𝐻̂ is the Hamiltonian operator that describes the molecular system, 𝚿 is the real 

wavefunction in terms of the electronic and nuclear coordinates, and E is the system's total 

energy. 

 

Generally, a partition of the Hamiltonian is used to preserve the two contributions of it: the 

kinetic 𝑇̂ and the potential 𝑉̂ energies. Therefore, 𝐻̂ operator for a molecule with N electrons 

and M nuclei is defined as shown in Equation (1.3, in which ℏ is the Dirac constant (Plank 

constant divided by 2π), 𝑚 is the mass, ∇2 is the Laplace operator (three-dimensional derivative, 

∇𝑖
2=

∂2

∂x𝑖
2 +

∂2

∂y𝑖
2 +

∂2

∂z𝑖
2), 𝑍 is the atomic number, 𝑒 is the charge of one electron, 𝜀0 is the vacuum 

permittivity and 𝑟 is the relative distance between species (𝑟𝑖𝐴 = |𝑟𝑖 − 𝑟𝐴|). 
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                Kinetic energy operator 𝑇̂               Potential energy operator 𝑉̂ 

 

𝐻̂ = −∑
ℏ2∇𝑖

2

2𝑚𝑖

𝑁

𝑖=1

−∑
ℏ2∇𝐴

2

2𝑚𝐴

𝑀

𝐴=1

 

−∑∑
𝑍𝐴𝑒

2

4𝜋𝜀0𝑟𝑖𝐴

𝑀

𝐴=1

𝑁

𝑖=1

+∑∑
𝑍𝐴𝑍𝐵𝑒

2

4𝜋𝜀0𝑟𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

+∑∑
𝑒2

4𝜋𝜀0𝑟𝑖𝑗

𝑁

𝑗>𝑖

𝑁

𝑖=1

 , 

(3.2) 

electron-nucleus    nucleus-nucleus   electron-electron 

      attraction              repulsion                repulsion 

 

An exact solution is hard to find as molecules are composed of many atoms. Many approaches 

are proposed to simply the resolution of the Schrödinger equation. 

Considering the Bohr-Oppenheimer approximation, as the mass of the nucleus is significantly 

large compared to the mass of electrons, it is assumed there is no movement of nuclei. It is also 

relevant to clarify that, unlike in liquids and plasmas, the nuclei in solids remain almost 

immobile, forming a molecular structure, an amorphous conformation, or an ordered crystalline 

lattice [1]. Therefore, the kinetic energy of nuclei is negligible. 

Assuming the nuclear coordinates 𝑟𝐴 as external parameters and the system wavefunction as a 

function of the electron coordinates Ψ = Ψ(𝑟1, ⋯ , 𝑟𝑁) [1], the Coulombic potential of the nuclei 

is constant (Bohr Oppenheimer approximation), defined as: 

 𝑉𝑛(𝑟) = −∑
𝑍𝐴
𝑟𝐴

𝐴

= 𝑐𝑡𝑒 (3.3) 

From here, it will be separated the nucleic and electronic contributions. 

The Equation (1.3 can be written in terms of the coordinates of electrons as: 

 𝐻̂𝑒𝑙Ψ = 𝐸Ψ (3.4) 

 
𝐻̂𝑒𝑙 = −∑

∇𝑖
2

2
𝑖

+∑𝑉𝑛(𝑟𝑖)

𝑖

+
1

2
∑

1

𝑟𝑖𝑗
𝑖≠𝑗

 
(3.5) 

This is the fundamental equation of electronic structure theory. 
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In a first approximation, it is possible to deduct that the solution of the wavefunction of the 

whole system is the product of wavefunctions of electrons [1]: 

 Ψ(𝑟1, 𝑟2, ⋯ , 𝑟𝑁) = ϕ1(𝑟1)⋯ϕ𝑁(𝑟𝑁) (3.6) 

Then, the wavefunctions are solutions of N single-electron Schrödinger equations: 

 ℎ̂𝑖(𝑟𝑖)ϕ𝑖(𝑟𝑖) = 𝐸𝑖ϕ𝑖(𝑟𝑖) (3.7) 

The trial solution becomes: 

 [∑ℎ̂𝑖(𝑟𝑖)

𝑖

]ϕ1(𝑟1)⋯ϕ𝑁(𝑟𝑁) = 𝐸ϕ1(𝑟1)⋯ϕ𝑁(𝑟𝑁) (3.8) 

As the single-electron Hamiltonian of electron 1 only acts on its function, and so on, it is 

rewritten as: 

 
[ℎ̂1(𝑟1)ϕ1(𝑟1)]ϕ2(𝑟2)⋯ϕ𝑁(𝑟𝑁) + ϕ1(𝑟1)[ℎ̂2(𝑟2)ϕ2(𝑟2)]⋯ϕ𝑁(𝑟𝑁)  + ⋯  

= [𝐸1]ϕ1(𝑟1)⋯ϕ𝑁(𝑟𝑁) + [𝐸2]ϕ1(𝑟1)⋯ϕ𝑁(𝑟𝑁) + ⋯ 
(3.9) 

Finally, the energy of the system in fact can be described as the sum of each electronic energy: 

 𝐸 =∑𝐸𝑖

𝑁

𝑖

 (3.10) 

The Hartree-Fock (HF) approximation turns the many-body Schrödinger equation into many 

coupled single-particle equations regarding wavefunctions. HF method was proposed by Fock 

in 1930, applying the Slater determinant (that describes the antisymmetric wavefunctions) to 

the Hartree method [2]. The one-electron equation is: 

 𝐹̂ϕ𝑖 = ε𝑖ϕ𝑖 , (3.11) 

in which the Fock matrix, in terms of the Coulomb operator 𝐽 and exchange operator 𝐾̂, is 

defined as: 

 𝐹̂ = ℎ̂ +∑(2𝐽𝑗 − 𝐾̂𝑗)

𝑁

𝑗

 (3.12) 

So, the orbital energy ε𝑖 and the total electron energy 𝐸HF are represented as: 
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  ε𝑖 = ℎ𝑖 +∑(2𝐽𝑖𝑗 − 𝐾𝑖𝑗)

𝑁/2

𝑗=1

 (3.13) 

  𝐸HF =   2∑ε𝑖

𝑁/2

𝑖=1

−∑(2𝐽𝑖𝑗 −𝐾𝑖𝑗)

𝑁/2

𝑖≠𝑗

 ⟹ 𝐸 =∑(ε𝑖 + ℎ𝑖)

𝑁/2

𝑖=1

 (3.14) 

It is important here to make a remark: many times, the electronic energy of molecules in various 

states is estimated from the energy levels of the highest-occupied molecular orbital (HOMO) 

and the lowest-unoccupied molecular orbital (LUMO), which are one-electron wave functions. 

It is a very crude approximation in HF approach. 

The total energy of the system is sum of the total electron energy and the nucleus-nucleus 

repulsion energy: 

 𝐸T = 𝐸
HF + 𝑉nucleus−nucleus  (3.15) 

 

Despite the huge advance with the HF method in quantum chemistry, this method presented 

some errors in chemical calculations. It became necessary to incorporate at least the electronic 

correlation to calculate the exact energy of molecules as accurately as possible, but it depended 

on a much higher computational time. Density functional theory (DFT) was developed to 

sustain this problem. 

 

3.1 Principles of Density Functional Theory (DFT) 

Unlike HF and a fortiori post-HF methods (more details at ref. [3]) describe the electronic 

system from wavefunction Ψ(𝑟), DFT includes electron correlations and exchange to describe 

it from the electronic density ρ(𝑟), which correlation with wavefunction Ψ(𝑟) according the 

electronic coordinate 𝑟 is given below: 

 ρ(𝑟) = 𝚿(𝑟)
∗ 𝚿(𝑟) (3.16) 

 ρ(𝑟) = |𝚿(𝑟)|
2
 (3.17) 

Semiempirical theories come up to describe correctly the ground state energy of molecules from 

their electron density. 
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3.1.1 Thomas-Fermi model 

Thomas-Fermi (TF) theory was the first DFT fundament, relying only on the electronic density 

[4]. The electronic structure was described in an inhomogeneous situation, such as in an atom, 

molecule, or solid, correlating the electron density and the maximum or Fermi momentum 𝑝f 

[5]: 

 ρ(𝑟) = (
1

3
𝜋2)𝒽3𝑝f

3
(𝑟)

 (3.18) 

In 1927, they expressed the kinetic energy term as a function of electronic density [3]: 

 𝑇̂TF[𝜌] =
3

10
(3𝜋)2 3⁄ ∫𝜌(𝑟)

5 3⁄ . 𝑑𝑟 (3.19) 

While the approximation of kinetic energy considered a uniform electron gas, the interactions 

between electrons were based on the classical electrostatic Coulomb repulsion [4], so the energy 

of the system is expressed as [5]: 

 𝐸TF = (ℏ2 2𝑚⁄ )(3𝜋)2 3⁄ 𝜌(𝑟)
2 3⁄ + 𝑉ee(𝑟) + 𝑉ne(𝑟) (3.20) 

Since this expression is classical, it can only be used in regions that satisfy 𝐸 − 𝑽 > 0, though 

the kinetic energy density must be positive, meaning that where ρ(𝑟) = 0 are forbidden regions 

[5]. 

 

3.1.2 Thomas-Fermi-Dirac model 

Thomas-Fermi method represented the Hamiltonian operator as functional only of the electron 

density, but it still encountered many failures in calculating electronic states [2]. To solve this 

problem due to a lack of exchange energy, in 1930, Dirac proposed a model including the 

exchange term 𝐸x from the exchange energy per electron 𝜖x[𝜌] [3], known as the first local 

density approximation (LDA) [2], expressed as: 

 𝐾[𝜌] = 𝐸x[𝜌] = ∫𝜌𝑟𝜖x[𝜌] . 𝑑𝑟 (3.21) 

 𝐸x
LDA[𝜌] =  −

3

4
(
3

𝜋
)
1 3⁄

∫ 𝜌(𝑟)
4 3⁄ . 𝑑𝑟  (3.22) 
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The exchange term of this model is combined with 𝑇̂TF[𝜌] (Equation (3.19)) and 𝑉ne[𝜌], not 

considering the electronic correlation. 

 

3.1.3 Slater model 

In 1951, Slater approximated the interactions in a ground-state system by improving the HF 

method with the Pauli exclusion principle [4]. The exchange term from the HF formalism is 

expressed including the parameter α (after empirical analysis based on different types of 

chemical systems, 𝛼 = 3 4⁄ ) [3]: 

 𝐸x[𝜌] =  −
9𝛼

8
(
3

𝜋
)
1 3⁄

∫𝜌(𝑟)
4 3⁄ . 𝑑𝑟 (3.23) 

 

Another important contribution of Slater was the importance given to holes for explaining 

interactions between electrons very close to each other [4].  

 

3.1.4 Hohenberg and Kohn theorems 

The previous models gave some fundamentals on which DFT was developed, showing the 

importance of electron density in estimating the total energy of a molecular system. It was in 

1964 [6] when Walter Kohn and Pierre Hohenberg proved the existence of a universal 

functional of density, independent of an external potential, that exactly predicts the ground-

state energy. The two main achievements of their theorems are highlighted below. 

 

3.1.4.1 Uniqueness Theorem 

The system’s total energy in a ground state can be calculated from a universal functional 𝐹HK 

of a unique or nearly constant electronic density [3], only if there is an external potential 𝜈ext 

[5]: 

 𝐸HK[𝜌] = 𝑇e[𝜌] + 𝑉ee[𝜌] + ∫𝜌(𝑟)𝜈ext. 𝑑𝑟 (3.24) 

in which: 
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 𝑇e[𝜌] + 𝑉ee[𝜌] = 𝐹HK[𝜌] (3.25) 

 𝜈ext = 𝑉ne[𝜌] (3.26) 

 

Note that the universal functional is not linked to the external potential. As there is no need for 

approximations, this solution is said to be exact. 

 

3.1.4.2 Hohenberg-Kohn Variational Principle 

This second theorem implies that each electronic density 𝜌 determines a system’s unique 

potential energy and wavefunction, so determining its electronic density in the fundamental 

state 𝜌0 [3]: 

 𝐸[𝜌] ≥ 𝐸[𝜌0] (3.27) 

Therefore, the minimum energy of the system is determined according to the following relation: 

 𝐸[𝜌0] = min
𝜌
(min
Ψ⟶𝜌

(𝐹[𝜌] + ∫𝜌𝑟𝜈𝑟 . 𝑑𝑟)) (3.28) 

Even thought it was described how to calculate the energy of ground-state system, to use DFT 

it is necessary to approximate the universal functional [4]. 

 

3.1.5 Kohn-Sham approach 

In 1965, this time with Lu Sham [7], W. Kohn described the reference Hamiltonian in terms of 

n particles without interactions but in the same density of a real system, so the same as for HF 

equations, the resolution of the system problem becomes monoelectronic equations [3], 

expressed as: 

 𝐻̂KS = −
1

2
∇2 + 𝜈H[𝜌] + 𝜈xc[𝜌] + 𝜈ext[𝜌] , (3.29) 

in which: 

 𝜈H[𝜌] = ∫
𝜌(𝑟) − 𝜌(𝑟′⃗⃗⃗⃗ )

|𝑟 − 𝑟′⃗⃗⃗|
. 𝑑𝑟 (3.30) 
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 𝜈xc[𝜌] =
𝜕𝐸xc[𝜌(𝑟)]

𝜕𝜌(𝑟)
 (3.31) 

where 𝜈H[𝜌] and 𝜈xc[𝜌] are respectively the Hartree potential and the exchange-correlation 

potential, and 𝐸𝑥𝑐[𝜌(𝑟)] is the exchange-correlation energy. 

The KS orbitals 𝜓𝑖 are introduced at this moment as: 

 𝐻̂KS𝜓𝑖(𝑟) = 𝜖𝑖𝜓𝑖(𝑟) (3.32) 

As in the case of the HF method, the expression of system energy is minimized in a few terms, 

but now, according to KS orbitals equations, as Slater's theory predicted the solution is exact if 

the exact functional is known [4]. Therefore, in KS theory [3,8], the energy of a system in a 

ground state is expressed as: 

 𝐸KS = 𝑇s[𝜌] + 𝐽[𝜌] + 𝑉ne[𝜌] + 𝐸xc[𝜌] , (3.33) 

in which: 

𝜌 : is the electron density of the KS reference system 

 𝜌(𝑟) =∑|𝜓𝑖(𝑟)|
2

𝑖

 (3.34) 

𝑇s[𝜌] : is the kinetic energy for the KS noninteracting electrons 

 𝑇s[𝜌] =∑⟨𝜓𝑖|−
1
2∇

2|𝜓𝑖⟩

𝑖

 (3.35) 

𝐽[𝜌] : is the classical electron-electron repulsion energy  

 𝐽[𝜌] =
1

2
∫∫

𝜌(𝑟)𝜌(𝑟′⃗⃗⃗⃗ )

|𝑟 − 𝑟′⃗⃗⃗|
𝑑𝑟 𝑑𝑟′⃗⃗⃗ (3.36) 

𝑉ne[𝜌] : is the interaction energy with the external potential due to the nuclei 

 𝑉ne[𝜌] = ∫𝑉ext(𝑟)𝜌(𝑟). 𝑑𝑟 (3.37) 
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The total energy of the real system 𝐸HK according to Hohenberg and Kohn theory must be equal 

to the energy of the system described by KS orbitals 𝐸KS, so the exchange-correlation functional 

can be formulated as: 

correction of the kinetic energy due to electronic interactions 

 𝐸xc[𝜌] = 𝑇[𝜌] − 𝑇s[𝜌] + 𝑉ee[𝜌] − 𝐽[𝜌] (3.38) 

non-classic correction of electron-electron repulsions 

DFT is based on the Kohn-Sham theory. It has been the most popular computational method to 

estimate electronic properties of molecular and periodic structures, with relatively low 

computational cost compared to other high-level methods including electron correlation [9].  

 

3.1.6 Classification of exchange-correlation functionals 

As previously detailed, DFT is an exact method if the universal functional 𝐹𝐻𝐾[𝜌] or its 

exchange-correlation functional 𝐹xc[𝜌] is known. However, for calculating the exchange-

correlation energy, approximations are still needed. Though, it can be extracted from its 

functional: 

 𝐸xc[𝜌] = ∫𝐹xc[𝜌(𝑟)]. 𝑑𝑟 (3.39) 

There are many approximations for calculating the exchange-correlation functional, classified 

according to their general characteristics [2]: 

• Local density approximation (LDA): functionals in function of electron density 𝜌 

• Generalized gradient approximation (GGA): functionals correcting LDA ones with the 

density gradient ∇𝜌 

• Hybrid: functionals mixing LDA and GGA ones with a fixed ratio of the HF exchange  

• Meta-GGA: functionals correcting GGA ones with the kinetic energy density 𝜏 

• Semiempirical: functionals that accurately reproduce properties with semiempirical 

parameters (for example, B97 and M06 functionals) 

• Progressive: functionals transforming in accordance with combined functionals. 

Below, some of them are better detailed to contextualize the hybrid functional B3LYP used in 

this work. 



 

76 

 

3.1.6.1 Local Density Approximation (LDA) 

In LDA, the exchange-correlation function is described from the energy of exchange and 

correlation of one electron immersed in a uniform gas of electrons with electron density [3,10]. 

The energy for LDA is written as: 

 𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌(𝑟)] = ∫ 𝜖xc

unif[𝜌(𝑟)] . 𝑑𝑟 (3.40) 

The first LDA was the kinetic energy of the electron density. It was based on the Thomas model 

of electrons being distributed uniformly in solid crystals, assuming that the nucleus-electron 

interaction potential without an electromagnetic field depends only on the nuclear distances [2]. 

Dirac, in 1930, proposed the first exchange functional [8], as it is expressed by Equation (3.22). 

Another example is the SVWN functional, which describes exchange term using Slater 

functional (from an LDA) and correlation term using Vosko-Wilk-Nusair functional. 

 

3.1.6.2 Generalized Gradient Approximation (GGA) 

Unlike LDA, GGA consider the inhomogeneity of the electron density [3] that “the exchange 

hole is ‘off centre’ concerning the electron it surrounds” [11]. The electronic exchange energy 

described in GGA depends on the reduced gradient of density 𝑠, formulated as: 

 𝐸x
GGA[𝜌(𝑟)] = 𝐴x∫𝜌(𝑟)

4 3⁄  𝐹[𝑠]. 𝑑𝑟 (3.41) 

in which 𝐴x = −
3

4
(
3

𝜋
)
1 3⁄

and: 

 𝐹[𝑠] = (1 + 1.296𝑠2 + 14𝑠4 + 0.2𝑠6)1 15⁄  (3.42) 

 𝑠 =
|∇𝜌(𝑟)|

2𝑘𝐹𝜌(𝑟)
 (3.43) 

 𝑘𝐹 = (3𝜋
2𝜌(𝑟))

1 3⁄
 (3.44) 

Then 𝑠 becomes: 

 𝑠 =
1

2(3𝜋2)1 3⁄

|∇𝜌(𝑟⃗⃗⃗)|

𝜌
(𝑟⃗⃗⃗)
4 3⁄   (3.45) 
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Note that 𝑠 is defined not only in terms of  the electron density but also the gradient norm 

|∇𝜌(𝑟)| [12], representing its magnitude, given by: 

 |∇𝜌(𝑟)| = √(
𝜕𝜌(𝑟)

𝜕𝑥
)
2

+ (
𝜕𝜌(𝑟)

𝜕𝑦
)
2

+ (
𝜕𝜌(𝑟)

𝜕𝑧
)
2

 (3.46) 

One example of GGA functional is the Perdew-Burke-Ernzerhof (PBE). 

 

Until here, it was discussed about conventional functionals, that were very important in the 

development of exchange-correlation corrections, but they were not sufficient to describe some 

interactions.  

Some limitations are found in calculations with LDA and GGA due to the delocalization error, 

that is, the self-interaction of charges is not taken into account [13]. This provides fundamental 

gaps as small as KS gap (that is the difference between KS HOMO and LUMO energy 

eigenvalues) [10] and an overestimation of binding energies [2]. Hybrid functionals were 

developed to solve this self-interaction error of the standard functionals by including HF 

exchange integral. 

 

3.1.6.3 Hybrid functionals 

The first and widely used hybrid functional is the B3LYP functional, that includes a 20% 

contribution of HF functional to the exchange term in the GGA BLYP functional, which is a 

combination of Becke-88 (B88) functional for the exchange gradient correction and Lee-Yang-

Park (LYP) functional for the correlation term. The B3LYP approximation terms are detailed 

below [2]: 

 
𝐸xc
B3LYP = 𝐸xc

LDA + 𝑎0(𝐸x
HF − 𝐸x

LDA) + 𝑎xΔ𝐸x
B88

+ 𝑎c(𝐸c
LYP + 𝐸c

VWN−LDA) 
(3.47) 

with the optimized semiempirical parameters 𝑎0, 𝑎x and 𝑎c equal to 0.20, 0.72 and 0.81, 

respectively, according to Becke [14]. 

Another very popular hybrid functional is the PBE0, a mix of the standard GGA PBE functional 

with 25% of HF exchange. 



 

78 

 

Many other hybrid functionals were developed and compared in many works [9,15–17]. 

Moreover, the HOMO and LUMO eigenvalues calculated using functionals from different 

categories of DFT methods were already discussed among the theoretical researchers [18–20], 

showing that the smaller percentage of HF exchange (as in the B3LYP functional) resulted in 

lower errors as calculating the HOMO-LUMO gap for the studied molecules. 

In our work, we decided to use one functional for calculating all the systems, then we could 

investigate the deep dependence of molecular structure for estimating optoelectronic properties. 

 

3.1.7 Dispersion correction for KS-DFT energy 

A lack of accuracy in the description of the interactions in the system is found in KS calculations 

using LDA and GGA correlation functionals, as the long-range attraction of van der Waals 

(vdW) interactions is neglected [2]. Therefore, it led to adding a dispersion correction into KS-

DFT energy for capturing London classical forces, an approximation known as DFT-D. 

That is a functional in terms of nuclear geometry (not density-dependent) involving empirically 

parameterized coefficients 𝐶𝑛
𝐴𝐵, high-order behaviour of correction 1 𝑅𝑛⁄  (with 𝑛 = 6, 8, 10…) 

and an appropriate damping functional 𝑓damp [8], which dissipate fast enough in the presence 

of perturbation caused by weak interaction in small distances between atoms A and B 𝑅𝐴𝐵 [21]. 

The dispersion energy is generally described as: 

 𝐸disp = −∑
𝐶6
𝐴𝐵

𝑅𝐴𝐵
6 𝑓damp(𝑅𝐴𝐵)

𝐴>𝐵

 (3.48) 

Approximations were done along the years to find even more accurate dispersion energy, with 

D2 model [22] and functionals that already include this empirical atom-atom dispersion 

correction, such as ωB97X-D [21]. In 2011, Grimme, Ehrlich and Goerigk [23] elaborated a D3 

version of the Becke-Johnson damping: 

 𝐸disp
GD3BJ = −

1

2
∑ 𝑠6

𝐶6
𝐴𝐵

𝑅𝐴𝐵
6 + [𝑓(𝑅𝐴𝐵

0 )]6
+ 𝑠8

𝐶8
𝐴𝐵

𝑅𝐴𝐵
8 + [𝑓(𝑅𝐴𝐵

0 )]8
𝐴≠𝐵

 (3.49) 

in terms of the n-th order global scaling factor (functional dependent) 𝑠𝑛 and in which: 

 𝑓(𝑅𝐴𝐵
0 ) = 𝑎1𝑅𝐴𝐵

0 + 𝑎2 (3.50) 
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 𝑅𝐴𝐵
0 = √

𝐶8
𝐴𝐵

𝐶6
𝐴𝐵 (3.51) 

The optimized parameters 𝑠𝑖 and 𝑎𝑖 are tabulated for each density functional. 

Other empirical dispersion models as APF-D [24] and an extension of the D3 model, the D4 

[25], were developed, including more approximations to provide an efficient computation of 

molecular dipole-dipole dispersion. 

 

3.1.8 Challenges of DFT 

As was already mentioned here, there are still many limitations of DFT in describing efficiently 

all the covalent bonding energy, van der Waals interactions and transition states. 

The scientific community is facing many challenges, such as decreasing the complexity of 

functionals, that is, as methods try to englobe the entire energy of the system, remaining more 

computationally consumed, it is necessary to simplify them, but not until turn it into an 

empirical method [8]. 

Standard DFTs also lack accuracy due to delocalization error, that is, the self-interaction of 

electron density, which occurs for any interatomic distance [13]. It causes, for example, 

overestimation of the bandgap on calculations, where hybrid functionals come to solve it [26]. 

DFT is a method for accurately computing the total energy of the molecular system and 

estimating other important electronic components, such as orbitals and eigenvalues, as exactly 

as possible [8]. It means that DFT is appropriate for calculating ground-state properties. When 

the molecules are under electronic excitations, other approaches should be considered. 

 

3.2 Method for calculating properties of molecules in excited state 

In analogy to the exchange-correlation energy in DFT, the exchange-correlation potential in 

time-dependent DFT (TD-DFT) varies in terms of electron density 𝜌(𝑟,𝑡), which is now spatially 

and time dependent. It is a linear-response method in which the self-consistent perturbation in 

an adiabatic limit (low frequency) can compute the dynamic polarizability of the system 

[27,28]. 
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TD-DFT is an exact theory because the Coulomb and exchange-correlation interactions 

between occupied and unoccupied KS-orbitals are considered in the estimation of the transition 

energy of the molecule [28]. 

Some works report that linear-response TD-DFT gives a satisfactory approximation of the 

optical gap [28], while others say that the HOMO-LUMO energy gap is best predicted by the 

first excitation energy calculated from TD-DFT [29]. 

Using B3LYP functional, the 𝑆0 → 𝑆1 transition corresponds to the electron-hole pairs to be 

delocalized along the polymer chain [13]. Therefore, the excitation energies calculated from 

TD-DFT can be well-approximated with this hybrid functional [27,29]. 

 

Aligned to quantum chemical calculations of optoelectronic properties, conformational 

approaches with dimer systems are performed to get insights about intermolecular interactions, 

which means double n-mers chains modelled in distinguished conformations to analyse as many 

possibilities as possible of interactions. This strategy is specially used for finding explanations 

of π-π stacking of conjugated molecules [30,31]. 

 

3.3 Non-Covalent Interactions (NCI) analysis 

The visual analysis method has been widely employed as a practical tool in weak interaction 

studies, not only providing substantial three-dimensional surfaces of the main overlap of 

electron densities but also making it possible to identify their nature. In the NCI method, weak 

interaction regions are revealed from isosurfaces of the reduced gradient density (RGD) 

function [32], which only requires geometry as input for quantum chemical calculations with a 

low computational cost. 

From the many applications of NCI analysis, there is the identification of the nature and strength 

of interactions between π and σ electrons-cloud aromatic and saturated hydrocarbon dimers 

[33], the explanation for a more repulsive vdW interactions among a series of 

tetracyanoethylene and benzene derivatives [34] and the comparison between cyclo-pentazole 

metal hydrates, with all kinds of interactions in different intensities showed by RDG isosurface 

and scatter graphs [35]. 
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An NCI-derivative approach has emerged to enhance the visual analysis of interactions, named 

independent gradient model (IGM). It is commonly used to justify interactions between 

compounds in biological fields. For example, it was possible to compare the π−π interactions 

between the side chains of the tyrosine residues in the dimers of the halogenated and 

dehalogenated polypeptides [36] or to verify that H-bonds were broken and replaced by vdW 

interactions between solvents and monoethanolamine-based absorbents after CO2 absorption 

[37]. 

In the same context, density-based bonding descriptors were developed to assist the 

visualization of interactions between molecules, like density overlap region indicator (DORI) 

showing a dense electronic packing in the molecular crystal of quaterthiophene dimers [38] and 

interaction region indicator (IRI) proving why electron-withdrawing substituents in benzene 

create stronger π-stacking interaction with gold cluster [39].   

The aim of using NCI analysis in this work is to investigate molecular preferential conformation 

in the same spirit as the findings of Guevara Level et al. (2017) [40]. However, this time, using 

other molecules and the IGM analysis, which could bring more meaningful insights of novel 

compound design. 

All these techniques differ from the quantum theory of atom-in-molecules, which theory is 

discussed below, as well as more details about the RDG parameter and NCI method, and the 

IGM approach. 

 

3.3.1 Quantum Theory of Atom in Molecules (QTAIM) 

Briefly explaining, in QTAIM, the molecular or crystal space is divided into non-overlapping 

atomic basins (real space functions), making it possible to characterize topological properties 

(critical points, bond paths, and others) [36] represented in a molecular graph, i.e., a network 

of bond paths linking all system nuclei [41]. 

The electron density distribution in space presents special points of extremum called critical 

points (CP) [42]. They are easily identified because the first derivative of 𝜌(𝑟𝐶𝑃) is equal to zero 

(Equation (3.52)) and the second derivative defines the sign of the CP. Nine values for the 

second derivative are possible, forming a Hessian matrix (Equation (3.53)). The magnitude of 

the second derivative, the Laplacian, is given from the diagonalization of its principal axes, that 

is, the sum of the eigenvalues 𝜆1, 𝜆2 and 𝜆3 (Equation (3.54)). 
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 ∇𝜌(𝑟𝐶𝑃) =
𝜕𝜌(𝑟𝐶𝑃)

𝜕𝑥
+
𝜕𝜌(𝑟𝐶𝑃)

𝜕𝑦
+
𝜕𝜌(𝑟𝐶𝑃)

𝜕𝑧
= 0 (3.52) 

 

∇∇𝑇𝜌
(𝑟⃗⃗⃗) =

[
 
 
 
 
 
 
 
𝜕2𝜌

(𝑟⃗⃗⃗)

𝜕𝑥2

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑥𝜕𝑦

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑥𝜕𝑧

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑦𝜕𝑥

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑦2

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑦𝜕𝑧

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑧𝜕𝑥

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑧𝜕𝑦

𝜕2𝜌
(𝑟⃗⃗⃗)

𝜕𝑧2 ]
 
 
 
 
 
 
 

 (3.53) 

∇2𝜌(𝑟) =
𝜕2𝜌(𝑟)

𝜕𝑥2
+
𝜕2𝜌(𝑟)

𝜕𝑦2
+
𝜕2𝜌(𝑟)

𝜕𝑧2
= 𝜆1 + 𝜆2 + 𝜆3 (3.54) 

 

Each CP is defined by a pair of (𝜔, 𝜎), in which 𝜔 is the rank (the number of non-zero 

eigenvalues) and 𝜎 is the signature (the algebraic sum of the signs of eigenvalues). The most 

important CP are: (3,-1) corresponding to the bond CP (BCP); (3,+1) being the ring CP, that 

bonds a ring surface; and (3,+3) appearing as a cage CP, the main point of the connection  of 

ring surfaces. 

The BCP is associated with the bond path, an atomic interaction line between two atoms, which 

are bonded if they are in a stable state of electrostatic equilibrium [41]. 

Chemical bonds and weak interactions can be characterized from density and Laplacian of BCP 

[42]. Although, if the topological properties of the systems in analysis are too complicated as 

for different substituents in molecular complexes, the variation of BCP values is required to 

explain electron density changes due to interactions [39]. 

The mathematical description of QTAIM can be checked by Bader and Nguyen-Dang [43], 

more details of bond path indicator is given by Bader [41], and many examples of QTAIM 

analysis are described by Kumar and collaborators [42]. 

Contrary to AIM theory, density-based local approaches express regions in space where the 

total electron density results from the overlap of atomic or molecular electron clouds [36]. 
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3.3.2 Reduced density gradient (RDG) 

Methods for visualisation of covalent bonds and electrostatic interactions of conjugated 

molecules and polymers are well established, such as AIM theory and molecular electrostatic 

potential (MEP) maps [39,44], respectively. The application of QTAIM provided several 

contributions for characterizing noncovalent interactions [42], but the BCPs cannot reveal 

regions where π-π stacking occurs [32]. 

In 2010, Yang and collaborators [45] developed an electron density-based approach to detect 

the nonbonded interactions in real space. NCI approach provides a three-dimensional 

representation of interactions in the molecular systems, which are taken from isosurfaces of a 

local descriptor - in the case of NCI method is 𝑠 or RDG. 

RDG is defined in the Equation (3.45), and ignoring the constant coefficient it becomes: 

 𝑠 =
|∇𝜌(𝑟)|

𝜌(𝑟)
4 3⁄

 (3.55) 

The electron density profile in covalent bonds has a saddle sign, in which s=0. From the NCI 

method, the parameter of the Laplacian of the electron density, the sign of the second Hessian 

eigenvalue 𝑠𝑖𝑔𝑛(𝜆2)𝜌, is used to distinguish bonded (𝜆2 < 0) from nonbonded (𝜆2 > 0) 

interactions. 

The main feature of the NCI method is that, at low-density areas, the reduced gradient is large 

for monomers, while it tends to zero for dimer conformations [45]. Therefore, the reduced 

gradient is efficient for mapping regions of weak interactions and specifying if it is a hydrogen 

bond, vdW interaction, or steric crowding. In Figure 3.2, it is given an example of RDG plot of 

benzothiophene dimer calculated at ωB97X-D/6-311++G(d,p) level of theory, highlighting 

intra-ring nuclear repulsion (red colour) and noncovalent interactions between the two 

structures (green colour). 
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Figure 3.1 – RDG application in benzothiophene dimer for the conformation with (a) 

structural parameters d=4.49 Å, α=2.23°, β=5.07° and γ=68.92°, and (b) interactions color 

mapping of RDG surfaces. Adapted from Guevara-Level et al. [40]. 

 

New NCI methods and software were developed to characterize the interactions among 

molecules even better.  

 

3.3.3 Independent gradient model (IGM) 

As the RDG method, IGM is based on electron density from promolecular approximations or 

quantum mechanics calculations, meanwhile with an innovative feature of analysing separately 

covalent and noncovalent patterns, treated as intra and inter interactions between selected 

fragments [46]. In IGM analysis, the isosurfaces are created from a local descriptor, the 𝛿𝑔 

index, described below. 

The aim is to reveal and quantify the interactions of a molecular system separated in two 

fragments, A and B. The total electron density is determined from a sum of M3 neutral atomic 

densities 𝜌(𝑟) = ∑ 𝜌𝑖(𝑟𝑖)
𝑀
𝑖=1 . In theIGM method, absolute values are used to avoid contra 

gradience due to regions of atomic orbitals overlapping (atoms sharing electrons). The absolute 

 
3 letter M was used instead of N because N was used as number of electrons in this thesis manuscript 
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electron density gradient ∇𝜌 of a real system of two fragments, A and B, and its upper limit 

∇𝜌IGM describes the local descriptor 𝛿𝑔, respectively expressed in Equations (3.56) to (3.58). 

 ∇𝜌 =∑∇𝜌𝑖

𝑀𝐴

𝑖=1

+∑∇𝜌𝑖

𝑀𝐵

𝑖=1

 (3.56) 

 ∇𝜌IGM =∑|∇𝜌𝑖|

𝑀𝐴

𝑖=1

+∑|∇𝜌𝑖|

𝑀𝐵

𝑖=1

 (3.57) 

 𝛿𝑔 = |∇𝜌𝐼𝐺𝑀| − |∇𝜌| (3.58) 

 

The greatest feature of IGM among NCI approach is to produce the isosurfaces of intra and 

inter interactions between the two fragments with the descriptors 𝛿𝑔inter (Equation (3.59)) and 

𝛿𝑔intra (Equation (3.60)), representing the noncovalent and covalent interactions of the 

molecular system respectively. These descriptors are dependent to the norm of ∇𝜌IGM,inter 

(Equation (3.61)), that is a partitioning procedure which  

 𝛿𝑔inter = |∇𝜌IGM,inter| − |∇𝜌| (3.59) 

 𝛿𝑔intra = |∇𝜌IGM| − |∇𝜌IGM,inter| (3.60) 

 ∇𝜌IGM,inter = |∑∇𝜌𝑖

𝑀𝐴

𝑖=1

| + |∑∇𝜌𝑖

𝑀𝐵

𝑖=1

| (3.61) 

 

The visualization of surfaces makes it possible to distinguish the nature of interactions which 

are associated with a colour code available in Figure 3.2 with an example of 𝛿𝑔inter isosurfaces 

used for visualizing the intermolecular interactions between benzene molecules in relation to 

their distance. It is very important to understand that the IGM visualization map of 

intermolecular interactions is dependent on the isosurface value, so in this case, if 𝛿𝑔inter< 0.01 

a.u. can make appear the interactions between fragments. 

A new variant of IGM based on the Hirshfeld partition of molecular density was proposed, 

named IGM based on Hirshfeld partition of molecular density (IGMH) [47,48]. It provided a 

more rigorous physical basis than the previous version by replacing the atomic densities in the 



 

86 

 

free state (already included in the IGM method) with the wavefunction information derived 

from the Hirshfeld partition of the actual molecular electron density. 

 

 

Figure 3.2 – Visualization map of noncovalent interactions in function of the distance d 

between benzene molecules, produced from IGM analysis done in MultiWFN software [12]. 

 

Apply the IGMH approach instead of IGM (based on gradient-based partition) is generally 

recommended in cases that are necessary to include electron density relaxation and describe 

covalent situations [49], but it also can be a good method to distinguish weak repulsive 

interactions such as noncovalent interactions between pollutants and microplastics [50]. 

Descriptors based on IGM were also introduced, such as the intrinsic bond strength index (IBSI) 

[51] and the atomic degree of interaction (DoI) [52], in a way to characterize atomic 

interactions. 

In the same context, the local descriptor 𝛿𝑔inter/At (Equation (3.65)) can be used to qualify an 

atom At with its contribution to the interaction between fragments A and B [53], and it can be 

integrated over IGM surface to find the associated relative atomic contribution ∆𝑔inter/At =

∫𝛿𝑔inter/At𝑑𝑉. 

 𝛿𝑔inter/At = |∇𝜌𝐴𝑡(1)| − |∇𝜌𝐴𝑡(2)| ≥ 0 (3.62) 

in which: 
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 ∇𝜌𝐴𝑡(1) = |∇𝜌𝐴𝑡| + |∑∇𝜌𝑖

𝑀𝐵

𝑖=1

| + | ∑ ∇𝜌𝑖

𝑀𝐴−1

𝑖≠𝐴𝑡

| (3.63) 

 ∇𝜌𝐴𝑡(2) = |∇𝜌𝐴𝑡 +∑∇𝜌𝑖

𝑀𝐵

𝑖=1

| + | ∑ ∇𝜌𝑖

𝑀𝐴−1

𝑖≠𝐴𝑡

| (3.64) 

 

Figure 3.3 illustrates an example of isosurface 𝛿𝑔inter and relative atomic contribution 

∆𝑔inter/At. A fullerene C60 was incorporated in the cavity of a macrocyclic oligothiophene, a 

ring of eight thiophenes linked by seven acetylenes and one ethylene (system called Saturn-like 

complex III) [53]. From the IGM analysis, it was possible to map van der Waals interactions 

between the fullerene and the host sulphur atoms, apart from 3.07 to 3.9 Å, with a special 

emphasis on the sulphur closely to the ethylene. 

 

 

Figure 3.3 – Application of IGM approach in a buckycatcher: 𝛿𝑔inter 0.01 a.u. isosurface 

identifying and qualifying the intermolecular interactions and atoms coloured according to 

their contribution on 𝛿𝑔inter [53]. 

 

In order to have complementary insights about charge-transfer processes, other methods based 

on electron density can be used, like Fukui functions, which evidence favourable spots of 

reactivity in the molecular structures, predicting electron-donating and electron-accepting parts. 
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3.4 Fukui Indices 

The Fukui function or frontier function reveals qualitatively chemical-reactive sites in a 

molecule when varying the 𝑁 number of electrons [54], as shown in Equation (3.65). 

 𝑓(𝑟) = [
𝜕𝜌(𝑟)

𝜕𝑁
]
𝜐
 (3.65) 

From this, it is possible to calculate the Fukui functions 𝑓−(𝑟),  𝑓+(𝑟) and 𝑓0(𝑟) that represent 

regions of the molecule with bigger probability to: 

• Donate electrons, interacting with electrophilic radical (the acceptor unit of another 

molecule), and approximate the contribution of the HOMO: 

 𝑓−(𝑟) = [
𝜕𝜌(𝑟)

𝜕𝑁
]
𝜐

−

≈ 𝜌(𝑟)
HOMO (3.66) 

• Receive electrons, interacting with nucleophilic radical (the donor unit of another 

molecule), and approximate the contribution of the LUMO: 

 𝑓+(𝑟) = [
𝜕𝜌(𝑟)

𝜕𝑁
]
𝜐

+

≈ 𝜌(𝑟)
LUMO (3.67) 

• Do not share electrons, interacting with free radicals, and approximate the contribution 

of the HOMO and LUMO: 

 𝑓0(𝑟) = [
𝜕𝜌(𝑟)

𝜕𝑁
]
𝜐

0

≈
1

2
[𝜌(𝑟)
HOMO + 𝜌(𝑟)

LUMO] (3.68) 

Analogously, as applying a linear approximation on these Fukui functions for 𝑁=1, atomic 

components called Condensed-in-Atoms Fukui Indexes (or simply as Fukui indices) are 

estimated for a 𝑘-th atom, according to its partial charge for the same molecule in the neutral, 

cationic and anionic states, with 𝑁, 𝑁 − 1 and 𝑁 + 1 electrons, respectively [55,56], without 

modifications in its geometry [57]. 

 𝑓𝑘
− = 𝑞𝑘(𝑁) − 𝑞𝑘(𝑁 − 1) (3.69) 

 𝑓𝑘
+ = 𝑞𝑘(𝑁 + 1) − 𝑞𝑘(𝑁) (3.70) 

 𝑓𝑘
0 =

1

2
[𝑞𝑘(𝑁 + 1) − 𝑞𝑘(𝑁 − 1)] (3.71) 
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It is essential to use the Hirshfeld charge partition approach to estimate the electronic 

populations to avoid negative values for Fukui indices [55,58]. 

In the literature, these functions and indices have a widely range of applications. They are used 

to identify important polymerization centres in melanin compounds [55], to pinpoint regions 

where charge-transfer processes occurs in cyanopyridone molecules [56], to highlight strong 

electrophilicity spots and different nucleophilic areas of several in potential spiro derivatives of 

heterocyclic units [57], and to identify areas of possible interactions with singlet oxygen 

(electrophilic attack) in the structure of the OPV polymer PTB7-Th during the photodegradation 

process [59]. Each of these examples is illustrated ain Figure 3.4. 

 

Figure 3.4 – Electrophilic (𝑓+) and nucleophilic (𝑓−) Fukui functions plots from the 

literature, with the reciprocal molecular structure: (a) dimer QIQI in 5–5’ conection [55]; (b) 

cyanopyridone derivative CP2 [56]; (c) cation of 2s, with a cut-off value of 25%, which white 

hollow surfaces (negative Fukui functions) are due to the orbital relaxation [57]. 

 

In a recent publication to which we contributed, Fukui indices were used to describe the 

reactivity properties of molecules for organic solar cells (OSCs), employing the building block 

strategy. An available version can be found in the Appendices session of this thesis. 
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3.5 Correlating Computational Predictions with Experimental 

Results 

Quantum-chemical codes, particularly the ones based on DFT, are used to calculate 

computational molecular properties and compare them with experimental data. The model size 

and computational method mainly dictate the limits of the calculation, as they consider specific 

interactions and parameters directly related to the cost of simulation in optimizing the molecular 

structure and calculating such properties. 

Many studies about computational chemistry methodology are carried out, discussing, for 

example, which function of density functional, basis set and percentage of HF exchange term 

are the “best” parameters to predict accurately bandgap and orbital level values [9]. 

Experimentally, occupied and unoccupied electronic states of organic semiconductor materials 

are measured using ultraviolet photoelectron spectroscopy (UPS) and inverse photoelectron 

spectroscopy (IPES), respectively [60]. These surface-sensitive techniques measure the hole 

and electron energies from the material’s relaxed positive and negative polarons, respectively, 

which approximation is done by neglecting lattice relaxation contributions [61]. 

In computational methods based on TD-DFT, the optical gap is generally calculated as the 

vertical energy transition from the ground state to the first excited state [62]. However, using 

experimental techniques, it is indirectly measured from the edge (also mentioned as onset) of a 

low-lying electronic absorption band of UV-vis spectra [60,63,64] and sometimes from the 

absorption maximum. 

Another difficulty in comparing optical properties is their dependence on the ambient 

conditions for the polymer, either in solution (wide set of solvents and temperature) or thin 

films (varying in thickness, processing procedure and post-treatment) [65–72]. 

Cyclic voltammetry is a technique to measure the oxidation and reduction potentials in solution, 

used to approximate the 𝐼𝑃 and 𝐸𝐴 of a solid-state compound [60]. In general, they are 

underestimated, and electrochemical techniques involve an assortment of solvents and 

electrodes, which creates a variable property for the same material [68]. Also, the onset of redox 

potentials is used to indirectly measure the HOMO and LUMO energies [69,73,74], an 

inappropriate correlation according to Brédas [75].  
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Machine learning (ML) models can predict the power conversion efficiencies (PCEs) from large 

molecular property datasets of donor and acceptor materials to identify patterns and correlations 

that can guide the modeling strategies for highly efficient organic solar cells. Some works 

discuss the accuracy of ML models [76,77]. Others highlight the most relevant structural 

descriptors for modulating the HOMO, LUMO, HOMO-LUMO gap, PCE, and other cell 

performance properties [78]. 

Comparing UPS/IPES and CV measurements, it was found that both techniques have not 

revealed effects of the molecular packing and π–π stacking in HOMO and LUMO energies, 

while UV-vis spectroscopy is able described such interactions [79]. 

So far, computational investigation of potential molecules is very important to validate a model 

starting from benchmarking. 

 

3.6 The Role of Benchmarking in Validating Models 

Slight differences in optoelectronic properties as small as 0.1 eV are found in methods of 

evaluating them, being crucial to the performance of OPV cells [80–84] as it can mainly affect 

the absorption of light and the recombination of excitons. 

Very contrasted data are found when comparing computationally calculated and experimentally 

measured results of properties of conjugated polymers such as the one whose structure is 

presented in Figure 3.5. This comparison among different kinds of calculations (based on 

density functional theory DFT and time-dependent DFT, TD-DFT) and measurements (cyclic 

voltammetry CV and UV-vis spectroscopy, UV-vis) is available in Figure 3.6. More detailed 

information of each work is showed in Table 3.1. 

 

 

Figure 3.5 – Structure of conjugated polymer used as semiconductor material in OPV cells. 
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Figure 3.6 – Comparison of experimental and theoretical results from literature for the 

molecule in the Figure 3.5. Property values in eV. References: H [69], Mü [85], R [86], P 

[68], Mc [29] and T [87]. 

 

There are many limitations in correlating results, as the conditions and parameters in each 

calculation and measurement differ a lot. The comparison between approximations for oligomer 

systems in the gas phase and for polymers in dissolved states should include the solvation effect 

[88]. 

Despite this, many researchers discuss the validation of quantum-mechanical methods for 

estimating the electronic and optical properties of oligomers and polymers accurately [9,15–

17,89], checking the compatibility of each material at the molecular level with the other layers 

or finding the best candidate for the photoactive materials blend [64,84,90,91]. 

Benchmarking is a strategy to investigate the influence of some parameter in the properties of 

a material that has already been analysed in other studies [9,29,87], which provides the first 

insights into a huge campaign of calculations. 

Here, the aim is to find tendencies in molecular properties with the variation of polymer 

structure, a study of molecular design of conjugated polymers freezing the quantum-mechanical 

method for all the models. 
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 Table 3.1 – Details of experimental and theoretical data from literature for analysis of the 

molecule in the Figure 3.5, classified according its molecule’s name in the referenced work. 

Compound 
 

S0 

Eg
opt

 ΔEg 

Methods 

Ref 

Name R n 
 

H L Eg
HL H L Eg

opt 

PCPDTBT C6C2 ∞ 
 

-5.00 -3.19 1.81 1.44 0.37 CV UV-vis [69] 

PCPDTBT C6C2 ∞ 
 

-5.30 -3.57 1.73 1.38 0.35 CV UV-vis [85] 

PCPDTBT C6C2 ∞ 
 

-4.80   1.43  CV UV-vis [86] 

C/CPDT-BT C1 4 

 

-4.48 -2.91 1.57 1.34 0.23 DFT 

B3LYP 
6-31G(d,p) 

TD-DFT 

B3LYP 
6-31G(d,p) 

[68] 

17 C1 4 

 

-4.74 -3.12 1.63 1.37 0.26 DFT 

B3LYP 
6-311G(d) 

TD-DFT 

B3LYP 
6-311G(d) 

[29] 

CPT-BT H 4 

 

-4.70 -3.06 1.64 1.39 0.25 DFT 

B3LYP 
6-311G(d) 

TD-DFT 

B3LYP 
6-311G(d) 

[87] 

Abbreviations: Ref, work reference; R, side chain (C6C2 is 2-etylhexyl and C1 is methyl); n, number of repeating 

units (∞ refers to infinite chain); H, HOMO energy in eV; L, LUMO energy in eV; Eg
HL, energy gap between 

HOMO and LUMO, in eV; Eg
opt, optical gap* in eV; ΔEg, calculated difference of energy gaps** in eV. 

* In computational calculation, the optical gap was considered as the transition energy of the molecule in the 

neutral ground state to the first excited state (S0→S1) 

** ΔEg = Eg
HL - Eg

opt 

 

3.7 Challenges in Accurate Predictions and Limitations 

The major difficulty in comparing laboratory-measured and computationally predicted 

properties is the variability and lack of repeatability of experimental conditions [77]. Different 

laboratories may have different environmental factors, such as humidity and temperature, which 

can affect OPV cell performance and lead to inconsistent results. Furthermore, even within the 

same laboratory, there may be variations in critical operating details in polymer materials, such 

as differences in molecular weight and distribution, material purity, and others. 

The accuracy of predicting molecular properties for organic compounds also depends on the 

methodology chosen, as deeply discussed by Niskanen and Hukka [15], Ari and Büyükmumcu 

[9], Kowalczyk, Chen and Jang [17] and more recently by Nakata and Maeda [92]. In this work, 
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one computational method is settled for all compounds in the study to provide a consistent 

comparison among them, only concerning the molecular structure in all selected parameters.  

Against the background of this theoretical overview, the following chapters present the details 

of the modelling of molecular systems and the outcomes of the extensive calculation campaign 

to investigate the optoelectronic properties of conjugated polymers for photovoltaic solar cells. 
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Chapter 4  

Methods 

This chapter describes the steps for molecular design of a new conjugated polymer in details. 

We started setting up the method of calculations; then, we could run the calculations to discuss 

the parameters of polymer structures and their influence on optical and electronic properties. 

 

4.1 Calculation method 

Recent literature on conjugated polymers has revealed that density functional theory (DFT) is 

the most popular computational method to predict oligomers’ electronic and periodic geometry 

[1–5]. So, first of all, polymer structures were modelled at GaussView 5.1 and 6.1 [6], and then 

geometry optimization for molecular singlet ground state (S0) was carried out using the 

Gaussian 16 package, versions B.01 and C.01 [7].  

About functional, the hybrid functional that incorporates Becke’s three-parameter gradient-

corrected exchange potential and the Lee–Yang–Parr gradient-corrected correlation potential, 

named as B3LYP, is often employed in calculations of donor-acceptor (D-A) copolymers to 

reduce computational cost [1,2,4]. Counting with 20% Hartree-Fock (HF) exchange ratio, 

B3LYP is a reasonable quota despite a long-range correction lack, once high exact HF exchange 

ratio used in the calculations results in high bandgaps [8]. Therefore, using B3LYP in geometry 

optimizations and property calculation is appropriate, since the interest is to describe trends 

among molecular systems. 

The polarized split-valence basis set 6-31G(d) (or 6-31G*) is normally chosen in huge 

quantum-computational campaigns for conjugated polymers [4,9,10], bringing suitable results, 

as the goal is to compare structural modifications. 

As we were modeling molecules with conjugated structures involving the long-range attraction 

of van der Waals interactions, it was necessary to include the dispersion energy in the 

calculations, especially following the equations and parameters from Grimme, Ehrlich and 

Goerigk [11]. 
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To save computational cost and focus on the structure-property analysis, we configured as 

default 6-31G(d) basis set and D3(BJ) long-range correction in all the calculations to predict 

optical and electronic properties of the conjugated polymers, providing good correlations with 

low computational cost. 

To avoid any incompatibility of methods, all the DFT and TD-DFT calculations of this study 

were performed at the same level of theory, B3LYP-D3(BJ)/6-31G(d). 

 

4.2 Optical and electronic properties 

Geometry of each molecular system in the ground state S0 were optimized until a local 

minimum. Calculations were executed in a vacuum not to consider other effects. Even knowing 

that orbital energies cannot be approximated Kohn-Sham orbitals, energies of the highest-

occupied molecular orbital (HOMO) and the lowest-unoccupied molecular orbital (LUMO) 

were estimated from the last occupied and first virtual Alpha eigenvalues, respectively. 

Taking the fully-optimized molecules in S0, we carried out DFT calculations for compounds at 

the oxidized 𝐷1(𝑁 + 1) and the reduced 𝐷1(𝑁 − 1) doublet states, with 𝑁 + 1 electron and 

𝑁 − 1 electron, respectively, extracting total energy from the S0 geometry and the fully-

optimized molecule in each of these states; then calculating the 𝐸𝐴 and 𝐼𝑃 energies, 

respectively, for each system. Finally, their sum gives the value of the vertical and the adiabatic 

fundamental gaps.  

Besides that, TD-DFT calculations were also performed from S0 optimized molecules, resulting 

in absorption wavelength and corresponding energy of vertical transitions to excited states (until 

the 10th excited state or third one to minimize the computation cost) and the composition of 

molecular orbital contributions. The optical gap Eg
opt

 was considered equal to the vertical 

transition from the ground state to the first excited state (S0 → S1). 

A sketch in Figure 4.1 illustrated all these details. 

As method parameters were settled, we could move on to study of polymer structure and its 

correlation with the optical and electronic properties. 
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Figure 4.1 – Sketch of molecular states about their energy and correlated properties 

 

4.3 Structure parameters 

The molecular design of conjugated polymers is based on the analysis of energetic effects at 

the molecular scale due to modifications in the polymer structure, with the purpose of creating 

a new semiconductor material able to satisfy the demands of high power of solar-to-electricity 

conversion. 

For consistent parameter setting in material evaluation, it is crucial to elaborate a preliminary 

study of the main breakthroughs of other research groups about the components of polymer 

structure and their impact on molecular system energies. Considering this, a benchmark is a 

good starting point for model novel active materials for OPV cells.  

 

4.3.1 Benchmarking 

We started investigating the seven polymers used in Turan and collaborators’ benchmarking 

[2] but considering other parameters. While they calculated energies and properties using three 

different functionals with 6-311G(d) basis set for models composed of 1, 2, 3 and 4 repeating 

units, we ran calculations using B3LYP functional with 6-31G(d) basis set and for molecules 
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with 1, 2, 4 and 8 units. As frontier orbitals of tetramers had reached the saturation energy, they 

neglected longer conjugated length than it. The molecular systems were modelled, replacing 

side chains by hydrogen atoms as they did. 

Besides the calculations, we collected data from the literature about the same compounds for 

experimentally measured and theoretically calculated optical and electronic properties. 

From the conclusions of this benchmark and review of scientific works in turn of molecular 

design, we saw that optoelectronic properties are not only dependent on the conjugation length 

of the molecular system. Many times, it was reported about the influence of the subsystem 

character that composes each repeating unit and the negligence on quantum-chemical 

calculations of the effect of the long alkyl side chain. Therefore, we decided to carry on the 

structure-property investigation on conjugated polymers by selecting eight structures with 

various natures of blocks and adding three types of side chains. 

 

4.3.2 Isolated chains 

The effect of conjugation length and nature of blocks were evaluated by modelling three 

homopolymers, three D-A and two D-π-A polymers with 1, 2, 4 and 8 repeating units. Also, 

16-unit systems were modelled for the homopolymers. 

Meanwhile, the impact of side chains on optoelectronic properties was studied by attaching 

methyl, butyl and 2-ethylhexyl groups to the molecular backbone in one or more blocks of each 

repeating unit. 

As done in the benchmark, data about these selected compounds from scientifically published 

works were stored in tables to get a global vision of what has been found and guide our analysis. 

 

4.3.3 Double chains (or stacked or dimer systems) 

Considering the effects of molecular symmetry, four (eight) conformations were created for 

double chains with 1 (2 and 4) repeating unit(s), fixing one chain and rotating the other 180° in 

turn of axis x, y and z (see Figure 4.2). For 2 and 4-unit chains, we could also rotate the 

neighbouring unit in 180°. Stacked systems of 4-unit chains were done only for homopolymers, 

as 2-unit double chains of some copolymers were composed of more than 400 atoms, presenting 

high computational cost. 
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Figure 4.2 – Initial geometry of dimer structures of the 1-unit chain of a compound composed 

of a donor (pink) and an acceptor (blue) blocks with side chains R (purple) 

 

The dimer systems were prepared with an initial distance of around 4.0 Å between polymeric 

chains, as it has been found in the literature a π-π stacking distance from 3.48 to 4.28 Å for 

various conjugated systems in different material and molecular states [12–16]. 

As done for isolated chains, methyl, butyl and 2-ethylhexyl groups were include in the 

molecular structure as side chains. 

 

The stacked molecules were evaluated in energetic and electronic terms at the molecular level, 

followed by statistical and visual analysis methods, measuring the probability of having certain 

conformations in an environmental condition and identifying the main interactions that govern 

polymeric dimer systems, respectively.   

  

4.4 Analysis of intermolecular interactions 

From the fully optimized dimer structures in the ground state, we extracted the total energy of 

the systems to compare the stability of interactions and the HOMO and LUMO energies and 

special distribution to get the effect of interactions between chains on the energetic and 

electronic properties. 
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To compare conformations only due to interchain interactions, statistics were applied for 

compounds with the same conjugation length and side chain. 

 

4.4.1 Boltzmann distribution 

With application in statistical thermodynamics, Boltzmann distribution is used to explain the 

population dependence on the temperature 𝑇 [17,18]. Our study determined the probability of 

having each conformation, estimating the population in the 𝑖-th state 𝑃𝑖, as  

 𝑃𝑖 =
𝑒−𝛽𝐸𝑖

𝑄
  , (4.1) 

in which 𝑄 is the Canonical partition function and 𝑘B is the Boltzmann constant. 

 𝑄 =  ∑e−𝛽𝐸𝑗

𝑗

 (4.2) 

 𝛽 =
1

𝑘B𝑇
   (4.3) 

We represented 𝑃𝑖 in percentage to simplify the identification of more stable conformations. 

The origin of the interplaying between polymer chains still needed to be clarified. It was 

necessary to use an approach based on electron density descriptors to provide more information 

about atoms responsible for the main interactions among the molecular systems. 

 

4.4.2 Noncovalent interactions visualization using IGM analysis 

The independent gradient model (IGM) is a powerful approach for identifying and quantifying 

interactions among molecular systems [19–21]. To compute the local descriptors and 

distinguish molecular interactions between double chains of this study, we performed IGM 

analysis using Multiwfn 3.8 [22] and IGMPlot 3.08 [23]. The software Visual Molecular 

Dynamics (VMD) 1.9.3 [24] was used for plotting graphical representations of noncovalent 

interactions. 
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Chapter 5  

Results 

This section presents a comprehensive analysis of our findings, starting with a benchmark of 

existing molecules to guide the study of conjugated polymers. It is followed by the exploitation 

of energy gaps and correlated properties, including exciton binding energy, providing insights 

into the electronic behaviour of the studied compounds. The main highlights of structural 

parameters are discussed, showcasing significant trends and deviations in molecular design. 

Lastly, we dig deeper into intermolecular interactions, examining how interactions between 

polymer chains influence the overall stability and performance of the materials. 

For all the molecules studied here, it was used the colour coding of Figure 5.1 to represent 

atoms in ball-and-stick models. 

 

Figure 5.1 - colour coding of atoms 

 

5.1 Benchmarking of OPV molecules 

In molecular design, it is necessary to deeply review the main properties of the existing 

molecules, emphasising the key parameters for a desired-function material, then being able to 

come up with correlations that have not been done before.  It can start with a comparison among 

the outcomes from the scientific community, including the parameters to be evaluated, a 

strategy commonly called benchmarking. 

As the conjugation length is very important in conjugated polymers, the first parameter analysed 

was the number of repeating units (called 𝑛). We selected the same seven molecules used in the 

benchmarking from the work of Turan and collaborators [1], as they are a representative group 



 

108 

 

of different donor-acceptor (D-A) and donor-thiophene-acceptor-thiophene (D-T-A-T)4 

copolymers. Their structures are presented in Figure 5.2. 

 

 

Figure 5.2 - Structure of polymers that have been used in the benchmarking calculations 

 

We collected a set of experimental and theoretical data reported by other authors on these same 

systems, as represented in Figure 5.2. To compare numerically these data, we generated the 

property × work graphs, available in Figure 5.3, with more details in the Appendices session. 

Not only details of measured and calculated data from reference works but also the calculated 

Δ𝐸g and arithmetic average values from the literature for each molecule were added. 

From these comparisons, it became clear that the best agreement among all the referenced 

works was found for the optical gap 𝐸g
opt

, showing for each compound only small-amount 

differences even if varying techniques and other structural parameters such as side chain type 

and number of repeating units. Meanwhile, more distinguished outcomes were observed by 

comparing the approximated energies of LUMO, HOMO, 𝐸g
HL and Δ𝐸g.  

 

 
4 In Chapter 1, we reported this kind of copolymer as D-π-A-π, naming the general case of π-spacers between the 

blocks, while here, all the π-spacers are thiophene rings 
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Figure 5.3 - Comparison of experimental and theoretical data (all in eV) according to each 

referenced work for the molecules in Figure 5.2 
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It is relevant to observe that the calculated Δ𝐸g varies from 0.1 to 0.5 eV like as it is mentioned 

in Chapter 1 for the energy of electron-hole interaction of organic semiconductors, with a few 

exceptions: 0.04 eV of Boudreault, Michaud and Leclerc [2], 0.06 eV of Cartwrigth [3], 0.61 

eV of Yuan et al. [4] and -0.04 eV of Chu et al. [5]. These can be attributed to misconceptions 

of HOMO and LUMO energies provided from CV measurements, as the optical gaps agree 

with the values calculated and measured by the other authors. 

Based on this review and previous research about molecular design of conjugated polymers, we 

decided to investigate the correlation between electronic properties and polymer structure. 

Therefore, we started by analysing the conjugation length influence, modeling these seven 

compounds with chains composed of 1, 2, 4 and 8 repeating units (n) and carrying out a bench 

of calculations for each molecular system in various states. 

The optoelectronic properties of this benchmarking are presented in Table 5.1, with the average, 

maximum and minimum values of 𝐸b, considering calculated results for each system. Besides 

the calculation of Eg
HL and 𝐸g

opt
, we calculated the vertical 𝐸g

fund_v and adiabatic 𝐸g
fund_a, in 

which ionization potential 𝐼𝑃 and electronic affinity 𝐸𝐴 were calculated without and with 

geometry optimization, respectively. For all the systems, we replaced the sides chains 

R=R1=R2=H (as done by Turan and collaborators [1]), focusing on discovering property-

dependence of conjugation length during modelling each compound. 

The first outcome is that 𝐸g
fund_v > 𝐸g

fund_a > 𝐸g
HL > 𝐸g

opt
 for all the molecular systems. It can 

be interpreted as, for all these conjugated compounds, the difference between the estimated 

energy of frontier molecular orbitals is higher than the energy needed to excite the whole 

molecule in a ground state to the first excited state. However, it is lower than the sum of the 

energies required to remove and to add one electron to the molecule. 

No correlation was found between average 𝐸g
HL value from the literature and both vertical and 

adiabatic 𝐸g
fund. It is a proof that estimating energy gaps from one-electron wavefunctions 

calculations of HOMO and LUMO approached in Koopman’s theory is a crude approximation 

of the energy difference of molecular states with 𝑁 ± 1 electron, treated in 𝐼𝑃 and 𝐸𝐴. 

Moreover, it is interesting that Δ𝐸g results were between 0.21 and 0.33 eV regardless of chain 

size, with an average of 0.29 eV. This agrees with the interaction energy of an electron-hole 

pair of organic materials, as it has been reported in the literature [6,7]. Only CPT-BT and 

Si/CPT-TPD calculations encountered average values from the literature. 
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Table 5.1 – Benchmarking calculation of optoelectronic properties (in eV) of each 

compound for n repeating units with R=R1=R2=H, calculated at the B3LYP-D3(BJ)/6-

31G(d) level in gas-phase 

 

Comparing the results of 𝐸g
HL, the systems of 2 or 4 repeating units average 𝐸g

HL of published 

works for most of the compounds (only one exception C/CPDP-T-BT-T), while for all the 

compounds, the 𝐸g
opt

of 2 or 4-unit models were well estimated. 
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From this benchmarking, we concluded that it is essential to investigate carefully the correlation 

between conjugation length of the molecular model and the evolution of properties, setting the 

number of repeating units for homopolymers and copolymers. 

We also observed that electronic properties can depend on the molecular structure, specifically 

the type of blocks in the polymer backbone. We selected eight widely studied new compounds, 

whose structures are shown in Figure 5.4. These compounds were classified as Core 1, Core 2, 

and Core 3, based on the repeating unit consisting of one, two and more than two types of 

blocks, respectively. 

 

Figure 5.4 – Compounds selected for the molecular design study 

 

Moreover, while reviewing literature, we noticed that some variation in the electronic properties 

can be found as modifying the side chain type. Because of this, we decided to study molecular 

models with three distinct alkyl side chains: methyl, butyl and 2-ethylhexyl (named in this work 

as C1, C4 and C6C2, respectively). 
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As it was done in the benchmarking, we collected the data from the literature for these eight 

compounds, with detailed polymer structural parameters and methodology of calculation and 

measurements, all available in the Appendices session, as well as the calculated average values 

of electronic properties of data from the literature. 

 

5.2 Optical and Electronic Properties 

Searching for trends on property-structure correlation, adiabatic fundamental gap 𝐸g
fund , 

HOMO-LUMO gap 𝐸g
HL and optical gap 𝐸g

opt
 were evaluated for each conjugated polymer. 

The results are shown in Figure 5.5, Figure 5.6 and Figure 5.7 for molecules of Core 1, Core 2 

and Core 3, respectively. 

 

Figure 5.5 – Energy gaps (in eV) of Core-1 compounds with R=CH3 plotted for the inverse of 

𝑛 repeating units, with the average value of HOMO-LUMO gap from the literature data. 
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Figure 5.6 – Energy gaps (in eV) of Core-2 compounds with R=CH3 plotted for the inverse of 

𝑛 repeating units, with the average value of HOMO-LUMO gap from the literature data. 

 

Figure 5.7 – Energy gaps (in eV) of Core-3 compounds with R=CH3 plotted for the inverse of 

n repeating units, with the average value of HOMO-LUMO gap from the literature data. 
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In a general view, the evolution of energy gaps followed the same tendency as for other 

conjugated polymers of the benchmark, in which 𝐸g
fund > 𝐸g

HL > 𝐸g
opt

. The average 𝐸g
HL from 

the literature for each compound was added in these graphics to guide (not compare) the 

analysis.  

First of all, it is possible to see that 1-unit molecular models cannot predict energy gaps enough 

to compare with polymeric systems reported by the scientific community, especially the 

compounds of Core 1. 

The results of 𝐸g
opt

 showed a similar trend as 𝐸g
HL values. It can be explained as the one-electron 

excitation from HOMO to LUMO is the biggest contribution in the molecular transition from 

neutral ground state (S0) to first excited state (S1), even if the conjugation length varies as shown 

in Figure 5.8, with other optical parameters summarized in Table 5.2. 

Table 5.2 - MO composition of main transition contribution of optical absorption 

(S0→S1) for Mc12 systems with R=butyl, with respective vertical transition 

energy (E), absorption wavelength (λ) and the oscillator strength (f) 

n units Composition E (eV) λ (nm) f 

1 
H - 1 → L ( 1.58 % ) 

2.71 456.70 0.2271 
H → L ( 47.91 % ) 

2 H → L ( 49.33 % ) 2.28 544.89 1.0627 

4 

H - 1 → L ( 2.61 % ) 

2.01 615.88 2.7294 
H - 1 → L + 1 ( 1.52 % ) 

H → L ( 43.00 % ) 

H → L + 1 ( 1.58 % ) 

 

This outcome is likewise observable in the first vertical excitation results for other compounds, 

as delineated in Table 5.3. Note that for all molecular systems, the absorption wavelength is 

between 400 and 800 nm, which is the same wavelength range of the maximum intensity 

observed in the spectrum of solar photon flux, as mentioned in Chapter 1 of this thesis. 
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Figure 5.8 – Energy of optical absorption (S0→S1) and main vertical transitions (dotted 

arrows), in percentage, for Mc12 system with R=butyl for 1, 2 and 4 repeating units. HOMO 

and LUMO levels positioned out of scale and named here as H and L, respectively 
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Table 5.3 - MO composition of main transition contribution of optical absorption 

(S0→S1) for 4-unit systems with R=CH3, with respective vertical transition energy (E), 

absorption wavelength (λ) and the oscillator strength (f) 

Compound Composition E (eV) λ (nm) f 

Mc12 

H - 1 → L ( 3.21 % ) 

2.00 621.31 2.1991 H → L ( 41.68 % ) 

H → L + 1 ( 3.30 % ) 

PTB7-Th 
H - 1 → L + 1 ( 1.78 % ) 

1.78 697.68 3.4977 
H → L ( 46.99 % ) 

Mc15 

H - 2 → L + 1 ( 1.12 % ) 

1.77 701.51 3.1127 

H - 2 → L + 3 ( 1.23 % ) 

H - 1 → L ( 2.87 % ) 

H - 1 → L + 1 ( 3.01 % ) 

H - 1 → L + 2 ( 2.21 % ) 

H → L ( 31.88 % ) 

H → L + 1 ( 5.96 % ) 

 

The main difference among the compounds is noticed in curve behaviour: a steep slope for the 

𝐸g
fund curve, while 𝐸g

HL and 𝐸g
opt

 results smoothly approach the convergence. This is expected 

once 𝐸g
fund is calculated from the total energy of a molecule with 𝑁 ± 1 electrons, whereas 𝐸g

HL  

is estimated from one-electron wavefunctions and 𝐸g
opt

 is the energy resulting from 1-electron 

excitation. Therefore, increasing the conjugation length affects the intrinsic quantum-chemistry 

characteristics. 

Comparing the other energy gaps, 𝐸g
fund variation is bigger than 𝐸g

opt
 one due to IP (EA) values 

vary more than 𝐸HOMO (𝐸LUMO), as it can be seen for two compounds in Figure 5.9 and Figure 

5.10. It became evident that IPa (EAa) has a higher rate of convergence than 𝐸HOMO (𝐸LUMO) as 

larger is the absolute value of the 𝑎 coefficient from the logarithmic trend line equations (𝑦 =

𝑎 ln 𝑥 + 𝑏). 
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Figure 5.9 – Electronic properties for compound Mc13 with methyl side chain in different 

conjugation length. 

 

Figure 5.10 – Electronic properties for compound Mc15 with methyl side chain in different 

conjugation length. 
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The negative adiabatic and vertical EA for 1-unit Mc13 was also observed for the other 

molecules of Core 1. It means that the molecule at its cationic state (a molecule with N+1 

electron) is more stable than at its ground state. So, in a vacuum, these molecules tend to link 

with anionic species. 

Indeed, 𝐸HOMO and 𝐸LUMO calculated from Alpha orbitals eigenvalues and converted in 

electron-Volts try to translate how difficult it is to localize these molecular orbitals in a vacuum. 

Their values are used to correlate the pathway of electrons as being excited from one level to 

another, as it is the lowest difference between occupied and unoccupied orbitals.   

On the other hand, IP and EA are properties that interpret the energy necessary for removing 

and adding one electron into molecules, respectively. As longer is a polymer chain, remove one 

electron to the molecular system causes less perturbation, while it becomes more difficult to 

include one electron. 

IP and EA variation ratios are used to affirm that some polymers are more tendentious to donate 

or accept electrons than others. Nevertheless, it also depends on many other quantum-chemistry 

processes, such as photon absorption and charge transfer. Therefore, classifying the polymers 

as donors or acceptors only considering these variations or a property value itself can carry 

plenty of misleading. 

Moving through energy-gap-correlated properties, we explored the exciton binding energy 𝐸b 

predicted from the difference between 𝐸g
opt

 with 𝐸g
fund (see Chapter 1 for definitions). Three 

approaches were used to estimate this last property: vertical fundamental gap 𝐸g
fund_v, adiabatic 

fundamental gap 𝐸g
fund_a (including relaxation of structure) and HOMO-LUMO gap 𝐸g

HL, 

respectively shown in Table 5.4, Table 5.5 and Table 5.6. 

As we mentioned in Chapter 3 of this thesis, doing 𝐸g
HL ≅ 𝐸g

fund when following Koopman’s 

theorem is incorrect for DFT calculations; that is why we called the difference between 𝐸g
HL 

and 𝐸g
opt

 as ∆𝐸g. 

From both Table 5.4 and Table 5.5, it is possible to identify that molecular system leads to 

smaller 𝐸b as larger the molecule is, by increasing the conjugation length or the size of alkyl 

side chains, results consistent with the literature [8]. 
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For the same molecule, it is found to have smaller exciton binding energy when calculated from 

the adiabatic fundamental gap (Table 5.4) than from the vertical one (Table 5.5) due to the 

inclusion of relaxation of structures in charged states. 

Table 5.4 – Exciton binding energy, in eV, calculated from 𝐸b = 𝐸g
fund_v − 𝐸g

opt
 for all the 

compounds in various conjugation length and side chain. Table cells were coloured 

according to the colour code in the bottom 

 

 

 

The huge variation of calculated 𝐸b (sometimes more than 4 eV to less than 1 eV) shows how 

stronger excitons are bound in small molecules, while they can be easier dissociated in 
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polymeric systems of organic semiconductors. It does not mean that the small molecules are 

not good to be used in electronic devices; they just require more energy to separate electron-

hole pairs. 

Table 5.5 - Exciton binding energy, in eV, calculated from 𝐸b = 𝐸g
fund_a − 𝐸g

opt
 for all the 

compounds in various conjugation length and side chains. Table cells were coloured 

according to the colour code in the bottom. 
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To comprehend the influence of molecular structure on the relative property, we plotted the 

exciton binding energy against the reciprocal number of electrons in Figure 5.11. This approach 

allowed us to compare the relative properties of three compounds, despite the fact that the 

repeating units are made up of different arrangements of σ and π bonds. 

For the three compounds, the difference between 𝐸g
fund_a and 𝐸g

opt
 decreases as the conjugation 

length of the molecular model increases. Regarding to the side chains, there is no evidence of 

their correlation with the relative property. 

 

Figure 5.11 - Exciton binding energy calculated from relaxed structures in charged states and 

the vertical transition to the first excited state. 

 

It is relevant to mention that some molecular systems of our study have more than 3000 

electrons. Computing electronic properties in such huge models is only possible using DFT. 

Even though Ab initio methods provide more accurate results, they are limited to molecules 

with tenths of electrons. 
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Using Koopman’s theorem to estimate IP and EA as equal to 𝐸HOMO and 𝐸LUMO is widely used 

with organic compounds. However, calculating molecular levels using DFT (including 

exchange-correlation to describe Kohn-Sham orbitals) leads to erroneous conclusions. 

Table 5.6 – Difference of energy gaps, in eV, calculated from ∆𝐸g = 𝐸g
HL − 𝐸g

opt
 for all the 

compounds in various conjugation length and side chains. Table cells were coloured. 

according to the colour code in the bottom 

 

 

 

Despite this, we calculated ∆𝐸g from the energy of π and π* molecular orbitals, presenting the 

obtained results in Table 5.6. Curiously, , it was found ∆𝐸g around 0.30 eV (arithmetic mean) 
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for all the molecular systems, which are results very similar to the benchmarking calculations 

in Table 5.1 and the calculated Δ𝐸g from literature data. It means that there is a correlation of 

0.30 eV between 𝐸g
HL and 𝐸g

opt
 no matter how electrons are arranged in the molecule. 

In conclusion to these analyses, it became clear that 𝐸g
fund is largely affected by the size of the 

conjugation length, while 𝐸g
HL and 𝐸g

opt
 are less affected by it. This happens because: 

• 𝐸g
fund is a correlation of total energy of molecular systems involved in receiving and 

donating one electron; 

• 𝐸g
HL approximates the energy of π and π* molecular orbitals so it depends in how the 

electrons distributed; 

• 𝐸g
opt

 is a combination of one-electron transitions from one molecular orbital to another. 

It is important to keep in mind that these are conclusions made under gas-phase conditions. 

According to the environment in which the polymer will be expose (solvents, dopants and 

others), a new analysis should be done to understand the electronic characteristics of the 

molecule in this situation. 

After discussing the electronic properties of conjugated polymers, the following text comes out 

to guide researchers in designing a new material for high-efficiency solar cells. 

 

5.3 Effect of modifications on isolated chain structures 

5.3.1 Conjugation length 

From previous results and in agreement with the literature, electronic properties of conjugated 

polymers, such as energy gaps, are dependent on the conjugation length, that is, the size of the 

chain backbone in which σ and π bonds are arranged. Indeed, electronic properties achieve a 

convergence when finding a saturation length as being polymeric systems. However, their 

correlation with the polymer core characteristics is still not established for the scientific 

community. 

Since the analysis of the electronic properties in Figure 5.9 and Figure 5.10, it started to be 

observed that molecular systems with few blocks per repeating unit suffer bigger variations of 

IP, EA, 𝐸HOMO and 𝐸LUMO, as comparing Mc13 (1 block per n) with Mc15 (4 blocks per n). To 
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remind, we named here a block an aromatic ring or a few fused-aromatic rings connected to 

another by a σ bond. 

Figure 5.12 shows the results of 𝐸g
fund for all the compounds of this calculation campaign. The 

1-unit systems of Core-1 (PT, Mc13 and Mc1) with any type of the side chains showed high 

𝐸g
fund, because they presented negative EA and very high values of IP. As Mc1 has more σ and 

π bonds arranged along the chain and is composed of two side chains, models with few 

repeating units of this compound presented lower differences between the energy to remove 

one electron and to add one electron than PT and Mc13. 

It was also interesting to note that EA and IP of Core-1 compounds converged to the same 

values, even when the side chains were changed. However, it is necessary to do calculations for 

models with more repeating units to achieve the saturation of these properties and then have a 

consistent conclusion. 

Concerning Core-2 compounds (with two blocks per n), PTB7-Th and Mc12 showed similar 

ratio of 𝐸g
fund variation, with around 0.35 eV of difference. In another hand, 𝐸g

fund variation of 

CPT-BT mostly agreed with Mc1 results, with a deviation of approximately 1.45 eV for 

molecular systems composed with the same number of repeating units. 

Finally, Core-3 compounds showed not only quite the same behaviour but also next to zero eV 

of difference. It might be due to the similar arrangement of σ and π bonds along the chain 

backbone. 

As we mentioned before, increasing the conjugation length of the polymer backbone has a lower 

impact in the 𝐸g
opt

 than in the 𝐸g
fund, as it can be confirmed with a smaller slope of 𝐸g

opt
 curves 

in Figure 5.13. 

Electronic properties depend not only on the conjugation length but also on intrachain 

interactions between the blocks. 



 

126 

 

 

Figure 5.12 - 𝐸g
fund of methyl-side-chain molecular models in relation to their reciprocal 

number of repeating units. Molecules correlated by Core-1 (dotted lines), Core-2 (dashed 

lines) and Core-3 (longer dashed lines). 
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Figure 5.13 – 𝐸g
opt

 of methyl-side-chain molecular models in relation to their reciprocal 

number of repeating units. Molecules correlated by Core-1 (dotted lines), Core-2 (dashed 

lines) and Core-3 (longer dashed lines). 

 

5.3.2 Nature of blocks 

The nature of blocks is, in fact, the distribution of σ and π orbitals. To comprehend the 

correlation between electronic properties and the nature of blocks, the 𝐸g
HL for all the 

compounds about its conjugation length is shown in Figure 5.14.  
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Figure 5.14 – 𝐸g
HL of methyl-side-chain molecular models in relation to their reciprocal 

number of repeating units. Molecules correlated by Core-1 (dotted lines), Core-2 (dashed 

lines) and Core-3 (longer dashed lines) 

 

Only with these eight compounds, there was no evidence that blocks having chemical functions 

as electron-donor, electron-acceptor and π-spacer have a direct impact on energy gaps, neither 

in the convergence ratio of properties. 

Moreover, from calculated 𝐸HOMO, 𝐸LUMO and 𝐸g
HL of 8-unit models in Figure 5.15, we could 

confirm that including thiophene rings between donor and acceptor blocks is not determinant 

to obtain the lowest energy gap, and the energy difference of frontier molecular levels is higher 

for homopolymers than for D-A copolymers. 
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Figure 5.15 - 𝐸HOMO, 𝐸LUMO and 𝐸g
HL of methyl-side-chain molecular models composed of 

eight repeating units 

 

It is very common in the literature to find reports of comparison of semiconductor compounds 

taking isolated values of electronic properties such as 𝐸HOMO, 𝐸LUMO and 𝐸g
HL, that is, computed 

results of a molecular model using certain methods. Our analysis made clear that this practice 

causes strong misleading, which might be crucial in molecular design. 

With these results, it is evident that using models with a settled number of repeating units to 

describe the whole system as done in many works can carry huge misconceptions. Electronic 

properties should encounter a standard as working with conjugated polymers, that is, infinite 

chain of monomeric units.  

 

5.3.3 Side chains 

Alkyl side chains comprise of single-bond carbons and hydrogens, forming chains of sigma 

bonds attached to a σ-π conjugated backbone. Long side chains are incorporated into the main 
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chain of a polymeric semiconductor to increase its solubility.  Small differences in 

optoelectronic properties are observed on modeling, even varying side chains, [9,10], but it is 

not valid for all the conjugated molecules [11]. 

Previously, in Table 5.4, Table 5.5 and Table 5.6, we have already shown slight variations as 

replacing methyl side chains for butyl and 2-ethylhexyl ones. Complementary to it, small 

differences (less than 0.1 eV) in 𝐸HOMO and 𝐸LUMO can be seen in Figure 5.16. 

 

Figure 5.16 – Electronic properties of PTB7-Th in relation to its conjugation length (number 

of repeating units per chain) and side chain, as represented for the 1-unit model: methyl 

(green), butyl (red) and 2-ethylhexyl (blue). 

 

This suggest that optical and electronic properties result from interactions in the backbone 

rather than the effect due to side chains. Nonetheless, all the conclusions until here were based 

on models of isolated chains. Conjugated polymers are connected to each other by weak forces 

called van der Waals interactions and structural modifications play an important role in the 

interactions between chains. Therefore, we carried out the study of intermolecular interactions 

with double-chain models. 
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5.4 Analysis of intermolecular interactions 

Initially, the doubled-chain structures were modelled with a distance of around 4 Å. After 

optimization, in most of the conformations, chains maintained this distance, which could be 

identified as the average distance of stable overlapping of π-orbitals. 

The stability of each molecular system, that is, molecules from one compound with the same 

conjugation length and same side chains, was investigated from a comparison among 

conformations. They were modelled to create as many types of interactions as possible between 

one chain and another, aiming to discover which exchanges of energy drive the most favourable 

molecular systems. 

For the starting point, it was chosen a face-to-face arrangement of π-stacking of backbones, in 

which one chain was parallel positioned to another. After optimization of geometry, the final 

position of main chains and side chains took place in the lowest energetic interactions, in which 

blocks displaced parallelly or maintained stacked but varying the dihedral angles. 

For most of the molecular systems for all the compounds, the most stable dimers were found 

for those chains slipped along the backbone axis due to the steric effect of side chains and 

repulsion of atoms (opening it) with overlapping of π-orbitals and attraction of atoms (closing 

it), a dimer orientation like zippers, as explained in Chapter 3. These mostly found orientations 

are shown in Figure 5.17. 

 

Figure 5.17 – Dimers of 1-unit Mc15 with butyl side chain, in which id, rx and rz presented a 

zipper orientation, while ry resulted in a not-stacked conformation. 

 

   e   e 

To    e 
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The conformations represent states of the same molecular systems, with different interactions 

due to changes in their orientation. In addition, considering the molecules in a material to be 

processed and applied in OPV cells, all these situations coexist. Thus, the electronic properties 

of each conformation should be included in the final character. Even though it is relevant to 

supplement the molecular behaviour concerning reactivity and transition states, these subjects 

will not be discussed in this present study as the compounds are stable in room temperature. 

Boltzmann distribution was done as a complementary analysis using Python libraries to collect 

the data from output files, calculate the population of each conformation for the same molecular 

system and colour the table cells according to a colour code to facilitate the identification of the 

most stable species. Considering 𝑘b = 8.314462618 
J

K
. mol, 𝑇amb = 298.15 K (25°C), 

1 Hartree =  27.21138505 eV and 1 eV = 96.4853 kJ/mol, the populations of each 

conformation for all the compounds were calculated, and they were available in Figure 5.18. 

Giving focus to the black-filled cells representing the highest populations, the distribution of 

species became concentrated in one conformation as bigger was the molecular system (longer 

side chain and conjugation length of the main chains). Another point observed is that there was 

no standard of pattern and rotation that could characterize the most stable molecule among the 

compounds. 

Considering this, it was necessary to develop other kinds of evaluations to interpret the origin 

of what drives the energy stability of the conjugated polymers and find a correlation with the 

electronic properties. 

The HOMO and LUMO energies of each conformation were calculated to provide the HOMO-

LUMO gap (from here, it will be named 𝐸g). A weighted average calculation of dimer 𝐸g was 

done by applying the population estimated from the Boltzmann distribution. We compared 

these data with the difference in total energy of each conformation compared to the lowest 

energy one, as shown for compound Mc15 in Figure 5.19. 

The average value of the HOMO-LUMO gap results from the literature for the same compound 

(for more details, see the Appendices session) was also added to each graphic in a way that 

gives some context for the calculated properties. As we mentioned many times in this work, 

literature data for the same compound vary a lot depending on the measurement method, 

ambient conditions and other factors. Therefore, comparing calculated results with them could 

provide incorrect conclusions. 
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Figure 5.18 – Population in percentage of each molecular system for compounds (a) PT, (b) 

Mc1, (c) Mc13, (d) Mc12, (e) CPT-BT, (f) PTB7-Th, (g) Mc15, and (h) PM6. 
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In the first analysis, the 𝐸g for each molecular system varied from 0.2 to 0.3 eV, except for 1-

unit butyl side chain, which variation achieved almost 0.5 eV due to the loss of backbone 

stacking, as can be verified in Figure 5.17. Moreover, smaller systems such as 1 and 2 units 

with methyl groups presented lower differences of molecular total energy compared to the 2-

unit conformations with a divergence of more than 17 kcal/mol.  

 

Figure 5.19 – Comparison among Mc15 dimers of total energy differences between each 

conformation and the most stable one (grey columns) and reciprocal 𝐸g (black dots), with 

extra details of the average value from the literature (symbol ×) and the mean value of 𝐸g of 

each molecular system (dashed line). 

 

Among all the compounds, Mc15 2-unit was the only molecular system in which conformations 

ry-v1 were the most stable even if varying the side chains (check it in Figure 5.18). Even with 

the twisting of the polymer chain, the backbones maintained their stacked shape. These can be 
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seen in Figure 5.20, in which hydrogens were hidden from the structures only to make the 

visualization more understandable. 

From this evaluation, it became clear that the conformation with the lowest energy (most stable) 

does not have the lowest energy gap, meaning that there is no direct correlation between energy 

stability and electronic properties. However, as it represents the major population among other 

species, it might dictate the electronic property of the material. 

 

Figure 5.20 – Dimers of Mc15 composed of 2 repeating units with 2-ethylhexyl side chains 

(𝐸T
𝐢𝐝 > 𝐸T

𝐫𝐲
). 

 

Therefore, it is indispensable to look at the forces that rule polymer chain interactions. 

Using an independent gradient model (IGM) for visual analysis of molecular interactions, each 

atom is coloured following the colour scale in Figure 5.21 correlated to its ∆𝑔inter/At signature 

(details in Chapter 3), an associated local descriptor to describe the atomic contribution to the 

noncovalent interactions between fragments of a molecule. 

It is important to remember that IGM is a tool used as a visualization map of noncovalent 

interactions based on electron density gradient methods, but these results have no direct 

correlation with electronic energy. In other words, it is impossible to affirm that one 

conformation is more stable than another based on the number of bigger-contribution spots. 

Meanwhile, with IGM, it became easier to identify the main atoms from one fragment 

responsible for interacting with another. 
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Figure 5.21 – Colour scale for ∆𝑔inter/At 

 

According to IGM analysis, the biggest contributions to the interchain interactions are indicated 

by red atoms. They are mainly located on the backbone for all the conformations in Figure 5.23, 

and the atoms of medium contribution (greyish atoms). It is possible to identify the great 

influence of interactions such as S⋯π and C⋯π, in which carbon and sulphur atoms of one 

chain might interact with the fused-aromatic rings of the other chain. 

  

Figure 5.22 - Structure of 1-unit of PM6 with butyl side chain 

 

 

Figure 5.23 – Dimers of the molecular system of Figure 5.22 in various conformations, 

highlighting the most stable one. Atoms were coloured according to its ∆𝑔inter/At 

 

On the other hand, the smallest to zero contribution (blue atoms) on interactions between chains 

is placed on side chains and end groups of each monomer. This can explain why replacing long 
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alkyl side chains (with 8 to 12 carbon atoms) with methyl groups slightly affects electronic 

properties such as the HOMO-LUMO gap.  

The same behaviour can be seen in analysing 2-unit conformations of compound Mc1 in Figure 

5.25 (structures of patterns v1 and v2 are shown in Figure 5.24). Even if changing side chains, 

in most of conformations, the atoms that contribute most to the interactions between chains are 

localised in the backbones, while the lowest contributions still appear out of the polymer core. 

In noncovalent interactions of Mc1 dimers, it is interesting to notice the participation of oxygen 

atoms, which connect benzodithiophene blocks to alkyl side chains. Despite a few cases, they 

presented low atomic contributions to the interplay of backbones. These alkoxy side chains 

seem to mainly cause steric hindrance, playing a relevant role in zipper mode in these dimers. 

Finally, longer and branched side chains cause severe disturbances in backbone stacking, which 

may indicate less efficient packing of polymer chains. Therefore, they promote higher solubility 

in conjugated materials.  

 

Figure 5.24 – Structure of Mc1 chains with 2 units, in which patterns v1 and v2 were 

modelled with sulphur atoms of adjacent unit aligned and in opposite side, respectively 

 

To conclude this analysis about intermolecular interactions between conjugated polymers, 

attraction between heteroatoms and fused-aromatic rings and repulsion between side chains 

were what prevailed for energetic stability among these compounds, contrary to what is 

commonly reported by the scientific community that is the π-π stacking.  

Even with this intense campaign of calculations, the potential for futher research remains vast. 

Exploring models varying conjugation length, nature of blocks and types of side chains could 

yield even more definitive conclusions about the influence of σ and π bonds arrangement and 

intermolecular interactions between polymer chains on electronic properties. This exploration 

is crucial for the design of new molecules for high-efficiency electronic devices, such as solar 

cells, and should be a focus of future investigation in our field. 
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Figure 5.25 – Atomic contribution in the noncovalent interactions between Mc1 2-unit dimers 

varying side chains, highlighting the most stable one for each molecular system 
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Conclusions and perspectives 

To improve photocurrent generation in organic photovoltaic cells, tuning optoelectronic 

properties of semiconductor materials, such as conjugated polymers, is essential. Investigating 

structural parameters is the key to understanding what drives intra and intermolecular 

interactions with respect to energetic stability.  

Using DFT and TD-DFT to compute optoelectronic properties, it is possible to carry out a huge 

campaign of calculations for a such variety of molecular systems of this work (some with more 

than 3000 electrons). Even though Ab initio methods provide accurate results, they are limited 

to molecules with tens of electrons. Therefore, when the goal is to find tendencies of structure-

property correlation, electron density-based methods provide substantial data for discussion. 

In this work, we defined energy gaps and demonstrated their correlation with the polymer 

structure. Estimate the fundamental gap from the HOMO-LUMO gap is an incorrect 

approximation in DFT, which includes exchange-correlation to describe Kohn-Sham orbitals; 

therefore, diversified and overestimated exciton binding energy is found using this approach as 

it excludes the polymer structure relaxation as adding or removing an electron. However, we 

found a difference of around 0.30 eV between the energy of π and π* molecular orbitals and 

the optical absorption independently of the molecular system (compound, conjugation length 

and side chain).  

We could confirm that electronic properties of many conjugated compounds are impacted by 

optimizations done in the polymer backbone rather than on its alkyl side chains, showing the 

importance of π-bonds arrangement. Finding slight differences in optoelectronic properties as 

by replacing the methyl side chains with longer and branched ones, we proved that modelling 

molecular systems without long side chains reduces computational cost while preserving the 

accuracy of the electronic properties. 

Indeed, conjugated molecules are not isolated in the material; it is necessary to include π-π 

interactions linking polymer chains and connect structural modifications with the electronic 

properties of these compounds. According to IGM analysis, we found that conjugated polymer 

structure is mainly stabilized due to the attraction between heteroatoms of one chain and fused-

aromatic rings of the other and the repulsion of side chains, also called the steric effect. 
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To predict results as approximately as possible to experimental data, it would be necessary to 

calculate the optoelectronic properties using a robust basis set and/or considering the period 

boundary conditions (PBC) method, being aware of the limitations of using these strategies. 

Furthermore, gaining insights into the electronic behaviour of the processed material by 

carrying out calculations for molecules in other conditions, such as organic solvents, could pave 

the way for their application in eco-friendly devices, inspiring hope for a more sustainable 

future. 

Concerning molecular design, it is possible to apply modelling in steps, as done by Batagin and 

his team, by calculating the properties by adding each block instead of a repeating unit to have 

more detailed information on conjugation length evolution and its constraints. Replacing 

tail/head hydrogen atoms with a thiophene or benzene can also be done to avoid the board effect 

in visualization analysis. 

The next approach to be applied in this research is to calculate the reorganization energy of the 

compounds, following Marcus’ theory, to comprehend charge-transfer and energy loss 

processes in conjugated polymers, and finally, to have a more precise conclusion of 

semiconductor materials for high-efficiency solar cells. 
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Appendix B 

Table B.1 – Detailed experimental and theoretical data (energy given in eV) according to each 

referenced work for the molecules in Figure 5.2, with the data of reference molecule in italic 
 

Compound name Side chain n EHOMO ELUMO 𝑬𝐠
𝐇𝐋 𝑬𝐠

𝐨𝐩𝐭 𝚫𝑬𝐠 
Methods* 

Ref. 
HL 𝑬𝐠

𝐨𝐩𝐭 

PBnDT-DTBT 
R

1
=3-butylnonyl 

R
2
=2-ethylhexyl  ∞ -5.00 -3.19 2.27 1.77 0.50 CV UV-vis [1] 

PBDT-DTBT R
1
=2-octyldodecyloxy ∞ 

   
1.72 

 
CV UV-vis [2] 

BDT2-T-BT-T R
1
=R

2
=H 4 -5.12 -3.15 1.97 1.68 0.29 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 
[3] 

 
Average -5.06 -3.17 2.12 1.72 0.40 

   

PBnDT-DTffBT 
R

1
=3-butylnonyl 

R
2
=2-ethylhexyl  ∞ -5.54 -3.33 2.21 1.70 0.51 CV UV-vis [1] 

BDT2-T-ffBT-T R
1
=R

2
=H 4 -5.22 -3.32 1.99 1.68 0.31 

DFT 
B3LYP 

6-311G(d) 

TD-DFT 
B3LYP 

6-311G(d) 
[3] 

 
Average -5.38 -3.33 2.10 1.69 0.41 

   

PBnDT-HTAZ 
R

1
=3-butylnonyl 

R
2
=2-butyloctyl ∞ -5.29 -2.87 2.42 1.98 0.44 CV UV-vis [4] 

PBDTDTBTz 
R1=2-ethylhexoxy 

R
2
=octyl ∞ -5.06 

  
1.95 

 
CV UV-vis [5] 

 PBDT-DTBTz 
R

1
=H 

R
2
=heptadecan-9-yl ∞ -5.26 

  
1.97 

 
CV UV-vis [6] 

PBDTTDTBTz 
R

1
=2-ethylhexylthiophene 

R
2
=octyl ∞ -4.92 -3.01 1.91 1.78 0.13 CV UV-vis [7] 

BDT2-T-HTAz-T R
1
=R

2
=H 4 -5.02 -2.80 2.22 1.90 0.32 

DFT 

B3LYP 
6-311G(d) 

TD-DFT 

B3LYP 
6-311G(d) 

[3] 

 
Average -5.11 -2.89 2.18 1.92 0.30 

   

BisEH-PFDTBT R=2-ethylhexyl ∞ -5.50 
  

1.90 
 

CV UV-vis [8] 

PFDTBT R=decyl ∞ 
 

-3.75 
 

1.92 
 

CV UV-vis [9] 

PFDo-DBT R=dodecyl ∞ -5.44 -3.49 1.95 1.89 0.06 CV UV-vis [10] 

16 R=methyl 4 -5.08 -2.92 2.16 1.84 0.32 
DFT 

B3LYP 

6-311G(d) 

TD-DFT 
B3LYP 

6-311G(d) 
[11] 

C/CPDP-T-BT-T R=methyl 4 -4.85 -2.73 2.12 1.80 0.32 
DFT 

B3LYP 
6-31G(d,p) 

TD-DFT 

B3LYP 
6-31G(d,p) 

[12] 

C/CPDP-T-BT-T R=H 4 -5.04 -2.96 2.09 1.86 0.23 
DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 
[3] 

 
Average -5.18 -3.17 2.08 1.87 0.23 

   

PCPDTBT R=2-ethylhexyl ∞ -5.00 -3.19 1.81 1.44 0.37 CV UV-vis [13] 

PCPDTBT R=2-ethylhexyl ∞ -5.30 -3.57 1.73 1.38 0.35 CV UV-vis [14] 
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PCPDTBT R=2-ethylhexyl ∞ -4.80 
  

1.43 
 

CV UV-vis [15] 

C/CPDT-BT R=methyl 4 -4.48 -2.91 1.57 1.34 0.23 
DFT 

B3LYP 

6-31G(d,p) 

TD-DFT 

B3LYP 

6-31G(d,p) 
[12] 

17 R=methyl 4 -4.74 -3.12 1.63 1.37 0.26 
DFT 

B3LYP 

6-311G(d) 

TD-DFT 
B3LYP 

6-311G(d) 
[11] 

CPT-BT R=H 4 -4.70 -3.06 1.64 1.39 0.25 
DFT 

B3LYP 
6-311G(d) 

TD-DFT 

B3LYP 
6-311G(d) 

[3] 

 
Average -4.84 -3.17 1.68 1.39 0.29 

   

PSiF-DBT R=octyl ∞ 
   

1.82 
  

UV-vis [16] 

PBSDTBT R=octyl ∞ -5.70 -3.81 1.89 1.85 0.04 CV UV-vis [17] 

Si/CPDP-T-BT-T R=methyl 4 -4.85 -2.73 2.13 1.81 0.32 
DFT 

B3LYP 

6-31G(d,p) 

TD-DFT 

B3LYP 

6-31G(d,p) 
[12] 

Si/CPDP-T-BT-T R=H 4 -5.12 -3.05 2.06 1.88 0.18 
DFT 

B3LYP 

6-311G(d) 

TD-DFT 
B3LYP 

6-311G(d) 
[3] 

 
Average -5.22 -3.20 2.03 1.84 0.18 

   

PDTSTPD 
R

1
=2-ethylhexoxy 

R
2
=octyl ∞ -5.46 -3.15 2.31 1.70 0.61 CV UV-vis [18] 

PDTSTPD 
R

1
=2-ethylhexoxy 

R
2
=octyl ∞ -5.57 -3.88 1.69 1.73 -0.04 CV UV-vis [19] 

Si/CPT-TPD R
1
=R

2
=H 4 -5.28 -3.12 2.16 1.84 0.32 

DFT 

B3LYP 
6-311G(d) 

TD-DFT 

B3LYP 
6-311G(d) 

[3] 

 
Average -5.44 -3.38 2.05 1.76 0.30 

   

*Methods for HOMO and LUMO (HL) energies: cyclic voltammetry (CV) and density functional theory (DFT). 

Methods for 𝐸g
opt

: ultraviolet-visible spectrometry (UV-vis) and time-dependent DFT (TD-DFT) 

 

Table B.2 – Detailed experimental and theoretical data according to each referenced work for 

the molecules in Figure 5.4 (energy given in eV) 

Compound 

name 

Side 

chain 
n EHOMO ELUMO 𝑬𝐠

𝐇𝐋 𝑬𝐠
𝐨𝐩𝐭

 𝚫𝑬𝐠 
Methods* 

Ref 
HL 𝑬𝐠

𝐨𝐩𝐭
 

PT 

Regio 

regular 

PBT 

R=butyl ∞ 
   

1.70 
  

UV-vis [20] 

P3HT 

spin-coating 
R=hexyl ∞ -4.71 

  
1.93 

 

CV UV-vis 

[21] 

P3HT 

LS 
R=hexyl ∞ -4.70 

  
1.92 

 
[21] 

P3DT 

spin-coating 
R=decyl ∞ -4.76 

  
1.92 

 
[21] 
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P3DT 

LS 
R=decyl ∞ -4.77 

  
1.90 

 
[21] 

P3HT R=hexyl ∞ -5.22 -3.68 1.54 1.90 -0.36 CV UV-vis [22] 

P3HT R=hexyl ∞ -5.20 -3.53 1.67 1.92 -0.25  

CV UV-vis 

[23] 

P3OT R=octyl ∞ -5.25 -3.55 1.70 1.92 -0.22  [23] 

P3DDT 
R= 

dodecyl 
∞ -5.29 -3.55 1.74 1.93 -0.19 [23] 

12T R=H 12 -6.05 -1.76 4.29 2.23 2.06 DFT 

LC-PBE0* 

6-31+G(d) 

TD-DFT 

LC-PBE0* 

6-31+G(d) 

[24] 

20T R=H 20 -5.98 -1.86 4.12 2.10 2.02 [24] 

20T R=H ∞ -4.63 -2.50 2.13 
  

NWChem/DFT 
B3LYP 

6-31G(d) 

 
[24] 

PT R=H ∞ -4.61 -2.55 2.06 
  

PBC/DFT 

B3LYP 

6-31G(d) 

 
[24] 

P3HT R=hexyl ∞ 
  

2.39 2.00 0.39 

Kuhn fit 

DFT 

B3LYP-D 

6-31G(d) 

Kuhn fit 

TD-DFT 

B3LYP 

6-31G(d) 

[25] 

P3AT R=methyl 8 -4.60 -2.10 2.50 
  

DFT 

B3LYP 

6-31G(d) 

 
[26] 

Average -5.05 -2.68 2.51 1.95 0.64       

Mc13 

PBTz 
R=2-octyl 

dodecyl 
∞ 

 
-3.50 

 
2.10 

 
CV UV-vis [26] 

P1 
R=heptad

ecan-9-yl 
∞ -5.40 

  
2.30 

 
PESA UV-vis [27] 

PBTz R=methyl 8 -4.70 -2.30 2.40 
  

DFT 

B3LYP 

6-31G(d) 

 
[26] 

13 R=methyl 6 -5.03 -2.41 2.63 2.34 0.29 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[11] 

Average -5.04 -2.74 2.52 2.25 0.29       

Mc1 

H2 
R= 

dodecyl 
∞ -5.16 -2.67 2.49 2.13 0.36 CV UV-vis [28] 

O-PBDT 
R=2-

ethylhexyl 
∞ -5.31 -2.94 2.37 2.21 0.16 CV UV-vis [29] 

n-OBDT R=methyl 1 
   

3.63 
 

DFT 

B3LYP 

6-31G(d) 

TD-DFT 

B3LYP 

6-31G(d) 

[30] 

n-OBDT R=methyl 2 
  

3.31 3.07 0.24 [30] 

n-OBDT R=methyl 3 
  

2.95 2.69 0.26 [30] 

n-OBDT R=methyl 4 
  

2.79 2.50 0.28 [30] 

n-OBDT R=methyl 5 
  

2.68 2.39 0.30 [30] 
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n-OBDT R=methyl 6 
  

2.62 
  

[30] 

n-OBDT R=methyl 7 
  

2.59 
  

[30] 

n-OBDT R=methyl 8 
  

2.56 2.24 0.32 [30] 

n-OBDT R=methyl 9 
  

2.54 
  

[30] 

n-OBDT R=methyl ∞ 
  

2.30 
  

Line fit 
 

[30] 

n-OBDT R=methyl ∞ 
  

2.50 
  

Kuhn fit 
 

[30] 

n-OBDT R=methyl ∞ 
  

2.54 2.16 0.38 Meier fit Meier fit [30] 

n-OBDT R=methyl ∞ 
  

2.45 
  

PBC/DFT 

B3LYP 

6-31G(d) 

 
[30] 

O-PBDT R=methyl 4 -5.11 -2.31 2.80 
  

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[29] 

1 R=methyl 6 -5.19 -2.58 2.61 2.30 0.31 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[11] 

Average -5.19 -2.63 2.63 2.53 0.29       

Mc12 

P1S 
RO=2-

ethylhexyl 

RN=octyl 
∞ -5.56 -3.75 1.81 1.80 0.01 CV UV-vis [31] 

PBDTTPD 
RO=2-

ethylhexyl 

RN=octyl 
∞ -5.35 -3.17 2.18 1.80 0.38 CV UV-vis [32] 

Pa2 
RO=2-

ethylhexyl 

RN=H 
∞ -4.99 

 
1.83 

  
PBC 

B3LYP 

6-31G(d) 

 
[33] 

Pa2 
RO=2-

ethylhexyl 

RN=H 
∞ -5.51 

 
2.52 

  
PBC 

PBE0 

6-31G(d) 

 
[33] 

Da2 

RO= 

methyl 

RN=H 

2 
   

2.07 
  

TD-DFT 

O3LYP 

6-31G(d) 

[33] 

12 R=methyl 4 -5.46 -3.10 2.36 2.04 0.32 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[11] 

Average -5.37 -3.34 2.14 1.93 0.24       

CPT-BT 

PCPDTBT 
R=2-

ethylhexyl 
∞ -5.00 -3.19 1.81 1.44 0.37 CV UV-vis [13] 

PCPDTBT 
R=2-

ethylhexyl 
∞ -5.30 -3.57 1.73 1.38 0.35 CV UV-vis [14] 

PCPDTBT 
R=2-

ethylhexyl 
∞ -4.80 

  
1.43 

 
CV UV-vis [15] 

C/CPDT-BT R=methyl 4 -4.48 -2.91 1.57 1.34 0.23 

DFT 

B3LYP 

6-31G(d,p) 

TD-DFT 

B3LYP 

6-31G(d,p) 

[12] 
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17 R=methyl 4 -4.74 -3.12 1.63 1.37 0.26 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[11] 

CPT-BT R=H 4 -4.70 -3.06 1.64 1.39 0.25 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[3] 

Average -4.84 -3.17 1.68 1.39 0.29       

PTB7-Th 

PTB7-Th 
R=2-

ethylhexyl 
∞ -5.22 

  
1.58 

 
CV UV-vis [34] 

PTB7-TH 
R=2-

ethylhexyl 
∞ 

   
1.77 

  
UV-vis [35] 

PTB7-TH 
R=2-

ethylhexyl 
∞ -5.20 -3.59 1.61 1.76 -0.15 CV UV-vis [36] 

PTB7-Th 
R=2-

ethylhexyl 
∞ -5.39 -3.12 2.27 1.78 0.49 CV UV-vis [37] 

PBDTTT-

EF-T 
R=2-

ethylhexyl 
∞ -5.20 

  
1.68 

 
PYS PYS [38] 

PTB7-Th 
R=2-

ethylhexyl 
∞ -5.02 -3.38 1.64 1.76 -0.12 UPS UV-vis [39] 

PTB7-Th 
R=2-

ethylhexyl 
∞ 

   
1.58 

  
UV-vis [40] 

PTB7-Th R=H 4 
   

1.75 
  

TD-DFT 

B3LYP 

6-31+G(d) 

[35] 

PTB7-Th 
R=2-

ethylhexyl 
1 -5.13 -2.23 2.90 

  
DFT 

B3LYP 

6-31+G(d,p) 

 
[34] 

Average -5.19 -3.08 2.11 1.71 0.08       

Mc15 

PCDTBT R=octyl ∞ -5.45 -3.60 1.85 1.88 -0.03 CV UV-vis [41] 

PCDTBT R=decyl ∞ 
   

2.17 
  

UV-vis [42] 

PCDTBT R=octyl ∞ -5.40 
  

1.95 
 

PYS PYS [38] 

PCDTBT-H R=methyl 4 -4.98 -2.95 2.02 1.71 0.31 

DFT 

B3LYP 

6-311G(d,p) 

TD-DFT 

B3LYP 
6-311G(d,p) 

[43] 

PCDTBT (1) R=H 3 -4.79 -2.71 2.08 1.77 0.31 

DFT 

B3LYP 

6-31G(d) 

TD-DFT 

B3LYP 

6-31G(d) 

[44] 

PCDTBT (3) R=methyl 3 -4.77 -2.70 2.08 1.77 0.31 [44] 

PCDTBT (5) R=ethyl 3 -4.76 -2.69 2.07 1.76 0.31 [44] 

PCDTBT (7) R=propyl 3 -4.76 -2.69 2.07 1.76 0.31 [44] 

PCDTBT (9) R=butyl 3 -4.75 -2.68 2.07 1.76 0.31 [44] 

PCDTBT 

(13) 
R=hexyl 3 -4.75 -2.68 2.07 1.76 0.31 [44] 

PCDTBT 

(17) 
R=octyl 3 -4.75 -2.68 2.07 1.76 0.31 [44] 
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PCDTBT R=octyl 1 -4.98 -2.57 2.41 1.88 0.53 

DFT 

B3LYP 

6-31G(d) 

TD-DFT 

B3LYP 

6-31G(d) 

[41] 

15 R=methyl 4 -5.04 -2.86 2.18 1.86 0.32 

DFT 

B3LYP 

6-311G(d) 

TD-DFT 

B3LYP 

6-311G(d) 

[11] 

Average -4.93 -2.80 2.09 1.83 0.30       

PM6 

PM6 
R=2-

ethylhexyl 
∞ -5.45 

  
1.80 

 
CV UV-vis [45] 

PM6 
R=2-

ethylhexyl 
∞ -5.56 -3.50 2.06 1.81 0.25 CV UV-vis [46] 

PM6 
R=2-

ethylhexyl 
∞ -5.50 -3.61 1.89 

  
CV UV-vis [47] 

PM6 
R=2-

ethylhexyl 
∞ -5.50 -3.61 1.89 

  
CV UV-vis [48] 

PBDB-TF 
R=2-

ethylhexyl 
∞ -5.54 -3.51 2.03 2.18 -0.15 CV UV-vis [49] 

PM6 
R=2-

ethylhexyl 
∞ -5.13 

  
1.85 

 
UPS UV-vis [50] 

PM6 R=methyl 2 -5.00 -2.62 1.63 
  

DFT 

B3LYP 

6-31G(d,p) 

 
[45] 

PM6 
R=2-

ethylhexyl 
3 -5.16 -2.77 2.39 1.98 0.41 

DFT 

B3LYP 

def2-TZVP 

TD-DFT 

B3LYP 

def2-

TZVP 

[51] 

Average -5.36 -3.27 1.98 1.92 0.17       

*Methods: cyclic voltammetry (CV), density functional theory (DFT), photoelectron spectroscopy in air (PESA), 

periodic boundary condition (PBC), photoelectron yield spectroscopy (PYS), ultraviolet photoelectron 

spectroscopy (UPS), ultraviolet-visible spectrometry (UV-vis) and time-dependent DFT (TD-DFT) 
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L st of Abb e  at ons 

a adiabatic 

A electron-acceptor 

abs absorption 

APF-D Austin-Frisch-Petersson functional 

with dispersion 

a-Si amorphous silicon 

At atomic 

B Boltzmann 

b exciton binding 

B3LYP BLYP hybrid functional  

B88 Becke 88 exchange functional 

BCP bond CP 

BDT benzodithiophene 

BIPV building-integrated photovoltaic 

BLA bond length alternation 

BLYP GGA using B88 and LYP 

BT benzothiadiazole 

C energy conservation 

C1 methyl side chain 

C4 butyl side chain 

C60 buckminster fullerene 
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opt optical 
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functional 
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molecules 
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TD-DFT time-dependent DFT 
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XC exchange-correlation 
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ABSTRACT 

Organic photovoltaic (OPV) cells are technologies that use semiconductor materials to generate 

photocurrent from incident light on the device. The first process in the photovoltaic effect is 

light absorption, when photons of light interact with electrons of molecules in the active layer. 

So, it is suitable to work with materials that have light absorption in the range of the highest 

intensity solar irradiance, such as conjugated systems, which aromatic rings create overlaps of 

π-orbitals, facilitating the delocalization of electrons along the polymer backbone. 

Ab initio modeling is a powerful technique to design materials at the atomistic level and predict 

electronic properties such as optical and electronic gaps, electronic affinity and ionization 

potential, that are strongly related to the OPV performance. The correlation between method 

and accurately estimation of these properties is well known. Designing a novel molecule from 

computational investigation requires a deeply understanding about parameters of the polymer 

structure, combining blocks with different chemical functions to tune optoelectronic properties.  

In this work, we present a theoretical study targeting trends of such properties from a 

benchmarking, for a series of compounds: PM6, PTBT-Th, P3HT, C/CPCT-T-BT-T, CPT-BT, 

Si/CPT-TPD, BDT2-T-ffBT-T, BDT2-T-BT-T, BDT2-T-HTAZ-T, Si/CPDP-T-BT-T, and 

other polymers based on fused-aromatic rings such as oxybenzodithiophenes, benzotriazoles, 

piazthiolebenzothiadiazole and N-isopropylcarbazole. The calculations based on density 

functional theory (DFT) and time-dependent DFT (TD-DFT) were carried out using 

Gaussian16, B3LYP functional and a 6-31G(d) basis set. This thesis counted with intense 

explanations about optical and electronic properties and demonstrations of correlated 

parameters, clarifying terminologies vastly used to materials for photovoltaic applications. 

Other approaches based on electron density were also considered to give support to 

visualization analysis of noncovalent interactions. 

We have found, through optimisations carried out on self-assembled molecular systems, that 

the interactions of π systems between neighbouring molecules have a greater impact on the 

optoelectronic properties than the side chains attached to them. We have thus shown that it is 

possible to replace long branched side chains with methyl groups, reducing the computational 



   
cost without any major change in the results. The post-computational treatment of the set of 

interactions was carried out using the independent gradient model (IGM) and showed that it is 

possible to distinguish the key interactions responsible for stabilising self-assembled 

(macro)molecular systems as they must exist in the conducting polymer of OPV devices. 

This thesis has mainly enabled us to establish how the molecular structure of aggregates affects 

the electronic properties of a system. With this work, we presented the main assumptions of 

how molecular structure can affect the electronic properties, then to guide researchers on 

designing a new material with a high light absorption. 

 



   

RÉSUMÉ 

Les cellules photovoltaïques organiques (OPV) sont des dispositifs qui utilisent des matériaux 

semi-conducteurs pour générer un photocourant à partir de la lumière incidente qui frappe le 

dispositif. Le premier processus en jeu dans l'effet photovoltaïque est l'absorption de lumière, 

soit l'interaction entre les photons incidents et les électrons des molécules de la couche active 

du dispositif. Il apparaît donc évident qu'il convient d'employer des matériaux présentant une 

absorption maximale dans la gamme de la plus forte irradiance solaire. Les systèmes conjugués, 

dont les anneaux aromatiques créent des recouvrements d'orbitales π, sont des candidats idéaux 

puisqu'ils facilitent la délocalisation des électrons le long de l'ossature polymère. 

La modélisation ab initio est un outil puissant pour qui cherche à concevoir ces nouveaux 

matériaux, puisqu'elle permet de prédire avec une grande fiabilité des propriétés électroniques 

telles que les gaps optiques et électroniques, l'affinité électronique ou encore le potentiel 

d'ionisation, auxquelles les performances des dispositifs OPV sont fortement corrélées. 

Concevoir une nouvelle molécule à l'appui des calculs théoriques nécessite une compréhension 

approfondie de la structure du polymère, le jeu consistant à combiner des blocs porteurs de 

fonctions chimiques différentes afin d'ajuster les propriétés optoélectroniques.  

Le travail présente une étude théorique descriptive (benchmark) des propriétés électroniques 

évoquées ci-avant, calculées pour une série de composés de type PM6, PTBT-Th, P3HT, 

C/CPCT-T-BT-T, CPT-BT, Si/CPT-TPD, BDT2-T-ffBT-T, BDT2-T-BT-T, BDT2-T-HTAZ-

T, Si/CPDP-T-BT-T, et pour une autre série molécules de cœur π de type 

oxybenzodithiophènes, benzotriazoles, piazthiolebenzothiadiazole et N-isopropylcarbazole. 

Les calculs réalisés sont de type DFT (théorie de la fonctionnelle de la densité) et TD-DFT 

(théorie de la fonctionnelle de la densité dépendante du temps), et ont été réalisés via 

Gaussian16, en employant la fonctionnelle B3LYP et un ensemble de bases 6-31G(d). Cette 

thèse vise à fournir une compréhension approfondie des propriétés optiques et électroniques 

des matériaux, en regard de ces mêmes paramètres pour les matériaux couramment employés 

dans les dispositifs OPV. D'autres approches basées sur la densité électronique ont également 

été considérées pour soutenir l'analyse des interactions non covalentes. 



   
Nous avons constaté, via les optimisations réalisées sur les systèmes moléculaires auto-

assemblés, que les interactions des systèmes π entre molécules voisines, ont un impact plus 

important sur les propriétés optoélectroniques que les chaînes latérales qui y sont attachées. 

Nous avons ainsi montré qu’il est possible de remplacer les longues chaînes latérales ramifiées 

par des groupes méthyles réduit le coût computationnel sans changement majeur dans les 

résultats. Le traitement post-calculatoire de l’ensemble des interactions a été réalisé à l'aide du 

modèle de gradient indépendant (IGM) et a montré qu’il est possible de distinguer les 

interactions clés responsables de la stabilisation des systèmes (macro)moléculaires auto-

assemblés telles qu’elles doivent exister dans le polymère conducteur des dispositifs OPV. 

Cette thèse nous a principalement permis d’établir la manière dont la structure moléculaire des 

agrégats affecte les propriétés électroniques d'un système. Notre travail pose également les 

bases d'un guide théorique pouvant servir de fil rouge à la conception de nouveaux matériaux 

présentant une absorption de lumière optimale pour un emploi dans les dispositifs OPV. 



   

 



   

Ecole doctorale sciences exactes et leurs applications 

ED SEA 211 

 

Institut des Sciences Analytiques et de Physico-Chimie pour l'Environnement et les Matériaux 

IPREM 


