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ABSTRACT

A striking similarity exists in the organization and structure of certain brain regions
across diverse species. For instance, the brain structure of vertebrates, from fish to
mammals, includes regions like the cortex, hippocampus, cerebellum and basal gan-
glia with remarkable similarity. The presence of these structures across a wide range
of species strongly suggests that they emerged early in vertebrate evolution and have
been conserved throughout evolution. The persistence of these structures raises in-
triguing questions about their evolutionary origins: are they unique and optimal
solutions for processing information and controlling behavior, or could alternative
brain architectures emerge to achieve similar functional properties? To investigate
this question, this thesis explores the relationship between brain architecture and
cognitive function, with a focus on decision-making processes. We propose to use
variants of a recurrent neural network model (echo state network) that is struc-
turally minimal and randomly connected. We aim to identify whether a minimal
model can capture any decision-making process and if it cannot, we explore whether
multiple realizable solutions emerge through structural variations. First we demon-
strate that a minimal model is able to solve simple decision tasks in the context of
spatial navigation. Second, we show that this minimal structure has performance
limitations when handling more complex tasks, requiring additional structural con-
straints to achieve better results. Third, by employing a genetic algorithm to evolve
network structure to more complex ones, we discover that multiple realizable solu-
tions emerging through structural variations. Furthermore we reveal that identical
architectures can exhibit a range of different behaviors, leading us to investigate
additional factors contributing to these different behaviors beyond structural varia-
tions. Our analysis of the behavior of 24 monkeys living in a community reveals that
social factors, such as social hierarchy, play a significant role in their behavior. This
thesis takes an approach that differs from traditional neuroscience methodologies.
Rather than directly constructing biologically inspired architectures, the models are
designed from simple to complex structures, reproducing the process of biological
evolution. By leveraging the principles of multiple realizability, this approach en-
ables the evolution of diverse structural configurations that can achieve equivalent
functional outcomes.



RESUME

Une similarité frappante existe dans 'organisation et la structure de certaines
régions du cerveau chez diverses especes. Par exemple, la structure cérébrale des
vertébrés, des poissons aux mammiféres, présente une similarité remarquable dans
des régions telles que le cortex, 'hippocampe, le cervelet et les ganglions de la base.
Cela suggere que ces régions sont apparues t6t dans I’évolution des vertébrés et ont
été conservées au fil du temps. La persistance de ces structures souleve des ques-
tions fondamentales sur leurs origines évolutives : sont-elles des solutions uniques
et optimales pour le traitement de 'information et le contréle du comportement, ou
d’autres architectures cérébrales pourraient-elles émerger pour offrir des propriétés
fonctionnelles équivalentes 7 Cette these étudie la relation entre la structure du
cerveau et les fonctions cognitives, en se concentrant particulierement sur le proces-
sus de prise de décision. Nous proposons d’utiliser un type de réseau de neurones
récurrent appelé Echo State Network qui est structurellement minimal et dans lequel
les neurones sont connectées de maniére aléatoire. Nous voulons déterminer si ce
modele minimal peut capturer tout processus décisionnel et si ce n’est pas le cas,
nous chercherons l'existence de structures alternatives. Premiérement, nous dé-
montrons qu’'un modele minimal est capable de résoudre des taches décisionnelles
simples dans le contexte de la navigation spatiale. Ensuite, nous montrons que cette
structure minimale a des limitations de performance lorsqu’il s’agit de taches plus
complexes, nécessitant plus de structures pour retrouvant de bonnes performances.
Troisiemement, nous utilisons un algorithme génétique faisant évoluer la structure
du réseau vers des configurations plus complexes, ce qui nous conduit a découvrir
plusieurs solutions réalisables émergeantes de variations structurelles. De plus, nos
résultats révelent que des architectures identiques peuvent manifester une gamme
de comportements différents, nous incitant a explorer les facteurs supplémentaires
pouvant contribuer a ces différences comportementales, au-dela des variations struc-
turelles. Notre analyse du comportement de 24 singes vivant en communauté révele
que des facteurs sociaux, tels que la hiérarchie sociale, jouent un role significatif
dans 'influence du comportement. Cette theése adopte une approche qui differe des
méthodologies traditionnelles en neurosciences. Plutét que de construire directe-
ment des architectures biologique, les modeles sont construits en faisant évoluer leur
structures de simples & complexes, reproduisant ainsi le processus de 1’évolution bi-
ologique. En s’appuyant sur les principes de réalisabilité multiple, cette approche
permet I’évolution de configurations structurelles diverses capables de parvenir a des
résultats fonctionnels équivalents.
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INTRODUCTION

Over the past decades, understanding the relationship between brain structures and
functions has been a central focus of neuroscience research. Brain connectivity is
heavily studied in order to understand how different brain regions and neurons are
connected and interact with each other. Fundamental questions are addressed: how
does the complex architecture of the brain give rise to cognitive abilities 7 And
what are the consequences of alterations in brain structure on cognitive functions
? To this end, ongoing research aims to unravel the brain’s organization and its
functions, leading researchers to view the brain as a network [Sporns| [2016], com-
prising multiple units and modules that are intricately connected. The relationships
between structure, connectivity, and computation [Ostojic and Fusi, 2024] is critical
for understanding how the brain processes and transmit information [Sporns et al.,
2005].

Mapping the structure of the brain network, referred as the connectome [Sporns
et al.l 2005, is crucial to understand the functional implication of the structure.
So far, only the C. elegans connectome and the Drosophila melanogaster (fruit fly)
connectome is fully known |Cook et al., 2019, Schlegel et al., 2024]. Nevertheless,
advances in neuroimaging, neuro-electrophisology and computational modeling en-
abled increased research application to connectomes. For instance, image techniques
like Diffusion Tensor Imaging (DTI) [Hagmann et al. 2008] and functional MRI
(fMRI) [Smith et al., 2013|] are employed to measure brain activity during a task or
at rest, representing powerful tools to study functional connectivity. Additionally, a
large scale project called the Human Connectome Project (HCP) [Van Essen et al.),
2012|, which aims at mapping the entire human connectome, is also ongoing in the
direction of unravelling brain connectivity.

Research has shown that the brain connectivity exhibits a combination of ran-
dom and non random properties |[Esposito et al., |2014]. This mix is reminiscent
of small-world networks [Watts and Strogatzl, [1998], which have been found to be
a property of brain connectivity |[Bassett and Bullmorel 2006| Liao et all 2017].
Small-world networks comprise random connections that facilitate shortcuts between
distant nodes, reducing average path length. Additionally, they exhibit a mix of reg-
ularity and local clustering, where neurons tend to form clusters and are more likely
to connect with neighboring nodes than randomly selected ones. Both random and
non-random properties provide a balance between local clustering and global con-
nectivity, rendering them efficient for information transmission. The small-world
property of the brain have been extensively studied and empirically confirmed in
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the case of Caenorhabditis Elegans [Watts and Strogatz, [1998|, nevertheless still
discussed and reconsidered [Hilgetag and Goulas, 2016, [Muller et al., 2014]. Fur-
thermore, research has also revealed the presence of modular properties in the brain
[Meunier et al.l 2010, Sporns and Betzel, 2016], characterized by a type of neural
organization where the brain is divided into distinct modules that specialize for
specific functions. Each module can be considered as a subnetwork comprising in-
terconnected neurons that collaborate to perform a specific task, and these modules
communicate with each other through dedicated connections. Additionally, several
other important connectivity properties are observed in the brain, including scale-
free network [Eguiluz et al. |2005] and hierarchical organization [Zhou et al., 2006].

Knowing the human connectome is not only crucial to understand the implications
of structure on healthy brains but also dysfunctional ones. Indeed, small-world prop-
erties may be essential for maintaining healthy brain function [Liao et al.,[2010] since
alterations of small-world features are observed in patient groups with Alzheimer’s
disease [Stam et al., 2007], autism [Barttfeld et al., [2012] and schizophrenia [Liu
et al., [2008, |[Fornito et al., 2011}, Micheloyannis et al., [2006]. Moreover, it has been
shown that structural changes were occurring during aging [Fjell and Walhovd,
2010], and that epileptic patients showed an altered modular organization [Chavez
et al., 2010].

Meanwhile, the origins of these specific connectivity properties of the brain are
still questioned. What drives the brain to adopt this particular organization rather
than another? [Sporns| [2011] suggest that non-random properties of the brain may
arise from spatial embedding and wiring economy considerations. Random connec-
tivity has a high cost as it does not consider physical constraints, whereas distance-
dependent and cluster organization allow a wiring economy, minimizing unnecessary
neural connections. Another suggestion is that these specific structures are essential
for the emergence of certain cognitive functions. This idea is supported by the strik-
ing similarities observed in the organization of brain regions across diverse species
[Ardesch et al., 2019, Van den Heuvel et al., 2016, Woych et al., [2022} Kozol et al.,
2023]. Such consistency over millions of years of evolution suggests that these struc-
tures may be crucial for specific cognitive functions.

In this study, we investigate the impact of brain structure on a particular cognitive
function: decision-making. The latter refers to the cognitive process by which an
individual has to select one option among others based on several sensory informa-
tion, preferences, goals and past experiences. The Basal-Ganglia (BG) have been
shown to play a crucial role in this cognitive process |[Boraud, 2020]. It corresponds
to a group of subcortical structures in the vertebrate that has remarkably preserved
its structure throughout 500 millions years of evolution |Grillner et al., |2013]. This
raises questions about the origin of the conservation. Is this specific structure essen-
tial for action selection and decision-making across vertebrate species? This question
serves as the primary motivation for our work. By uncovering potential alternatives
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to the traditional focus on BG anatomy, we aim to explore the broader impact of
neural structure on decision-making networks by investigating whether other struc-
tures can also influence this cognitive process.

Our approach employs a strategy that diverges from conventional modeling meth-
ods: we analyze a system without any preconceived structure. Instead of con-
structing models inspired by biological decision-making networks, we don’t impose
assumptions about necessary structural components. This enables us to identify the
minimal requirements for effective decision-making and to discern which features
emerge naturally from the behavior and learning process, rather than being built
into the model a priori. Consequently, we can explore whether complex cognitive
functions can arise from simpler architectures.

We first explore whether an unstructured network can effectively learn simple
decision-making. We secondly investigate whether the same network can tackle more
complex decision tasks, and observe that it cannot achieve good performance without
additional structure. This brings us to our third question: if a structured network is
needed for complex decision-making, could there be multiple structures that achieve
this? This idea relates to multiple realizability, which suggests that mental states
can be supported by different neural mechanisms rather than just one. Multiple
realizability was first introduced by Putnam| [1967], who used the example of pain:
both humans and animals can experience pain, but the underlying neural processes
might differ. In the context of multiple realizability, understanding how multiple
functions can be realized by different structures is studied under the term of degen-
eracy |Edelman and Gally, 2001]. Degeneracy refers to the ability of structurally
different elements to perform the same function. This property is common in biolog-
ical systems and has become a topic of significant interest. A notable example can
be found in the comparison between the decision-making systems of octopuses and
vertebrates. Thanks to the highly distributed system of the octopus, its arms can
make decisions independently of its brain due to the presence of neurons and ganglia
along the arms |[Hochner, 2012]. In contrast, the decision-making system in verte-
brates is centralized, with the basal ganglia playing a crucial role. This illustrates
how two very different systems can both achieve highly efficient decision-making. In
this thesis, we investigate degeneracy in the context of economic decision-making,
focusing on how various brain structures contribute to varying behaviors. Economic
decision-making involves assessing subjective values of options, selecting one among
them, evaluating the outcome, and learning from it to improve future decisions. We
aim to determine the extent to which different brain structures can perform these
steps. Specifically, we’ll look at subjective choices in risky situations to study risk-
taking behavior- whether there’s a tendency toward risk aversion or risk-seeking.
Risk attitudes are fundamental to study behavior across species, potentially driving
evolutionary processes. With this in mind, and to avoid making strong assumptions
about the architecture, we're designing the network structures using evolutionary
principles. We begin with an initial, unstructured, and simple network, allowing it
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to evolve according to evolutionary rules like reproduction, recombination, mutation
and selection. This approach mimics natural evolution, where successful structures
emerge without preconceived knowledge about its optimal configuration. We will
demonstrate that multiple structures can produce the same behavior and also that
similar structures can yield different behaviors.

The modeling part of this work is carried out using mathematical modeling to sim-
ulate and train a neural network on decision-making tasks. We use Recurrent Neural
Networks (RNNs), a type of artificial neural network widely used in computational
neuroscience [Sussillo, 2014] for solving cognitive tasks [Yang and Molano-Mazon,
2021, [Barak, [2017]. RNNs are known to have strong similarities to the biological
brain, with the presence of non linear units, recurrent neural connections, and the
ability to exhibit a similar complex internal dynamics [Van Vreeswijk and Som-
polinsky, [1996]. They are often used to model brain regions with known recurrent
connections such as specific parts of the hippocampus (CA3, CAl, and dentrate
gyrus), the cerebellum, and the prefrontal cortex. Despite these similarities, the
training methods of these biological RNN are still under investigation. Training
RNNs remains a challenge in the Al domain, primarily when using backpropagation,
a method known for its susceptibility to issues such as the vanishing and exploding
gradient problem [Pascanu, 2013]. This method is further questioned since it has
been subject to debate regarding its biological plausibility [Lillicrap et al., |2020].
Consequently, researchers have explored alternative approaches such as using other
training rules in a more local way, for example by using Spike-Timing-Dependent
Plasticity and reward-based learning, but these methods display some limitations in
terms of stability of learning and capturing the complex dynamics. One alternative
we explore in this thesis is reservoir computing [Lukosevicius and Jaeger, 2009|, an
approach inspired by the brain’s information processing capabilities. This method
leverages the inherent dynamics of neural-like systems without the need for training
the recurrent components. Unlike traditional RNNs in which both the recurrent
connections and the output weights are trained, reservoir computing decouples the
dynamics within the reservoir from the learning process of the output layer. This
separation alleviates the need for training the recurrent connections and avoids the
backpropagation issue. The reservoir part is composed of a large recurrent neural
network with fixed connections, while the output layer maps the reservoir internal
activity to the output and is the only trainable component. Reservoir computing
offers high computational efficiency, because only the output layer requires training,
while maintaining the benefits of RNNs, including the ability to process temporal
data through recurrent connections in the reservoir, which allows for the storage
and retrieval of past information. We will use a specific type of reservoir computing
called Echo State Network (ESN) [Jaeger}, [2007], a RNN model with randomly inter-
connected neurons, and its output layer trained with linear regression. Employing
ESN enables us to construct models with randomly configured connectivity, mirror-
ing certain random properties found in the brain. As ESN is randomly initialized,
this model can be regarded as minimal, lacking strong prior assumptions about its
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architecture. Consequently, it corresponds to our definition of a minimal models
without any architectural constraints. More information about the technical prop-

erties of the ESN are explained in Boxes and

Our investigation is structured around four chapters. The first three chapters
utilize this minimal ESN model, while the final chapter focuses on analyzing a large
dataset of behavioral data on monkeys.

The first chapter examines whether simple decision-making can be achieved using
the minimal ESN model. We chose to study decision-making in the context of spatial
navigation, a process that heavily involves the hippocampus. This choice enables
us to support our analysis with a wealth of existing experimental and theoretical
studies on neural dynamics. We simulated an agent navigating an 8-shaped track
controlled by a random ESN network. The model successfully solved an alternating
task despite bearing no structural similarity to the hippocampal formation. Further-
more, we identified neural properties typically associated with the hippocampus and
known to play crucial roles in spatial navigation [Moser et all [2015, 2008]. These
findings suggest that the unstructured model can effectively solve a simple navi-
gation task, and that the observed cell activity emerges from the agent’s behavior
rather than from specific structural or anatomical features.

In the second chapter, we investigate whether such ESN minimal model can cap-
ture any other decision-making process. Since ESNs have been demonstrating strong
performances in benchmark tasks [Lukosevicius, 2012, |Jaeger, 2007, Verstraeten
et al.l [2006], it is legitimate to wonder whether their capabilities are sufficient to
solve any task. We selected a task type where random time constraints add dif-
ficulty to achieving high performance and analyzed how structural modifications
could enhance performance as task complexity increases. Our findings show the
benefits of having a more structured architecture and the advantages of combining
multiple ESNs in Deep ESN models |Gallicchio and Micheli, [2017]. Specifically, we
demonstrate that the best-performing structures include both fast and slow path-
ways, mirroring a functional property of the basal ganglia, which is highly involved
in decision-making. Overall, we demonstrate that while a minimal ESN model can
handle simpler tasks, additional structural complexity is necessary to solve more
complex tasks effectively.

In the third chapter, we investigate whether different structures can solve the
same decision-making process. To achieve this, we adapt the minimal model to risky
decision-making. We train the model to perform a task previously studied in mon-
keys and use genetic algorithms to evolve the model’s architecture. We subsequently
analyze the converging structures that emerge from this evolutionary process. Our
results demonstrate that multiple distinct structures can arise, each achieving similar
task performance, highlighting the concept of multiple realizability and degeneracy.
Additionally, we demonstrate that, at the population level, these structures show
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consistent trends in attitudes toward risk. However, at the individual level, net-
works within the same structural family can exhibit diverse risk-taking behaviors.
This underscores that while structure does influence risk attitudes, leading to similar
population-level risk-attitude, there remains some inter-individual variability.

In the final chapter, we focus on this inter-individual variability by questioning
why similar structures can lead to diverse behaviors. To investigate this, we shift
from modeling to analyzing real behavioral data from a population of 24 monkeys
performing the same economic task. We ask what makes one monkey more risk-
averse than another, even within the same species. Using the powerful Prospect
Theory (PT) framework |[Kahneman and Tverskyl 1979], which effectively assesses
attitudes toward risk, we quantify when monkeys are risk-averse, risk-seeking, or
loss-averse, concepts observed in humans and some animals. Our analysis confirms
that, overall, monkeys tend to be risk-averse in gain domains, exhibit loss aversion,
and distort probabilities. However, we also find significant inter-individual differ-
ences. We show that social factors, such as hierarchical status, appear to contribute
to this variability and influence each monkey’s risk-taking behavior: dominant mon-
keys tend to be less risk-averse than their subordinates.

We conclude this manuscript by summarizing our key findings and exploring the
perspectives for future research.
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An Echo State Network (ESN) is a type of recurrent neural network that
belongs to the specific category of reservoir computing [Jaeger, 2007]. It is
composed of three parts: the input layer, the reservoir part, and the read-
out layer. The reservoir part, depicted in the center part of Figure [[.2] is
composed of a pool of neurons randomly connected to themselves and to the
input.

O/ (OO %
O | QTg 00—
O x[t]

Figure 1: ESN architecturelﬂ
- u(t), z(t), y(t) represent the input, reservoir state and output at time ¢
respectively. W and Wj;,, are randomly initialized then frozen, whereas W,
is plastic.

The neurons have the following dynamics:

1d
&CT}; = —x + tanh(W.x + Wip.u + Wy.y) (0.1)

Yy = Wour-x (0.2)

where x, u and y represent the reservoir states, input, and output. W, Wj,,
and Woyt,Wyy, are weight matrices, while tanh refers to the hyperbolic tangent
function, which we have chosen as the activation function for this thesis.
However, other activation functions such as sigmoid, softmax, and softplus
could also be used. « refers to the leak rate, a crucial parameter of the ESN
that plays a role in controlling the memory and timescale of the network’s
dynamics: a small leak rate indicates a bigger memory and a slower dynamics,
whereas a big leak rates lead to a smaller memory but a higher speed of update
dynamics [Lukosevicius, 2012]. The reservoir computing approach has been
shown to exhibit several biologically plausible characteristics |Lukosevi¢ius
and Jaeger, 2009].

“Figure from ReservoirPy
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These include its sparse [Manneschi et al., 2021b] and random connectivity,
inspired by biological neural networks, and its recurrent connections, similar
to those found in the cortex [Enel et al., [2016 Hinaut et al., 2015]. Fur-
thermore, ESNs are energy-efficient, akin to the brain’s ability to perform
complex computations with minimal energy. These similarities makes ESN a
valuable model for understanding certain aspects of the brain.

The input and reservoir connections, depicted in yellow and green respectively
in Figure [I.2] are not trained. These connections are randomly initialized
after some hyperparameter tuning. Only the output layer, referred to as the
readout neurons (shown in red in Figure , is trained. This approach allows
the use of very simple training rules and avoids the challenges associated
with training recurrent neural networks (RNNs) using backpropagation,
making the training of the ESN computationally inexpensive compared to
other classical RNNs. Additionally, training ESNs requires significantly less
data than training other RNNs [Hinaut and Trouvain, 2021}, [Variengien and
Hinaut| [2020]. The most common method for training the readout layer
is supervised learning using ridge regression on the training data. In this
thesis, we will use these supervised method, along with more biologically
plausible training methods such as reinforcement learning. All models are
implemented using the Python library ReservoirPy |[Trouvain et al., 2020b].



1 CHAPTER 1: AN UNSTRUCTURED
NETWORK CAN SOLVE NON-TRIVIAL
DECISION TASK

1.1 INTRODUCTION

In this chapter, we study decision-making in the context of spatial navigation, a
process that heavily involves the hippocampusﬂ The hippocampal formation has
been heavily studied in the past few decades [Maguire et al. 1996 Buzsdki and
Moser}, [2013| Hartley et al., 2014, Moser et al., 2017] and researchers have since then
established a huge repertoire of cells displaying very specific properties. In his book
"The Brain from Inside out" |Gyorgy Buzsaki, [2019], Gyorgy Buzsaki named a few
of them in a footnote (page 356): place cells, time cells, grid cells, head direction
cells, boundary vector cells, border cells, object cells, object vector cells, distance
cells, reward cells, concept cells, view cells, speed cells, memory cells, goal cells,
goal direction cells, splitter cells, prospective cells, retrospective cells, island cells,
ocean cells, band cells, object cells, pitch cells, trial order cells, etc. Each and every
cells have been characterized in terms of correlation between their activity and some
combination of high level property involving space, time and internal state. This is
the case for place (cell fires when animal is in a specific place), head direction (cell
fires preferentially when head is pointing toward a specific direction), time cells (cell
fires at successive moments), etc. Facing such huge repertoire, one may legitimately
wonder how the brain orchestrates all these information and makes use of it to
ensure survival. Part of the answer is given by Gyorgy Buzsdki himself in the same
footnote where he further explained that physiological attributes of neurons in the
hippocampal-enthorinal system ... might be explained by the apparent distinctiveness
of a few sets of continuous distributions. In other words, even though we can and we
do observe these cells in vivo, they might be a simple epiphenomenon: their activity
might be correlated to some unknown latent variables.

This is actually hardly different from the hypothesis provided by [Raju et al.
[2024] where authors suggest that spatial representations are not explicitly encoded
but emerge as a byproduct of sequence learning. Their model is based on a vari-
ant of Hidden Markov Model (HMM) theory and employs a clone-structured causal
graph (CSCG) [George et all 2021] to differentiate between various sequences of
input. In this framework, multiple "clones" represent the same observation across

!This chapter is an extract of [Chaix-Echel et al., [2024]
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different contexts, enabling the model to handle ambiguous sensory input sequen-
tially. Consequently, the representation of space arises implicitly through the pro-
cess of sequence learning, rather than being an explicit function of the hippocampus.
Other research have similarly challenged the traditional space-centric view of the hip-
pocampus. Using the concept of successor representation [Dayan| [1993], Stachenfeld
et al. [2017] suggest that hippocampal cells encode a predictive map rather than a
purely euclidean spatial map. Sanders et al.| [2020] propose that the hippocampus
builds more abstract representations of environmental structure based on the ani-
mal’s subjective beliefs rather than directly representing objective spatial properties
of the environment. [Whittington et al.| [2020] introduced the Tolman-Eichenbaum
machine (TEM), a model that unifies spatial and non spatial functions, arguing that
the emergence of the hippocampal cells emerge as a result of the system learning
to represent abstract relationships and can represent both spatial and non-spatial
information.

In this study, we align with current approaches and propose to reconsider the
role of hippocampal cells. More precisely, we decided to focus our study on splitter
cells about which |Duvelle et al.| [2023] published recently an extended review of the
literature. Place cells are a type of hippocampal neurons that fire when an animal
occupies a specific location in the environment, helping in building a cognitive repre-
sentation of a specific location in space |O’Keefe and Dostrovsky, [1971]. Within the
population of place cells, there exists a subset known as ”splitter cells” [Wood et al.,
2000], that not only encode the animal’s current location similar to conventional
place cells, but also encode information about the past or the future trajectory. In
other words, splitter cells demonstrate different firing patterns depending on the
animal’s origin or intended destination, even if the animal is in the same physical
location.

We adopt a novel perspective based on Gyorgy Buzsdki’s interpretation of the
brain as a large reservoir of neurons with pre-existing patterns of activity |Gyorgy Buzséki,
2019]. According to this view, when a new experience occurs, the brain assigns
it to a pre-existing pattern from a vast reservoir of internally generated patterns,
thereby assigning behavioral meaning to the neuronal sequence. This mechanism is
considered more biologically plausible than creating entirely new patterns for each
experience. Building on this concept, we propose to study a reservoir computing
model composed of a pool of recurrently interconnected neurons, representing a
vast reservoir capable of generating an extensive repertoire of neuronal patterns.
The model’s synaptic weights are randomly initialized and kept fixed, implying that
the neuronal patterns within the reservoir remain unchanged after learning. The
only trained part is the readout layer that connect the reservoir to the output.
This fixed-weight approach do not model plasticity in the reservoir, but we argue
that it is sufficient and consistent with |Gyorgy Buzsaki [2019)’s perspective. This
is supported by experiments showing that learning only modestly and transiently
impacts network dynamics [Golub et al. 2018|. Furthermore, this view of the navi-
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gation system allows for a simple model that is easy to understand and manipulate,
which is our main novelty and contribution compared to the other models listed: we
don’t require complex architectures or concepts to study splitter cells, just a pool
of randomly interconnected neurons. Despite its simplicity, this model has already
demonstrated great success and robustness in several works by Eric A. Antonelo
[Antonelo et all 2007, 2008, |Antonelo and Schrauwen, 2009, [2012], and has even
been successfully implemented on real robots navigating spatial environments [Ais-
lan Antonelo and Schrauwen, 2015]. We demonstrate that this model can robustly
solve a T-magze alternation task, specifically within a continuous state-space. Addi-
tionally, like the model in Raju et al. [2024], it handles ambiguous sensory inputs
reflecting a more realistic scenario. Rather than relying on allocentric information
such as spatial coordinates, the model has access only to partially observable inputs,
i.e. egocentric information, like distance sensors. These sensors can read identical
values in different locations within the maze, making the sensory information am-
biguous. This feature increases the task’s realism and difficulty and distinguishes
our approach from Stachenfeld et al.| [2017], Whittington et al. [2020], George et al.
[2021], where such ambiguity was not explicitly addressed.

We show that the internal state of some units within the model exhibits simi-
lar characteristics to biological splitter cells. By conducting a theoretical analysis
similar to that performed by Duvelle et al.| [2023], we examined various hypotheses
and their implications within the reservoir computing model. The results of our
study demonstrate that the majority of these hypotheses are indeed validated by
the reservoir computing model. While the model fails to solve the alternation task
when splitter cells are removed, we show that re-optimizing the model without the
splitter cells allows it to do the task again, with new splitter cells emerging. This
strongly suggests that splitter cells arise from the behavior (the sequence of actions
within the maze) rather than the other way around: it is not that the bot navigates
because splitter cells exist. Additionally, we show that our model can decode place
cells, head direction cells, and corner cells. Overall, this work aligns with previ-
ous studies but employs a simpler model consistent with |Gyorgy Buzséaki [2019]’s
perspective.

1.2 METHODS

1.2.1 ENVIRONMENT

TASK PRESENTATION. The class of tasks called spatial alternation has been widely
used to study hippocampal and working memory functions [Frank et al., |2000]. For
the purpose of our investigation, we simulated a continuous versions of the task,
wherein an agent must navigate through an 8-shaped track (see Figure and
alternate between right and left choices at a decision point, then returns to the
central corridor, essentially following an 8-shape trace while moving. This 8-maze
environment offers an ideal setup for observing splitter cells when the agent enters

11
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the central corridor, because the agent can have various past trajectories leading to
the central corridor and different future trajectories upon exiting it.

L i R :

#I

Figure 1.1: An expanded view of a T-Maze. At the decision point in yellow, the agent
has to decide whether to go right (red) or left (blue).

TASK VARIANTS. We examined two variants of the task. In the first variant, the
agent is solely driven by the sensory input. In the second variant, the agent is
helped with two contextual cues (labeled "L" for the left cue and "R" for the right
cue), which are activated only within the central corridor and simulate visual signals
that guide the agent’s direction at the next intersection after traversing this corridor.

1.2.2 MODELING FRAMEWORK

RESERVOIR COMPUTING. Solving an alternating task necessitates the presence of a
functional working memory, as the agent must retain information about its previous
direction, such as turning right in the prior loop, to inform its decision to turn left at
the subsequent decision point. Reservoir computing emerges as a promising solution
for it, thanks to its fading memory [Pascanu and Jaeger, 2011]. This attribute
enables the system to retain past experiences, facilitating their recall for subsequent
decisions. Consequently, our model consists of a reservoir computing network of
type Echo State Network (ESN) [Jaeger, 2007] that controls the movement of the
agent solving a continuous navigation task in the 8-maze of Figure An ESN is a
recurrent neural network (called reservoir) composed of randomly connected units,
associated with an input and an output layer. Inputs are projected into the reservoir,
a non-linear, high-dimensional space, allowing the integration of information over
time and space. Only the output neurons, referred as the readout neurons, are
trained (in red in Figure . The neurons have the following dynamics:

1d
—d—)t( = —x + tanh(W.x + Wj,.u) and 'y = Woye.x (1.1)
o
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where x, u and y represent the reservoir states, input, and output. W, W;,, and
Wout are weight matrices, while tanh refers to the hyperbolic tangent function. «
refers to the leak rate, a crucial parameter of the ESN that plays a central role in
controlling the memory and timescale of the network’s dynamics: a low leak rate
indicates a longer memory and a slower dynamics, whereas a high leak rate leads to
a shorter memory but a higher speed of update dynamics |[Lukosevicius, 2012|.

Sensors

« —» Location (x,y)
w2, — Orientation (8)

w3, — Decision (left / right)

Figure 1.2: Model Architecture. Composed of 8 sensor inputs, a reservoir and a motor
output (relative orientation change). The black arrows are fixed connections
while the red arrows are plastic connections and are trained. A left (L) and right
(R) cue can be fed to the model depending on the experiment. The reservoir
states can be used to decode supplementary information such as location (x,y
coordinates), orientation (absolute 8) and decision to go left or right.

TRAINING. Only the output weights W,,; are trained, using a supervised learning.
We tested two categories of training: offline learning and online learning rules. The
offline learning rule uses linear ridge regression method (the Tikhonov regularization)
on pre-generated data:

Wout = Y99t XT(XXT + pI)™1 with X = [1,u,x] (1.2)

where Y?@9¢t 3 and I are respectively the target signal to approximate, the regu-
larization coefficient and the identity matrix. The online learning approach employs
methods that enable task learning using only local temporal information, which is
more biologically plausible than the global optimization of linear regression. Specif-
ically, we utilized online Recursive Least Squares (RLS) for rapid weight updates.
The readout weights are adjusted according to the following equation: It iteratively
applies the following equations to train the readout of the networks:

Wout (t) = Wout(t - At) - e(t)P(t)X(t) (13)
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With:
o e(t) is the error at time step t: e = Y979¢(¢) — Y (¢)
o P(t) is the inverse correlation matrix at time step t: P(t) = P(t — At) —

Pt—AH)X () XT ()P (t—At)
1+ XT ()P (t—At) X (t)

This iterative process allows for the effective training of the network’s readout by
continuously updating the weights based on local error feedback.

The reservoir computing approach has been shown to exhibit some biologically
plausible characteristics [Lukosevic¢ius and Jaeger, 2009]. The model was built
thanks to the python library ReservoirPy [Trouvain et al., 2020a].

In order to generate data for learning, we implemented a simple Braintenberg
vehicle [Braitenberg, |1986] where the agent moves automatically with a constant
speed and changes its orientation according to the values of its sensors. The model
takes as input the sensor values Sy, ..., .5, of the agent and outputs the next orien-
tation 6 (see Figure . At each time step the sensors measure the distance to
the walls and the bot turns in order to avoid the walls. The sensors are limited in
their ability to calculate distance, saturating for distances exceeding 100 distance
units. Additionally, the sensor readings are affected by Gaussian noise, represented
as N(0,0.05). A reading of 0 indicates proximity to an object, while a reading of 1
signifies that the object is far away or not detected. The sensors can record iden-
tical distance values even when the bot is not at the same spatial location in the
maze, as illustrated in Figure [1.3] This phenomenon highlights the ambiguity of
the sensory input. The challenge for the model lies in disambiguating this sensory
information to accurately determine the bot’s location. The decision to use distance
sensors as input provides a simplified egocentric representation of the environment,
abstracting the complexities of the multiple sensory modalities involved in visual
and auditory processing that animals like rats typically utilize. However, we believe
this simplification is justified, as the distance sensors still capture ambiguous sen-
sory information. Furthermore, some animals, such as bats [Wenstrup and Portfors,
2011] and other species [Brinklgv et al.| 2013, Evans, 1973], utilize echolocation,
which offers distance information analogous to that provided by distance sensors.

At each timestep, the position of the bot is updated as follows:

0t) = 6(t—1)+0.01) as; (1.4)

p(t) = p(t—1)+2x(cos(0(t)) + sin(0(t))) (1.5)

where p(t) and p(t + 1) are the positions of the agent at time step ¢ and ¢t + 1 , 6(t)
is the orientation of the agent, calculated as the weighted (a;) sum of the values of
the sensors s;. The norm of the movement is kept constant and fixed at 2.
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- \7

Figure 1.3: Ambiguous inputs during the agent simulation. Snapshots from a sim-
ulation showcasing the agent’s navigation within an 8-maze. These snapshots
illustrate situations where the sensors record the same distance values, even
though the bot is not positioned identically in the environment. This highlights
the reservoir model’s challenge of handling ambiguous sensory information.

The ESN is trained using supervised learning, containing samples from the desired
8-shaped trajectory. Since the Braitenberg algorithm only aims at avoiding obsta-
cles, the agent is forced to follow the desired trajectory thanks to the timely addition
of walls at the intersection points as shown on Figure[I.4 After generating the right
pathway, the added walls are removed and the true sensor values are gathered as
input. Gaussian noise is introduced to the robot’s sensor readings at each time step
to enhance the robustness of the training process. Approximately 10,000 time steps
were generated, equivalent to 14 complete alternating 8-loops, and divided into 75%
for training and 25% for testing. The training and testing processes completed in
just a couple of seconds, making the simulation process fast and easy to use, modify,

implement, and optimize.
D%D )
= | [a,p [

Figure 1.4: Generation of the 8-shape trajectory with the addition of walls at the
intersection points

MODELING CONTEXTUAL CUES. In the first task variant without the contextual
cues, the reservoir model is solely driven by the sensory input from the bot. For
the second task variant with contextual cues, the model incorporates two additional
inputs, referring to the "contextual inputs" (labeled "L" for the left-turn cue and "R"
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for the right-turn cue in Figure[1.2)). They are binary values, set to 1 only when the
agent is expected to turn in the corresponding direction.

1.2.3 ANALYSIS

TASK SOLVING. After the training phase, we look at the model’s ability to solve
the task by directly looking at the online simulation. If the bot can perform the
task and execute at least two loops (one loop is composed of 700 time steps with
one alternation, going one time to the right and one time to the left), the model
is considered to have successfully solved the task. When the agent navigates the
magze, the reservoir’s internal states are recorded and analyzed using two methods:
single-cell level analysis and population-level analysis.

SINGLE-CELL LEVEL ANALYSIS. We analyze the mean firing activity of individual
neurons within the reservoir to observe whether we can observe various types of
hippocampal cells including head-direction cells, place cells, and splitter cells. The
differentiation in mean firing activity on intersecting trajectories serves as a quali-
tative indicator of splitter cell behavior. To quantitatively assess individual splitter
cells, we used one of the detection method cited in |Duvelle et al. [2023]-Box 3.
We use ANOVA (Analysis of Variance) method used to detect splitter cells in hip-
pocampal studies [Wood et al., 2000]. It is a statistical technique to assess whether
there are significant differences in neuronal firing rates across different behavioral
conditions. We record the firing activity of individual neurons in the reservoir as
the agent traverses the central stem of the T-maze, which corresponds to a shared
portion of different trajectories. The firing rates are grouped based on the two dif-
ferent conditions: right to left (RL) or left to right (LR). We recorded at least 3
activities per trajectory. The resulting F-statistic and p-value determine if there’s
a statistically significant difference between the trajectories. If a neuron shows a
statistically significant difference in firing rates between conditions with p < 0.01, it
is classified as a splitter cell. We visualize the detected splitter cells by generating
their raster plot. Their activity are recorded in the central corridor during overlap-
ping trajectories, subsequently turned into a dynamic firing rate according to the
Poisson process [Heeger et al., 2000].

P{1 spike in 6t} ~ rdot and r(t) = a[V(t) — Vi) (1.6)

where « is the maximum firing rate 150 Hz, V(¢) is the normalized activity of the
reservoir neuron and V}j, is the mean normalized activity of the neuron.

POPULATION-LEVEL ANALYSIS. We analyze the reservoir state of the ESN at the
population level using Principal Component Analysis (PCA) as a dimensionality re-
duction technique to identify patterns and significant features within the processed
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data. Notably, it is possible to observe the splitting activity inside the neural tra-
jectories, as depicted in Figure

' trajectories in neural subspace full split trajectories non-split trajectories

(3 cells, 3 timepoints in A) (in PCA space) (in PCA space)

cell 5 SW1|fr SE pez swilrse P2 swi[rse

PC3

Figure 1.5: Hypothesized neural activity trajectories of multiple splitter cells in
the neural space. In the middle graph, the SW and SE trajectories have
distinct areas of neural activity space, even though the agent is going through
the same locations, indicating a ‘splitting’ effect. In the case where there is no
splitting effect, the PCA looks like the right graph, depicting overlapping neural
trajectories. The Figure is taken from Duvelle et al.| [2023].

LESIONING SPLITTER CELLS WITHIN THE MODEL. We investigated the effects of
lesioning the splitter cells within the model. To do this, we first identify the splitter
cells and subsequently inactivate the connections associated with them by setting
their weight values to 0 in W;,, W, and Wy;,s. This process effectively rendered
the splitter cells silent. The resulting model, denoted as the Lesioned model, is not
always able to successfully perform the alternating task and requires some adjust-
ments:

o We bypass its disability of solving the task by feeding it with the exact sequence
of sensory inputs the bot would receive if it were correctly performing the
alternation task, without using the output model to compute the next position.
This version of the model is referred as the Forced Lesioned model.

e We re-optimize the Lesioned model so as to make it performing the alternating
task again (without modifying its connectivity structure). This version of the
model referred as the Optimized Lesioned model.

The Lesioned, the Forced Lesioned and the Optimized Lesioned models possess the
same connectivity structure. We subsequently analyse their internal activity when
executing the task.

DECODING OTHER HIPPOCAMPAL CELLS. In addition to splitter cells, we explore
whether the reservoir’s dynamical systems could encode other hippocampal cell-like
activities, such as head-direction cells, decision cells, and place cells. Since these
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cells are not explicitly represented in the reservoir, we employ an additional readout,
referred as the "decoder readout”, trained using offline supervised learning to decode
their activity. The decoder was trained on 7500 time steps and tested on 2500 time
steps, with a regularization factor of le-3 for all readouts. For place cells, we generate
training data by dividing the maze into 60 grid squares (10 by 6). Each square is
labeled as 1 if the bot is located within it, otherwise it is set to 0. Head-direction
cells, which fire in response to a specific orientation, are decoded by generating
output vectors representing five distinct orientations: [—m/2, —7/4,0,7/4,7/2]. For
example, if the bot’s orientation is —7/2, the output vector will be [1, 0, 0, 0, 0]. For
decision cells, we generate training data by recording the bot’s next decision (right
or left) at the intersection following the central corridor, labeling these decisions as
0 (left) or 1 (right). These decoder readouts allow us to assess whether this spatial
information is encoded within the reservoir dynamics. To complement this analysis,
we also examine whether this spatial information could be directly decoded from
the sensory inputs alone. To do so, we employed a Support Vector Machine (SVM)
classifier [Cortes and Vapnik, 1995] to categorize the sensory inputs, evaluating
whether it was possible to predict the robot’s position, orientation, or decision based
solely on the sensor data.

1.3 RESULTS

1.3.1 MODEL PERFORMANCES

RoBUSTNESS. Using an architecture composed of fixed recurrently connected neu-
rons (the reservoir) and a trainable readout layer trained with linear regression, both
models, with and without contextual cues as input, were able to successfully perform
the alternating task for at least two loops. Both models were successfully trained
using two different training rules, offline regression and online RLS learning, demon-
strating the flexibility of the learning methods. The optimized hyperparameters of
the model are presented in Table of the Supplementary Data (Section. However,
the model is quite robust to variations in these hyperparameters. This robustness
was also demonstrated in the work of |Aislan Antonelo and Schrauwen| [2015]. While
we fixed the number of units to 1000, a model with 500 neurons also performed well,
provided the other hyperparameters were optimized accordingly. The values for in-
put and output connectivity could also vary across a wide range. The leak rate and
spectral radius were among the most critical parameters, requiring joint optimiza-
tion to manage the level of chaoticity, as well as the timescale and memory of the
model. The regularization parameter, which helps reduce overfitting, was another
important aspect to optimize. All parameters were manually optimized, and the
optimal settings were quite straightforward to identify. Overall, we present a set of
hyperparameters that yielded good performance, but many other combinations also
worked, underscoring the robustness of our models. Due to the slower pace of online
learning, we opted to conduct the rest of the analysis using the offline learning rule.
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INFLUENCE OF INNER STRUCTURE. We subsequently evaluated the extent to which

the architecture of the reservoir model influenced its ability to solve the alternating

task. To achieve this, we generated 15 random connectivity matrices W and tested

them using the same set of hyperparameters, including the leak rate, regularization

parameters, and input and reservoir connectivity. The matrices W were generated

with a fixed connectivity, where the non-zero elements were drawn from a normal
[S1y

distribution N'(0,1) . Each matrix was then scaled by a factor of S bo ensure the
matrix has the desired spectral radius as shown in equation [I.7]

W = %M, where M;; = N(0,1) if non—zero element (1.7)
P

All connectivity matrices W were effective in solving the alternating task, with no
changes to any hyperparameters other than the spectral radius. This result high-
lights the model’s robustness to different architectures, indicating that its success
did not rely heavily on the specific architecture, apart from the requirement for some
level of recurrence.

1.3.2 SPLITTER CELLS
1.3.3 SPLITTING EFFECT AT THE SINGLE CELL LEVEL

In their recent review, Duvelle et al. [2023] provided a comprehensive analysis of
splitter cells, examining both experimental and theoretical aspects. Our goal is to
replicate this analysis and verify whether their hypotheses hold true within the reser-
voir model. Using the ANOVA method, we identified 281 splitter cells that exhibited
significantly different firing rates in the central stem (p < 0.01), even when the bot
received identical inputs in both cases. This difference in firing activity is illustrated
in Figure [1.6), which shows neuronal activity recorded as the bot approaches the
central corridor (indicated as the grey zone in the figure). Each trace corresponds
to the firing activity of a splitter cell in the central corridor over 50 time steps. We
recorded two sequences of traces as the bot completed two consecutive loops in the
central stem (each loop consisting of alternating movements to the right and left).
The differences in firing activity are evident, with red traces representing activity
when the bot is moving from left to right and blue traces when moving from right
to left. Raster plots of the same splitter cells are generated from the Poisson pro-
cess and depicted in Figure illustrating the average firing activity of a subset
of splitter neurons when the bot is traversing the central corridor. Various patterns
are evident: certain neurons, such as those with indices 257, exhibit differences in
firing rates, others neurons fire exclusively for specific trajectories, resembling the
behavior of the neuron indexed as 920. Additionally, some others such as those
indexed as 275 and 75, fire at different timings. Each individual neuron displays a
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distinct average activity pattern based on the trajectory, even when recorded at the
same spatial location.

Splitter cell activities in the central corridor
Cell 75 Cell 90
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Figure 1.6: Comparing firing rates of 8 splitter cells in the central stem. The iden-
tification of these cells was achieved using the ANOVA method, which revealed
significantly different firing activities (p < 0.01) in overlapping trajectories 'RL’
and LR’ The activity of splitter cells is recorded when the bot enters the cen-
tral corridor (indicated as the grey zone in the bottom right figure). Each trace
represents the firing activity of a splitter cell in the central corridor over 50 time
steps. Two sequences of traces correspond to the bot completing two consecutive
loops, thus going the central stem 4 times (one loop consists of going 2 times in
the central stem, alternating right and left movement). The differences in firing
activity are evident: traces are colored red for activity when the bot is moving
from left to right and blue when moving from right to left.
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Figure 1.7: Raster plots. Different types of pattern are depicted: the same neurons can
have a difference in firing rate, or fire for only one of the trajectories. The
different colors correspond to the trajectories: R-L (blue) and L-R (red).

1.3.4 SPLITTING EFFECT AT THE POPULATION LEVEL

TEMPORAL CONTEXT MODEL VERSUS LATENT STATE INFERENCE MODEL The
splitting effect is observed at the population level by analyzing trajectories in the
neural space. Splitter activity is characterized by distinct neural trajectories that
emerge when the animal is at the same spatial location. Figure from [Duvelle
et al. [2023], illustrates these neural trajectories. In Figures C and D, the
authors present hypothesized neural activity trajectories during the execution of an
alternation task. Two trajectories are shown: a blue one representing mouvement
from the left loop to the central corridor, and a red one showing mouvement from
the right loop to the same central corridor. Despite sharing the same physical loca-
tion when the animal traverses the central corridor (where the markers C1, C2, and
C3 are placed), these trajectories occupy distinct regions in PCA space. Without
the splitting effect, the neural representations of these three markers would overlap,
as they correspond to the same spatial location. However, they are distinctly sep-
arated with a measurable PCA distance, indicating the presence of differentiated
neural activity. Duvelle et al.| [2023] argue that this observation provides evidence
for the presence of splitter cells in the neural population. The distinct Figures C
and D) correspond to two different models of splitter cells. Figure C depicts
the "Temporal Context Model" (TCM), which is sensitive to prior experiences. This
means that the current neural state of the animal varies depending on its past.
When the recent past is similar, population activity at a given location in the maze
exhibits closer proximity in PCA space. Conversely, when the recent past differs,
the distances increase. This phenomenon is demonstrated by the varying distances
between the markers C1, C2, and C3, each representing specific positions within
the central corridor. When the animal reaches C3 in the maze, it has traversed the
entire central corridor, resulting in a shared trajectory that accounts for the smaller
distance between the C3 markers. In contrast, the animal’s past experiences at C1
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Figure 1.8: Temporal context model (left) vs. Latent State Inference (right) Left:
hypothesized neural Activity Trajectories in PCA Space illustrating the tempo-
ral context model (TCM). The population activity at a specific location exhibits
closer proximity in PCA space when the recent past is similar and greater dis-
tance when it is less similar. This is demonstrated in the distances between
markers C1, C2, and C3. Right: hypothesized neural activity trajectories for
the latent-state inference (LSI) hypothesis. The distances between the markers
C1, C2, and C3 don’t vary. The Figure is taken from Duvelle et al. [2023].
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differ significantly, which explains the greater distance between the C1 markers. Fig-
ure [L.8}D illustrates the 'Latent State Inference" (LSI) model. Unlike the TCM, the
LSI model organizes experiences into discrete states, resulting in a neural state less
sensitive to historical context. As a result, the distances between the two neural tra-
jectories in the central corridor remain constant: the distance between C1 markers
is equal to that between C2 markers, and the distance between C3 markers is also
consistent. The Latent State Inference (LSI) model is suitable in situations where
experiences can be categorized into distinct states without strong dependencies on
past experiences. For example, in scenarios where each stimulus is associated with
a specific state, the categorization remains valid regardless of how previous stimuli
were encountered. [Duvelle et al|[2023] illustrates this with the example of one arm
being rewarded while the other is not.
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Figure 1.9: 3D PCA of the reservoir states. Left: PCA applied to the model with-
out contextual cues, resembling the TCM model introduced in Figure The
increasing distances between C1, C2, and C3 markers suggest an amplified influ-
ence of past trajectories on neural activity. Right: PCA applied to the model
with contextual cues (leak ratea = 0.1), similar to the LSI model introduced in
Figure The decreasing distances between C1, C2, and C3 markers indicate
more distinct neural activity between the two trajectories, reflecting a stronger
association with one of the two discrete states.

IMPLICIT APPROXIMATION OF THE STATE-SPACE ENVIRONMENT AND SPLITTING
EFFECT AT THE POPULATION LEVEL We proceed to a similar population analy-
sis by applying 3D PCA to the reservoir states. This analysis was conducted for
both the model with contextual cues (Figure [3.8right) and without contextual cues
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(Figure [3.8}eft). In Figure the blue trace followed by the green trace indicates
the agent traversing the left loop and heading to the the central corridor, while the
red trace followed by the green trace indicates the agent traversing the right loop
and heading to the central corridor. These two trajectories occupy distinct regions
in the PCA space, despite they share the same location when the bot is traversing
the main corridor (green trace). The three markers (C1, C2, C3) indicate specific
positions within the main corridor. These three markers are distinctly separated
with a measurable PCA distance. This observation demonstrate the presence of
splitter cells. In both case PCAs show two linearly separable sub-attractors, cor-
responding to the two loops of the 8-shape. This result demonstrates the ESN’s
ability to implicitly approximate the state-space of the 8-maze environment through
continuous temporal dynamics. The model achieves this by mapping the input data
into a higher-dimensional space|Jaeger, 2001]. The recurrent connections within the
reservoir enable the network to incorporate and reverberate past information, allow-
ing for the encoding of temporal context and the integration of the past trajectory.

THE MODEL WITHOUT CONTEXTUAL CUES CORRESPONDS THE TCM. In the
model without contextual cues, we observed decreasing distances between C1,C2
and C3 markers in the central corridor (Figure [3.8}left), which aligns with the TCM
(Figure [L.8}C). This makes sense, as the model is influenced not only by current
sensory inputs but also by recently experienced events, as the past trajectory of the
bot is stored through the reverberation of recurrently connected neurons, allowing
for a context-dependent response to present events.

THE MODEL WITH CONTEXTUAL CUES CORRESPONDS THE LSI. In the model with
contextual cues, we observed the opposite effect: as the bot enters the central cor-
ridor, the distances between neural trajectories increase, indicating more distinct
neural activity and a stronger association with one of the two discrete states (Right
or Left). We conducted this analysis with varying values of the leak rate, which
corresponds to the hyperparameter that controls sensitivity to past activities. A
low leak rate results in greater memory capacity, making the model more sensitive
to previous information, while a high leak rate indicates smaller memory capacity
and reduced sensitivity to past experiences. Figure [3.8}eft displays activity for a
leak rate of 0.1, which reflects high past dependencies; nonetheless, we still observed
a more discrete configuration consistent with the LSI model (Figure[L.8} D). Further-
more, we applied the same PCA analysis to a model with cues and a leak rate of 1
(indicating no memory). The resulting PCA, shown in Figure reveals consis-
tent distances between neural trajectories in the central corridor (Figure right),
also aligning with the LSI model. The presence of contextual cues provides direction
information at each time step within the central corridor, positioning the model in
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a more discrete configuration. Consequently, the model does not require extensive
memory of the past trajectory to successfully complete the navigation task.
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Figure 1.10: 3D PCA of Reservoir States applied to the model with contextual
cues (leak rate = 1). The dotted lines represent the distances between
markers C1, C2, and C3, which remain constant as the agent enters the central
corridor. This behavior parallels the dynamics observed in the LSI model shown
in Figure D.

These results confirm Duvelle et al.| [2023]’s theoretical framework introducing
TCM and LSI. These two theories aren’t mutually exclusive, leaving possibility for
hybrid models that contain elements of both. While reservoir computing primarily
relies on maintaining working memory within the reverberation of reservoir neurons,
it’s natural to view this model as having a temporal gradedness comparable to TCM.
This forms the basis of reservoir computing. By incorporating contextual cues as
input, it is possible to transition from a TCM to LSI model. Adjusting the leak rate
of the models allows for a flexible hybrid model, combining temporally decaying rep-
resentations of the past with discrete state representations. For instance, in tasks
like the continuous alternation task, where task-state switches occur with changes in
cue values, the internal states shift between distinct regions of activity space while
still permitting continuous neural activity.

1.3.5 SILENCING SPLITTER CELLS INSIDE THE MODELS

MODEL WITHOUT CUES. We identified 49 splitter cells (SC1) in the initial model
without contextual cues. These SC1 cells were subsequently silenced, and the model
re-optimized by adjusting only the leak rate and spectral radius, without altering
the structural connectivity. Adjusting the leak rate and spectral radius compen-
sated for the absence of splitter cells by introducing more chaos and inertia into the
reservoir dynamics, allowing the model to maintain task performance. Despite the
inactivation of SC1, the Optimized Lesioned model successfully performed the alter-
nation task. Notably, 7 new splitter cells (SC2), distinct from SC1, emerged. Five
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of these SC2 cells are shown in Figure [I.11] column ’Optimized Lesioned model’,
where their splitting activity is visible as the bot traverses the central corridor from
different trajectories (red for right, blue for left). In contrast, these same neurons
do not exhibit splitting activity in the Initial model (see Figure column ’Initial
model’), confirming their absence from the SC1 population. This transformation
demonstrates that silencing SC1 led to a reorganization of the model, giving rise to
new splitter cells (SC2) in the Optimized Lesioned model, which were not initially
splitter cells. Without optimization, the lesioned model cannot perform the task
independently. To address this, we forced the non-optimized lesioned model to ex-
ecute the task by providing it with the exact sensory inputs the bot would receive
if it were correctly performing the alternation task. Interestingly, forcing the model
to alternate still resulted in the emergence of 638 splitter cells, as shown in Figure
1.11], column 'Forced Lesioned model’. Although some neurons from SC2 in the
Optimized Lesioned model did not show splitting activity in the Forced Lesioned
model, others did, highlighting that the identity of splitter cells does not always
overlap across models. The splitting activity in both the Optimized and Forced Le-
sioned models is also evident at the population level when applying 3D PCA to the
internal states of the reservoir, as shown in Figure The neural trajectories in
the central corridor (in green) do not overlap, illustrating this effect. These results
support that as long as the model does the alternation task, splitter cells will emerge,
potentially from different neuronal populations. Splitter cells represent a dynamic
neural mechanism that is observable during task execution. Performing a specific
task activates distinct neural patterns, regardless of the model’s optimization state,
suggesting that splitter cells arise as a direct consequence of executing the correct
sequence of actions.
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Figure 1.11: Firing activity of SC2 in the initial model, the lesioned model force
to do the task and the optimized lesionned model.
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Figure 1.12: 3D PCA of Reservoir States applied to the forced lesionned and
optomized lesion models.
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MoDEL WITH CUES. We identified 59 splitter cells (SC1) in the initial model with
cues, which were subsequently silenced. Despite this inactivation, the Lesioned
model (without re-optimization) still successfully performed the alternation task.
Remarkably, 15 new splitter cells (SC2), distinct from SC1, emerged. These SC2
cells were also silenced, resulting in a model lesioned twice, yet it still performed
the task successfully. We repeated this process three times, each time observing the
emergence of new splitter cells that had not exhibited splitter activity in the previous
lesioned version. Specifically, the initial model contained 1,000 active neurons with
59 splitter cells; the second model, after SC1 inactivation, had 941 active neurons
(1,000 - 59) and 15 new splitter cells; the third model had 926 active neurons (941
- 15) with 68 new splitter cells; and the fourth model had 858 active neurons (926
- 68) with 34 new splitter cells. All models were identical in structure, and no re-
optimization was required, unlike the model without cues. This is likely due to the
contextual cues informing the model of the correct decision at each time step in the
central corridor, making the task less challenging. Even with the removal of splitter
cells, the model with cues had sufficient information within its dynamics to continue
making the correct decisions. The repeated apparition of new splitter cells after
silencing the previous ones strongly reinforces the idea that splitter cells are a direct
consequence of task execution. The splitter cells are induced by the behavior itself.

SC1 SC3 SC3

@ Activated neurons ©® ® @ @ Silenced splitter cells

Figure 1.13: Effect of silencing splitter cells. Colored cells represent the lesioned splitter
cells, while grey cells indicate active neurons. The network connectivity remains
unchanged
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1.3.6 DECODING OTHER HIPPOCAMPAL CELLS

We added a decoder readout to the reservoir to extract additional spatial information
as the bot navigated, referred as the readout decoder.

PLACE CELL-LIKE ACTIVITIES. The decoder readout achieved a success rate of
96%, correctly identifying the bot’s location. While navigating, the decoder consis-
tently activated the correct square corresponding to the bot’s position, mimicking
the behavior of place cells. This result indicates that place cells can be decoded from
the reservoir states. Training the decoder readout to directly decode the position of
the bot was also successful as depicted in Figure [I.I4}right. These results demon-
strate that place-cells-like activity and spatial coordinates of the bot can be decoded
from the reservoir thanks to its capacity of implicitly approximate the state-space
of the environment.

Real position
Predicted position

A

Figure 1.14: Snapshot of the simulation during bot navigation and place cell de-
coder predictions. Left: Blue squares indicate place-cell-like hippocampal
activity, successfully decoded by the readout decoder. Right: The grey dotted
line represents the actual trajectory of the bot, while the red dotted line shows
the predicted bot position at each time step. The large red dot marks the
current prediction. The decoder readout accurately tracks the bot’s position
within the maze.

DECISION CELL-LIKE ACTIVITIES. The decoder readout achieved a 100% success
rate in predicting the bot’s next decision. As shown in Figure when the bot
recently made a right turn, the reservoir adjusted its internal state to favor a left
turn within a few dozen time steps. This indicates that simply by observing the
reservoir’s internal dynamics, it is possible to anticipate the bot’s next move. This
finding suggests that the internal neurons of the model encode information about
future decisions.
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Figure 1.15: Decoder predictions. Agent’s Trajectory and decision classification. Colors
represent decoder predictions: red for right, blue for left directions. By simply
observing the internal states of the reservoir, it is possible to predict the next
prediction: the neurons of the agent encapsulate information about future pre-
dictions.

HEAD-DIRECTION CELL-LIKE ACTIVITIES. The decoder readout achieved a 98%
success rate in predicting the bot’s orientation. This result demonstrates that the
bot’s head direction can be reliably decoded from the reservoir’s internal states.

SENSOR-BASED DECODING. In contrast, applying the same decoding techniques
directly to raw sensor inputs failed to predict place cells, head-direction cells, or
decision cells, as expected. This confirms that the reservoir’s internal states encode
critical information for these cell-like activities, while the ambiguous sensory data
alone does not.

1.4 DISCUSSION

The model we proposed to study is as simple as it can be: a random recurrent
network is fed by sensors that allows to compute a direction change. Despite this
apparent simplicity, the model is able to solve a continuous and non-trivial alternat-
ing navigation task, using ambiguous, limited and egocentric sensory information.
Inside that model, we’ve been able to demonstrate for the existence of splitter cells
as described by [Duvelle et al.|[2023] in their review. By redoing their analyses on the
reservoir, we’'ve found activities that characterize splitter cells in rodents and show
how they re-emerge following a targeted lesion and retraining. Furthermore, we've
also validated the proposed theoretical framework by developing a model that incor-
porates concepts from both TCM (Temporal Context Model, Howard and Kahana
[2002]) and LSI (Latent State Inference,|Gershman and Niv [2010]). These concepts,
that appear to be two distinct notions, are actually both needed for the interpreta-
tion of experimental data on splitter cells. The model we proposed suggests a simple
mechanism where the transition from TCM to LSI is driven by contextual cues.
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Even though we did not claim any architectural plausibility with the hippocampal
formation, the structure of the model is reminiscent of the CA3 structure with its
highly recurrent nature, with the notable absence of learning inside the reservoir. In
our case, the learning process is a simple linear identification of a random pattern
of activity inside the reservoir in order to issue the proper motor command. This
process is indeed well aligned with |Gyorgy Buzsaki| [2019]’s inside-out view of the
brain, where he suggests that brain activity is not generated from scratch during
exploration and learning. According to this view, the brain can be considered as
a vast reservoir capable of generating an extensive repertoire of neuronal patterns,
initially independent of experience. In other words, these patterns have initially no
meaning and acquire it through exploration and learning. In this sense, experience
is primarily a process of matching preexisting neuronal dynamics to outside events,
and learning does not create new brain activity from scratch, but rather selects
preexisting pattern of activity responding to the external stimuli. This "inside-out"
view of brain function is further reinforced by findings showing that spatial memory
cells and their properties are already present when young pups first begin to move
[Langston et al., 2010], or even emerge early in postnatal development, before signif-
icant spatial exploration takes place [Muessig et al., 2016, Wills et al., [2014]. These
studies indicate that the hippocampus is capable of generating a wide range of possi-
ble neuronal trajectories even before the organism begins exploring its environment.
On this regards, it is interesting to note that the randomness of the network in our
model is not strongly constrained such that any matrix with the proper spectral
radius will provide a sufficiently rich reservoir of dynamics from which the behavior
can be acquired. Furthermore, in case of targeted lesion, it is relatively easy for
the model to re-acquire a behavior based on the new dynamic inside the reservoir,
leading to the emergence of new splitter cells.

Beyond splitter cells, we’ve also decoded the presence of place cell-like, head di-
rection cell-like and decision cell-like activity units. Even though we did not look
for each and every other type of cells, we’re confident that we would probably be
able to decode them. This strongly suggests that their activities do not derive from
structure nor learning (we have no learning, and no feedback inside the reservoir)
but are rather indicative of a correlation with some pre-existing dynamics that are
linked to the actual behavior. Considering for example decision cells (indicating
decision to go left or right), it comes as no surprise that we can identify them inside
the reservoir since the agent is really going left or right at the end of the central
corridor, at least for an external observer. For the agent however, the sensory world
is fully described by a set of eight sensors that do not convey the notions of left or
right. Ultimately, this means that these decision cells may only exist in the eye of
the observer. In other words, if a reservoir can solve a task with a minimal set of
inputs, any variable that can be decoded from the activity of the reservoir derived
from the resolution of the task itself as opposed to the specificity of a structures
involved in the resolution.
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During the past decade, the understanding of neural coding has gradually shifted
from a population vector sum were a behavioral output is generated when the sum
exceed a threshold, to a more complex theory that involve multidimentional neural
activity space [Churchland and Shenoy, 2024]. This theoretical framework implies
several subspaces: a null space, that refers to the subspace of neural activity that
does not directly affect certain output variables, and a task-relevant subspace. In
this context, splitter cells (and any other task related cells) reflect only a small
partial dimension of the global encoding of the neuronal population. Disturbing
the whole multidimentional space by lesioning/silenting specific neurons induces a
general reorganization of the neuronal activity that affects the neural response of
the remaining neurons to the task, hence "creating' new splitter cells, place cells,
etc. This reorganization may, with some training, allow the network to adapt and
to reproduce the same behavioral output as before. If we demonstrated how this
can be achieved using supervised offline and online training inside the model, the
question of continuous and gradual adaptation remains open.

Finally, in this chapter, we demonstrated that an unstructured neural networks
can solve a complex decision-making tasks, even when faced with a continuous state-
space environment and ambiguous sensory information presented to the agent. Ad-
ditionally, our analysis revealed similar neural properties as those observed in the
hippocampus, suggesting that the observed spatial properties in the network appear
to rather be a byproduct of the sequence of actions taken by the agent, arising from
the network’s attempt to solve the decision-making task.

1.5 SUPPLEMENTARY DATA

1.5.1 CODE AVAILABILITY

The code associated with this work is publicly available on GitHub at
https://github.com/naomichx/splitter_cells_in_ reservoir

1.5.2 MODELS PARAMETERS
OFFLINE LINEAR REGRESSION LEARNING

These parameters represent a set of parameters that are making the models work,
however these values can change and vary since the model is robust in changing the
hyperparameter. This is particularly the case for the model with cues. In this case,
the leak rate can vary between 0.08 to 1, the spectral radius can vary between 0.99
to 1.4.
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1.5 Supplementary data

Table 1.1: Initial model (offline learning)

Parameter No cues With cues
Input size 8 10
Number of units 1000 1000
Input connectivity 0.2 0.2
Reservoir connectivity 0.1 0.1
Input scaling 1 1
Spectral Radius 1.05 1.4
Leak Rate 0.1 0.2
Regularization le-5 le-3

Table 1.2: Optimized Lesioned model
Parameter No cues With cues
Input size 8 10
Lesioned units 49 933
Number of units 951 67
Input connectivity 0.2 0.2
Reservoir connectivity 0.1 0.1
Input scaling 1 1
Spectral Radius 1.05 1.4
Leak Rate 0.07 0.09
Regularization le-b le-3
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ONLINE RLS LEARNING

Table 1.3: Initial model (online learning)

Parameter No cues With cues
Input size 8 10
Number of units 1000 1000
Input connectivity 0.2 0.2
Reservoir connectivity 0.1 0.1

Input scaling 1 1

Spectral Radius 0.8 0.99

Leak Rate 0.1 0.1
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2 CHAPTER 2: STRUCTURE IS NEEDED
FOR MORE COMPLEX TASKS

In the previous chapter, we demonstrated that the minimal model is sufficient to
solve a continuous alternating task. We showed that structure is not required for
solving this task and that a random RNN is sufficient not only to solve the task
but also to exhibit neural properties known to play an important role in spatial
navigation. In this sectioxﬂ we investigate whether this minimal model can solve
other decision-making tasks. To this end, we introduce a new task with varying time
constraints, making it more challenging. We will explore how structural variations
influence performance on this task, using ESNs as minimal models with varying
structures. From a biological perspective, decision-making processes are intimately
connected to the basal ganglia network in the brain, which we will first introduce to
provide context for this research.

2.1 THE BAsSAL GANGLIA (BG): THE BIOLOGICAL
DECISION-MAKING NETWORK

P%‘ ]A

Figure 2.1: The BG are located in the subcortical regions of the brain.

The basal ganglia (BG) are a group of subcortical structures in the vertebrate
brain that play a major role in the decision-making process (see Figure . Their
structure have maintained a highly conserved organization for over 500 million
years. As illustrated in Figure the BG form a closed-loop system with the

'This chapter is an extract of|Chaix—Eichel et a1.| ﬂ2024ﬂ.
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cortex and thalamus, known as the basal-cortico-thalamic loop, which has been
conserved since lower vertebrates.
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Figure 2.2: Connectivity of the BG with the cortex/pallium and the thalamus, and their
roles in behavior expression throughout vertebrate evolution. (From Boraud
[2015])
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In this chapter, we will begin by providing an overview of the BG anatomy, fol-
lowed by a detailed explanation of its functional organization. Subsequently, we will
delve into the role of dopamine in learning and its interactions with the BG network.

2.1.1 STRUCTURE AND FUNCTIONS OF THE BG

The BG are a group of interconnected structures consisting of the striatum (Str),
the subthalamic nucleus (STN), the globus pallidus external and internal (GPe and
GPi), and the substantia nigra pars compacta and pars reticulata (SNc¢ and SNr)
[Minkl 1996], as illustrated in Figure The Str and the STN correspond to the
input structures of the BG, with the GPi serving as the output structure and the
GPe acting as an intermediary structure [Boraud, [2015]. The BG comprise three
distinct pathways: the direct, indirect, and hyperdirect pathways, as depicted in
Figure [2.3] The direct pathway involves an inhibitory connection from the striatum
to the GP1i, which transmits inhibitory signals to the thalamus, thereby facilitating
movement. The indirect pathway connects the Str to the GPe, from the GPe to the
STN, and finally from the STN to the GPi, which then sends inhibitory signals to the
thalamus, suppressing movement. |Albin et al.| [1989] were the first to propose this
connectivity model of the BG, highlighting the roles of the direct pathway (Striatum-
GPi-SNr) in facilitating movement and the indirect pathway (Str-GPe-GPi/SNr) in
suppressing movement. Nambu et al.| [2002] extended this model by introducing
the hyperdirect pathway, which is crucial for inhibiting competing movements to
allow for the selection of the desired action. The hyperdirect pathway forms an
indirect connection from the cortex to the thalamus via the STN and then the GPi,
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functioning as a fast pathway that inhibits competing movements, thereby enabling
the selection of the desired movement. The three pathways modulate the activity of
the thalamus, which in turn influences cortical activity, then behavior. The normal
functioning of the BG relies on a dynamical balance between the three pathways
[Leblois et al., [2006]. This equilibrium is crucial for proper motor control, and any
dysregulation can lead to various disorders. For example, Parkinson’s disease is
characterized by an imbalance between the indirect and direct pathways, which may
result from the loss of dopaminergic neurons in the SNc.
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Figure 2.3: BG circuitry. Main pathways through the basal ganglia.

2.1.2 THE DOPAMINE SYSTEM OF THE BG

Dopamine plays a crucial role in modulating the BG pathways via D1 and D2
dopamine receptors located in the Str [Alexander et al. [1986]. The D1 receptors
are primarily associated with the direct pathway, where activation by dopamine
facilitates movement by enhancing the inhibitory effect on the GPi. In contrast, the
D2 receptors are linked to the indirect pathway, and when activated by dopamine,
inhibit the indirect pathway, thereby reducing the inhibitory effect on the thalamus
and promoting movement. Understanding the dopamine system in the BG is
essential for gaining insights into various neurological disorders. Dysregulation of
dopamine can lead to Parkinson’s disease, which is characterized by the degen-
eration of dopaminergic neurons in the SNc. This degeneration results in motor
symptoms including tremors, rigidity, bradykinesia, and postural instability [Dauer
and Przedborski, 2003]. Additionally, disorders like Huntington’s Disease are
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associated with dysfunction in dopamine receptors |[Ross and Tabrizi, 2011}, while
Tourette Syndrome is linked to dysregulation of dopamine levels [Kurlan, 1989)].

Furthermore, dopamine plays a crucial role in the BG’s ability to learn and ex-
ecute behaviors through reinforcement learning (RL) mechanisms
. This neurotransmitter modulates synaptic plasticity within the BG circuits,
enabling the system to adapt and refine its action selection processes based on re-
ward prediction errors (RPE), corresponding to the difference between the expected
reward and the actual reward. It has been shown that dopamine released by neurons
in the SNc and ventral tegmental area (VTA), encodes the RPE [Bayer and Glim-|
. When there is a positive RPE (the outcome is better than expected),
an increase in dopamine release strengthens the synaptic connections involved in
the associated choice. Conversely, when the RPE is negative (the outcome is worse
than expected), dopamine release decreases, weakening the synaptic connections in-
volved in the selected choice. RPE, and consequently dopamine, play a crucial role
in learning and decision-making processes by updating the agent’s expectations and
behaviors based on the outcomes of its actions.

2.1.3 PRESERVATION OF THE BG STRUCTURE ACR0OSS EVOLUTION

Humans

W Dorsal Pallium / Cortex Corvids
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Figure 2.4: Conservation of the BG throughout 500 million years of evolution. (From

et al EOLS)

Studies examining the BG of the lamprey, which diverged from mammals over 500
million years ago, reveal a remarkably detailed and similar organization in terms of
connectivity and overall structure [Suryanarayana et al., 2022, Lamanna et al.,|2022].
The lamprey’s BG contains all the major components found in mammals, including
the Str, GP, SNr, and STN [Stephenson-Jones et al. |2011]. These nuclei are in-
terconnected via direct and indirect pathways. The direct pathway involves striatal
projection neurons expressing dopamine D1 receptors, while the indirect pathway
involves those expressing dopamine D2 receptors |Grillner and Robertson, [2016].
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Furthermore, the dopaminergic system associated with reward processing and rein-
forcement learning in lampreys exhibits striking parallels to those found in mammals.
The intrinsic organization, inputs and projections, neurotransmitters, and synaptic
membrane properties in the lamprey BG are also similar to those in mammals [Pérez-
Fernandez et al., 2021]. In essence, the lamprey exhibits a foundational blueprint of
the decision-making network |Grillner and Robertson, 2016]. These findings under-
score the evolutionary conservation of the BG’s structure and function, highlighting
its fundamental role in vertebrate behavior and decision-making processes.

2.1.4 COMPUTATIONAL MODELS OF THE BASAL GANGLIA

The biological decision-making network refers to the system including the BG, the
prefrontal cortex and the thalamus, as depicted in Figure 2.3] These components
work together to integrate a wide range of sensory information, processing it to
select the most appropriate actions. Over the past decades, this network has been
a major focus of computational modeling [Chakravarthy and Moustafal 2018].

FEEDFORWARD MODELS OF THE BG

Numerous models have been developed using feed-forward architecture as depicted
in Figure [Humphries et al |2006, Gurney et al., 2001} [Frank, 2006, |[Bogacz and
Gurney, 2007, |Collins and Frank, [2014]. These models are composed of the direct
(Go) pathway facilitates the selection of the most appropriate action, while the
indirect (NoGo) pathway suppresses competing actions, inhibiting other competing
motor responses. Earlier models primarily focused on these Go/NoGo pathways,
but more recent findings highlight the importance of the hyperdirect pathway, which
includes the subthalamic nucleus (STN), |Frankl |2006]. This pathway provides
rapid inhibitory signals for precise control over motor responses.
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Figure 2.5: Feedforward models of the BG system implying the direct (Go) and indirect

(NoGo) pathways. A: From [Frank| [2006]. C:From [Girard et al| [2008

BG MODELS BASED ON COMPETING FEEDBACK LOOPS: DIRECT AND
HYPERDIRECT PATHWAYS

Other models emphasizes the competition between feedback loops, specifically the
direct and hyperdirect pathways, as the primary mechanism for action selection and
motor control [Leblois et all, 2006 [Guthrie et al) [2013]. The interaction between
these pathways is crucial for motor program selection and explains both normal and
pathological BG dynamics. In this framework, the Str, STN GPi, thalamus, and
cortex form closed feedback loops through the direct and hyperdirect pathways.
This is in contrast to previous models that may focus more on feed-forward parallel
processing or single-loop dynamics.
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Figure 2.6: Competing feedback loops: direct and hyperdirect pathways. (FromBoraud et al.

018))

REINFORCEMENT LEARNING IN BG COMPUTATIONAL MODELS

Dopamine is a key component of the BG system, regulating the action selection pro-
cess, predicting rewards, and reinforcing behaviors [Maia and Frank, [2011]. RL
frameworks [Sutton and Barto, [1998] are common to model cognitive processes
[Collins, [2019], and BG functions, particularly in decision-making processes
and Shenhav, 2022, [Khamassi et al., [2005]. In machine learning, RL refers to the
process in which an agent learns optimal decision-making through direct interaction
with its environment as illustrated in Figure The agent takes actions, receives
feedback from the environment in the form of rewards. In this context, the agent’s
goal is to find the optimal set of actions (known as policy) that maximizes long-term
rewards [Sutton and Barto, 1998]. Two well-known RL models are Q-learning and
SARSA [Watkins and Dayan| [1992]. These models are classified as "value-based
RL algorithms," which typically estimate the value of each state-action pair using
an action-value function (Q-function) or a state-value function (V-function). These
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functions indicate how beneficial it is to be in a particular state and take a specific
action from that state. Value-based RL algorithms are known as "critic models" be-
cause they evaluate the quality of actions taken by the agent. The value is updated
based on the temporal difference (TD) error, which measures the difference between
the estimated value of the model and the actual reward received:

(5t =Tt — Q(St, at) (21)

where:
e 0; is the TD error,
e 14 is the reward received at time ¢,

o Q(s¢,ay) is the value function when the agent is in state s; and takes action
Q.

The value is then updated as follows:

Q(St, at) <— Q(St, at) + 77.5,5 (22)

where 7 is the learning rate, which controls how quickly the Q-values are updated
based on the TD errors. If the TD error (d;) is negative, it indicates that the
expected value was higher than the actual reward received, leading to a decrease
in the value. Conversely, if the TD error is positive, it indicates that the expected
value was lower than the actual reward, and thus the value is increased. The
dopamine is encoding this TD error (in the simplest case when the reward is
immediate), also called RPE. Some models suggest that the value functions is
computed and represented in the Str [Samejima et al., 2005, Balleine et al., |2007,
Roesch et al., 2009, Ito and Doyal [2015], consequently considered as the ’critic
module’ of the BG.

However, this view has been challenged. |Elber-Dorozko and Loewenstein [2018§]
argue that the identification of action-value representation in the Str may be erro-
neous. Moreover, Bennett et al. [2021] propose another branch of RL that directly
learns the behavioral policy, without the intermediate step of value-learning, and
review neural findings that could be better explained by policy-gradient models
rather than traditional value-based models |FitzGerald et al., 2014} Li and Daw,
2011].

Another popular type of RL model is the actor-critic [Konda and Tsitsiklis, 1999
depicted in Figure and used to model the BG function [Khamassi et al.]. This
model is composed of a critic network, and a second network called the actor. The
actor-critic combines policy-based and value-based method: the critic receives the
reward, evaluates the value of each states and actions, and sends the learning signal
to the actor. The actor uses this evaluation to select the best action. Both networks
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Figure 2.7: The agent-environment interaction in reinforcement learning. The agent takes
actions, receives feedback from the environment in the form of rewards.
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Figure 2.8: Actor-critic architecture. From |Sutton and Bart0| ﬂ2018ﬂ

receive input from the environment. Several models propose that the basal BG are
structurally and functionally analogous to an actor-critic RL model, where different
modules within the Str represent the actor and critic components
11994, [Suri et all, 2001}, [Contreras-Vidal and Schultz, [1999]. However, |[Joel et all
discussed these limitations, highlighting the complexity of BG functions and
the need for more nuanced models.

In essence, given the well-known and highly conserved structure of the basal BG,
often described in terms of pathways, numerous computational models have been
built upon its functional and structural anatomy, with the learning process widely
acknowledged to be governed by RL. These models provide valuable insights into the
mechanisms underlying action selection processes, although the role of each pathway
remains under scrutiny. In the next section, we introduce an alternative approach
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that diverges from existing methods in the following way: instead of drawing in-
spiration from the BG structure, we will construct minimal models with randomly
connected neurons. This allows for architectures that do not rely on any strong
prior assumptions. This unconventional approach aims to explore the broader im-
plications of neural structure on decision-making processes.

2.2 ALTERNATIVE DECISION-MAKING NETWORK
ARCHITECTURES

In this section, we are primarily interested in exploring the role of structure when
solving a decision task while avoiding to make any strong assumption regarding
the actual structure. To do so, we exploit the echo state network (ESN) paradigm
(see Boxes and ) that allows to solve complex tasks based on a random
architecture [Jaeger], 2007]. Considering a temporal decision task, the question is
whether a specific structure allows for better performance and if so, whether this
structure shares some similarity with the BG. We begin with a simple, minimal
random model and incrementally introduce complexity to the structure, if doing so
proves necessary to improve task performance. Unfortunately, we cannot explore
each and every variant of architecture because the number of different structures
for a fixed number n of neurons is huge (and grows exponentially with n). Instead,
we restrict our exploration to a much smaller subset where a model is built around
two pathways, each of them being made of several chained ESN and in charge of
processing a single input. We also added a continuous case based on topological
reservoir that allows to have distance based connectivity patterns and allows us to
take the limit of the two pathways structure. These models are loosely inspired from
the direct and hyperdirect pathways of the BG [Schmidt et al., 2013|, with the latter
allowing the production of a fast ”stop signal” thanks to a reactive inhibition. This
work has been the subject of a publication |[Chaix-Eichel et al., 2024].

2.2.1 THE TASK: TIME CONSTRAINED DECISION-MAKING

Our task is inspired by an experiment involving monkeys coming from [Pasquereau
et al. [2007], depicted in Figure It is a variation of the n-armed bandit task
[Auer et al., 2002], where an agent must decide which arm of n slot machines to
play in multiple trials to maximize cumulative reward. Specifically, Topalidou
et al. [2018] adapted this task for n = 2. In the context shown in Figure the
monkey selects one cue from two options. Subsequently, it receives a reward based
on the probability associated with the chosen cue. Additionally, the task clearly
distinguishes between the selection of a cue and its associated position. In other
words, the final decision is based on the position associated with the cue, rather
than the cue identity itself, and this position can change from one trial to another
(e.g., in trial 1, the triangle is on the left, but in trial 5, it is on top). This binding
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Reward (water) delivered
according to the reward
probability associated
with the chosen stimulus

Saline or muscimol injection

into the internal part of
the Globus Pallidus (GPi)
15 minutes before session

Figure 2.9: Our task takes inspiration of the following behavioral task introduced by [Pas-
quereau et al. [2007]. The monkeys initiate a trial by keeping their hands on the
central button. After a random delay, two cues appears in two different positions.
The monkey has a random duration time window to press the button associated
with one cue. It moves the cursor over the chosen cue and has to maintain the
position for some duration. After this delay, the monkey is rewarded or not
according to the reward probability of the chosen cue.

problem adds complexity to the task .

We consider a similar task to that of [Topalidou et al|[2018], with some mod-
ifications to suit our study (see Figure . We retain the same 2-arm bandit
task incorporating the binding problem. However, in our version, the task is non-
stochastic: an agent is presented with two options, each associated with a fixed
amount of reward.

MOTOR ASPECT

As in Topalidou et al.|[2018|, we maintain the binding problem, meaning the agent’s
final decision corresponds to the position associated with the chosen stimulus. There
are four possible stimuli, each with a distinct identity (triangle, square, circle, losange
represented by numbers 1 to 4), and four possible positions (top, down, right, left,
also represented by numbers 1 to 4) as shown in Figure For any given trial,
stimulus identity and position are mutually exclusive. The value of an option is
solely attached to the identity of the stimulus, irrespective of its position. The
agent’s choice is interpreted as selecting a position, from which the identity of the
stimulus can be determined (and hence the amount of reward).
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Trial 1 Trial 2 Trial 3 Choice
R=1 Up
R=0.75
Left Right
R=0.5
R=0.25 Down
1:O 1:reward 1:0 1:reward t0 1:reward
input 1 [ i | i . i
Input 2 | _» -_> : >
A. Random trial  Me B, Best last time @G, Best first time

Figure 2.10: Top: Three task trials featuring a 4-item cue set with associated reward values.
Bottom: Stimuli timings. In each trial, the two options appear and disappear
with independently random timings. In our case, their appearances overlap,
even though they do not start and end at the same time. The red (worst)
and blue (best) stimuli can have different onset/offset times, and the reward is
received at a fixed time.

TEMPORAL ASPECT

We consider a time-constrained decision-making task. Fach trial has a fixed
duration of 30 timesteps, after which the agent receives the reward corresponding
to its choice. The reward values are 0.25, 0.5, 0.75, 1, as shown in Figure [2.10
However, within a fixed trial, the onset and offset times of the two options are
independent. This means the options may have different durations, may start or
finish at different times, and can be completely disjoint, with no overlap between
them, as illustrated in the bottom part of Figure This temporal aspect
significantly increases the task’s complexity. In some trials, the agent must retain
the value of the first option in working memory, while in others, the agent must
contend with a late but better option, navigating the challenges of time-constrained
decision making. In this study, we only consider overlapping stimuli.

In the real world, decision making is time constrained [Ordonez and Benson III,
. Decisions need to be taken within certain timeframes, where the importance
of speed and the need for caution can vary across situations. In many such cases,
there would exist a speed-accuracy tradeoff , where one can collect more
information or ponder more over the choice in order to make a better decision at
the cost of time. As navigating such trade-offs optimally would be important for
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one’s survival [Davidson and El Hady, [2019], many sophisticated models have been
developed to model animal behavior in such situations. A popular set of models used
to study how animals approach time-constrained decisions are Evidence Accumulator
Models (EAMs) [Ratcliff and McKoon, 2008, Brown and Heathcote|, 2008]. In such
models, deliberating over a decision is modeled as accumulating observations which
over time can be perceived as evidence for making one or another choice. When
the accumulated evidence reaches a certain threshold, a decision is taken. Such
models are able to seamlessly integrate the myriads of factors that affect animal
decisions, with the threshold indicating response caution, and observations serving
as probabilistic likelihoods for choices. Electrophysiological evidence for correlated
ramping signals in specific brain regions has been observed [Pisauro et al., 2017].
Another widely used EAMs are the Drift Diffusion Model, which is equivalent to the
Wald Sequential Probability Ratio Test. Despite the many factors in favor of EAMs,
one occasion where such models fail is when new evidence emerges, necessitating
quick decision changes |Cisek et al., 2009]. EAMs struggle in promptly adjusting to
sudden changes, especially when the new evidence contradicts previously acquired
information. While alternative models such as Leaky Accumulator Models |[Usher
and McClelland, 2001] and Urgency Gating Models [Thura et al., [2012] have been
proposed as a solution to this problem, they often don’t provide as good fits to animal
behaviour when considered across a wide variety of tasks. This paper introduces an
alternative approach to address this challenge, with the objective of building ESNs
with multiple architectures, each capable of handling temporal information in a
distinct manner.

2.2.2 DERIVATION OF ESN RANDOM ARCHITECTURE
DIFFERENT MODELS TRAINED WITH ONLINE RL

We aim to explore various architectures derived from ESNs. Specifically, we modify
the random reservoir component and replace it with alternative structures to assess
the impact on a specific decision task. The role of structure in ESN has already been
addressed in a number of works. While Dale et al|[2021] quantified how structure
affects the behavioral characteristics of the ESN, several studies have demonstrated
that replacing the initial random topology of the ESN by more organized structures
could improve the overall performances of the model. Nonetheless, rather than
completely removing the randomness of the network topology, certain structures
allow to combine both random and structured connections. One well-known
example is the small world network, which has been observed in the neural network
of the C. Elegans [Watts and Strogatz, 1998] and in other brain systems [Bassett
and Bullmore, 2006]. |Cheng et al. [2015], Bai et al. [2017] have shown that
incorporating small-world structure into ESNs results in performance improvements
on benchmark tasks. Various other structures for ESN have also demonstrated
significantly superior performance, including the combination of scale-free and
small-world networks [Deng and Zhang, 2007, Kawai et al.l 2019, Kitayamal
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2022]. Additionally, modular structures |[Rodriguez et al., 2019], forward topology
with shortcuts pathways [Dominey et al. [2022] and hierarchically clustered ESNs
[Jarvis et al., 2010] have been explored, each impacting memory capacity, temporal
properties, and reservoir stability. Biological neuronal networks (BNNs) have been
utilized to implement reservoir computing with the neurons in cultured neuronal
networks randomly connected [Sumi et all [2023], but with a modular topology
[Takuma et al., 2023], demonstrating increased reservoir computing performance.
An alternative approach known as Deep Reservoir Computing, involves investigating
various structures through the combination of multiple random reservoirs rather
than a single one [Gallicchio et al.; 2017, [Moon et al., 2021, Xue et al. [2007,
Manneschi et al., 2021a), [Stenning et al., 2023]. Our study aims to contribute to
the existing findings by incorporating the application of Deep Reservoir Computing
and the utilization of ESN with a forward topology.

Motor action

Position

Figure 2.11: Top: Model architecture. An ESN with a motor output (movement direction
from 1 to 4). The model comprises a pool of randomly interconnected neurons in
the reservoir. Black arrows indicate fixed weights, while the red arrow indicates
plastic weights, trained with RL. There is also a feedback connection from the
output to the reservoir.

We start with this ESN model with an initial random architecture, as depicted in
Figure The model takes as input the identity and position of the two stimuli
and has to output its motor action, which corresponds to the position related to the
chosen stimuli. The readout layer is trained using online RL based on equation [3.1
and where only the weights associated with the selected choice undergo updates.
The choice of RL as the learning rule comes from its biological plausibility, given
that cortico-basal-ganglia (BG) circuits are trained through reinforcement, thanks
to the encoding of reward prediction error (RPE) with dopamine [Bar-Gad et al.,
2003]. Equations read:

Wout (choice) = Wi (choice) + 6 Wy (2.3)
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OWout = 1 - (r — softmax(y, 5)[choice]) - (x — X¢1) (2.4)

where choice represents the index associated with the model’s chosen action. 7 is
the learning rate. The function softmaz(y, 5) applies softmax to the model’s output
with y as the model’s output and S as a parameter. z;;, denotes a small constant
value, and 7 corresponds to reward feedback received. Each stimulus identity is
associated with a specific fixed reward value, which can be 1, 0.75, 0.5, or 0.25. The
learning rule is inspired from the work of |Zhang et al. [2018]. The action selection
process follows the epsilon-greedy method, allowing to balance between exploitation
and exploration phases. This balance is crucial for optimal learning, as highlighted
by [Velentzas et al. [2017], [Khamassi et al. [2010] when learning a task . When the
agent is in the exploitation mode, it selects the action that corresponds to the highest
output value of the model (argmaz(output,,oder))- In contrast, during exploration,
the agent randomly selects one action from the set of all available actions, with equal
probability among the four possible choices.

The method uses a parameter called epsilon (€), which starts at 1 during the
beginning of each simulation and ends at 0, signaling a shift towards exclusive ex-
ploitation of learned knowledge. This dynamic € adjustment enables the agent to
transition from exploration to exploitation.
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Figure 2.12: Model are composed of one to several chained ESN; all connected to the readout,
all receiving feedback from the output. M°: Regular ESN. M': Dual pathway
each made of a single ESN. M2: Dual pathway each made of two chained ESNs.
M3: Dual pathway each made of three chained ESNs. M*: Continuous ESN.
M*: Dual pathway each made of one continuous ESN.

From this classical ESN (Figure , we derived several architectures (Figure
2.12) that are all characterized by the presence of two distinct pathways, a slow
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pathway and a fast pathway, drawing inspiration from the direct and hyperdirect
pathways of the basal ganglia [Schmidt et al.) [2013], with the latter allowing
the production of a fast "stop signal" thanks to a reactive inhibition. This "stop
emergency brake'[Aron and Poldrack, 2006| is attributed to the significant role of
the nucleus STN. Each of these two pathways receive segregated inputs, that is,
each pathway receives a single option. More precisely, the slow pathway receives
the earliest option and the fast pathway receives the latest option. All the models
possess a total of 500 neurons equally distributed across multiple reservoirs, with
all reservoirs connected to the readout and receive feedback signals from it.

We also designed two models (M* and M*) that are equipped with a topology
[Rougier, [2018] such that it is possible to constrain activity propagation along a
feed-forward axis (from input to output). This allows the reservoir to progressively
process information along the main axis, where early units (that are closer to the
input) have access to local and recent information while late units have access to
global and processed information. The output layer which has access to both early
and late units has the ability to accumulate information and take accurate decisions,
while at the same time having the ability to quickly respond to changes in the envi-
ronment. To make these type of reservoir, the distribution neurons across a 2D space
is first defined by using the algorithm described in |[Rougier} 2018| from which the
connectivity matrix can be derived. Individual connections are established based on
local connectivity rules [Dominey|, 2024} (Ceni et al.,|2024], where the nearest neurons
meet angle constraints as shown in figure [2.13] connections are established between
input and output neurons following a rule in which the probability of connection
exponentially decreases with distance.

MODEL OPTIMIZATION

All models undergo a hyperparameter optimization process using the Optuna li-
brary [Akiba et all 2019]. More specifically, spectral radius (sr), leak rate («),
input connectivity (W), output connectivity of Wy, the reservoir connectivity of
W, exploration rate (¢), the temperature of the softmax () and the learning rate
(n) are optimized. For the M* model, rather than the spectral radius and reser-
voir connectivity, the connections are determined by the radius, angle and sparsity
parameters which are optimized instead. The spectral radius parameters is only
applicable when the connection angles are set to a value greater than 90°, as when
they are lesser than 90°, there are no recurrent connections in the reservoir, and
thus no possibility of chaotic activity as any input would inevitably decay. In the
case of angles greater than 90°, we found that constraining the weights based on
spectral radius had a detrimental effect on the performance of the network. We
believe that due to the input being presented from one side of the network and the
unique nature of connectivity in the reservoir, not all eigenvectors of the reservoir
connectivity matrix may become instantiated in the network. Thus, as scaling the
weights based on the largest eigenvalues were not giving the best results, the weights
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Figure 2.13: Left Internal structure of the M* model. The two pathways are shaded in
blue (top) and green (bottom) and are completely segregated (no reciprocal
connections between them). The input to the top pathway has ben shaded
in darker blue while the output is not represented for clarity because output
receives connection from virtually all units. The input to the bottom pathway is
similar but not represented for clarity. Instead, a typical unit (dot) connection
pattern is represented with red for incoming connections and blue for outgoing
projections. Right The connection pattern of a unit is governed by an angle 6
(ranging from 0 to 90), a fixed radius r and a connection probability P.. Top)
6 =90°, P. = 1.0 Middle) # = 90°, P. = 0.4 Bottom) 6 = 70°, P. = 1.0.
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of the topological reservoirs have not been scaled using a spectral radius in this work.
The optimization process consists in running 600 simulations with different set of
parameters sampled using Tree-structured Parzen Estimator (TPE) [Bergstra et al.,
2011]. Each simulation consists of 1000 trials, and performance assessment occurs
over the last 200 trials of the simulation by counting the number of successful actions
(best option chosen).
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Figure 2.14: The two stimuli V; are characterized by their respective onset (tj) and offset
(t;) time. The time of decision t,eyqrq is fixed and constant across trials.

The models were optimized across a broad spectrum of timing and delay conditions
(see Figure . While ttf and t,ewarqg are fixed and respectively set to 5 and 1,

d1 and dy vary within the range of 5 to 20, and ¢ — t3 fluctuates between 0 and
20, with these values being randomly generated from trial to trial. This approach
enables to identify the optimal parameters that yield superior performance across all
potential delay scenarios. This performance assessment is designed to quantify the
extent to which the models demonstrate temporal task generalization capabilities.

ANALYSIS

After optimization, the models are trained to select the position associated with best
stimuli (equivalent to the most rewarding one). The training procedure consists of
1000 trials, with each trial being randomly chosen from the 72 stimulus-position
pairs. The timings and delays for each stimulus are also randomly determined.
Following the training phase, the models undergo testing on 1000 randomly selected
trials. The overall performance is measured as the proportion of correct choices out
of the 1000 trials. The results are further analyzed by separating two scenarios:
when the best stimulus appears first and when the best stimulus appears last. The
first scenario enables an evaluation of the models’ working memory: if the best
stimulus emerges first, the model must retain its value until the end of the trial.
The second scenario allows an evaluation of performance when the model needs
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to respond rapidly: if the best cue appears last, the model must quickly adjust its
decision before the trial ends. This entire process is repeated across 10 different seeds
for each model, and the final performance is determined as the average across the
seeds. A paired t-test is employed to assess whether there is significant differences
between the performances of the model M? and the other ones.

RESsuULTS

The results depicted in Figure indicate that the models M?, M3, and M* ex-
hibit significantly better overall performances compared to models utilizing a single
reservoir such as M? (blue bars). The paired t-test with MY results in p-values
of 3e-4, 3e-5 and 1le-8 respectively. These three models demonstrate overall better
performances primarily because they outperform in the scenario where the best cue
appears first (green bars), whereas no particular difference is observed in the sce-
nario when the best cue appears last (yellow bar). These models have the common
thread of being composed of two pathways with distinct average leak rates that
emerged from the hyperparameter optimization of the models, and depicted in Ta-
ble The difference in values of leak rates between pathways enables different
speed of treatment: the latest cue is always fed into the pathway P2 that has a
faster processing thanks to a bigger leak rate. Conversely, the earliest cue is always
fed into the pathway P1 that has a slower processing thanks to a small leak rate.
Furthermore, the overall performances are improving as the depth of the pathways
is increasing, until reaching the continuous limit with M*. The latter achieves the
best performances with 89.5% of success, outperforming the classical reservoir with
74.0% of success. This improvement is also mostly visible in trials when the best
cue appears first, going from 68.2% of success with M to 87.8% of success with M*.
The difference in performances is visible during the training process as depicted in
Figure where the dual models are learning faster as the depth of the paths is
increasing.

Model | Pathway 1 (P1) Pathway 2 (P2) P2 / P1
M?° 0.06 — —

M1 0.068 0.67 ~ 9.8
M? 0.17 (0.06, 0.28) 0.29 (0.50, 0.07) ~ 3.6
M3 0.23 (0.16, 0.10 ,0.43) | 0.59 (0.07, 0.72, 0.99) | ~ 2.5
M* 0.23 0.59 ~ 2.5

Table 2.1: Mean value of the leak rates (« of equation for pathway 1 & 2 in the models.
The ratio P2/P1 is highlighting the existence of a fast (characterized by a big
leak rate) and a slow pathway (characterized by a low leak rate).
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Mean Training Performance Over 10 Seeds

M* M° Mt _ M2 — M — M

Overall performances
100 P

g
‘s 80
<
(%]
£ 60
2
%5 40
S
20
0 200 400 600 800
Trial number
100 Best first 100 Best last
g
S 80 80
~
o
£ 60 60
o
<
% 40 40
R
20 20
0 100 200 300 400 500 0 100 200 300 400 500
Trial number Trial number

Figure 2.15: Top Training process. The curves correspond to the percentage of successful
choice using a moving average that takes the 50 last trials. Bottom The
training process is categorized in two scenarios based on when the best cue
appears. This enables to observe that the major difference in performances
occurs when the best cue appears first.

2.2.3 DISCUSSION

Starting from a trivial and abstract non-stochastic two-arm bandit task, we complex-
ified the task by introducing a motor indirection as well as a temporal component
(embodiment). The initial task (no motor indirection, no temporal aspect) can be
fully solved by an ESN in just a few trials using reinforcement learning (with a
success rate of 96.7% when motor indirection is absent and 99% when temporal
aspect is absent). However, as soon as motor indirection and temporal constraints
are jointly introduced, performances dropped drastically, especially in the case when
the best option is presented first. These surprising results can be understood when
considering a few representatives cases (see also Fig. [2.17):

e When the best option is presented first, it is not sufficient to memorize the
motor action to be made because when the second stimuli arrives, the expected
value of the first stimulus (as computed internally by the model) needs to be
compared to the expected value of the second stimulus such as to make the
right motor command.

e When the best options is presented late, the model has only a few time steps to
process the new option in order to find the related expected value, to compare
this value to the current one and finally, to make a motor decision that needs
to overcome the alternative choice.
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Mean Testing Performance Over 10 Seeds
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Figure 2.16: Performance comparison of the models. The blue bar corresponds to the per-
centage of successful choice out of the 1000 tested trials. This result is catego-
rized in two cases: when the best cue appears first (green) and when the best
cue appears last (yellow). Models with dual pathway and sufficient depth such
as M?, M3 and M* gives significantly better performances overall and when
the best cue appears first. M™* corresponds to the deepest dual pathway and
demonstrates optimal performances.

Said differently, the model needs to be reactive for some trials and conservative for
some others. Results displayed on figure [2.16] clearly indicate that this is hardly the
case for the regular M? model, with a mean performance of 74%. However, as soon
as we introduce a dual pathway architecture, performances increases with the depth
of the pathway, best performances being achieved by the continuous M*.

Table displays the mean leak rates over the two pathways in all models (when
relevant). Interestingly enough, the second pathway, that is, the one receiving the
late stimulus has a much stronger leak rate when compared to the first pathway.
This means units in the second pathway are able to process information much more
rapidly when compared to the first pathway, even tough this also mean they have a
reduced memory capacity (because they leak past activity at a high rate). Overall,
all the dual pathways models (M, M2, M3, M*) developed both a slow and fast
pathway resulting from the optimization process. If we now turn back to our initial
inspiration on the structure of the basal ganglia, this dual slow/fast pathway is
reminiscent of the direct and hyperdirect pathway even though we do not pretend
for equivalence.
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Output activity during one trial
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Figure 2.17: Output activity during challenging trials where the reward have close values.
Top The MP fails at processing the best cue that arrives late, while M* model
is able to react quickly with the late best option and to choose the corresponding
best motor action. Bottom The MP fails at retaining the best cue that arrives
first while M* model successfully recalls the best option and to choose the
corresponding best action.

These models are well suited for tasks involving two options, and emphasize the
importance of having multiple timescales of processing. This allows for dealing with
different timings constraints, different speeds of response and memory retention.
Nevertheless, for tasks like n-arm bandit with n>2, additional pathways are re-
quired, i.e. one for each option, with one pathway operating for distinct timescales.
This highlights a limitation in generalizability of our models when applied to more
complex decision-making scenarios. A key future direction would be to adapt these
models to more generalizable decision task with varying time constraints, and apply
cross-validation.
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3 CHAPTER 3: EXPLORING THE
NECESSITY OF STRUCTURE AND
MULTIPLE REALIZABILITY

In the previous two chapters, we demonstrated that an unstructured network is
sufficient for solving simple navigation tasks. However, as the complexity of tasks
increases, additional structure becomes necessary for making accurate decisions. In
this chapter, we explore whether this required structure is unique or if different
structures can successfully achieve the same task. In other words, we are exploring
whether the concept of multiple realizability - the idea that a particular function
can be achieved by different systems [Putnam) |[1967] - is at play. When this concept
is applied to structures, it is referred to as degeneracy |[Edelman and Gally, 2001].

To address this question, we will examine degeneracy in the context of economic
decision-making, where choices are made by weighing factors such as costs, benefits,
and subjective preferences. In many scenarios, one option clearly stands out as
the best choice. For example, if asked to choose between receiving $50 or $100,
the choice is straightforward. However, in other situations, the options presented
may be objectively equivalent. Consider a scenario where an individual must
choose between two options: in the first, they can receive $100 by flipping a
coin and landing on tails; in the second, they receive $50 immediately. Both
options have identical expected values: 0.5 *100 = 50 in the first case, and 1
* 50 = 50 in the second. In this case, the choice depends on subjective prefer-
ences. Some individuals may be risk-seekers and opt for the first option, while
others may prefer the certainty of the second option, exhibiting risk-averse behavior.

In similar scenarios, various factors can influence this subjective choice. We aim
to explore whether the structure of decision-making networks can influence the
behavior in the situations involving risk-benefit tradeoffs. This choice is motivated
by the fundamental role that risk attitudes play in shaping behavior across all
species [McDermott et al., 2008]. Risk-taking propensities may represent a signifi-
cant driver of evolutionary processes |Trimpop, (1994, [Salas-Rodriguez et al., 2022],
making it a crucial area of study. Taking risks, even life-threatening situations,
might have been advantageous in certain environment, being essential to survival
or reproduction [Steinberg, 2017]. Trimpop| [1994], suggests that risk-taking be-
havior plays a crucial role in evolution and is at least partially influenced by genetics.
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3 Chapter 3: Exploring the Necessity of Structure and Multiple Realizability
With this perspective, our study aims to address the following questions:

e Can different structures result in the same risk-taking behavior, in line with
the concept of degeneracy?

e Can the structure itself influence the risk-taking behavior?

To address these questions, we will train a ESN model with different architectures
to perform an economic task involving trade-offs between risk and benefits. Given
the strong connection between risk-taking behavior and evolutionary processes, we
will use genetic algorithms to evolve the model’s architecture, enabling the explo-
ration of a wide range of potential solutions for the task. We will then analyze the
converging structures that emerge from this evolutionary process and examine their
risk-taking behavior in the decision-making task.

3.1 RISK-TAKING BEHAVIOR IN ECONOMIC
DECISION-MAKING TASKS

3.1.1 INITIAL TASK SETUP

The task employed in our models ([Nioche et al. 2019, |2021]) was originally
designed for monkeys. It is illustrated in Figure At every trials, two lotteries
Lyight = (Xrights Pright), and Liegr = (Tiept, Diet) were displayed on a screen. If the
monkey chooses L;ignt, it will gain the quantity x,;4,; With a probability p;gn:, and
will gain the quantity z;.r; with a probability pj.y; if it chooses Lyigp:. The monkey
has to select the most rewarding one to maximize gains and to minimize losses.

The quantities x; are represented with line orientation as represented in Figure
B:I} horizontal lines represent 0; clockwise rotation represents a loss of -1, -2, -3
tokens; counter-clockwise rotation represent a gain of 1, 2, 3 tokens. Each lottery
is represented by a piechart composed of 2 slices, each slice encode one possible
outcome of the lottery (x or 0), and the arc length of each slice represents the
probability of the corresponding outcome (p or 1 - p). The possible probabilities
are 0.25, 0.50, 0.75, 1.00. The monkey starts each trials with three tokens displayed
on the screens. According to the outcome of the trial, the monkey can loose or gain
tokens. At the end of the trial, the monkey will receive a liquid reward proportional
to the number of tokens earned.

The task consists of two distinct trial groups [Nioche et al., 2019]. The first group,
designated as the control group, serves to evaluate the monkeys’ ability to perform
the task well. This control group comprises five types of trials:

e Type 1: z1 > 0 and x5 < 0 while p; = ps, lottery pairs containing one lottery
with potential losses and one lottery with potential gains).
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Figure 3.1: Economic decision-making task a: The orientation of the lines indicates a
quantity. Each lottery is represented by a pie chart composed of two slices. The
arc length of each slice represents the probability of the corresponding outcome
(p or 1-p). b : Two different pie charts with the same expected value. If the
monkey chooses the left pie chart, it will have half chance of getting 3 tokens, if
it chooses the right pie chart, it will have 75% chance to get 2 tokens. While left
pie chart gives better outcome, it is riskier choice than the right one. A tradeoff
has to be made between risk and quantity. (Figures is taken from [Nioche et al.
[2021].)

o Type 2: p1 = p2 and x1 > T3, with x;cqy 9y > 0, lottery pairs with potential
gains with a stochastic dominant option differentiating only by the x values.

o Type 3: p1 = p2 and 21 < x2, with x;c(1 0y < 0, lottery pairs with potential
loss, with a stochastic dominant option differentiating only by the x values);
assess the discrimination of negative quantities; 12 different lottery pairs.

o Type 4: p1 > p2 and 21 = x2, with x;c(1 0y > 0, lottery pairs with potential
gains with a stochastic dominant option differentiating only by the p values).

o Type 5: p1 < p2 and x1 = xa, with x;c(y 2y < 0, lottery pairs with potential
loss with a stochastic dominant option differentiating only by the p values).
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3 Chapter 3: Exploring the Necessity of Structure and Multiple Realizability

The second group of trials is designed to assess the risk-taking behavior of the
monkeys. This group includes two types of trials:

o Type 6: p1 < p2 and z1 > w2, with x;c( ) > 0, lottery pairs with potential
gains with no stochastic dominant option).

o Type 7: p1 < p2 and z1 < T3, with x;c(y 9y < 0, lottery pairs with potential
loss with no stochastic dominant option).

In the second group, specific situations arise where the expected values of the
two lotteries are equal, meaning the two lotteries are theoretically equivalent. An
example is illustrated in Figure [3.I}b, where the pie charts for both lotteries show
the same expected value. If the left lottery is chosen, there is a 50% chance of
receiving 3 tokens, while selecting the right lottery offers a 75% chance of winning
2 tokens. Although the left option potentially yields a higher reward, it involves
greater risk compared to the right one. Therefore, a tradeoff must be made between
risk and potential payoff. In the next chapter, we will explore how Prospect Theory
(PT) provides a powerful framework for assessing behavior in risky situations. This
theory reveals consistent behavioral patterns in both humans and other animals,
showing that humans tend to be risk-averse when dealing with potential gains, often
opting for the safer choice, and risk-seeking when faced with potential losses. These
patterns will be thoroughly examined in the following chapter.

3.1.2 TASK FORMALISATION FOR SIMULATIONS

We formalize this task such as to make it compatible with the ESN models. For
simplicity, only the gain scenario is considered where the possible values are 1, 2,
3, and the possible probabilities are 0.25, 0.5, 0.75, 1. The lottery is represented
abstractly with rows representing values and columns representing probabilities.
Each matrix cell holds the value 1 if the lottery has a probability p (column) and a
quantity x (row). The matrices has the following shape:

p=025 p=05 p=075 p=1

r=3
€r =
r=1

Figure 3.2: Description of the task.

This abstraction avoids explicitly specifying the value and probability for each
instance, analogous to the monkey task where monkeys must learn the meaning of
line orientations and segments in terms of probability and quantity. For instance,
the two lotteries shown in Figure [3.I}b are associated with the following matrices:
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Figure 3.3: Left: a matrix representing a lottery with a 50% chance of gaining +3 and a 50%
chance of gaining 0. On the right: another matrix representing a lottery with
a 75% chance of gaining +2 and a 25% chance of gaining 0.These two matrices
correspond to the two lotteries depicted in Fig. [3.1

In each trial, the model is presented with two matrices as inputs and must learn
to select the most rewarding lottery using reinforcement learning (details to follow).
The trials are processed sequentially over 8 timesteps: during the first 3 timesteps, no
stimuli are presented (null matrices), representing an initialization phase without any
signals. This is followed by 5 timesteps during which the two stimuli are displayed.
Initially, the model learns to choose the most rewarding lotteries in the control
case (control group consisting of lotteries of types 2 and 4, focusing only on the gain
scenario). Subsequently, the model’s risk-taking behavior is evaluated by introducing
lottery type 6, which is specifically designed to assess the model’s propensity for risk.
After the model has been trained and tested with lottery 6, its risk-taking behavior
can be analyzed by examining the proportion of safe versus risky choices it makes
in scenarios where the expected values are equivalent.

3.2 EVOLVING STRUCTURES USING GENETIC ALGORITHMS

Genetic algorithms have shown to be a powerful tool to optimize hyperparameters
of ESNs in time series prediction tasks[Léger et al., 2024]. Considering evolutionary
aspects, we propose to extend the application of genetic algorithms beyond hyper-
parameter optimization to evolve the structure of the ESN model itself. To do
so, we use the NeuroEvolution of Augmenting Topologies (NEAT) method [Stanley
and Miikkulainen) 2002, which evolves neural network topologies using a genetic
algorithm combined with a technique called ’augmented topologies. This genetic
algorithm provides a mechanism to design the topology of a neural network. This
approach is applied to ESNs [Chatzidimitriou and Mitkas, 2010, Matzner} 2017].

3.2.1 MODEL ARCHITECTURE

We use a similar ESN model to the one described in Chapter 2 (Subsection ,
with a randomly initialized architecture, as illustrated in Figure The model
takes as input the two lotteries and outputs a choice between them. Based on the
reward and probability of the selected lottery, the model receives a reward feedback
used to train the readout layer. The later is trained using online RL based on
equation [3.1] and where only the weights associated with the selected choice
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P Lottery 1

. Lottery 1

Lottery 2

P Lottery 2

Figure 3.4: Model architecture. Takes as input the two lotteries and outputs whether it
selects output 1 or 2.

undergo updates.

Wout(choice) = Wy (choice) + Wy (3.1)
5Wout = 77-(7“ -y, B)[ChOice])'(X - Xth) (32)

where choice represents the index associated with the model’s chosen action. 7
is the learning rate, y is the model’s output, z;;, denotes a small constant value,
and r corresponds to the reward received. Each stimulus identity is associated
with a specific fixed reward value, which can be 1, 0.75, 0.5, or 0.25. The action
selection process follows the epsilon-greedy method, allowing to balance between
exploitation and exploration phases. When the agent is in the exploitation mode,
it selects the action that corresponds to the highest output value of the model
(argmaz(output,eder))- In contrast, during exploration, the agent randomly selects
one action from the set of all available actions, with equal probability among the
four possible choices. The method uses a parameter called epsilon (€), which starts
at 1 during the beginning of each simulation and ends at 0, signaling a shift towards
exclusive exploitation of learned knowledge. This dynamic e adjustment enables
the agent to transition from exploration to exploitation.

Similarly as in Chapter 2, the model undergoes a hyperparameter optimization
process using the Optuna library [Akiba et al. 2019] when running on the control
lotteries (lotteries 2 and 4). More specifically, spectral radius (sr), leak rate («),
input connectivity of W;,, the reservoir connectivity of W, exploration rate (¢) and
the learning rate (1) are optimized. The output connectivity is set to 1. Throughout
the evolution of the reservoir structure when applying the genetic algorithm, the
spectral radius, as well as the input and output connectivity, will change in tandem
with the structure, while the other parameters will remain fixed.
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3.2.2 INTRODUCTION TO NEAT

NEAT algorithm was first introduced by [Stanley and Miikkulainen, 2002]. It
consists in evolving the topologies dynamically: nodes and connections are incre-
mentally added to the network. In the original case, the ESN begins with a minimal
structure (no internal connections) and gradually evolves into more complex neural
architectures.

The NEAT algorithm is built on the principles of evolutionary algorithms (EAs)
[Eiben and Smith) 2015, more precisely on genetic algorithms (GAs) [Mirjalili and
Mirjalili, [2019]. The fundamental process is the following:

e Initial Population generation: the process begins with the generation of a
random population of individuals, where each individual represents a unique
neural network topology.

e Fitness Evaluation: each individual in the population is subsequently eval-
uated by calculating its fitness. The fitness function evaluates how well each
genome performs the task thanks to some metrics. In reinforcement learn-
ing contexts, it is often equivalent to the cumulative reward or score that the
neural network achieves.

e Selection: individuals are selected to become parents for the next generation
based on their fitness values. Most of the time, this selection process favors in-
dividuals with higher fitness, increasing the likelihood that their advantageous
characteristics will be passed on.

e Reproduction: offspring are produced through genetic operators, which
include:

Crossover: the combination of genetic information from two parent individu-
als to create a new offspring.

Mutation: random alterations made to an individual’s genetic code, leading
to new variations that could potentially improve fitness.

Iteration: the process of fitness evaluation, selection, and reproduction is
repeated over multiple generations. This iterative process continues until a
termination criterion is met.

The individuals in each population are called genomes and represent networks,
which are composed of both nodes and connections. The neural networks in NEAT
begin evolution with a first population with very simple genomes which grow over
successive generations. NEAT extends these basic GA principles by incorporating:
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64

e Speciation to protect innovation: the individuals in the evolving population

are grouped by similarity into species, and each of them can compete only
with the individuals in the same species, ensuring diverse evolutionary paths.
This process, known as speciation, is guided by the compatibility distance 9:

(5201-%+02'%+03'W (3.3)
Where 6 corresponds to the compatibility distance between two genomes, E is
the number of excess genes, D is the number of disjoint genes, W is the average
weight difference of matching genes, N is the normalization factor (typically
the number of genes in the larger genome), c1, ¢o, c3 are coefficients weighting
the importance of excess genes, disjoint genes, and weight differences, respec-
tively.

Historical markings to enable meaningful crossover between different net-
work topologies. In traditional GAs, crossover involves exchanging genes be-
tween parents to create offspring. This process becomes challenging when
dealing with vastly different structures, such as varying numbers of nodes and
connections. To correctly align these genes (nodes or connections), each new
gene is assigned a unique innovation number when it is created. Genes with
matching innovation numbers are aligned during crossover, while those that do
not match are considered disjoint or excess genes, as illustrated in Figure[3.10
The innovation number is incremented whenever a structural mutation occurs
(when adding connection mutation or node mutation), allowing the tracking
of gene origins across generations and ensuring proper alignment between two
networks during crossover. Disjoint genes are those with different innovation
numbers but that lie within the overlapping range of genes from both parents.
Excess genes are those that are present in only one parent and absent in the
other.

Incremental growth from minimal structure, i.e. the evolution starts
with simple networks and gradually increases their complexity. The algorithm
begins the evolutionary process with simple neural networks, typically con-
taining only input and output nodes with no hidden nodes, and incrementally
grows their complexity through mutations. This approach prevents the evolu-
tion from starting with overly complex networks that are hard to optimize and
understand. The complexity either increase by adding a node during mutation:
a connection between two existing nodes is split and a new node is inserted in
between, or by adding connection between two previously unconnected nodes.
We will test this approach by comparing it to another case where the networks
begin with a predefined random topology.
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Figure 3.5: The circles represent the nodes and have an innovation number equal to their
position in the diagonal of the matrix W. During the crossover, the matrices
are aligned according to their innovation number. Disjoint genes are those with
differing innovation numbers but that lie within the overlapping range of genes
from both parents. Excess genes are those that are present in only one parent
and absent in the other. (Figure taken from [Chatzidimitriou and Mitkas| [2010].)

3.2.3 NEAT IMPLEMENTATION IN THE ECONOMIC DECISION-MAKING
TASK

We use a Python implementation of NEAT called PEAEE One limitation of the
NEAT algorithm is its high computational and time costs. To run the simulations
efficiently, we utilized a large High-Performance Computing environment known as

PLAFRIME

Fach time a new population is generated, every genome representing a network
structure is evaluated on an economic task. Specifically, the weights W and Wj,
from each genome are used to construct an ESN. The ESN then undergoes training
to adjust the readout layer W,,;. This training is performed on lotteries 2, 4 and
6 to optimize the network’s performance on these tasks. Once training is complete,
the structure is tested on lottery 6 to evaluate its performance. The fitness score
to be maximized during the evolutionary process is calculated as the total reward
cumulated during this testing phase, defined as:

"Peas (https://github.com /noio/peas)
2Plafrim (https://www.plafrim.fr/)
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fitness = Z rewardsLotterys (3.4)

This fitness function drives the evolution by selecting the structures that achieve
the highest rewards during testing. This approach is designed to simulate survival-
related tasks associated with food acquisition. The initial reservoir comprises N=200
neurons. Before executing the genetic algorithm, we first optimize the hyperpa-
rameters of a randomly initialized reservoir. The weights are initialized accord-
ing to a normal distribution with the mean fixed to © = 0 and the variance of
% =sr?/ (7 Ceonnectivity-Tumits)- The optimized hyperparameters are shown in Table

3.1

ESN Hyperparameter Value
Input nodes 24 (2*12)
Output nodes 200

ST 0.012
Ir 0.325
input_ connectivity 0.2601
rc__connectivity 0.267
output__connectivity 1

i 0.003
decay 0.700

Table 3.1: ESN Hyperparameter Values: Except for the input and reservoir connectivity, all
other parameters remain fixed throughout the entire evolutionary process.

With the parameters optimized, the model effectively performed the task by
consistently selecting the lottery with the highest expected value, i.e., the most
rewarding lottery during the testing phase. This is illustrated in Figure [3.6] which
shows the probability of choosing lottery 1 as a function of the difference in expected
values between lottery 1 and lottery 0. Across the 20 seeds, the sigmoid-like curves
demonstrate that the model reliably chose the lottery with the greater expected
value. The probability was calculated by dividing the number of times the model
selected lottery 1 in a given trial by the total number of responses for that trial.
This is expressed as: P(choose;) = %

During the evolutionary process, hyperparameters of Table are kept fixed ex-
cept for the input and reservoir connectivity that will evolve on the same time as
the structure. The NEAT algorithm process begins with an initial population of 100
individuals configured with the simplest possible topology. This is achieved by set-
ting up a fully connected network between the input and output nodes, where each
input node is connected to each output node. The weights are initialized using a
normal distribution with a mean of 0 and a specified initial standard deviation. The
parameters required for the evolutionary process are detailed in Table During
evolution, nodes and connections undergo mutations through various operations,
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Probability vs. expected value difference of trials on lotteries 2,4,6
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Figure 3.6: Probability of choosing lottery 1 over lottery 2 based on the difference in their
expected values after model training. The model effectively selects lottery 1 when
its expected value is higher compared to lottery 2, and vice versa, demonstrating
its proficiency in performing the task. The model were testing on 10 different
seeds corresponding to the different colors.

including adding new nodes with a certain probability, creating new connections,
and modifying the properties of existing connections. These modifications include
mutating weights, resetting connections, and modifying biases, with a certain proba-
bility as specified in Table The top-performing individuals from each species are
selected for crossover and mutation. Stagnant species (those showing no improve-
ment) or species with too few members are eliminated. Elitism ensures that the best
individuals are preserved across generations without any alterations, maintaining the
highest-performing solutions throughout the evolutionary process.

3.3 RESULTS
The population of the first generation is initialized in three different variants:
o Simple Topology: the initial population is composed of the simplest config-
uration: a fully connected network between input and output nodes, with no

hidden nodes.

¢ Random topology: the initial population is composed of networks configured
with a random topology including recurrent connections between neurons.

« Risk-Seeking Population: the initial population consists of networks specif-
ically designed to include only risk-seeking individuals.
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Parameter Value
Initial weight std. deviation 0.01
Weight range -1, 1]
Prob. of adding node 0.1
Prob. of adding connection 0.1
Prob. of mutating weight 0.2
Std. deviation of weight mutation 0.7
Prob. of resetting weight 0.05
Prob. of mutating bias 0.2
Std. deviation of bias mutation 0.1
Prob. of re-enabling connection 0.1
Prob. of disabling connection 0.1
Distance excess (c1) 1
Distance disjoint (c2) 1
Distance weight (c3) 1

Table 3.2: NEAT Algorithm Parameters

3.3.1 INITIATING EVOLUTION FROM THE SIMPLEST TOPOLOGY
FITNESS EVOLUTION

The NEAT algorithm was executed over 100 generations comprising 100 individuals,
whose structures were evaluated on the economic task. The fitness function repre-
sents the sum of rewards cumulated over 1,000 trials using lottery 6. The selection
process consistently favored individuals that either improved or maintained high fit-
ness levels as illustrated in Figure The scores of the models are defined as the
percentage of successful choices, i.e. the selection rate of the lottery with the highest
expected value during the testing phase containing 1,000 trials of Lottery 6. The
results are displayed in the form of boxplot in Figure Across all generations,
the interquartile range of success consistently falls between 80% and 90%, indicating
that most models performed the task effectively. A t-test was conducted to compare
the scores of individuals in generation 1 with the score of individuals in generation
95, yielding a p-value = 5e-08. This result indicates that the performance of indi-
viduals in generation 95 was significantly better than that of those in generation 1
and confirms that the evolutionary process successfully produced models with better
performances throughout the generations.

STRUCTURAL ANALYSIS

3D PCA was applied to individuals across generations, allowing to provide a visual
representation of the evolutionary process as depicted in Figure 3.8 The figure
reveals distinct branches that emerge over time, indicating that NEAT explores
diverse species throughout generations. In Figure [3.8Heft, colors indicate the gen-
eration number, highlighting the progression of the NEAT process. Over successive
generations, the NEAT algorithm explores various species, with each branch hypoth-
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Figure 3.7: Left: Fitness evolution over the generations, which correspond to the cumu-
lated rewards during the testing process containing 1000 trials of lottery 6.
Right:Boxplots showing the scores of individual models across generations. The
score represents the percentage of successful choices, defined as selecting the lot-
tery with the highest expected value when the options differ. The interquartile
range consistently falls between 80% and 90%, indicating that the models were
able to perform the task effectively. A t-test was conducted to compare the
scores of individuals in generation 1 with the score of individuals in generation
95, yielding a p-value = 5e-08. This result indicates that the performance of
individuals in generation 95 was significantly better than that of those in gener-
ation 1 and confirms that the evolutionary process successfully produced models
with better performances throughout the generations.

esized to represent a different evolutionary path. Figure [3.8lright shows the same
3D PCA analysis, but with colors corresponding to the density of each structure,
calculated as follows :

1 t
density — <nonzeroe emen s) 100

total elements

This color coding helps trace the evolution of different species, with the center
representing earlier generations characterized by simpler, less dense topologies.
The branches represent distinct species, most of which are sparse (orange), while a
smaller fraction (red) corresponds to denser networks.

When examining the architecture of each genome, two distinct types of networks
that are visually distinguishable were identified and illustrated in Figure 3.9 The
first type, referred to as the Sparse Network, features a pattern of sparse, random
connections. The second type, known as the Hub Network, is characterized by a
single neuron that connects to nearly all other neurons. Hub networks exhibit a
higher density (density > 0.3), while sparse networks have a lower density (density
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Figure 3.8: 3D PCA analysis of all individuals across generations, illustrating the evolu-
tionary process. Distinct branches represent the exploration of different species.
Top: Colors indicate generation numbers, allowing visualization of the NEAT
algorithm’s progression through generations. Each branch is hypothesized to
represent a different evolutionary trajectory. Bottom: The same 3D PCA anal-
ysis with colors corresponding to structural density. This color scheme highlights
the progression of species over time, with the center representing earlier gener-
ations with simpler, less dense structures. Branches represent different species,
most of which are sparse (orange), while a small fraction (red) represents denser
networks.

< 0.1). This density difference enables us to track the evolution of the two network
types over time and in the PCA space as represented in Figure The emergence
of these two network types supports the degeneracy principle [Edelman and Gally),
2001], which states that different structures can achieve the same task with similar
performances.

The evolution of the number of network types is illustrated in Figure [3.1T}right,
indicating that Hub networks form a smaller community compared to Sparse net-
works, which likely represent multiple species types since they appear across different
branches of the 3D PCA. Hub networks emerge around generation 20 but vanish by
generation 80, suggesting that this species took some time to evolve but was ulti-
mately unable to persist. Since Hub. networks have a notably higher density, this
pattern is also apparent when examining the mean density of all individuals per
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Figure 3.9: Emergence of Sparse and Hub networks from the evolutionary algorithm. Top:
Hub networks, where the neuron indexed at 200 is highly connected to almost all
other neurons, while the remaining neurons exhibit sparse connections. Bottom:
Sparse networks, characterized by neurons that are connected to each other in
a random, sparse manner. Left: Connectivity matrix of the weight matrix
W. Right: Graph representation of the network generated using the Networkx
Python library [Hagberg and Conwayl, [2020], visualized as directed graphs with
self-loops.

@ Hub network
Sparse network

Figure 3.10: 3D PCA applied on every individual of all generation. The colormap corre-
sponds to the network type. From left to right: zoom of the same caption.

generation, as shown in Figure [3.11}Heft. If the Hub community fails to persist, it
suggests that they were not earning sufficient rewards to be selected for the next
generation. Figure illustrates this by showing the mean fitness of each net-
work type per generation, which reflects the total reward received during the testing
phase. Hub networks consistently receive slightly fewer rewards on average and from
generation 80, their cumulative reward is too low to secure selection for the next
generation. A t-test showed that the comparison of cumulated rewards between the
two simulations are not significantly different, however, this seems enough to allow
to the survival of one species and not the other.
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Despite sharing the same hyperparameters, the only distinguishing factor between
these networks is their structure. Consequently, two distinct structures emerge from
the evolutionary process, highlighting degeneracy; however, they exhibit differences
in performance when averaged at the population level. This suggests that network
structure may have an influence performance in our economic decision-making task.
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Figure 3.11: Left: number of Hub and Sparse networks per generation. Hub networks
emerge starting from generation 20 but do not persist beyond generation 80.
Right: Mean density per generation. The mean density sharply increases
after generation 20 with the emergence of Hub networks, followed by a sudden
decrease due to their disappearance.
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Figure 3.12: Mean cumulated rewards (fitness of the evolutionary algorithm) per generations
according to the network type. The Hub networks do not accumulate a sufficient
amount of rewards to survive.
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RISK-TAKING BEHAVIOR ANALYSIS

We hypothesize that the observed difference in cumulated rewards between the two
networks may come from variations in risk-taking behavior. To investigate this
hypothesis, we focused on trials where the expected values of the two lotteries are
equal, with one lottery offering higher risk but potentially greater rewards, and the
other providing a safer option with lower rewards. We analyzed the percentage
of safe choices made by each model in these equal-expected-value trials. Our
interpretation framework was as follows:

e Risk-neutral individuals: expected to choose the safe option approximately
50% of the time.

o Risk-seeking individuals: expected to choose the safe option less than 50% of
the time.

o Risk-averse individuals: expected to choose the safe option more than 50% of
the time.

Figure [3.13] illustrates the percentage of safe choices made during trials with
equal expected value, with Sparse networks shown on the left and Hub networks on
the right. Each point represents the behavior of one individual per generation. The
red dotted line marks a 50% preference for the safest choice, indicating risk-neutral
behavior. Individuals below this line are characterized as risk-seekers, while those
above it are identified as risk-averse. In both networks, a higher proportion of
individuals demonstrated risk-averse behavior, consistently choosing the safe option
more frequently. This finding aligns with previous studies on risk-taking behavior,
which suggest that humans [Kahneman and Tversky, 1979] and other species such
as rodents |Constantinople et al. 2019], birds |Caraco, [1981] and insects [Harder
and Real, |1987], , plants and macaques [Nioche et al. [2021] tend to favor risk-averse
decisions in gain scenarios.

Nevertheless, a fraction of individuals in each generation showed risk-seeking
tendencies, choosing the safe option less than 50% of the time, indicating variability
in risk preferences across generations. In the Sparse network community, a
significant proportion of risk-seeking individuals is maintained. The proportion is
significantly smaller in the Hub network community. A t¢-test was conducted to
compare the percentage of risk-seekers between the two network structures. The
resulting p-value of 2.26e-5 indicates a significantly higher proportion of risk-seekers
in the Sparse network compared to the Hub network. This substantial difference
between the Sparse and Hub species may provide insight into their differential
survival rates. We hypothesize that the Hub species’ lack of sufficient risk-seeking
individuals may affect its ability to drive evolution and maintain species survival.
This aligns with the perspective of Trimpop| [1994] who argue that risk-taking
behavior is essential to evolution, i.e. some level of risk-taking is necessary for
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species to adapt and survive in changing environments.
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Figure 3.13: Percentage of safest choices made during trials with equal expected values, with
Sparse networks displayed on the left (in blue) and Hub networks on the right
(in red). Each point represents an individual per generation, and the boxes
illustrate the boxplot for each generation. The red dotted line marks a 50%
preference for the safest choice, indicating risk-neutral behavior. Individuals
below this line are categorized as risk-seekers, while those above are considered
risk-averse. Over generations, a higher proportion of individuals exhibit risk-
averse behavior. A t-test yielded a p-value of 2.26e-5, indicating a significantly
higher proportion of risk-seekers in the Sparse network compared to the Hub
network.

3.3.2 INITIATING EVOLUTION FROM A COMPLEX RANDOM TOPOLOGY

In the previous subsection, we started the evolutionary process with the simplest
possible network topology (no recurrent connections in the reservoir, and fully con-
nected input and output connections) and gradually increased complexity over suc-
cessive generations. We now consider whether the same evolutionary effects would
emerge if we began with an already complex Sparse network. How the network
would evolve, what it would evolve towards, the potential development of alterna-
tive structural solutions, and the impact on risk-taking behavior. To explore these
questions, we replicated the same evolutionary process, but instead of starting with
the simplest topology, we begin with a randomly connected network. The NEAT
algorithm starts with an initial population of 100 individuals, each configured with
a random topology of 200 units, an input connectivity of 0.7, and a reservoir con-
nectivity of 0.001. This initial configuration resembles the Sparse network defined
in the previous subsection. Aside from this, the process follows the same steps as
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described earlier, with the same ESN and NEAT parameters described in Table [3.]]
and Table 3.2

FITNESS EVOLUTION

The evolutionary process successfully produced models with good performance
throughout the generations, favoring individuals that either improved high fitness
levels, high score performances as illustrated in Figure A t-test was conducted
to compare the scores of individuals in generation 5 with the score of individuals
in generation 90, yielding a p-value = 8.1e-10. This result indicates that the per-
formance of individuals in generation 90 was significantly better than that of those
in generation 5 and confirms that the evolutionary process successfully produced
models with better performances throughout the generations.

Model scores

Evolution of the mean Fitness of the population through generations
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Figure 3.14: Left:Fitness evolution over the generations, when starting with a random topol-
ogy. Right:Boxplots showing the scores of individual models across genera-
tions. The interquartile range consistently falls between 80% and 97%, indicat-
ing that the models were able to perform the task effectively.

STRUCTURAL ANALYSIS

The obtained 3D PCA is composed of different branches illustrating the evolutionary
process, similar to those presented in the previous section and therefore omitted here
to avoid redundancy. Figure illustrates that the Hub species emerged from the
population as early as generation 5 but disappeared after generation 87. This pattern
is also reflected in the mean density of each generation, which shows a sharp increase
corresponding to the emergence of Hub networks, followed by a sudden drop marking
the species’ disappearance. When starting from a random topology, the Hub species
appear earlier and survivre longer.
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Number of Sparse and Hub Networks per Generation

Evolution of mean density of the network per generation
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Figure 3.15: Number of Hub and Sparse networks per generation. Hub networks emerge
starting from generation 20 but do not persist beyond generation 80. Since Hub
networks have a notably higher density, their emergence can also be observed
by looking at the mean density of each generation.

RISK-TAKING BEHAVIOR ANALYSIS

Figure [3.10] reveals that the Sparse species exhibits a balanced mix of risk-seeking
and risk-averse individuals, with the median values in the boxplots centered around
50% for choosing the safe option. This suggests an equal distribution of risk
preferences within the Sparse species. In contrast, the Hub species predominantly
consists of risk-averse individuals, with only a few exhibiting risk-seeking behavior.
A t-test was conducted to compare the percentage of risk-seekers between the two
network structures. The resulting p-value of 4.9e-4 indicates a significantly higher
proportion of risk-seekers in the Sparse network compared to the Hub network.
Thus, consistent with earlier findings, there is a notable asymmetry in risk-taking
behavior between the Sparse and Hub networks. Nevertheless, the Hub species
survive during a bigger number of generations compared to the previous results (70
generations against more than 90 generations).

Figure [3.12] presents the mean cumulative rewards of each network type across
generations. Hub networks consistently earned slightly more rewards during their
existence than Sparse networks, indicating that being risk-averse during this period
was advantageous compared to being excessively risk-seeking. It appears that having
too many risk-seekers led to greater risks without being lucky, resulting in lower
overall gains. In contrast, a predominantly risk-averse strategy proved beneficial—up
to a point. Around generation 70, the trend reversed: Hub networks began to
receive fewer rewards on average, while risk-seeking behavior became increasingly
advantageous. This shift continued until generation 88, when the Hub community’s
cumulative rewards dropped too low for the species to survive. Thus, consistent
with earlier findings, Hub networks may have failed to survive longer due to their
lack of sufficient risk-seeking individuals, which limited their ability to maintain high
cumulative rewards and, ultimately, the species’ survival.
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Figure 3.16: Percentage of safest choices made during trials with equal expected values,
with Sparse networks displayed on the left (in blue) and Hub networks on the

right (in red).

Each point represents an individual per generation, and the

boxes illustrate the boxplot for each generation. Over generations, a higher

proportion of individuals exhibit risk-averse behavior.

A t-test yielded a p-

value of 4.9e-4, indicating a significantly higher proportion of risk-seekers in
the Sparse network compared to the Hub network.

1525

1500

1475

1450

1425

Accumulated rewards

1400

1375

Accumulated rewards for SPARSE and HUB Networks over generations

40 =
Generation

—N]

—— Sparse

-& Hub

..

e

ksl 85 888 W0

Figure 3.17: Mean cumulated rewards (fitness of the evolutionary algorithm) per generations

according to the network type. The Hub networks do not accumulate a sufficient
amount of rewards to survive.

3.3.3 INITIATING EVOLUTION FROM A POPULATION BIASED TOWARD

RISK-SEEKING BEHAVIOR

In the previous two subsections, we initiated the evolutionary process from both
the simplest possible topology and an already complex network. In both cases, the
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results converged: two distinct networks emerged, characterized by an asymmetry
in risk-taking behavior. The Hub networks were predominantly risk-averse, while
the Sparse networks contained a higher proportion of risk-seekers, resulting in a
more balanced population overall and leading to improved survival chance. These
results strongly suggest that the presence of risk-seeker individuals are essential to
the survival of the species.

In this final subsection, we shift our focus to an evolutionary process starting with
a population composed exclusively of risk-seeker individuals. To achieve this, we bi-
ased the reservoir models during hyperparameter optimization. During the training
phase, when models faced trials with equal expected values, the probability of re-
ceiving a reward was artificially set to 1 if the model selected the riskier option (i.e.,
the option with a smaller probability of success). This approach was designed to
encourage the model to favor the risky choice. As a result, the readout layer (W)
was trained to predominantly select the riskiest option when faced with equal ex-
pected values, thereby instilling a risk-seeker behavior. This readout layer was then
frozen and kept constant across all structures throughout the evolutionary process.
Unlike the previous cases, where individuals were retrained in each generation, here
all individuals retained the same W,,; throughout the evolution.

FITNESS EVOLUTION

Evolution of the mean Fitness of the population through generations
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Figure 3.18: Fitness evolution over the generations on the risk-biased models.

The optimized hyperparameters are show in Table With these parameters, the
model effectively performed the task by consistently selecting the lottery with the
highest expected value, i.e., the most rewarding lottery during the testing phase and
select more often the risky option when equal expected values. The NEAT algorithm
process begins with an initial population of 100 individuals configured with a sparse
connectivity. During evolution, unlike in the previous sections, only the weights
evolve, while the nodes and connections remain unchanged. The probabilities of
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adding nodes and connections were set to zero, as detailed in Table[3.4] This decision
was made for simplicity, as adding nodes to the reservoir would be impractical given
that the readout layer is kept fixed. Consequently, since the network structure
does not evolve, we do not expect to see the emergence of distinct Hub and Sparse
networks.

ESN Hyperparameter Value
Input nodes 24 (2*12)
Output nodes 200

ST 0.003
Ir 0.438
input__connectivity 0.34
rc__connectivity 0.004
output__connectivity 1

n 0.003
decay 0.545

Table 3.3: Parameter Values

Parameter Value
Initial weight std. deviation 0.01
Weight range -1, 1]
Prob. of adding node 0
Prob. of adding connection 0
Prob. of mutating weight 0.1
Std. deviation of weight mutation 0.1
Prob. of resetting weight 0.02
Prob. of mutating bias 0

Std. deviation of bias mutation
Prob. of re-enabling connection
Prob. of disabling connection
Distance excess (c1)

Distance disjoint (c2)

Distance weight (c3)

———-0 OO

Table 3.4: NEAT Algorithm Parameters

STRUCTURAL ANALYSIS

The selection process consistently favored individuals that improved fitness levels,
as illustrated in Figure The application of 3D PCA to individuals across
generations, shown in Figure reveals distinct branches emerging over time,
indicating that NEAT explores a diverse range of species throughout generations.
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Figure 3.19: 3D PCA analysis of all individuals across generations, illustrating the evolu-
tionary process.

RISK-TAKING BEHAVIOR ANALYSIS
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Figure 3.20: Percentage of safest choices made during trials with equal expected values.
Each point represents an individual per generation, and the boxes illustrate the
boxplot for each generation. Initially, the populations exhibit only risk-averse
individuals, consistent with the fact that the starting population was biased.
Risk-averse individuals began to appear from generation 20, with their numbers
steadily increasing.

Figure displays the mean percentage of safe choices per population over gen-
erations. Initially, the populations exhibit highly risk-averse behavior, consistent
with the fact that the starting population was biased. Interestingly, despite all in-
dividuals being composed of a risk-seeker readout, risk-averse individuals began to
appear from generation 20, with their numbers steadily increasing. This emergence
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of risk-averse individuals is unexpected given that they possess risk-seeking bias of
the readout layer. This suggests that the evolutionary algorithm adapts the network
topology to counterbalance the risk-seeking tendencies of the readout, leading to a
more risk-averse population, strongly suggesting that risk-averse individuals also
play a significant role in driving evolution.

While previous results indicated that risk-seeking individuals are crucial for the
species’ survival, these findings strongly demonstrate that risk-averse individuals
are also essential for advancing evolution.

3.4 DISCUSSION

By evolving the structure of a reservoir network on an economic decision-making
task, we showed that starting from the simplest structure, the evolutionary process
evolve towards two types of structures, with one emerging straight from the
beginning- the Sparse network, and a second one emerging some generations
later- the Hub network. Compared to the Sparse population, the Hub population
does not survive after several generations. To explore this further, we repeated
the experiment, starting with a population of Sparse individuals rather than the
simplest topology. Despite this initial bias towards the Sparse network type, the
Hub species emerge within the population, and vanishes after some generations.
These initial results indicate that, in both evolutionary configurations, at least
two distinct species emerged, suggesting that various network structures can solve
the same task. This observation supports the concept of multiple realizability and
degeneracy: different structures can lead to similar behaviors [Edelman and Gally),
2001].

Both evolutionary configurations revealed similar tendencies in risk-taking behav-
ior: although both species performed comparably on the task, they differed notably
when confronted with lotteries of equal expected value. The Hub population was
predominantly composed of risk-averse individuals, while the Sparse population
also included a significant proportion of risk-seekers. We hypothesize that this
difference may explain why the Hub species struggles to survive: while risk-aversion
can be advantageous for a time, over successive generations, the lack of sufficient
risk-taking may ultimately affect the species’ ability to maximize cumulative
rewards and adapt effectively to the environment.

At the individual level, both species exhibited a mix of risk-seeking and risk-
averse behaviors, highlighting the degeneracy aspect of the problem. However, the
overall tendencies differed at the population level, underscoring that the structure
of decision-making networks can influence risk-taking behavior.

These findings align with research thesis of [Perez Roderol which demonstrated
differential brain connectivity patterns for conditions related to risk perception and
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risk behavior. Further support comes from Deza Araujo et al. [2018] who investi-
gated the neural correlates of risk-seeking behavior, particularly in loss scenarios.
Their findings revealed that higher risk-seeking tendencies for losses were associated
with increased connectivity between medial temporal regions, frontal regions, and
the Default Mode Network (DMN). The observation suggests that the structure and
connectivity of the networks appear to play a crucial role in shaping risk preferences.

Furthermore, our results suggest that certain behaviors are crucial for evolu-
tionary success. The first two experiments highlight the necessity of a substantial
proportion of risk-seekers for species survival. The final experiment further
illustrates that while the presence of a fraction of risk-averse individuals may be
essential, a population composed solely of risk-seekers might also fail to survive, and
risk-averse behavior is also crucial for maintaining the species. This suggests that
evolutionary processes may favor a balance between risk-seeking and risk-averse
behaviors.

The relationship between risk-taking behavior and evolutionary advantage
has been explored in various studies. Rather than evolving the structure or
incorporating learning mechanisms, Nioche et al.| [2021] conducted a study where
they evolved directly the parameters controlling risk-aversion in agents. Their
evolutionary simulations demonstrated a tendency towards risk-seeking behaviors.
Interestingly, when comparing these results with macaque behaviors, they found
consistency only in loss scenarios, suggesting that risk-seeking behavior may be
evolutionarily advantageous in situations involving potential losses, reflecting
decision-making strategies in life-threatening situations. [Testori et al. [2022]’s
results suggest that the combination of selfishness and risk-seeking traits can
be evolutionarily advantageous for individuals, more than the combination of
generosity and risk averse traits. They also observed that communities with a
higher proportion of selfish risk-seeking agents could grow to larger population sizes.

The concept of risk sensitivity as an adaptive trait was further explored by
Hintze et al|[2015]. Their research provides an evolutionary explanation for the
risk-averse behavior observed in humans. They found that risk sensitivity evolved
as a preferred strategy particularly in small groups, suggesting that small group
dynamics could be driving the evolution of risk sensitivity. [Homma and Takezawa
[2024] focused on the role of reinforcement learning in the evolution of risk
preferences. They found that learning rates are shaped by evolutionary processes,
leading to domain-specific risk preferences. Notably, their evolved agents exhibited
behavioral patterns consistent with prospect theory when faced with risky options
of identical expected values. Finally, Kolodny and Stern| [2017] emphasized that
the evolution of risk preferences is a complex phenomenon influenced by multiple
factors that have to be taken in consideration including the population size, the
number of risky decisions in an individual’s life history in shaping risk-taking
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behavior and reproduction dynamics.

The nature of risk-taking behavior has been a subject of several research with
evidence supporting both genetic and environmental influences [Bell, [2009]. Karls-
son Linnér et al.| [2019] conducted a genome-wide association study that identified
hundreds of genetic loci associated with general risk tolerance and specific risky
behaviors, providing evidence for a genetic component in risk-taking behavior.
Aydogan et al.| [2021] developed a risk score for risky behavior using genome-wide
association study data from an independent sample of 297,025 individuals and
provide evidence that neuroanatomical structure forms the basis for mechanisms
underlying individual differences in risky behaviors. Nevertheless, it has also been
shown that environmental influences play also a crucial role in shaping risk-taking
behavior. |Josef et al. [2016] emphasized that these preferences can evolve due
to environmental factors like experience and context. [Stern, 2010] introduced
the concept of "cultural inheritance" as a significant factor in the evolution of
risk-taking behavior. [Zhang et al.|[2014] proposed that risk aversion emerges as an
adaptive trait in environments where reproductive risk is systematic, i.e., correlated
across individuals in a generation, suggesting that risk-taking behavior is not only
determined by genes but also by the adaptive responses to specific environmental
conditions. These findings highlight the complex relationship between genetics and
environmental factors with risk-taking behavior.

The next chapter delves deeper into the following question: to what extent is
risk-taking behavior genetically determined, and how is it shaped by environmental
factors, including experience and context? To address this question, we will study
the behavior of a community of monkeys. Our investigation begins with the
hypothesis that environmental factors, particularly social dynamics, may play a
significant role in modulating risk-taking behavior. Specifically, we aim to explore
whether social hierarchy within the monkey community influences individual
risk-taking propensities.

83






4 CHAPTER 4: INFLUENCES BEYOND
STRUCTURE: ANALYZING
RISK-TAKING BEHAVIOR AND
SOCIAL FACTORS IN MONKEYS

In the previous chapter, we explored how network structure might influence
risk-taking behavior from an evolutionary perspective. Nevertheless, environmental
factors are also thought to be important in shaping this behavior, and these factors
can evolve over time [Josef et al.) [2016]. In this chapter, we shift our focus to
potential external influences to address the question: what additional factors might
affect risk-taking behavior in economic decisions?

To address this question, we set aside the structural analysis of minimal ESN
models and instead analyze real data from monkeys. We examined a large dataset
involving 24 Tonkean macaques performing the economic task previously described[ﬂ
Our analysis is based on the Prospect Theory (PT), a framework introduced by
Kahneman and Tversky| [1979] that has become a cornerstone for understanding
behavior under risk. PT highlights several cognitive biases in humans, such as
loss aversion, risk aversion in gain scenarios, and distortion of the probability
perception, which we will explain and apply to interpret the macaque data.

Our findings confirm that on average, the behavior of these monkeys can be also
understood within the framework of the PT, exhibiting similar cognitive biases
as humans. Nevertheless, while the overall behavior aligns with the theory, we
observed a significant inter-individual variability: some monkeys were more or
less risk-averse, more or less loss-aversive and varied in the way they perceive
probabilities. We hypothesize that social factors, particularly social hierarchy,
may influence risk-taking behavior among the monkeys, but also that risk taking
behavior are not static and can evolve over time.

We will begin by explain the task setup for the monkeys, followed by an intro-
duction to the PT framework. Next, we will demonstrate that cognitive biases
identified in humans are also observable in the monkey data. Finally, we will ex-

!This work was conducted in collaboration with [Dr. Sebastien Ballesta along with his Ph.D.
student Ayrton Guerillon who greatly contributed to the data analysis.
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4 Chapter 4: Influences Beyond Structure: Analyzing Risk-Taking Behavior and
Social Factors in Monkeys

plore how inter-individual variability in risk-taking behavior may be influenced by
the social hierarchy among the monkeys.
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4.1 Assessing the risk-taking behavior of monkeys

4.1 ASSESSING THE RISK-TAKING BEHAVIOR OF MONKEYS

4.1.1 THE ORIGINAL MONKEY TASK

Reward

Computer

Touch-

Reward-
Screen

delivery

d
E Apple sauce
< >
Dark room Camera‘
e

Resting
bar

Figure 4.1: Monkey experiment a. Tonkean macaque’s wooded park in semi-free-ranging
conditions. b. cognitive tasks presented via a touchscreen interface MALT (Ma-
chine for Automated Learning and Testing) [Fizet et all[2017]. ¢. Visualization
of the touchscreen. d. Overall setup. (The figure is modified from [Nioche et al

[021].)
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4 Chapter 4: Influences Beyond Structure: Analyzing Risk-Taking Behavior and
Social Factors in Monkeys

At the Centre de Primatologie (CdP) of the University of Strasbourg [Nioche
et al., 2021], a social group of 24 Tonkean macaques live in a semi-free ranging
conditions in a wooded park of 3788 m? where they could have access to a shelter
at any time, as depicted in Figure [{.T}a. Inside this shelter, monkeys can play to a
cognitive task via a touchscreen interface shown in Figure [f.1}b-c. The task is the
same as in |Nioche et al.| [2021}, 2019] , well detailed in section of Chapter 3.

4.1.2 DATA COLLECTION

date heure_debut subjectid task_id V_left P_left V_right P_right reward response RT ST gain loss

0 2020-02-04 07:51:07 Alaryc 1 3 1.00 -3 1.00 3.0 0.0 2101 446 3.0 0.0
1 2020-02-04 07:51:17 Alaryc 3 -3 075 -1 0.75 -3.0 0.0 1985 723 0.0 -3.0
2 2020-02-04 07:51:27 Alaryc 4 3 1.00 3 0.75 3.0 0.0 2190 884 3.0 0.0
3 2020-02-04 07:51:37 Alaryc 1 -3 025 1 0.25 0.0 0.0 2380 417 0.0 0.0
4 2020-02-04 07:51:47 Alaryc 14 -3 1.00 3 0.75 3.0 1.0 1390 309 3.0 0.0
5 2020-02-04 07:51:55 Alaryc 3 -3 025 -1 0.25 0.0 0.0 1449 397 0.0 0.0
6 2020-02-04 07:52:04 Alaryc 3 -3 075 -2 0.75 -3.0 0.0 1190 361 0.0 -3.0
7 2020-02-04 07:52:13 Alaryc 15 0 1.00 -1 0.25 0.0 00 909 462 0.0 0.0
8 2020-02-04 07:52:21 Alaryc 17 -1 050 -3 0.75 0.0 1.0 1230 246 00 0.0
9 2020-02-04 07:52:30 Alaryc 14 -3 1.00 3 0.50 -3.0 00 991 374 0.0 -3.0

Figure 4.2: Dataset contains behavioral information of 1 843 143 trials done by 24 monkeys.
Each row corresponds to one trial during a period of three years.

Data were collected thanks to Machines for Automated Learning and Testing
(MALTS) [Fizet et al., [2017]. All trials are stored in the .csv dataset represented in
Figure[£.2] The columns definitions are shown in Table [£.1] and the total number of
trials per monkey and per trial type is depicted in Figure
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4.1 Assessing the risk-taking behavior of monkeys

Name Type Description

subject_id | string Identification of the subject

date datetime | Date when the trial was conducted

task_id integer Identification of the task (ranging
from 1 to 7)

P_left float Reward probability for the left stim-
ulus

V_left float Reward amount for the left stimulus

P_right float Reward probability for the right
stimulus

V_right float Reward amount for the right stimu-
lus

response integer Response (0: left, 1: right)

reward integer Reward delivered (1) or not (0)

RT integer Response time (ms)

gain integer Quantity of gain received at the end
of the trial

loss integer Quantity of loss received at the end
of the trial

Table 4.1: Column definitions of the behavioral dataset.
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Figure 4.3: Number of trials per monkey and per lottery type. The control trials L1

90

consist of one lottery with potential gains and another with potential losses. In
contrast, the trials in (L2, L4) and (L3, L5) are only composed of lotteries with
potential gains or losses, respectively. The lotteries in L6 and L7 allow us to
assess the risk-taking behavior of monkeys in gain and loss domains, repecitvely.
For a detailed explanation of the lottery types, refer to Section [3.1.1] and [Nioche]

[2019] for further information.




4.1 Assessing the risk-taking behavior of monkeys

4.1.3 INTRODUCTION TO THE PROSPECT THEORY (PT)

When facing uncertainty, rational behavior is defined as making choices that max-
imize the expected value (EV) [Von Neumann and Morgenstern, 1947], which can
be expressed as follows:
EV =) P
(2

where:
e EV represents the expected value.
e 1; is the outcome,
e P, is the probability of outcome z;,

However, individual behavior frequently deviates from this rational ideal. One
example is when asking people choosing between two situations: in the first one,
they receive 100$ after flipping a coin and landing on tails, in the second one,
they take home 50% immediately. Both options have identical expected values :
0.5 % 100 = 50 in the first case, and 1 * 50 = 50 in the second. Thus, one would
expect rational individuals to be indifferent between the two choices. However in this
example, people would prefer to choose the second option, which is safest. People are
not entirely logical decision-makers; they exhibit cognitive biases like risk aversion
and probability distortion, leading to make choices that differ from the ones coming
from the utility maximization. Prospect theory (PT) introduced by Tversky and
Kahneman| [1992], Kahneman and Tversky| [1979} [2013] offers a framework to define
this attitude toward risk. It relies on two key concepts:

e The subjective utility.

e The probability distortion.

These functions enable to describe each individual’s attitude towards risk. The
subjective utility function u(x) reflects how each individuals perceive and value
different outcomes, by assigning a numerical value to different outcomes z. In the
PT framework and as depicted in Figure [4.4] the utility function is described to be
concave in the gain domain, indicating that individuals exhibit risk aversion when
facing potential gains. Conversely, in the domain of losses, the utility function
is convexe, suggesting that humans are risk-seeker when facing potential losses.
Furthermore, the utility function exhibits an asymmetry between the gain and loss
domains, with a steeper curve near the reference point in the loss domain compared
to the gain domain, showing that individuals are more sensitive to losses than to
gains. The latter bias is named loss aversion.

The probability distortion w(p) describes how people perceive and distort prob-
ability p in decision under risk. As depicted in Figure [£.4] the function has an
inverted S-shape, meaning that individuals tend to overestimate small probabilities,
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u(x) » w(p)

Losses.”

p

0 0,5 1

Figure 4.4: Graphical representation of the Prospect Theory of [Kahneman and|
. Left: Subjective utility function. The concavity of the curve
for gains indicates risk-aversion, while the convexity of the curve for losses indi-
cates risk seeking. Loss aversion is indicated by a steeper curve for losses than
for gain. Right: Probability distortion function: small probabilities are over-
estimated while high-probabilities are under-estimated.

and under estimates big probabilities, influencing the decision-making process
and choice |[Tversky and Kahneman, 1992, Bruhin et al., 2010]. However, this
inverted S-shape is not a consistent feature. Other studies showed different shapes
of distortion |Ferrari-Toniolo et al. 2019} |[Farashahi et al., 2018].

THE SUBJECTIVE UTILITY FUNCTION

In Tversky and Kahneman| [1992], the subjective utility function is defined as:

o ifx>0
—“AM—z)P ifzx<0

where:
o U(z) represents the subjective utility of a quantity =,

e A is the loss aversion parameter. It controls the steepness of the curve in
the loss domain, measuring the psychological impact of losses compared to
gains. When A\ = 1, gains and losses are weighted the same. When A > 1,
which is shown to be the most common behavior, people overweight losses
compared to gain, making them loss-aversive. Conversely when A < 1, people
underweight losses compared to gains.

e pT and p— are the risk aversion parameters. They control the concavity and
the convexity of the curve. If pt/— = 1, U(z) = x, indicating risk-neutral
preferences. If pt/~ < 1, the curve is concave, indicating risk-aversive
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4.1 Assessing the risk-taking behavior of monkeys

behavior. If p™/~ > 1, the curve is convexe, indicating risk-seeking behavior.
We will use the expression for the rest of our analysis.

Since the development of the PT, the existing literature has been indicating that
the shape of probability distortion varies across decision-making contexts, experi-
mental settings, and individuals. Numerous formulations of probability distortion
have been proposed, but no single unifying model has emerged|Zhang et al., 2020].
Similarly to Tymula et al.| [2023], we gathered each of these expressions:

o TK (from Tversky and Kahneman| [1992])

p
(p® + (1 —p)*)

w(p) = for0<a<l1

Q=

a represents the curvature/distortion of the function. if « = 1, the function is
linear i.e. w(p) = p. If @ < 1, the function is inverse S-shaped, indicating that
the function overweight small probabilities and underweight big probabilities.

o P1 (from Prelec [1998]):

w(p) = exp(—(—Inp)*), a>0

a represents the curvature/distortion of the function. If o = 1, the function is
linear i.e. w(p) = p. If & < 1 the function overweights small probabilities and
underweights big probabilities. if o > 1, it’s the contrary effect.

o P2 (from Prelec| [1998]) :

w(p) = exp(—=d6(—Ilnp)¥), a>0, §>0

« represents the curvature/distortion of the function and has the same inter-
pretation as in P1 expression.

e GE (from |Goldstein and Einhorn| [1987] ) :

(e7

w(p) o

:m, (S>O, ,Oé>0

d represents the sensibility /scaling of the probability p to the probability dis-
tortion function. If § > 1, the function becomes more sensitive to changes in
the probability, if § < 1, the function becomes less sensitive. a corresponds
to the curvature or the function. If & = 1, the function is linear, i.e. w(p) = p,
if @ < 1, the function overweights small probabilities and underweights big
probabilities, and if & > 1, it’s the contrary effect.
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In the PT framework, the concept of rational EV is transformed into what is
known as the Subjective Expected Value (SEV). This transformation incorporates
both the subjective utility function and the probability distortion function and is
expressed as follows:

SEV = Zw(pz)U(xz)

All models are fitted to the monkeys’ behavioral dataset to evaluate which best
captures their behavior. We conducted the fitting process under two conditions:

e Combined Fitting : The models are fitted using both gain and loss tri-
als simultaneously. This approach uses a single set of parameters for both
domains.

o Separate Fitting: The models are fitted using separate sets of parameters
for the gain and loss domains. This involves fitting one probability distortion
function for the gain domain and another one for the loss domain, effectively
doubling the number of parameters. Models fitted under this condition are
denoted by a '+’ at the end of their names. For example, P14 indicates the
P1 model with two separate o parameters: qgain and qjegs.

4.1.4 MODEL FIT

We developed a user-friendly Python framework to fit various Prospect Theory (PT)
models to the behavioral dataset. Our approach models the monkeys’ probability of
choosing one option based on the difference in subjective expected values between
the two options. This is achieved using a standard sigmoid function, as illustrated
in Figure and expressed mathematically as follows:

1

1 + e—#-(Apr—=0) (4.1)

PT: P(Lyight) =

With :
Apr = SEV,ight — SEVies:
= w(pright) : U(xright) - w(pleft) : U(xleft)

* Dright» Pleft: Probability of getting the non-zero outcome of lotteries right and
left, respectively.

* Tright; Tleft: Non-zero outcomes of lotteries right and left, respectively.
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4.1 Assessing the risk-taking behavior of monkeys

o u: Parameter that regulates the steepness of the sigmoid curve. Monkeys that
have learned the task well will have a larger p, indicating consistent choice of
the option with the highest subjective expected value. Monkeys with smaller
1 show less consistent choices.

e xo: Parameter corresponding to the side bias, with larger absolute values
indicating a stronger preference for the corresponding side. When xg > 0, the
monkey exhibits a bias towards the right side, when zy < 0 the monkey exhibit
a bias towards the left side.

e Apr: Difference in expected values between the lottery right and the lottery
left.

e w(p) and U(z): Probability function and subjective utility functions from the
Prospect Theory (PT) framework. All PT models listed above will be tested.

All the PT models were fitted with the monkey data then compared against ra-
tional choice models, which use a standard sigmoid function based on the difference
in expected values.

1
1 —|— e_p"(Arational_xO)

SG:  P(Lygn) = (4.2)

With :
A7“ational = Ev;“ight - EWeft

= Pright * Tright — Dleft * Tleft

The rational models serve as a benchmark, representing decision-making under
perfect utility maximization without probability distortion or risk attitude biases.

The models are fitted and evaluated for each monkey using Maximum Likelihood
Estimation (MLE), a standard statistical method that involves maximizing the
likelihood of the observed data given the model parameters. The log-likelihood
function is formulated as follows:

n

L(0]6) = = > _lyi - log(p(0i]0)) + (1 — ;) - log(1 — p(0;]6))] (4.3)
i=1

e 0: aset of PT parameter values. 8 = p, A, v if the TK model is used; 6 = p, \, «
if P1 model is used, 8 = p, A\, a, ¢ if P2 model is used and 0 = p, A\, o, § if GE
model is used.

e O: the set of observations under consideration.
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Sigmoid Function with different bias and steepness
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Figure 4.5: The probability of choosing the right option, based on the difference in subjective
expected values, is modeled by a sigmoid function. This function includes a
parameter p that regulates the steepness of the sigmoid curve and a parameter
20 that represents the bias. Larger values of u result in a steeper curve, reflecting
more consistent decisions. Conversely, smaller values of p produce a gentler slope,
indicating less consistent decision-making. When z0 differs from 0, the sigmoid
is shifted to the right (if 0 > 0) or to the left if (z0 < 0), indicating a bias to
the left side or the right side, respectively.

e p: the probability according to our decision-making model of making the choice
0; given 0.

e y;: corresponds to the binary response of the monkey. If y; = 1, the monkey
chose the option o; associated with the probability p, if y; = 0, it did not.

For optimization, the L-BFGS-B (Limited-memory Broyden-Fletcher-Goldfarb-
Shanno with Bound constraints) method is employed Zhu et al. [1997]. This al-
gorithm allows to estimate parameters with bound constraints on the variables, by
minimizing the negative log-likelihood function. We utilize Scipy library for imple-
mentation.

4.1.5 MODEL EVALUATION

We evaluate the fit of our models based on three factors:

o The stability of the models. Glockner and Pachur [2012] examined PT
models for their parameter stability and predictive accuracy. When comparing
the fitting results of two probability distortion functions derived from the
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4.1 Assessing the risk-taking behavior of monkeys

TK expression, they demonstrated that simpler model variants, referring to
expressions containing fewer free parameters to be fitted, tend to be more
robust and avoiding potential overfitting. Among the models examined, GE
and P2 contain the highest number of free parameters, while P1 and TK
contain only one free parameter. Consequently, preference should be given
to the models with fewer parameters (P1 and TK) due to their potential for
better stability and reduced risk of overfitting.

The performance of the model to reproduce similar behavior of the
monkeys. We evaluate the fit by comparing the monkeys’ responses with the
responses generated by the fitted model: we simulate responses from a player
based on the fitted model of 1000 randomly chosen trials. For each unique
trial, we compute the mean response of the player, we compare it with the
mean response. The closer the means are, the better the fit is. The score is
then calculated using a custom evaluation metric:

T
Score = 1 — N ;’Ro,z‘ — R
where:
— N is the number of unique trials.
— Ry, is the mean actual response of the monkey for the i-th unique trial.
— R; is the mean simulated response of the fitted model for the i-th unique

trial.

The Bayesian Information Criterion (BIC) [Vrieze, [2012], which were
also used in the work of Tymula et al. [2023]. The BIC is a statistical tool to
evaluate the goodness of a fit. It allows to compute accuracy with the fit, while
selecting the least complex model to avoid overfitting, favor simple models as it
imposed stronger penalty for complex models with too many free parameters:

BIC = n - log(MSE) + k - log(n)

— n is the number of data points,

MSE is the mean squared error between the true monkey’s responses and
the responses generated by the fitted model.

— k is the number of free parameters in the model,

— log is the natural logarithm.
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4.2 RESULTS

4.2.1 MODEL SELECTION

Figure [4.6] illustrates the relationship between the number of trials used for fitting
and the corresponding fitting error. The analysis revealed that a minimum of 1500
trials is necessary to achieve satisfactory fit precision. Given this threshold, the
models are fitted using data from all lottery types introduced in Section By
incorporating all available lottery data, the sample size is significantly increased,
leading to more stable and consistent fits across models.
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0.020

0.015
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0.010

0.005 -

0.000 -

T T T T T T
250 500 750 1000 1250 1500 1750 2000
Number of trials used for fitting

Figure 4.6: Fit precision according to the number of trials neededl.

The evaluation metrics were computed for both the rational model (SG) and
various PT models (TK, P1, P2, GE, TK+, P2+, GE+). BIC were computed for
each model and each monkey. The mean and standard deviation per model are
depicted in Figure [£.7] t-tests were applied for each mean score against the others
to determine whether one mean score was significantly different from the others.
Among the PT models, there were no significant differences in their BIC, indicating
that they perform similarly well in fitting the data.

| 85118.8 | 980

Figure 4.7: Mean BIC and std BIC for each model. The models are fitted for each
monkey, this results is the average score of all monkeys. SG: sigmoid model,
which shows a rational behavior. TK, P1, P2, GE, TK+, P2+, GE+ are PT
models that were introduced in section

The score were computed for all models and shown in Figure t-tests were
also applied for each mean score against the others to determine whether one mean
score was significantly different from the others. Notably, the results show that the
SG model is significantly worse than the other mean scores (t-statistic = 5.69, p-
value <0.001), surpassing the critical T of 2.3646. This suggests that the monkeys
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exhibit PT behavior rather than rational behavior, as the PT models outperform
the rational model. Furthermore, among the PT models, there were no significant
differences in their scores, indicating that they perform similarly well in fitting the
data.

| Players ( 2 6 | Tk+ | P1+

| Mean
Std

Figure 4.8: Mean score and std score of each model. The models are fitted for each
monkey, this results is the average score of all monkeys. SG: sigmoid model,
which shows a rational behavior. TK, P1, P2, GE, TK+, P24, GE+ are PT
models that were introduced in section

Considering the equivalent scores among the PT models and the stability criteria
introduced in Section[f.1.5 we simplify our analysis by not keeping the most complex
models with a high number of parameters. Specifically, P2 and GE (composed of
2 parameters) were not kept as well as their variants P2+ and GE+ (composed of
4 parameters). The P1 and TK models are retained (composed of 1 parameter)
to assess the minimum complexity required for capturing the observed behavior.
Additionally, the P14+ and TK+ models (composed of 2 parameters) were kept
to investigate whether separating gain and loss domains is necessary to effectively
capture different behavioral patterns in the data.

4.2.2 MONKEY SELECTION

All monkeys were able to do the task properly and with good performances in the
control trials. Nevertheless, some monkeys exhibit a strong side bias and were then
consequently excluded from the analysis. We define a rejection criteria based on
the model scores and the monkeys bias, calculated as follows:

bias = abs(Nyight — Nieft) /Mot
e Nyignt number of lottery right chosen.
e nyept number of lottery left chosen.

e Ny total number of trials

When a monkey exhibits rational behavior, the SG model (Equation is suffi-
cient to explain their decision-making process. This concept is illustrated in Figure
[4.9] which depicts the score difference between SG and P1 models in both control
and risky trials. In control lotteries, where risk-taking behavior is not involved and
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Control lotteries (types 1, 2, 3, 4, 5)

Risky lotteries (types 6 and 7)
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Figure 4.9: Score difference between SG (rational) and P1 (PT) models in con-

trol and risky trials. The SG model represents the rational choice-making
approach, which selects options based on maximizing expected value (Equation
, and the P1 model is grounded in prospect theory, a framework that takes
into account psychological biases (Equation . For each monkey, a segment
connecting the two scores reflects the difference A(SG — P1) between the two
scores. Right: In control lotteries, this difference is small, which is expected
because these lotteries do not involve risk-taking behavior; there is always an
optimal choice. Therefore, the SG model is sufficient to assess behavior in these
trials. Left: In risky lotteries, the difference in scores largely increases. This is
because the SG model fails to capture the monkeys’ behavior in risky situations.
In contrast, PT models are better suited to capture this behavior, explaining
the substantial increase in score when using these lotteries. This is not the case
for highly biased monkeys like NER and OLG for the reasons explained above.
The OLA and GAN monkeys from this fitting process because their number of
trials shown in Figure were below the established threshold of 1500 trials.
Notably, similar patterns emerge when comparing the SG model with TK, TK+,
and P14 models.

an optimal choice always exists, the difference between SG and P1 model scores is
minimal. This small difference indicates that the SG model adequately captures the
monkeys’ behavior in these straightforward scenarios. Conversely, in risky lotteries,
we observe a substantial increase in the score difference between SG and P1 models
for most monkeys. This divergence arises because the SG model fails to accurately
represent the monkeys’ behavior under risk. PT models, such as P1, suit better to
capture this risk-taking behavior, explaining the significant improvement in score.
However, this pattern doesn’t hold for highly biased monkeys such as NER, OLG
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and JEA (their bias values are shown in Figure . For these subjects, the differ-
ence between SG and P1 model scores remains relatively small even in risky trials.
This suggests that for monkeys with strong biases, the simpler SG model remains
sufficient to explain their behavior, even in risky situations. This phenomenon is
illustrated in Figure [4.I0Heft, where the value of the bias significantly correlates
with the SG model score when fitting lottery types 6 and 7.

SG score score vs monkey bias A(SG - P1) vs Monkey Bias

0.150
0.94 4 bias>0.4 — r=-0.72, p_val=0.000

—— r=0.43, p_val=0.044 A(SG —P1) < 0.05
0.125 1

0.100

0.075

0.050

SG score
A(SG —-P1)

0.025 4
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Figure 4.10: Relationship between monkey bias and model performances when
testing on lotteries of type 6/7. Each color correspond to one monkey.
The OLA and GAN monkeys from this fitting process because their number of
trials shown in Figure [£.3] were below the established threshold of 1500 trials.
Right: SG score according to the monkey bias. A significant linear regression
indicates that monkeys with higher biases tend to fit better with the SG model,
suggesting that the simple rational model is more effective for biased individu-
als. The red zone indicates rejected models based the criteria bias > 0.4. Left:
The difference in scores between the SG and P1 models correlates significantly
with monkey bias, as demonstrated by a linear regression analysis. This rela-
tionship indicates that as monkey bias increases, the performance of the SG
and P1 models becomes increasingly similar. When the bias has a dominant
influence on monkey behavior, the SG model - containing the z0 parameter
-becomes sufficient to capture the monkey’s behavior. In such cases, the addi-
tional parameters incorporated in the P1 model may become redundant. The
red zone indicates rejected models based the criteria A(SG — P1) < 0.05. No-
tably, similar patterns emerge when comparing the SG model with TK, TK+,
and P14 models.

This correlation indicates that monkeys exhibiting a high bias align well with the
SG model in risky situations.This relationship can be attributed to the dominant
influence of the side bias on the monkey’s behavior. When the side bias is the
primary factor driving behavior, the simpler SG model proves sufficient to capture
this phenomenon. In such cases, the additional complexity offered by PT models
may become unnecessary. While PT models also incorporate the bias parameter
20 in the sigmoid function, allowing them to capture side-biased behavior, their
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additional parameters related to subjective utility and probability distortion have
minimal influence on the monkey’s behavior, potentially rendering the PT model fit
superfluous. This observation is highlighted in Figure [£.10Heft, where the difference
in score between SG and P1 (A(SG — P1)) significantly decreases as the monkey’s
bias increases, indicating a diminishing difference in scores between the models as
the bias grows.

Notably, similar observations emerge when comparing the SG model with TK,
TK+, and P14+ models instead of P1. These observations led us to define two
criteria allowing to select the valid monkeys for the final PT analysis:

« A(SG—P1) > 0.05

e bias <04

The red zone in Figure [£.10] corresponds to the area where the monkeys were
rejected. In total, 6 monkeys were rejected: Anubus (ANU), Nereis (NER), Yin,
Olga (OLG), and Jeanne (JEA), Patsy (PAT). We keep the 18 other monkeys for
the final evaluation of the PT parameters.

4.2.3 FITTING RESULTS

The scores of all models are depicted in Figure The red values correspond to
the worst scores, while the blue values represent the best scores. The monkey "Yoh’
was not well-fitted with the TK model, so it was excluded from the TK model’s
analysis. All SG fits are shown in red, indicating they are the least effective models
for each monkey. This suggests that the monkeys’ behavior is better explained by
the PT framework than by the rational sigmoid model. Among the models, the
TK+ model frequently achieves the highest scores.

Table presents the mean values of each model parameter, considering all mon-
keys (excluding Yoh for the TK analysis). The consistency in mean parameters
across all models confirms their stability and suggests that they are capturing simi-
lar behavioral patterns.

The models indicate that the monkeys performed the task with high precision,
as evidenced by the steep sigmoid slope (i = 1.52) and a slight negative side bias
(20 = —0.31). On average, all monkeys exhibited:

« Risk aversion in the gain domain (pg = 0.80 < 1)

+ Loss aversion (A = 2.16 > 1)

However, the parameters of probability distortion vary depending on the model
used. Given that the TK and P1 models employ different functions, their parameters
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Figure 4.11: Result fit of TK model.

Model P1 TK Pil14+ TK+
Parameters
I 1.56 1.49 1.52 1.54
o -0.29 -0.35 -0.30 -0.31
Pg 0.80 0.79 0.80 0.82
ol 0.44 055 0.45 0.59
A 2.25 206 2.31 2.00
ay - - 0.98 1.15
o - - 0.59 0.83
« 0.70  1.00 - -

4.2 Results

Table 4.2: Mean values of the PT parameters for all selected monkeys.

are not directly comparable. Nonetheless, comparisons can be made within each
model by separating the gain and loss domains. The P14+ and TK+ models reveal
that the distortion parameters differ between the gain and loss domains. Specifically,
models that separate gains and losses provide distinct parameter values for each
domain. In contrast, models that aggregate both gains and losses give parameter
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values that fall between those observed in the models that separate the domains.
For example, comparing the distortion parameter « in models TK and TK+, we find
a =1 for TK, while for TK+ we have oy, = 1.15 for gains and oy = 0.83 for losses.
The average of these values, mean(ag, ;) = 0.99, is almost identical to the overall o
in TK+. A similar pattern emerges when comparing models P1 and P14. The TK
and TK+ models are illustrated in Figures [£.13] and respectively. While the
sigmoid and subjective utility functions remain consistent across both models, the
probability distortion function varies depending on whether the trials involve gains or
losses. This variation highlights that the monkeys perceive probabilities differently
in the gain and loss domains. In the gain domain, the general trend indicates a
less distorted perception, with monkeys being generally neutral to probabilities.
Conversely, in the loss domain, the global perception appears to be more prone to
underestimating probabilities.

Range of TK 20 Range of Subjective Utility Functions

12

alpha=0.2 A=02,p,=0.1,p;=0.1
alpha=0.5 A=02,p,=0.1,p,=2
104 alpha=1 A=02,p,=2.p=01
/ aloha=2 | A=02.py=2.p=2
054 """ v=v ' A=10,p,=0.1,p,=0.1
A=10,pp=0.1,p;=2
A=10,py=2,p,=0.1

064 A=10,py=2.p=2

TK
Subjective Utility

0.2 4

0.0 FF—

0.0 0.2 0.4 0.6 0.8 10

Figure 4.12: Potential configurations of the TK model. Left: TK probability dis-
tortion function for various a values. Right: Subjective utility function for
different combinations of X, py, and p;. The shaded grey areas represent the
range of possible values the model can assume.
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TK fit
sigmoid(Ax) u(x)

1=1.49,x= - 0.3 A=2.06, p, 9.p=0 00 2= 1.06

-2

[ 2 -1 0 1 0.0 02 0.4 0.6 0.8 10

Figure 4.13: TK Model Fitting Results. From left to right: fitted sigmoid function,
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subjective utility function, and probability distortion function. The thick blue
line represents the mean fit across all monkeys, while the thin light blue lines
depict individual monkey fits. The mean sigmoid is shifted from the right,
highlighting a global side bias. The mean utility function is concave in the
gain domain (p, < 1), indicating global risk-averse behavior. Additionally, an
asymmetry between the loss and gain domains is observed (A < 1), suggesting a
general loss-averse tendency. The mean probability distortion is nearly neutral
(a & 1), indicating that, on average, the individual variability in probability
distortion cancels out, resulting in an overall neutral distortion. However, indi-
vidual monkeys display highly variable distortion functions: some overestimate
large probabilities while underestimating small ones, whereas others show the
opposite behavior.

TK+ fit
sigmoid(Ax) u(x)
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Figure 4.14: TK+ Model Fitting Results. Top row: fitted sigmoid function, subjective

utility function. Bottom row: probability distortion in the gain and in the
loss domain. The thick blue line represents the mean fit across all monkeys,
while the thin light blue lines depict individual monkey fits. The risk-aversion
in the gain domain, loss aversion, side bias are retrieved, similarly to the fitting
process without separating gain and loss domain. Nevertheless, an asymmédt@§
is found if the probability distortion: in the gain domain, monkeys overestimate
large probabilities while underestimating small ones in average, whereas in the
loss domain, it is the opposite effect.
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4.2.4 INTER-INDIVIDUAL VARIABILITY

On average, we observe that the monkeys’ risk-taking behavior aligns with the PT
principles. Specifically, they exhibit risk-averse behavior in the gain domain and
loss aversion. Additionally, they demonstrate a distorted perception of probabili-
ties that differs asymmetrically between the gain and loss domains, which contrasts
with the typical PT patterns observed in humans. While these findings represent the
overall tendencies, Figure [£.14] illustrates significant variability in risk-taking behav-
iors among individual monkeys. We hypothesize that external factors, particularly
the hierarchical structure within monkey groups, may underlie this inter-individual
variability and play a crucial role in shaping individual risk-taking behaviors.

HIERARCHY IN TONKEAN MACAQUES

Smoothed Elo rates

1200 4

1000

2017 2018 2019 2020 2021 2022

Figure 4.15: Elo-plot across time from 2017 to end of 2022. Smoothing has been
applied to each line for visibility by using a Savitzky-Golay filter with a window
length of 10 and the order of the polynome used to fit the sample is of 3.

Dominance is a crucial social factor that influences interactions among group
members in primate communities. |Ballesta et al.| [2021] introduced a method to
measure social relationships and group structure in the Tonkean macaque community
using the MALT device. In the semi-free ranging park, monkeys could access the
MALT to perform a previously introduced economic task. During this task, one
monkey could be replaced by another, reflecting the dominance relationship between
them. The monkey that allows itself to be displaced or is forced by another monkey
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to leave the MALT is considered subordinate to the monkey taking its place. These
displacements indicate social hierarchy and dominance relationships, providing a
means to assess the evolution of individual social status within the group. Thus,
using MALT allows to measure hierarchy automatically. The Elo-rating is a score
used for assessing hierarchy and tracking its evolution across time. Similar to the
system used in chess, the higher the Elo-rating, the higher the monkey’s position
in the hierarchy. Following the method of Ballesta et al| [2021], the evolution of
the monkeys’ Elo-ratings was computed as depicted in Figure £.15] showing that
each monkey’s hierarchy is dynamic and can change over time. For instance, from
2018 to 2022, Abricot (ABR) consistently increased in the hierarchy, whereas Nereis
(NER) dropped in 2021 but rose again in 2022. The curves are smoothed using the
Savitzky-Golay filter. The Elo-rates can be converted into rankings, with the most
dominant monkey (highest elo-score) being ranked first, and the least dominant
monkey (lowest Elo-rate) being ranked last, as depicted in Figure shown the
evolution of ranking between July 2020 to October 2022.

Evolution of monkey ranks

/\ \ e e
/\ ! A X \_.

/\/_‘\

2020-07 2020-10 2021-01 2021-04 2021-07 2021-10 2022-01 2022-04 2022-07 2022-10
Date

Figure 4.16: Monkey rank evolution through time from 2020 to 2022 . The most
dominant monkey is assigned rank 1, while the most subordinate monkey is
given the lowest rank.
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HIERARCHY VS. RISK TAKING BEHAVIOR: A STATIC ANALYSIS WITH LINEAR
REGRESSION

We propose that social hierarchy may play a significant role in shaping risk-taking
behavior among monkeys. Specifically, we hypothesize that subordinate and dom-
inant individuals may exhibit distinct behaviors in response to their environment.
For instance, subordinate monkeys may experience increased fear due to their
lower status, leading them to be more cautious and avoid taking risks. This could
manifest in behaviors such as looking back when dominant monkeys approach or
playing more cautiously to minimize potential losses. Alternatively, subordinate
monkeys may be more risk-averse due to the emotional impact of losing, as their
social hierarchy may amplify feelings of fear and anxiety related to loss. As a result,
they may be more careful about what they stand to lose and be less likely to take
risks. Furthermore, we also consider the possibility that subordinate monkeys have
limited access to food resources, making the stakes higher during games involving
liquid reward and influencing their behavior. In this scenario, subordinate monkeys
may either take more risks in an attempt to secure a larger reward or exhibit
reduced risk-taking behavior due to the increased uncertainty of winning.

To verify the relationship between social hierarchy and risk-taking behavior, we
first examine the mean Elo-rate of each monkey as a function of their risk-taking
parameter, p, as shown in Figure Notably, we did not detect any significant
effect of Elo-score on p. Nevertheless, upon closer inspection of both gain and loss
domains, we observed an asymmetry that prompted us to separate these domains
for further investigation. We hypothesize that the elo-score has a positive impact
on the risk-taking parameter p and no effect in the loss domain. However, this
simple linear regression may not be sufficient as it considers only the elo-score as
potential factors that could influence the risk-taking behaviors of monkeys.

To determine whether hierarchy significantly impacts risk-taking behavior, it is
crucial to account for all potential influencing factors. We will refine our analy-
sis by incorporating a broader range of variables that may affect risk-taking behavior:

e The social hierarchy

e The age

e The gender

e The probability distortion

e The bias

To increase the reliability of our analysis, we analyzed a 1,500-trial window per
monkey during which they performed optimally. This enabled us to compute the
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Figure 4.17: Risk aversion parameter p according to the elo-rate. In the gain domain,
dominant monkeys exhibited lower risk-aversion (p closer to 1), this suggests
that dominant monkeys are less risk-averse when they are in a position of power.
However, no significant effect of social hierarchy on risk aversion was observed
in the loss domain

corresponding mean Elo-score and PT parameters with greater precision. We em-
ployed Linear Mixed Models (LMMs) EL a statistical method well-suited for analyzing
complex data structures. The selection of the best model was performed using the
"dredge" function from the "MuMIn" package (version 1.48.4) We examined the ef-
fect of the listed factors on both the distortion parameter o and the risk aversion
parameter p in both gain and loss domains. Although no significant relationships
were found with «, our analysis focused on the risk-aversion parameter p, which is in-
versely to monkey risk-aversion, with smaller values indicating greater risk-aversion.
The LMM is represented thanks to the following equation:

p+/— = Bo + Bi(elo) + Ba(age) + B3(sex) + fBa(a) + B5(x0) + €. (4.4)
Where:

¢ p/— corresponds to the risk-aversion parameters
o [p is the intercept (fixed effect)

e f1, B2, B3, B4, B5 are the coefficients for the fixed effects: elo-score, age, gender,
probability distortion «, and bias z0 respectively.

2We used LMMs on R with the package lme4. The selection of the best model was performed
using the "dredge" function from the MulMIn packagel, which allows the exploration of different
factor combinations to identify the most efficient one. This model selection process is based
on quality criteria such as the BIC, which compares models by taking into account both the
goodness of fit and the model’s complexity, penalizing those with too many parameters. The
selected model thus optimizes the balance between prediction accuracy and simplicity
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The results of the LMM analysis on p; are depicted in Figure [£.2.4 Two
significant effects were found:

e elo has a statistically significant effect on p; with a p-value = 0.024 < 0.05,
underlying a positive relationship between hierarchy and risk-taking behavior,
as larger values of p4 indicate less risk-aversion.

» «g4 has a statistically significant effect on p, with a p-value = 0.031 < 0.05,
underlying a negative relationship between distortion and risk-taking behavior.

This correlations raises two possible explanations: firstly, dominant monkeys may
be more willing to take risks when facing situations involving gains, potentially sug-
gesting a causal link between dominance and risk-taking behavior. Alternatively, it
could be that monkeys that exhibit higher risk-taking tendencies are more likely to
ascend to dominant positions. In addition, our findings suggest that the relation-
ship between distortion and risk aversion is complex. Two plausible interpretations
emerge: either reduced distortion leads to increased risk aversion or conversely, less
risk-aversion results in lower levels of distortion. Notably, our results did not reveal
a corresponding effect in the loss domain.
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best 1500 TK+

rho g

Predictors Estimates CI )]
(Intercept) 067368 -028622-163339 0147
elo 0.00117 0.00019-0.00214 0.024
age -0.09015  -0.19490-0.01460 0.083
Sex 0.19028 -031126-0.69183 0.413
x0 -0.39721 -0.85618-0.06175 0.082
alpha g -0.33540 -1.00938 --0.06122 0.031
alpha 1

Observations 13

R?/R? adjusted 0.741/0.597

Figure 4.18: LMM analysis: hierarchy and distortion effects on risk-taking behav-
ior

The LMM analysis, conducted using 1,500 best trials per monkey, reveals
statistically significant effects of Elo-score (elo) and alpha-group (cy) on the
risk-aversion parameter p; (Figure . The corresponding p-values are 0.024
and 0.031, respectively, both of which are below the conventional threshold of 0.05.
These findings indicate that hierarchy has a positive influence on risk-taking
behavior, whereas distortion exhibits a negative effect.

HIERARCHY VS. RISK TAKING BEHAVIOR: A DYNAMIC ANALYSIS WITH LINEAR
REGRESSION

We subsequently proceeded to a difference-in-difference (DiD) model [Roth et al.,
2023|. In this context, the LMM model compares the changes in a risk-taking pa-
rameter across different monkeys over time. Rather than selecting a single period
per monkey, we divided the dataset into multiple time intervals for each monkey
and computed the corresponding mean Elo-score and PT parameters for each spe-
cific interval. This approach enabled us to increase the number of observations per
monkey, thereby allowing us to examine the dynamic relationships between the pa-
rameters. Figure provides an example of this period selection process for one
individual monkey. The figure displays the evolution of Elo-score over time in blue
and the number of trials per day in black lines. The red and blue zones represent
low and high Elo-score periods, respectively. By computing PT parameters within
these selected periods, we were able to aggregate all results into a comprehensive
table, as shown in Figure
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Smoothed Elo Ratings Over Time
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Figure 4.19: Selection of different periods corresponding to different elo-scores.

monkey elo date_start date_end x0 lambda_ rho_g rho_| alpha_g alpha_l sex age
0 abr 1235 10/04/2020 03/10/2020 -0.249303 1.208520 0.409035 0.715509 0.803178 0.452138 1 6.907598
1 abr 1157 19/10/2020 12/05/2021 -1.070870 1.890236 0.516761 0.938080 2.000000 0.306228 1 7.433265
2 abr 1203 11/10/2021 17/12/2021 -0.852618 1.420115 0.624693 0.940909 0.813692 2.000000 1 8.410678
3 ala 1115 11/02/2020 18/08/2020 -0.020719 0.708658 0.767045 0.601515 1.003511 2.000000 1  6.899384
4 ala 1074 12/09/2020 08/03/2021 -0.219892 0.889412 0.835552 0.521146 1.004006 2.000000 1 7.485284
5 ala 1173 28/03/2021 06/06/2021 -0.280463 0.929575 0.629249 0.429996 0.873236 2.000000 1 8.024641
6 ala 1128 02/09/2021 21/03/2022 -0.357240 1.584394 0.932246 0.402032 1.094466 0.652765 1 8457221
7 ala 1215 07/06/2022 30/08/2022 -0.352368 1.420184 1.031437 0.411749 1.086772 0.602061 1 9.218344
8 alv 1082 04/02/2020 02/06/2020 0.875929 0.441235 0.723077 1.220936 0.843570 0.240705 1 6.976044

Figure 4.20: Storage of different elo-scores and corresponding PT parameters per
monkey and per period. Several row can correspond to the same
monkey since we selected several periods for each monkey.

The LMM incorporates fixed effects (previous listed parameters), but also random
effects to account for the inherent variability across individual monkeys, as each
monkey was observed over multiple periods. This time, the model accounts for the
difference in parameters instead of the parameters themselves. This approach allows
us to model the differences in parameters rather than the parameters themselves.
The LMM enables us to assess whether differences in specific independent variables
(i.e. Elo-score) are associated with differences in the dependent variable (i.e. risk-
taking behavior). Mathematically, this can be represented by the following equation:
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A(py/—) = BotP1A(elo-score)+ B2 A(age)+B3A (sex)+B1A () +B5A(20) +monkey id) €

Where:

(4.5)

o A(py/_) corresponds to the difference between two risk-aversion parameters

of two different periods.

o [ is the intercept (fixed effect)

o (1, 02,03, 084,05 are the coeflicients for the difference of the fixed effects:
A(elo-score), A(age), A(sex), A(a), A(x0) respectively.

* U(monkey id) 18 the random effect associated with the monkey identity.

dynamic TK+
delta rho g

Predictors Estimates CI P
(Intercept) -0.10164 -0.80536-0.60209 0.751
delta elo 0.00141  0.00004 —0.00277 0.045
delta age 038189 0.04544-0.71834 0.030
sex -0.23120 -0.70406 — 0.24166 0.297
delta x0 0.06772 -0.16323 —0.29868 0.524
delta alpha g 037486 -0.10042-0.85014 0.108

Observations

1

Lh

R?/R? adjusted 0.661/0.472

Figure 4.21: LMM analysis: hierarchy and age effects on risk-taking behavior
The LMM analysis, conducted using multiple periods per monkey, reveals
statistically significant effects of Elo-score (elo) and age on the risk-aversion
parameter p;. The corresponding p-values are 0.045 and 0.030, respectively, both
of which are below the conventional threshold of 0.05. These findings indicate that
increase in hierarchy has a positive influence on risk-taking behavior, and increase
in age also exhibits a positive effect.

The results from our DiD LMM model are displayed in Figure [4.2.4 Two

significant effects were found:

o A(age) has a statistically significant effect on A(p;.) with a p-value = 0.030 <
0.05, underlying a significant positive association between age and risk-taking
behavior in the gain domain.
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o A(elo — score) has a statistically significant positive impact on A(py), with a
p-value of 0.045 < 0.05, underlying a significant positive association between
hierarchy and risk-taking behavior

HIERARCHY DOES AFFECT MONKEY’S BEHAVIOR

These results suggest a potential causal link between dominance/age and risk-taking
behavior in the gain domain (notably, these results did not reveal a corresponding
effect in the loss domain). Since larger values of p; indicate less risk-aversion,
these findings suggest that as monkeys get older, they become more inclined to
take risks when facing situations involving gains. This result implies that the
aging process is associated with decreased risk-aversion. Nevertheless, further
verification are needed to figure out the direction of causality in the case of social
hierarchy: does the dominant status lead to more risk-taking attitude, or is it
because monkeys take risks that they end up to a better hierarchical position ?
Overall, the results align with our hypothesis stating that social hierarchy may
have an effect on the risk taking behavior. The place of the monkey in the hier-
archy induce conditions in which it does the economic task by modifying its behavior.

Furthermore, our investigation reveals that these studied parameters are not static
entities, but rather dynamic and susceptible to change throughout the life of the
monkeys. The social hierarchy of the monkeys is indeed a dynamic factor that
evolves over time, as well as the parameters associated with risk-taking behavior.
Specifically, we find that changes in social ranking can induce shifts in mental states,
ultimately influencing an individual monkey’s risk-taking behavior. For instance,
monkeys that ascend to higher ranks through repeated social victories tend to be-
come more confident and less risk-averse over time. Conversely, those that decline
in rank may lose confidence and become more risk-averse.
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4.3 DISCUSSION

We developed a user-friendly tool to analyze risk-taking behavior and distortion
of probability perception in our large dataset. We analyzed the risk attitudes
of 24 macaque monkeys of varying ages and genders using an economic task
designed to present risky situations. Our findings indicate that, overall, the
monkeys exhibit risk aversion when faced with potential gains and risk-seeking
behavior when confronted with potential losses. Additionally, they demonstrated
an inverted S-shaped probability distortion pattern. These results confirm that
monkey behavior aligns with the PT framework. Since the latter comprises different
models in the literature, our tool enabled us to test all of them, compare them, and
define a precise method to determine which one is the best. We built additional
models allowing separation of gain and loss domains in the task, which confirmed
an asymmetry of treatment between the two domains [Nioche et al., 2019, 2021].

Furthermore, we defined a precise method to select monkeys for the PT analysis.
Some monkeys showed a very strong side bias (e.g., Yin, Nereis, Anubis, Patricia
selecting the same cue >75% of the time; Olga and Jeanne >90% of the time),
and we hypothesized that that they may have a tendency towards maintaining
the status quo [Samuelson and Zeckhauser, 1988]. Status quo bias is a cognitive
bias where individuals favor a default option, even when alternatives might be
more advantageous [Kahneman et al., |1991, [Samuelson and Zeckhauser, |1988].
This aligns with research indicating that nonhuman primates, like humans, can
exhibit status quo bias [Englund} 2023|. The status quo is often associated with
loss aversion [Kahneman et all 1991], where the monkeys might perceive switching
sides as a potential "loss" compared to the "gain" of sticking with their habitual
choice. However, attributing this side bias to status quo bias should be done with
caution, as our experimental setup did not explicitly define a clear default, i.e.
‘status quo’ option. Side biases in primates could also arise from other factors such
as handedness [Deuel and Schaffer] 1987] or spatial preferences.

Finally, while we observed a general trend conforming to the PT framework,
we also discovered significant inter-individual variability among the monkeys. We
suggested that this variability might arise from environmental factors such as social
dynamics. To investigate this hypothesis, we employed a novel method for tracking
social hierarchy over time and obtained the Elo-score of each monkey at various
points in time. By computing the corresponding PT parameters for these periods
and using LMM we found that the social hierarchy exhibits a significant positive
correlation with the risk-aversion of the monkeys in the gain domain. Specifically,
our results demonstrate that dominant monkeys tend to be less risk-averse. This
finding was further supported by observing that the social hierarchy is not static,
but rather evolves over time, and that this evolution is significantly correlated with
the evolution of the monkey’s risk-aversion. Our study provides strong evidence
for a potential link between social status and risk attitudes in macaque monkeys,
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suggesting that social factors can influence their behavior. Notably, these results
were not found in the loss domain, revealing an asymmetry in the relationship
between risk-taking behavior and social hierarchy, with a significant effect in the
gain domain, but not in the loss domain. The underlying reasons for this asymmetry
remain unclear and need further investigation. Nevertheless, we believe that our
framework provides a promising starting point for exploring this unanswered
question. Furthermore, we identified additional parameters, including age and
probability distortion, which significantly impact the risk-aversion parameter.
While we did not pursue further analysis of these findings at this stage, they will
be an essential focus for future research.
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5 CONCLUSION

This thesis explores the relationship between brain network structures and the
cognitive process of decision-making, addressing a fundamental question in neuro-
science: how does the architecture of neural networks influence decision-making?

The study of brain connectivity is a critical area of research, as underscored
in the introduction. It provides deep insights into the functional implications of
brain structure in both healthy and dysfunctional brains. Advances in neuro-
imaging, neuro-electrophisology and computational modeling have allowed to
reveal some important structural properties of the brain, including random and
non random properties, hierarchical and modular structures. It has also been
shown that some brain regions have been conserved throughout evolution, sug-
gesting that they are crucial for the maintenance of fundamental cognitive processes.

However, the underlying reasons behind these structural properties and their
persistence across evolution remain opened. This thesis aims to contribute
to this discussion. At the modeling level, we addressed two questions: is a
specific network structure necessary to solve any given decision task? Could al-
ternative architectures emerge to achieve similar functional and neuronal properties?

Throughout this thesis, we adopted an approach that minimizes strong as-
sumptions about network architecture. This was made possible by employing the
reservoir computing paradigm, which offered several key advantages. First, it in-
corporates biological plausibility through the use of recurrent neural networks with
random connectivity, mirroring the brain’s inherent recurrence and randomness.
Second, it allowed us to avoid overly restrictive architectural assumptions. Third,
its simplicity in design, manipulation, and training enabled us to explore a wide
range of structures and training variations, allowing us to test and train a diverse
set of models.

In the first phase of our research, we developed a minimal reservoir model to
investigate decision-making processes in a spatial navigation context. This model
consisted of a pool of randomly interconnected neurons tasked with solving a T-
magze alternation problem. The task was implemented in a continuous state-space,
significantly increasing its complexity. The model received only partially observable
information, further enhancing the challenge and more closely mimicking real-world
scenarios. The readout model was trained using supervised learning. While
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effective, this approach lacks biological plausibility. To address this limitation, a
still ongoing project aims to replace this training method with RL. Several studies
have already explored the integration of reservoir computing with RL in continuous
state-spaces: Szita et al.| [2006] provided a theoretical framework demonstrating the
viability of this approach. |Schmidt et al|[2014], |Oubbati et al. [2014], Dasgupta
et al.|[2013] implemented actor-critic architectures where the reservoir is the critic,
outputting action values. Koprinkova-Hristova, [2014], Koprinkova-Hristova et al.
[2013], Koprinkova-Hristova| [2015] 2016 introduced various approaches including
adaptive, heuristic, and Hebbian learning mechanisms in the context of reservoir
computing and RL. Implementing RL and reservoir computing in a continuous
state-space presents significant challenges. However, this approach is crucial for
more accurately modeling real-world cognitive processes, and will be one of the
major perspective of this work.

Despite its basic structure and lack of specific structural constraints, the model
performed the T-maze task well. This success indicates that, for this particular task,
no specific structure beyond the constraint of recurrence is necessary. Additionally,
upon analyzing the neural properties within our model, we identified neurons
exhibiting characteristics akin to hippocampal splitter cells, which are known to
encode an animal’s past experiences and trajectory. This finding challenges the
notion that certain neural properties - here splitter cells - are exclusive to specific
brain structures - here the hippocampus - and, most importantly, suggests that
splitter cell-like activity may be more of a consequence or artifact of navigational
behavior rather than its cause, challenging the traditional interpretation of these
neural properties of the hippocampus.

The success of our simple model underscores the potential of a minimalistic
approach and paved the way of the second phase of our research, which explored
whether more complex behaviors could also emerge from this minimal model. To
explore this, we introduced a new task based on the 2-arm bandit paradigm, which
the minimal model solved with high performance. We subsequently added com-
plexity to the task, by adding a binding problem and random temporal constraints.
The performance of the minimal model significantly decreased. We introduced
more structural constraints, rendering the structure more forward-oriented either
by building deep reservoir models or by changing directly the input connectivity
of one reservoir. We implemented fast and slow pathways, similar to those in the
BG. The structured models demonstrated significantly better performance on the
complex task compared to the unstructured models. Nevertheless, the structured
models were only trained on one specific type of task which constitute our main
limitation in this research. Our perspective will be to test these architectures on
other decision-making tasks involving temporal and speed constraints such as the
temporal order judgement (TOJ) [Hendrich et al., |2012] in order to verify whether
these results are generalized to other tasks. While our results are not generalized,
they suggest that as task difficulty increases, more structured networks become
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necessary to maintain high performance.

In the third phase of our research, we explored whether these required structures

emerged as unique optimal solutions. We introduced a third task within the context
of economic decision-making, which enabled us to assess both the performance of
our models in decision-making and their risk-taking behavior. We implemented
the NEAT algorithm to evolve the structure of the reservoir models based on
evolutionary principles, which allowed us to see the emergence of at least to distinct
types of structural solutions to solve the task, demonstrating that, in our set up,
multiple realizability is shown. Additionally, we studied the risk-taking behavior of
these two types of structures emerging from the population and showed that at the
individual level, different structure type can lead to the same risk-taking behavior,
answering the question of multiple realizability. However, significant differences
at the population level indicated that the structure of decision-making networks
can substantially influence risk-taking behavior. These findings led us to conclude
that in our context, structural variations affect decision-making behavior at the
population level.
Evolving networks structures with NEAT was highly time-consuming and required
HPC to process the evolution. To resolve this issue, our future direction for this
project is to utilize HyperNEAT [Stanley et al., 2009]|, an advanced method that
allows for the evolution of reservoir structures through indirect encoding of neural
networks. This approach is not only faster but also facilitates the generation of
larger neural networks. By employing HyperNEAT, we will explore different set
of parameters and conditions, including the evolution of hyperparameters that
remained fixed in our current study.

One of the main outcome of the NEAT process was the emergence of a balance
between risk-seeking and risk-averse behaviors. This result closely mirrors obser-
vations in humans and other species, suggesting that certain behavioral patterns
are vital for evolutionary success. This finding has important implications and
connections to existing research, as it may help explain the persistence of individual
differences in risk attitudes within populations. It prompted us to investigate
how this balance manifests and how it might be influenced by environmental
factors. As our final project, we shifted our focus from structural questions to a
broader inquiry: if structural factors influence behavior at the population level, but
individual behaviors within the same species vary, what other factors might drive
these behavioral differences? Thanks to our extensive behavioral data collection
from 24 monkeys, we were able to investigate risk-taking behavior both at the
population level and at the individual level. Owur analysis revealed that social
factors, including the hierarchical structure within the monkey community, have a
significant impact on risk-taking behavior. Specifically, we found that dominant
monkeys tend to be less risk-averse, but also that monkeys who experience social
victories become less risk-averse over time, while those who lose social status over
time become more risk-averse. This dynamic aspect highlights the relationship
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5 Conclusion

between social hierarchy and risk-taking behavior. However, it is essential to note
that the direction of causality remains unclear: do dominant monkeys exhibit less
risk aversion thanks to their social position, or does their confidence leading them
to take greater risks, that ultimately put them into a dominant status? To shed
more light on this question, a more precise analysis at a finer time scale would be
beneficial. For instance, observing how individual monkeys adjust their behavior
before and after a social victory or loss could provide valuable insights into the
direct impact of these events on confidence and risk-taking. Additionally, exploring
other factors that may influence risk-taking behavior is crucial. Our preliminary
findings suggest that age, distortion probability also play a role in shaping risk
aversion. Reaction times were also shown as preliminary results, as we believe that
they could bring more information about the monkeys’ behavior. Future research
directions should focus on delving deeper into the analysis of these parameters
and conducting more precise analyses over time to better understand the dynamic
relationships.

Among the monkey population, we identified some individuals who were notably
biased. Due to time constraints, we could not study their behavior in greater detail.
Future research could delve deeper into these behaviors, potentially confirming or
refuting our hypothesis about status quo bias and further exploring the heuristics
involved in economic decision-making.

This thesis is an attempt to adopt an approach that progresses from minimal
to more complex models, reflecting the evolutionary trajectory of biological neural
systems. This approach aligned closely with |Cisek [2019]’s perspective on studying
theories of behavior. Cisek argues that understanding brain function necessitates
an evolutionary perspective |Cisek and Hayden) [2022], advocating for a method
called "phylogenetic refinement." His approach aims to build theories based on
the actual evolutionary history of organisms and move away from traditional
psychological distinctions. Indeed, this evolutionary perspective contrasts with
top-down approaches that start with complex human behaviors and artificially
separate cognitive functions. Phylogenetic refinement instead, starts with simple
mechanisms and elaborating them to more complex ones, ensuring that proposed
mechanisms are compatible with known evolutionary changes, with each new
mechanism conceived as an extension of an ancestral one.

Additionally to this introduced evolutionary aspect, this thesis introduced the con-
cept of degeneracy in various reservoir computing networks. This concept aligned
with the work of Onur Giintiirkiin on avian cognition, which has demonstrated
principles of multiple realizability and degeneracy in bird brains. |Guntirktn et al.
[2021] show that despite structural differences from mammalian brains, avian brains
have independently developed similar cognitive abilities and mechanisms to support
them, demonstrating that different structural configurations can yield similar func-
tional outcomes. This finding suggests that despite distinct evolutionary origins,
complex cognition can evolve through different neural architectures, indicating mul-
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tiple pathways to achieving intelligence |Giuintiirkin, 2012, 2005]. Similarly, Farris
[2008] demonstrated that insect mushroom bodies exhibit structural, functional, and
developmental convergence with the brain of vertebrates, a phenomenon likely due
to the adaptation to common behavioral ecologies across these diverse animal groups.

We believe that coupling evolutionary modeling with the analysis of experimental
behavioral data is presented as a promising approach. Developing artificial networks
that are adaptable to varying environmental conditions and based on evolutionary
processes, would help identifying common computational principles that emerge
across different neural architectures, and could help elucidate the impact of
ecological constraints in shaping neural organization. Additionally, insights gained
from studying the evolution of ANN could not only inform neuroscience research
but also lead to the discovery of efficient, robust, and adaptable Al architectures
capable of solving complex cognitive tasks through different structural approaches.
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