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Titre: Dynamique ultrarapide dans les matériaux multiferroïques
Mots clés: Modelisation, Ferroïques, Magnetisme
Résumé: Lesmatériaux antiferromagnétiques(AF) possèdent des fréquences de résonanceatteignant la gamme du THz, soit deux ordresde grandeur supérieurs à ceux des ferromag-nétiques. De nombreux antiferromagnétiques,tels le prototype oxyde de nickel NiO, sontdes oxydes isolants dans lesquels la dissipationd’énergie de la dynamique de spin est faibleen raison de la nature localisée des électrons.Leur fréquence de résonance élevée et leurfaible dissipation d’énergie ont récemment sus-cité un intérêt considérable alors que l’industrieélectronique moderne se heurte à des limitesdures en fréquence et dissipation et atteintaussi ses limites en taille. Aussi, en raison deleur disposition antiparallèle, les textures despin dans les AF sont robustes et ne sont pasfacilement affectées par les champs extérieurs.Parce qu’ils ne produisent pas de champs defuite, ces matériaux magnétiques sont très dif-ficiles à sonder et à manipuler, en particulierà ce stade précoce de leur développement.Par conséquent, la modélisation et les simula-tions numériques de leur dynamique de spinsont cruciales pour comprendre les processusmicroscopiques pertinents à l’échelle de la pi-coseconde et pour prédire les conditions cri-tiques de certains phénomènes physiques in-téressants. Outre leur ordre magnétique, cer-tains de ces matériaux sont également multi-ferroïques, c’est-à-dire qu’ils possèdent simul-tanément plusieurs ordres ferroïques. La fer-rite de bismuth BiFeO3 (BFO) en est l’archétype,étant dans les conditions ambiantes, antifer-romagnétique et ferroélectrique. L’orientationdes spins AF dans le BFO est modulée par unordre cycloïdal incommensurable, induit par

l’interaction magnéto-électrique qui couple lesdeux ordres. Cette interaction offre ainsi unlevier supplémentaire pour manipuler la struc-ture de spin, ainsi que la possibilité de créer desentités topologiques.Dans cette thèse, nous avons concentrénotre étude sur NiO et BiFeO3. Nous avonsbasé notre modélisation de la dynamique despin sur les paramètres mesurés expérimen-talement et mené des études théoriques etnumériques. Nous avons étudié la propaga-tion des ondes de spin dans NiO, dans desgéométries variées, ainsi que l’interaction en-tre les ondes de spin dans une jonction. Afinde modéliser BFO, nous avons entièrementdéveloppé un nouveau code pour simuler ef-ficacement sa dynamique en profitant d’uneconsidérable accélération GPU. La vitesse decalcul largement amplifiée a rendu possibleune série de simulations. Nous avons par ex-emple étudié la transition de phase de la tex-ture de spin de BFO sous fort champ magné-tique d’orientations différentes. Nous avonssimulé sa dynamique de spin sous l’effet d’uneimpulsion de couple de transfert de spin. Nousavons égalementmodélisé des textures de spindans des parois de domaines ferroélectriqueset des configurations de polarisation plus ex-otiques. Enfin, nous avons mis à jour les con-ditions critiques pour l’existence et la stabil-ité des skyrmions AF dans le BFO, étudié leurspropriétés dynamiques et les conditions possi-bles pour leur nucléation. Ce travail vise ainsià fournir une référence utile pour de futuresétudes expérimentales dans le nouveau do-maine de la spintronique antiferromagnétique.



Title: Ultrafast dynamics in multiferroics
Keywords: Simulation, Ferroics, Magnetism
Abstract: Antiferromagnetic (AF) materialspossess resonance frequencies reaching theTHz range, which is two orders of magnitudehigher than those of ferromagnets. Many an-tiferromagnets, such as the prototypical AFNickel Oxide NiO, are insulating oxides in whichthe energy dissipation of the spin dynamics islow due to the localized nature of electrons.Their high resonance frequency and low energydissipation have triggered considerable inter-est as the modern electronics industry is hit-ting the walls of frequency and dissipation, andis reaching size limits. Moreover, due to theirantiparallel arrangement, the spin structures inAFs are robust and not easily affected by exter-nal fields. Because they do not produce strayfields outside the sample, these magnetic ma-terials bring challenges to probe and manipu-late, especially at this early stage of their devel-opment. Consequently, modelling and numer-ical simulations of their spin dynamics are cru-cial in understanding the relevant microscopicprocesses at the picosecond time scale and inpredicting the critical conditions for some in-teresting physical phenomena. Besides theirmagnetic order, some materials are also mul-tiferroic, i.e. they possess more than one fer-roic order simultaneously. As an archetype ofsuch materials, Bismuth Ferrite BiFeO3 (BFO)is at ambient conditions a ferroelectric antifer-romagnet. The AF spin orientation in BFO ismodulated by an incommensurate cycloidal or-der, which is induced by the magneto-electric

interaction. This interaction couples the mag-netic and ferroelectric orders, providing an ex-tra handle to manipulate the spin structure, aswell as the possibility of creating topological en-tities.In this dissertation, we focused our studyon NiO and BiFeO3. We based our modelling ofthe spin dynamics on the experimentally mea-sured parameters and conducted theoreticaland numerical studies. We studied the spinwave propagation in NiO starting from trivialgeometries to more complex ones, as well asthe interaction between spin waves in a junc-tion. In order to model BFO, we developed anew code from scratch to efficiently simulateits spin dynamics with GPU acceleration. Thiscode vastly boosted the computational speedand made possible a series of studies. We thenaddressed the phase transition of its spin tex-ture under a strong magnetic field of differentorientations. We simulated its spin dynamicsunder the effect of a spin-transfer torque pulse.We also modelled spin textures in ferroelectricdomain walls andmore exotic polarization con-figurations. In the end, we uncovered the crit-ical conditions for the existence and stabilityof AF skyrmions in BFO, studied their dynami-cal properties, and the possible conditions fortheir nucleation. This work aims to provide auseful reference for future experimental stud-ies in the new field of antiferromagnetic spin-tronics.
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Chapter 1

Introduction

Human has a long history of exploring and utilizing magnetism. It was as early as around 600 B.C.
in ancient China and ancient Greece that people recorded magnetic phenomena and it was believed
that the first direction pointer utilizing magnetic materials called "Sinan" was made a few centuries
later during the Qin dynasty ( 221-207 B.C.) of China [1]. Since these early times and probably be-
fore, humans have been studying and making use of magnetism and the study continues until today.
Compared with these ancient times, we now understand that these lodestones contain ferrimag-
netic Fe3O4, with the origin of the magnetization stemming from the spin-level magnetic moment.
The functionality of these compasses is due to the interaction of their magnetic moment with the
Earth’s magnetic field. Magnetism and magnetic materials are used for more purposes including
data storage, energy converting, communication... Despite our deepened knowledge of the origin of
magnetism and the functionality of magnetic materials since ancient times, the understanding and
manipulation of many magnetic materials remain challenging. Interestingly, even today we are still
searching formethods tomanipulate the tiny "compasses"— the spin and orbitalmagneticmoments,
using the functionality of their "navigation" — to record and process information in the micrometer
or nanometer level by their magnetization direction with the handle of their interaction with fields.
Among the materials studied for this purpose, antiferromagnetic materials have been demonstrated
to be exotic with their robustness and high frequency. Yet, there are many properties remaining
unknown and functionalities awaiting exploration. This dissertation focuses on understanding the
ultrafast dynamics and spin structures with mainly theoretical and numerical analyses of the proto-
typical antiferromagnet NiO and archetypal multiferroic antiferromagnet BiFeO3.

The arrangement of this dissertation is as follows: Chapter 1 is a general introduction to the ba-
sic concepts of magnetism and in particular antiferromagnetism. Chapter 2 explains the numerical
methods used to obtain the results, particularly the software we developed. Chapter 3 is dedicated
to an in-detailed introduction to the two materials that we study, and explains the microscopic mod-
els throughout the study. Chapters 4 to 8 present the results of our study; each chapter contains an
independent study on a particular topic. Chapter 9 is a summary of this dissertation.
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1.1 Basics of Magnetism
In this section, a few basic magnetic quantities will be recalled.

1.1.1 Magnetic Moment
It is known that the electron possesses spin angularmomentumandmagneticmoment. The direction
of the magnetic moment is opposite to the direction of the angular momentum. We adopt a semi-
classical description of the electron spin throughout this dissertation. An electron possesses spin
angular momentum S = Sŝ, where, the value of the momentum is S = ℏ

2 and ŝ is a unit vector
pointing to the direction of the spin angular momentum. If there are n electrons on a certain orbital
of an atom with the same spin directions, the total spin angular momentum of these electrons is
Stot = nSŝ. The vector defined by s = Stot

ℏ = n
2 ŝ is often used in studies to represent the spin

directions and spin norm of these electrons [2]. It is also known that an electron possesses spin
magnetic moment µ which has a relation with its angular moment

µ = −gsµBS

ℏ
(1.1)

where gs is the Lande factor (approximately taken to be 2 in this study), µB = eℏ
2me

= 5.7883818060(17)×
10−5eV/T is the Bohr magneton. Here e is the absolute value of the charge of an electron. ℏ is the
reduced Planck constant. me is the mass of the electron.

An electron in a central field in three-dimensional space, which is an approximation of real-world
cases such as a hydrogen atomor an atomwith only one valence electron, has its eigenstate on certain
orbitals [3]. These orbitals possess orbital angular momentum. They can be classically described as
"circling electrons". A circling electron possesses orbital angularmomentumL andmagneticmoment

µl = −glµBL

ℏ
(1.2)

Electrons in solids thus have both spin angular momentum and orbital angular momentum, and their
corresponding magnetic moments. In this study however, we will focus mainly on the spin angular
moment and magnetic moment because much of the orbital angular moment is quenched by crystal
fields and the spin magnetic moment is the dominating one in the materials that we study.

1.1.2 Interaction Energy of Magnetic Moment
Magnetic moments interact at a distance via their magnetic fieldH(r). This is also called the dipole-
dipole interaction. The magnetic moment radiates a magnetic field that reads [4]

H(r) =
1

4π

(
3r(µ · r)

|r|5
− µ

|r|3

)
(1.3)

The magnetic induction B is another frequently used quantity to describe the magnetic interac-
tion. In the vacuum, it is related to the magnetic field by [1]

B = µ0H (1.4)
6



where µ0 is the magnetic permeability of the vacuum.
The energy of a magnetic moment in a magnetic field is described by the Hamiltonian [5]

H = −µ ·B (1.5)
A magnetic moment in a magnetic field undergoes a torque. The torque is described by [6]

τ = µ×B (1.6)
A magnetic moment with some angular momentum such as an electron thus precesses in a mag-

netic field as described by
dµ

dt
= γe(µ×B) (1.7)

where γe = −gsµB is the gyromagnetic ratio of an electron. The precession is called the Larmor
precession with an angular frequency (Larmor frequency) of

ω = −γeB (1.8)
When the wavefunction of two electrons overlap, due to the symmetry requirement of Fermions

(Pauli principles), there are certain states of the spin which are energetically favoured compared with
the other [7, 8, 9, 10]. The energy difference is called the exchange energy [1]. The energy of the system
can be simplified andmapped to the Hamiltonian that only involves spin. Such a Hamiltonian is called
the Heisenberg Hamiltonian

Hex = Jsi · sj (1.9)
In ferromagnetic materials, the spins tend to be parallel to each other. In some materials such as

the transitionmetal oxides, the exchange is mediated by a nonmagnetic oxygen atom [11, 12]. In these
materials, the nearest neighbour spins can be antiferromagnetically coupled. That is, the exchange
energy between the two spins favours the antiparallel state. In Eq. 1.9, the J is negative for the case
of ferromagnetic materials and positive for antiferromagnetic materials.

Electrons moving in a field could be described by the Pauli equation. A term of energy arises from
the Pauli equation due to relativistic effects that connect the orbital angular momentumwith the spin
angular momentum. This term has the form of Hamiltonian

Hso = ξs · l (1.10)
where ξ is a factor describing the strength of the interaction. Such a term leads to an interaction
between the spin and the crystal structure, and it is the only term in energy that breaks the isotropic
symmetry of a system of spins with only exchange interaction when no external field is present. It
leads to the magneto-crystalline anisotropy, which in its first-order approximation has the form

Hani = K(a · s)2 (1.11)
TheK factor is negative if the anisotropy is an easy-axis type, and positive for easy-plane anisotropy.
The spin-orbit interaction also allows for a certain type of asymmetric exchange so-called Dzyaloshin-
skii–Moriya Interaction (DMI)

HDMI = D · (si × sj) (1.12)
It favours a perpendicular arrangement of the two spins.
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1.1.3 Time Evolution of the Magnetic Moment

The evolution of the spin direction is approximated by the Landau–Lifshitz–Gilbert (LLG) equation:
dŝ

dt
= ωΣ × ŝ− α

dŝ

dt
× ŝ (1.13)

where ωΣ is given by:
ωΣ = γµ0HΣ + ŝ× ωτ =

1

ℏ|s|
∂H
∂ŝ

+ ŝ× ωτ (1.14)
where ŝ = s

|s| is the dimensionless unit vector, representing the spin vector of an atom s with spin
|s| ( e.g. |s| = 2.5 for BFO ), HΣ is the effective field defined as the derivative of the Hamiltonian of
the system, and α is the damping parameter. The ωτ is the damping-like torque, which originates
from the spin-transfer torque mechanism described in Chapter 1.3. Solving Eq. 1.13 gives a simpler
equation:

dŝ

dt
= ωeff × ŝ (1.15)

where the effective torque is
ωeff =

1

1 + α2
(ωΣ − αωΣ × ŝ) (1.16)

1.2 Ferromagnetism and Antiferromagnetism

In this section, the basic properties of ferromagnetic and antiferromagneticmaterialswill be reviewed.

1.2.1 Ferromagnetic Materials and the Stoner Model

Transition metals Fe, Co, Ni and their alloys have been the most explored magnetic materials in his-
tory and still possess an important influence in today’s magnetism. The electrons of these transition
metals form the band structure. The magnetic moment almost entirely comes from the electrons in
the 3d band and is mainly due to the spin magnetic moment as shown in Table 1.1. Their calculated
band structure together with Cu for comparison is shown in Fig. 1.1. Due to exchange, the spins in
these materials are polarized and the band structure of 3d-transition metals presents an energy split
between the majority spins and minority spins. Despite the overall magnetization direction, the spin
polarization of electrons at the Fermi surfaceEF is a central quantity for ’spintronics’ as well as several
experiments, such as the ultrafast demagnetization of a ferromagnetic film induced by a femtosec-
ond laser pulse, which will be discussed in the section 1.3. As can be seen from Fig. 1.1, in Ni and Co
the minority spins dominate at the Fermi surface whereas in Fe the majority spins tend to be more
numerous at EF .
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msat[µB] mo [µB]Fe (bcc) 2.216 0.0918Co (hcp) 1.715 0.1472Ni (fcc) 0.616 0.0507
Table 1.1: Experimental values for the total magnetic momentsmsat and the orbital moments
mo (which are included inmsat ) for the metals Fe, Co, and Ni taken from [1] P537

Figure 1.1: The band structure of Fe, Ni, Co, Cu obtained form first principle calculations [13, 1]

Magnetic domains usually form in ferromagnets due to the competition of short-range exchange
interactions and long-range dipole-dipole interactions. These domains could be aligned by applying
an external magnetic field. Due to the presence of dipole-dipole interactions, the spins in the system
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endure a demagnetization field, which tends to anti-align the spins. The demagnetization field de-
pends on the geometry of the magnetic material. In Chapter 4, we will see how this demagnetization
field complicates the properties of ferromagnets and how the absence of this field in antiferromag-
nets brings advantages.

Assuming a homogeneous ferromagnetic system with external field H0 applied, which corre-
sponds to the case where all the domains are aligned, an oscillating (weak) magnetic field perpen-
dicular to the static field will induce a resonance of the spin dynamics, called the ferromagnetic res-
onance. The resonance frequency was derived by Charles Kittel [14] to explain some puzzling results
of the earliest ferromagnetic resonance experiments [15]. This is also the k = 0 mode of the propa-
gating spin dynamics, which are called spin waves or magnons. Demagnetization fields play a crucial
role in the dynamics of ferromagnetic materials. In Chapter 4 we will discuss the difference between
ferromagnetic spin waves and their antiferromagnetic counterparts.

1.2.2 Antiferromagnets

In antiferromagnetic (AF) materials, neighbouring spins are aligned in opposite directions. Such a
structure is robust and not easily affected by external fields. Due to the antiparallel arrangement of
spins, no dipolar stray field is produced outside the sample. These magnetic materials bring chal-
lenges to probe and manipulate their magnetic states compared with conventional magnetic mate-
rials which are sensitive to magnetic fields. Despite these difficulties, some specificities of antiferro-
magnets are of great interest like their resonance frequencies in the THz range, orders of magnitude
higher than the GHZ range of ferromagnets [16, 17]. The high resonance frequency and the ultrafast
spin dynamics generate a growing interest as the modern electronics industry is hitting the wall of
frequency and dissipation, and is reaching size limits [18, 19]. Many antiferromagnets are insulating
oxides, where the exchange coupling, called the superexchange[12], is mediated by nonmagnetic oxy-
gen. This is different from ferromagnets which are usually conductors since the exchange relies on
the delocalization of electrons [20]. The localized nature of electrons in insulators brings advantages
in terms of energy dissipation. Based on these potentially useful properties, people start to envision
the functionalities of ultrafast manipulation of spins with low dissipation [21, 22].
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1.2.3 Spin Resonance in Antiferromagnets

Figure 1.2: Illustration of the two resonance modes of an easy-axis AF ( figure taken from [23]).

Figure 1.3: Illustration of the two resonance modes of an easy-plane AF ( figure taken from [23] ). Theeasy plane is perpendicular to the x-axis. The easy axis is z.
11



The simplest case of an AF insulator should be a spin system with antiferromagnetic exchange and
some uniaxial anisotropy. In this system, the spins can be viewed as the discrete points of two sub-
lattices on two continuous vector fields, usually represented byM1 andM2. Their resonance mode
can be different depending on their anisotropy type. One class is the AF with easy-axis anisotropy,
such as the fluorides MnF2 and FeF2. The other class is AF with easy-plane anisotropy, such as the
oxides NiO and MnO.

The resonance frequency of an easy-axis AF is
ω0 = γeHc ± γeH0 (1.17)

where
Hc = (2HEHA +H2

A)
1/2 (1.18)

The ± sign represents the two eigenmodes usually called α and β mode shown in Fig. 1.2. HE is an
effective field representing the exchange, HA represents the easy-axis anisotropy, H0 is a magnetic
field applied along the easy-axis. These two modes have circular motion and are degenerate in the
absence of an external field.

Easy-plane AFs usually have an extra small easy-axis anisotropy that favours some direction in the
easy-plane, and this anisotropy is orders of magnitude smaller than the easy-plane anisotropy. As-
suming the easy-plane is perpendicular to x direction and the easy-axis is along z, then the resonance
frequency of an easy-plane AF is

ω2
α0 = γe(2HEHAx + 3H2

0 ) (1.19)
and

ω2
β0 = γe(2HEHAz −H2

0 ) (1.20)
where HAx represents the easy-plane anisotropy and HAz represents the easy-axis. H0 is appliedalong the easy-axis direction. The α and β modes are respectively out-of-plane and in-plane. They
are shown in Fig. 1.3. These two modes have very elliptical trajectories. The ellipticity is defined as
the ratio between the amplitude of the motion in the x and y directions. For NiO they have been
calculated to be 55 for the αmode and 1/419 for the β mode [23].

Antiferromagnets also have spin-waves. The property of the spin waves in antiferromagnets is
different from their counterparts in ferromagnets. As can be seen from the spin resonance (k=0), the
antiferromagnetic spin wave does not include demagnetization, since the net magnetization is zero.
The spin dynamics are related to the exchange interaction. Spin waves in antiferromagnetic NiO will
be discussed in more detail in Chapter 4.

1.3 Detection and Manipulation of the Antiferromagnetic
Order

Antiferromagnetic orders can be detected by neutron diffraction, spin-polarized scanning tunnelling
microscopy or electrical transport measurements. Optical detection of these magnetic orders in-
cludes second-harmonic generation [24, 25], linear bi-refrigerant [26], XPEEM-XMLD. These measure-
ments of AF order have been a difficult task, making numerical simulations an important tool for
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understanding spin textures and their dynamics in AFs. It is not our purpose in this dissertation to
model the detection process; instead, we focus on the manipulation and evolution of the spin tex-
tures. Antiferromagnetic manipulation can be achieved by magnetic and electric fields, optics, and
spin-torque [27]. In the following, these manipulations on AF will be briefly introduced.

Time-independent magnetic fields applied on easy-axis antiferromagnets could induce several
transitions. A magnetic field applied perpendicular to the easy axis cants the two sublattices. The net
magnetization builds up as the magnetic field increases and saturates when the field applied reaches
the level of the stronger one amongst the exchange field and anisotropy field. We first consider an
antiferromagnet with an exchange interaction much stronger than its anisotropy. If the magnetic
field is applied along the easy axis, the spins flop to the plane perpendicular to the applied field (spin-
flop transition [28] ) as the magnetic field is increased over a threshold. Different from the spin-flop
case, an antiferromagnet with anisotropy stronger than exchange (which is rare) will experience a
transition from the spin anti-aligned to spin aligned (spin-flip transition [29]). Typical spin-flop fields
vary from several Tesla to tens of Tesla. Besides time-independent magnetic fields, time-dependent
magnetic fields could also be used to manipulate antiferromagnetic order, and the fields required
are much weaker. This can be understood from the sigma model, where a ∂tH term exists in the
dynamical equation of the antiferromagnetic vector[27, 30]. Such kind of fields are usually induced
by optical methods. Electric fields could also couple to themagnetic order via themagneto-electric in-
teraction. As introduced in Chapter 3.2, it is possible to alter the antiferromagnetic order by switching
the ferroelectricity in multiferroic BiFeO3 [31].

Antiferromagnetic orders could bemanipulated by optical stimuli through several differentmech-
anisms. Spin states in NiO and rare-earth orthoferrites such as TmFeO3 can be re-oriented in the
picosecond time scale[32, 33]. The re-orientation is induced by the switch of the favoured direction of
anisotropy, which is altered by the thermal effect of the femtosecond laser. It is also demonstrated
that in HoFeO3 a short pulse (100fs) of magnetic field the order of 0.5T could trigger an inertial transi-
tion of two metastable phases. This magnetic field pulse is induced by a femtosecond laser pulse via
the inverse Faraday effect [34].
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Figure 1.4: Illustration of the structure to inject SOT in an antiferromagnet from an adjacent Pt layer. Acharge current is applied to the heavy metal ( represented by the wide brown arrow ). Electrons withthe spin direction represented by the red arrows accumulate at the interface with AF, whilst electronswith opposite spin ( blue arrows ) accumulate at the bottom. This is due to the spin-orbit interaction,which induces a spin current represented by the wide arrows ( the wide red arrow represents the fluxof red-colour spins and the wide blue arrow represents the blue-colour spins ). Figure is from [27]
Antiferromagnetic orders could also be switched by spin torque. The proper torques that could

achieve switching are not magnetic fields ( the two sublattices cancel out ), but staggered magnetic
fields ( the fields are opposite for the two sublattices ) including the damping-like term in the spin-
transfer torque (STT) or spin-orbit torque (SOT). In this dissertation, we mainly consider spin-transfer
torque and spin-orbit torque. In magnetic systems with broken inversion symmetry (globally or lo-
cally) and sizable spin-orbit coupling, the transfer of angular momentum between the orbital angular
momentum of carriers and the spin angular moment of the localized electrons results in so-called
spin-orbit torques. Several mechanisms including the spin Hall effect and the Rashba-Edelstein effect
have been found and new emerging mechanisms have been discussed[35]. The main mechanism
that will be mentioned in this dissertation is the spin Hall effect in heavy metals. By injecting a cur-
rent in a heavy metal such as Pt, due to the spin-orbit coupling a spin current is induced that flows
perpendicular to the electric current. As shown in Fig. 1.4, a heterostructure could inject spin-orbit
torque into an antiferromagnetic layer. This spin-orbit torque is modelled by the formula

τ = τ||µ× [(u× jC)× µ] + τ⊥µ× (u× jC) (1.21)
where u is a unit vector determined by the symmetry of the system and jC is the current density. In
the case of the spin Hall effect in Pt shown in Fig. 1.4, u is along the z-axis.

14



Figure 1.5: An illustration of the ultrafast laser-induced demagnetization. The material is a ferromag-net, with the majority of spins pointing up (denoted by red) and theminority pointing down ( denotedby blue). The electrons are excited to higher energy states. Figure taken from [36].

In our studies, we also consider spin-transfer torque generated from the ultrafast demagnetiza-
tion process [36]. A femtosecond laser pulse shooting on a ferromagnetic metal excites electrons into
higher energy states in the bands, as demonstrated by Fig. 1.5 . Due to the asymmetric band struc-
ture of up spins and down spins, these hot electrons carry net spin angular momentum. When they
reach higher energy bands, the populations of up and down spins have to readapt and the material
loses angular momentum through other degrees of freedom. The magnetization of the material is
lost within hundreds of femtoseconds and recovers in the picosecond time scale. If the material is
deposited in the vicinity of anothermetal or insulator, the hot electrons either dissipate into the other
material or accumulate at the interface. In both cases, they transfer some spin angular momentum to
a neighbouringmaterial. Therefore, this mechanism provides a way of injecting very fast bursts of an-
gular momentum in thin AF layers in contact. Spin-transfer torque in an antiferromagnet is modelled
by a very similar formula as in the SOT case:

τ = τ||µ× (P × µ) + τ⊥(µ× P ) (1.22)

whereP is the direction of the polarizing layer. τ|| ( τ⊥ ) is themagnitude of the so-called damping-like
(field-like) torque component that lies in ( out of ) the (µ, P ) plane. In this dissertation, we will study
the manipulation of AF states by SOT and STT. Since the field-like spin torque is much less efficient in
the manipulation of the AF states, we consider only the damping-like spin torque in the modelling, as
indicated in Eq. 1.14.
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1.4 Skyrmions

Figure 1.6: Schematic illustration of the mapping from spin vector field of a 2D skyrmion into to a 3Dsphere [37]

In classical mechanics, particles are treated as point-like objects. In field theory, they are explained as
wave-like excitations. To explain the stability of particles in field theory, Skyrme proposed that these
wave-like excitations could be protected by topology, which prevents them from annihilation by a
continuous transformation of the field configuration [38, 39]. Thismodel has been applied inmagnetic
systems by Bogdanov and Yablonskii [40] to predict the possible existence of topologically protected
wave-like excitations now called skyrmions. In 2009 this existencewas experimentally verified [41] and
in 2010 the topology was confirmed in real-space [42]. The topology of a skyrmion and a real-space
experimental measurement can be seen as an example in Fig. 1.6.
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Figure 1.7: Three types of skyrmion [37]

A skyrmion can be mathematically discribed by a set of two functions Φ(ϕ) and Θ(r) that map
the radius r and azimuthal angle ϕ of the displacement vector in 2D into the polar angle Θ and the
azimutal angle Φ in the sphere [43]. The swirling structure of a skyrmion is thus described by a vector
field n(r) given by

n(r) = (cosΦ(ϕ) sinΘ(r), sinΦ(ϕ) sinΘ(r), cosΘ(r)) (1.23)
in the continuous limit. Here n(r) is the direction of the moment n(r) = m(r)/|m(r)| . The function
Φ(ϕ) is

Φ(ϕ) = mϕ+ γ (1.24)
wherem is the vorticity and γ is the helicity. The topological charge is defined by

Q =
1

4π

∫ ∫
d2rn ·

(
∂n

∂x
× ∂n

∂y

)
(1.25)

Putting the Eq. 1.23 into this equation, we have
Q = − 1

4π
[cosΘ(r)]r=∞

r=0 [Φ(ϕ)]ϕ=2π
ϕ=0 (1.26)

Suppose spins point up at r → ∞ and down at r = 0. Then, [cosΘ(r)]r=∞
r=0 = 2. In this case, Q = −m.

For the three types of skyrmions shown in Fig. 1.7, (Q,m, γ) = (−1, 1,−π/2), (−1, 1, 0), (1,−1,−π/2).
In conductors, these entities can interact with conduction electrons. If a conduction electron col-

lects an additional phase over a closed travel path, this phase is called the geometrical phase or Berry
phase [44]. An Electron going through a skyrmion in a close loop endures a Berry phase that is re-
lated to the integral of n ·

(
∂n
∂x × ∂n

∂y

) over the path. Since the Berry phase affects electron transport
in a similar way as an external magnetic flux, skyrmions in conductors can be regarded as sources
of effective magnetic fields. These effective fields are a type of emergent electromagnetic field (EMF)
[45], leading to the Hall effect of conducting electrons, called the Topological Hall Effect (THE).

Skyrmions can also be driven by spin-polarized currents via the spin-transfer torque mechanism.
However, such a current in ferromagnetic conductors cannot drive skyrmions to move in a straight
line. This is a direct result of the spin precessions described by the LLG equation[46]. The fact that
skyrmions can not move in a straight line is problematic for their electrical manipulation in devices.
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Figure 1.8: An illustration of an antiferromagnetic skyrmion spin texture [47]
Our discussion so far has been constrained to ferromagnetic materials. Skyrmions in antiferro-

magnetic materials have been theoretically studied in a general sense [47]. A typical spin texture is
shown in Fig. 1.8 and it can be viewed as two ferromagnetic skyrmions, one for each sublattice, that
are antiferromagnetically coupled and anti-aligned at the atomic scale. Antiferromagnetic skyrmions
have been predicted to be able to move in a straight line and at higher velocities than their ferromag-
netic counterparts. However, they have not been observed in any experiments hitherto. Part of this
Ph.D. work is to simulate BFO based on the generally accepted parameters that are measured from
experiments and uncover the condition to stabilize an antiferromagnetic skyrmion. The details of this
study will be discussed in Chapter 8.
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Chapter 2

Methods

Thanks to the rapid advancement of computing devices, we are capable of simulating systems that
are much larger than before. Large-scale simulations such as spin dynamics usually require parallel
computing. We have used two software for our study: LAMMPS and a homemade code that we de-
veloped. LAMMPS can be used as a spin dynamics simulation code for any material. Since it could
only parallelize on CPUs, we could only use it to simulate smaller spin textures at the atomic scale (
a few ten thousand atoms ). We have only used LAMMPS in our study in NiO. On usual computers,
LAMMPSwill take anunacceptably long time to simulate larger spin systems such as the 2-dimensional
skyrmion textures in BFO where millions of atoms are simulated. In order to simulate these spin tex-
tures without the assistance of supercomputers, we chose to develop a new code which parallelizes
the computation on GPUs. This homemade code has been delicately designed to optimize the perfor-
mance on GPUs and its algorithm is specially designed to simulate the spin textures with the BiFeO3lattice structure. With the aid of the newest GPU, its performance is more than 100 times faster than
LAMMPS and it has been the main boost to our study in BFO. In this chapter, we will introduce the
main principle, the algorithm of these two software, and the packages on which the homemade code
depends. In the end, we will show some verification results of our newly developed homemade code
which ensures the accuracy of our results.

2.1 General Methods for Simulating Spin Dynamics

2.1.1 Numerical Implementation of the LLG Equation

In the LLG equation, the unit vector ŝ is required to keep its norm to be 1. In order to achieve this in
numerical implementations, the differential equation is solved by [2]

st+∆t =
st +∆t(ωeff × st) +

1
4(∆t)2

(
2(ωeff · st)ωeff − ω2

effst

)
1 + 1

4(∆t)2ω2
eff

(2.1)
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2.1.2 Algorithm for Finding the Lowest Energy State
We consider a spin system under the evolution of the LLG equation without the injection of energy
from the external environment ( e.g. no external fields or STT). In this case, the effective torque ωΣ in
Eq. 1.14 does not contain the damping-like torque, and does not explicitly contain time dependence.
Such a system relaxes according to the LLG equation and should eventually relax to the lowest energy
state in simple spin systems. To avoid unnecessary computation steps, it is possible to set the pre-
cession to be less significant and allow the spin to reach faster its local energy minimum. To achieve
this, the simplest way is to set in Eq. 1.16 a large damping parameter α = 1 during computation. To
further accelerate the relaxation, we omit the first termωΣ in Eq. 1.16 and leave only the second term.
So we have

ωeff = −ωΣ × ŝ (2.2)
in our computation.

The time step dt is taken to be the proper value such that the spin only proceeds towards the local
minimum but does not go over theminimum position. During testing, it was found that the algorithm
can be unstable if the time step is set such that the spin rotates more than halfway towards its local
minimum, so in our software, we set dt to be smaller than the time it takes to rotate to the middle
point towards the minimized position. dt is evaluated in such a manner for each spin and set to be
the minimal amongst all the spins in order that the whole spin system avoids instability.

In simple systems and especially ferromagnetic systems, such an algorithm usually could easily
find the global energy minimum. However, in more complicated systems, especially those systems
with topological structures and those with antiferromagnetic coupling or frustrations, the algorithm
usually relaxes to one local energy minimum instead. Inducing some randomness in the initialized
system and adding some noise could be useful to avoid saddle points, but still faces difficulties when
the local energy minimum is protected by some topology and requires a rather large amplitude of
perturbation or a certain collective perturbation. Thus in practice in our simulations, the topology
of the end state is assumed and set in the initial system. We take several assumptions based on
experimental observations and compare the energy of the relaxed state with the different topologies.

2.1.3 Algorithm for Calculating Dynamics
Besides Eq. 2.1 which conserves the spin norm, a straightforward implementation of the algorithm
shown in the previous discussions still causes issues, especially in low-damping systems. If all the
spins are computed for their effective field and then updated by Eq. 2.1, there will be an extra effec-
tive damping that decreases slowly when decreasing the dt, which is not intrinsic in the system but
stemming from the algorithm. This is due to the fact that the energy is not conserved by this numeri-
cal implementation even if we set α = 0. To conserve energy, it is necessary that the effective field is
calculated for one spin, and the spin precesses (updated in the numerical computation), and then the
same steps can be conducted for its neighbouring spins, illustrated by Fig. 2.1. For example, for a cubic
lattice where only nearest neighbour and second nearest neighbour interactions are considered, the
spins should be divided into at least 18 groups. Each group implements the precession alternatively.
Our testing shows that there is no extra damping, and the algorithm is stable as long as dt is kept at
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a rather small value ( below 0.1fs for BFO simulation ).

Figure 2.1: An illustration of the algorithm to update spins while preserving the energy. This is anexample of a one-dimensional chain where only nearest-neighbour interaction is considered. Thespins are divided into two groups, represented by blue and red colours. For each time increment, theupdate should be divided into two steps.

2.2 Parallel Computation and Concurrent Computation
When solving a differential equation numerically, the input quantity of a step is usually based on the
result of the previous step of calculation. However, if the quantity is a high-dimensional vector or
tensor, during each step it is possible that the scalars inside the vector or tensor do not compute in
series, since the scalar’s result is not dependent on other scalars’ results of the same step. In such
a case when the calculation is not serial, it is possible to execute the computation simultaneously
on different processing units or cores. This is called parallel computing. Such a way of computing
utilizes computing resources in exchange for time consumption. Parallel computing could boost the
computation particularly when calculating large-scale systems and with multi-core processing units.
Typical hardware used for this purpose is multi-processor computers, for example, a server equipped
with a multi-core CPU ( such as Xeon CPU from Intel ), and GPU ( Nvidia RTX 3080 or Nvidia A100). In
the thesis, both parallel computing on CPU and GPU are used. CPU parallel is implemented in the
software of LAMMPS. GPU parallel is accomplished by a piece of code developed during the thesis.

Concurrent computing is a different concept from parallel computing. It is a form of computing
in which several computing processes are executed simultaneously and independently. They do not
necessarily synchronize their steps of computation and usually do not share their information with
each other during computing. This method is also used to maximize the usage of the computing
device in order to shorten the overall time. In the following subsections, we list and briefly introduce
the packages and APIs used to obtain the results.
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2.2.1 CPU Parallel Computing
Two computation APIs for CPU parallelism have been used in the thesis: MPI and Pytorch.

Message Passing Interface ( MPI ) is one of the most widely used models for parallel computing.
[48] As the computation is divided into different processes, MPI is a message-passing application
programming interface (API) that allows users to define themessage to be passed between processes.
MPI is the parallel model used in the spin package of LAMMPS.

PyTorch is an optimized tensor library for deep learning using CPUs ( and GPUs). It is featured
with CPU (and GPU) parallelism for operations with tensors. It could easily calculate all the frequently
used operations in physics, such as cross-product and Einstein summation of tensors. It also provides
an advanced indexing feature to easily parallelize parts of a tensor.

2.2.2 CPU Concurrent Programming
The Multiprocessing package in Python is a package that allows for concurrent programming. It al-
lows for launching a group of calculations simultaneously. The group of processes can be called by a
function with a list of parameters as input. Thus, It can launch the same piece of simulation or anal-
ysis code with different parameters. This is useful when a single calculation process does not use up
the computing resource, whereas a large number of repetitive calculations need to be launched with
different inputs.

It can be especially useful when the calculation results are used to estimate the input of the next
iteration of the calculation. Suppose calculation A will produce the result of one data point, and a
group of 10 data points is necessary to estimate the input parameters of the next iteration of calcu-
lations A. Assuming that in our computing task, we need at least three iterations to find the desired
result of the data point. Using an automatic code to estimate the next iteration of input, the concur-
rent programming package could efficiently use the computing resource for each iteration and boost
the search for the desired data point.

2.2.3 GPU Parallel Computing
Graphical processing units (GPUs) are specialized devices for parallel computing. They are delicately
designed in their architecture to simplify the functionality of each core in exchange for the capacity on
the chip for more cores that function synchronously. Scientific computations usually do not require
the complicated instruction set of CPU so GPU can be the perfect calculation device for large-scale
calculation. In our study, the GPU is themain device used for calculating systems with a large number
of spins. Due to the constraints of Pytorch in its indexing, a more bottom-layer package called Numba
which is based on CUDA is mainly used in our study.

CUDA® is a parallel computing platform and programming model developed by NVIDIA for gen-
eral computing on GPUs. With CUDA, developers are able to dramatically speed up computing appli-
cations by harnessing the power of GPUs. Numba is an open-source JIT compiler and its CUDA feature
could directly translate a subset of Python and NumPy code into CUDA kernels and device functions.
The parallelism is written in the form of for-loop but executed in parallel by CUDA stream cores. The
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main device we use at the moment is Geforce 30 series and it has approximately 10000 CUDA stream
cores, so efficient programming would be expected to boost up a calculation by at least 1000 times.

2.3 Software
Two software are used to conduct our spin dynamics simulations: LAMMPS and our homemade code.

2.3.1 LAMMPS
LAMMPS is an open-source classical molecular dynamics code. It focuses on material modelling. Its
name is an acronym for Large-scale Atomic/MolecularMassively Parallel Simulator. It could parallelize
the computation by spatially decomposing the simulated system into smaller blocks and passing the
information of the related blocks by a fewmessage-passing techniques. The spin package of LAMMPS
allows for atomic-scale simulation of spins [49]. It uses MPI as its message-passing system and can
parallelize the computation on the CPU. The programming language is C++.

2.3.2 Home-made Code
During this thesis, I independently developed a code that parallelizes spin dynamic simulations on
GPU. This code uses Python as its programming language. Nvidia GPU was used as the hardware for
the parallelization.

The package Numba was the main package used for compiling on GPU. The choice of Numba
instead of Pytorch is mainly based on that it provides an easier way to assign the location of the
nearest neighbour in RAM. However, we are aware that it is possible to execute similar calculations
with the GPU function of Pytorch as long as careful indexing of the tensor is chosen. Finding the
nearest neighbour’s location is essential for this code as it primarily aims to simulate spins in BFO.
Unlike conventional micro-magnetic simulation codes, we are targeting atomic-scale simulations. The
first goal is a 2D simulation of BFO at the atomic scale. Its lattice is taken to be cubic with a thin
film growth direction along [111]. Such a lattice direction induces significant complications regarding
mapping the system into a three-dimensional array, passing the information from nearest neighbour
spins, and finding the neighbouring spins at the boundary in the case of periodic boundary conditions.
With the flexibility of Numba, it is possible to assign a different neighbouring index to each atom and
still parallelize the computing.

The code allows for simulating [111] direction BFO and [001] BFO with a cubic geometry. The
boundary in the three dimensions can be easily set to be free or periodic. The BFO system can be
tuned or excited by any anisotropy, constant or dynamical external excitation including electric field,
magnetic field or spin-transfer-torque, on any portion of the whole system. The code allows for ini-
tialization of the system with different topologies, including cycloids in any direction, skyrmions with
some defined size, skyrmion lattice, or a simple co-linear state.

The evolution can be set to either a relaxation to find the lowest energy state or spin dynamics
with a defined Gilbert damping parameter. The relaxation process is set to be several iterations.

23



Each iteration contains a period of adding random noises and a period of energy minimization as
explained in Chapter 2.1.3. The minimization period can be accelerated by optimizing the dt. The
minimization process stops when it reaches a set of calculation steps or the state stops evolving with
a pre-set tolerance. If the energy between two final states of iterations is close enough, then the code
jumps out of the loop and reports the minimized state found. The dynamical simulation mode can
be set with a certain Gilbert damping parameter. It adopts the method described in Chapter 2.1.3 to
avoid the error of extra damping. The dynamical mode could have dynamical stimulation including
magnetic fields, electric fields that enter via themagneto-electric coupling, or STT. The dynamical field
can typically be a sinusoidal, step, or rectangular function.

The output can be visualized by OVITO, a scientific data visualization and analysis software for
molecular and other particle-based simulation models [50]. It can also be analyzed by other small
codes that I wrote mainly based on the GPU feature of Pytorch. The analysis includes extracting the
spin information along some direction, and calculating the radiated magnetic field at some height
above the BFO surface (this is to compare with the results from NV center measurements).

2.3.3 Verification of the Software
Our homemade code has been calibrated and verified. The verification starts from calculating the
correct energy of the system to each time step of the evolution of the spins with different damping.
Each interaction has been individually verified: the exchange energy, Zeeman energy, the magneto-
electric interaction, the DMI, the uniaxial anisotropy, the six-fold anisotropy, the spin-transfer torque,
etc. Each verification of the interaction starts by calculating two spins, and then 2× 2× 2 spins (or 2× 2
× 6 spins if the z direction is [111]), and then larger systems... The verification has been applied to both
LAMMPS and our homemade code. For some processes that are not possible to obtain an analytical
benchmark, the two software are cross-benchmarked. In the end, several more complicated cases
such as a skyrmion motion under STT are cross-benchmarked. It is also tested that the BiFeO3 spintexture we simulate in our code gives the correct result. The cycloid of BFO has a wavelength of 64 nm
(a detailed introduction of BiFeO3 can be found in Chapter 3). Our test result gives the correct texture,as shown in Fig. 2.2. The dynamical results have been verified by comparing them with LAMMPS. The
thorough verification ensures that our newly developed software gives correct results.
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Figure 2.2: Test results of our homemade code. (a) The 64 nm period AF cycloid is obtained as theground state of bulk BFO. (b) A small concomitant spin density wave is correctly obtained by thesimulation in the perpendicular plane caused by the alternating DMI.
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Chapter 3

NiO and BFO

Twomaterials, NiO and BiFeO3, have been studied throughout this PhD. NiOwas chosen for our study
because it has been an archetypal insulating antiferromagnet, with its Neel temperature above room
temperature. We chose to study BiFeO3 because it is a room-temperature multiferroic antiferromag-
net that couples the ferroelectric order and antiferromagnetic order, which provides an extra handle (
the electric polarization ) to manipulate the AF textures. The magnetoelectric interaction also induces
a cycloidal order of the spins which opens the possibility to topological magnetic entities. Due to their
importance to this dissertation, we present their properties, models, and histories in this chapter.

3.1 Antiferromagnetic NiO
NiO is of interest in several branches of solid-state physics [51, 52]. It has been one of the first studied
antiferromagnets owing to its AF state at room temperature. We do not intend to give an overview of
its history but only to present its magnetic properties that are related to our studies.

3.1.1 Microscopic Model of Spins in NiO
NiO is a 3d-transition metal oxide. It is antiferromagnetic at room temperature with a Néel tempera-
ture of TN = 523K. Above TN NiO has NaCl-like fcc lattice where each sublattice is cubic, as shown
in Fig. 3.1 (a) and (b). Below TN there is a small contraction along the [111] direction. The spins are
ferromagnetically coupled within [111] planes and antiferromagnetically coupled between (111) layers.
There are four possible choices of (111) layers and six energy-favoured directions in the (111) plane as
shown in Fig. 3.1 (c), corresponding to four so-called T-domains and six S-domains. The Hamiltonian
of NiO is

H = J1
∑
<i,j>

si · sj + J2
∑

<i,j>′

si′ · sj′ +K1(s · a)2 +K3|s|6 sin6(θ) cos (6ϕ) (3.1)
where < i, j > represent nearest neighbours, < i, j >′ represent next nearest neighbours. The
corresponding exchange energies have values J1 = −1.37meV and J2 = 19.01meV taken from spin-
wave dispersion measurements by inelastic neutron scattering [53]. The spin |s| is 1. a is a unit vector
along the [111] direction. θ and ϕ are the polar and azimuthal angles, taking [111] to be the z-axis and ϕ
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is chosen such that [11-2] is a favoured direction in the (111)-plane. K1 = 0.038meV and K3 = 80neV

are taken from [54], so that the resonance frequency fits the experimental measurements [55, 56].
The α Gilbert damping is taken to be 0.0002 in NiO.

Figure 3.1: (a) NiO crystalline structure. The smaller sphere represents Oxygen; the larger sphererepresents Nickel. (b) At room temperature, each sublattice has a G-type antiferromagnetic texture.(c) The easy axes are represented by the red arrows and the hard axes by the blue in the (111) plane.The figures are taken from [2].

3.2 Multiferroic BiFeO3

3.2.1 A brief History of the Multiferroic BiFeO3

Most ferroic materials show only one order, such as a magnetic order, an electric polarization or a
distortion order. Among thesematerials, a few show twoormore orders simultaneously. Thesemate-
rials are called multiferroic materials. An important feature of multiferroics is that often, the different
ferroic orders interact. The multiferroics were first studied in Russia in the early 1960s [57, 58, 59].
Some of them are ferroelectric and (anti)ferromagnetic. Thus one could envision the control and
manipulation of the magnetic order by an electric field, and the electric polarization by applying a
magnetic field. However, most known multiferroics have low ordering temperatures and the only
one that could function at room temperature was found to be BiFeO3. In 1958 - 1960, BiFeO3 (BFO)was first studied by Smolenskii’s group in Leningrad, and at that time it was called a "ferroelectromag-
net". Around the same years, based on symmetry arguments Dzyaloshinskii proposed the possibility
of a magnetoelectric coupling term in the free energy of Cr2O3 [60], one of the first studied materi-
als of this type. Later Moriya showed the possible mechanism based on Anderson’s superexchange
theory in the presence of spin-orbit coupling and deduced its strength from microscopic modeling
[61]. This type of interaction, called today the Dzyaloshinskii–Moriya Interaction (DMI), has the form
of Eq. 1.12 in the spin Hamiltonian. This Hamiltonian plays a crucial role in the properties of BiFeO3.The early interest in multiferroics declined after the first Conference on Magnetoelectric Interaction
Phenomena in Crystals ( MEIPIC - 1 ). The motivation for the functionality of BiFeO3 was lost due tothe high conductivity and the secondary phases of the samples at that time.
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About 30 years later, the interest was brought up again. The revival was mainly due to newer
experimental techniques, novel synthesis methods, and updated theoretical concepts. In 2003, strik-
ingly large spontaneous polarization that is 10 times larger thanmeasured before was found byWang
et al [62, 63, 64] in thin films. This large polarization was later found to be intrinsic instead of strain-
induced, which is demonstrated by the measurement of single crystal BiFeO3 by Lebeugle et al in
2007 [65, 66]. The single crystal platelet was high-quality BiFeO3 fabricated by solid-state reaction
and leaching with HNO3. It was found that the fabrication of high-quality BiFeO3 was crucial since thepresence of oxygen vacancies could lead to some conductivity preventing an accurate measurement
of the ferroelectricity; the presence of two impurities (Bi-poor phase) Bi2Fe4O9 and (Bi-rich phase)
Bi25FeO39 could also lead to measurement problems, such as inducing a ferromagnetic moment at
low temperature. In thin films [67] and single crystals [31] electric control of antiferromagnetic do-
mainswas found. This property later became a crucial part of the design ofmagnetoelectric spin–orbit
logic (MESO) [68] by Intel cooperation. As high-quality BiFeO3 wasmore reliably fabricated and differ-
ent experimental techniques were used for its measurements, the basic properties of BiFeO3 became
gradually clear.

3.2.2 Basic Properties of BiFeO3

There are several theoretical models used to understand BFO. Ab initio methods in the framework
of density functional theory (DFT) have been used to determine the ground state properties, includ-
ing atomic and magnetic structures, and the origin of the polarization, as well as several metastable
states. DFT calculations also help to calculate the parameters for an effective Hamiltonian depending
on strain, polarization or magnetic moment. Besides DFT, Landau-Ginzburg theory is used to calcu-
late phase transitions, where the phenomenological free energy is expanded into powers of different
order parameters. Linear spin-wave theory is also used to determine the magnetic properties. One
starts from an effective Hamiltonian related to spins and calculates the relaxation or dynamics based
on the Landau-Lifshitz-Gilbert ( LLG ) equation, or fromwriting the Lagrangian of the system and solv-
ing the Euler–Lagrange equation. Linear spin-wave theory based on an effective Hamiltonian will be
the main theory that we use in this study. In order to accurately model our system, it is crucial to
determine the parameters in the effective Hamiltonian. Some of the parameters can be calculated
by DFT, but DFT fails to obtain the correct sign for the uniaxial anisotropy and the correct rotation
plane for the cycloid. The anisotropy is measured to be easy-axis whilst DFT gives easy-plane[69].
One possibility [58] is due to an overestimation of the energy of antiferrodistortive (AFD) rotation.
It is in competition with a ferroelectric (FE) distortion. AFD favours easy-plane anisotropy while FE
favours easy axis. Since the two energies are close in value, a slight overestimation could result in an
anisotropy with the correct order of magnitude but the wrong sign. Since DFT calculations contradict
some experiments, we decided to choose our parameters based on experimental measurements.

The crystalline structure of BiFeO3 is pseudocubic with a perovskite structure ABO3 and a rhom-
bohedral distortion along the [111] direction (see Fig. 3.2 ). The lattice parameter is 3.96 Å[31] and the
rhombohedral angle is 89.3-89.4 ◦ [70]. The Fe and Bi ions are displaced along the [111] direction by
0.13Åand 0.54Å. The oxygen has an alternative octahedral tilting which is called an antiferrodistortive
(AFD) rotation. The rotation angle is 13.8 degrees around the [111] direction. The curie temperature
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Figure 3.2: BiFeO3 crystalline structure. Figure taken from [2]

of the ferroelectricity is 1103 K. The Néel temperature of the antiferromagnetism is 643 K [71]. Due to
the Fe-O-Fe superexchange, the spins are G-type antiferromagnetically arranged. The electric polar-
ization induces a spiral modulation of the antiferromagnetic vector by virtue of the magnetoelectric
interaction. The plane of the spin cycloid is parallel to the [111] direction and its wavelength is mea-
sured to be 62 nm. Along with the cycloid, there is also a canting of the spins perpendicular to the
cycloid plane, causing a spin density wave(SDW), which originates from the octahedral tilting.
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(a)

(b)
Figure 3.3: (a) An illustration of the crystalline structure of BiFeO3 thin films under varied strain. (b)An illustration of the magnetic order under strain control. Figures taken from [72, 126].

The properties of BiFeO3 could be tuned in thin films [72]. Thin film technologies have been con-
sidered to have similarities to hydrostatic pressure [73, 74]. This is due to the fact that by choosing
the substrate, themismatch of the lattice parameters could lead to a strain in the crystalline structure
of the objective material, which is easier to control than applying pressure. The strain applied could
be uniaxial or bi-axial; it could be tensile or compressive. BiFeO3 thin film could belong to a different
crystalline symmetry group than in a single crystal, as illustrated by Fig. 3.3 (a). The magnetic order
could be tuned under varied strain; the cycloid structure could be eliminated when enough strain is
applied, as illustrated by Fig. 3.3 (b). The strain induces an anisotropy in the magnetic system, which
can be easy-axis or easy-plane. If it is over some threshold, BFO thin films could end upwith a collinear
state.

Severalmagnonmodes exist in BiFeO3. The high energymagnons are probed by inelastic neutron
scattering [75]. Since these high-energy modes depend only on the exchange interaction, they are
used to measure the value of exchange. Low energy (k close to 0) modes of spin-waves are measured
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by polarized Raman spectroscopy. They can be categorized into the cyclon ( where spins oscillate
within the cycloid plane) mode and the extra-cyclon ( where spins oscillate out of the cycloid plane).

3.2.3 Microscopic Model of Spins in BFO
The Hamiltonian of BFO is taken to be [76] :

H =J1
∑
<i,j>

si · sj + J2
∑

<i,j>′

si · sj +D1

∑
<i,j>

(z′ × eij
a
) · (si × sj)

+D2

∑
<i,j>

(−1)hiz′ · (si × sj)−K1

∑
i

(z′ · si)2

−K3|s|6
∑
i

sin6 θi cos 6ϕi − 2µB

∑
i

si ·B

(3.2)

where z′ is taken to be along the [111] direction, and θi and ϕi the angles in the polar coordinate
system. < i, j > represents a summation over nearest neighbours; < i, j >′ represents next nearest
neighbours. J1 and J2 are exchange energies; D1 represents the magneto-electric interaction; D2represents DMI;K1 andK3 represent the uniaxial and six-fold anisotropies. We use the parameters
from [76] which are mostly extracted from experiments and generally accepted. The parameters are
given in Table 3.1. In our dynamical simulation, we take α, the damping term in Eq. 1.13, to be 0.001,
a small value due to the fact that BFO is an insulator. For example, YIG is a ferromagnetic insulator
with a low damping of 10−4.

Table 3.1: BFO parameters
Parameter J1 J2 D1 D2 K1 K3 α |s|
Value in meV -5.3 -0.2 0.18 0.06 0.004 6 ×10−6 0.001 2.5
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Chapter 4

NiO Spin Wave Control and Logic Gates

4.1 Background

Besides the current semiconductor electronics, transmission and processing of information by spins
have been considered an alternative technique for information processing. Transmission of infor-
mation by spin waves, especially in insulators [20], could achieve a lower dissipation time due to the
absence of charge displacement. Information processors such as logic gates with a hybrid structure
of spin waves and electronics have been demonstrated [77, 78] and those purely based on spin waves
have been proposed [79]. However, the demonstration of these logic devices faces challenges due to
the complexity of the manipulation of the propagation of spin waves [80]. In this background intro-
duction, the difficulty of manipulating spin waves in ferromagnets for the purpose of computing will
be discussed. Then, previous studies of the spin waves in antiferromagnets, especially in NiO will be
summarized.
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4.1.1 Spin Waves in Ferromagnets

Figure 4.1: Illustration of a spin wave in a linear chain of classical spins propagating in the +x directiontaken from [23]. The distance between the two spins at the ends corresponds to one wavelength. (a)Top view of the spins (b) Side view

Spin waves are the eigen-excitations of a magnetic system above its ground state, first proposed by
Felix Bloch[81]. They were found to be able to propagate in ferromagnetic systems. An illustration
of spin waves is shown in Fig. 4.1. The most studied spin waves are the ones whose wavelengths
are much larger than the lattice constant. The property of the propagation of these low-wave-vector
spin-waves is almost completely determined by dipole-dipole interactions [80]. It is important to note
here that for ferromagnets, the internal field in the material, resulting from the external applied field
and the demagnetization field from the internal dipole-dipole interaction, plays a crucial role in the
behaviour of spin waves.
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(a)

(b)
Figure 4.2: Spin waves propagating through a waveguide with varied width taken from [82, 80]. (a)shows the dispersion relation of the two widths. (b) showsmaps of the spin-wave intensity measuredat the excitation frequencies of 8.7 and 9.1 GHz, as labelled. The two maps on the left have longertransition areas ( 2 µm) whilst the two on the right have transition a area of 1µm.

For spin waves propagating in a 2D geometry, such as thin films, the dispersion relations are dif-
ferent for magnetization out-of-plane and in-plane. Even for magnetization in-plane, the dispersion
relation is drastically different for spin waves propagating parallel or perpendicular to the magneti-
zation direction(the demagnetization field depends on the direction of magnetization). Spin waves
propagating in thin layers ( typically 100nm ) of narrow stripes ( typically 2µm ) are often studied for
quasi-1D propagation [83]. As in the 2D case, the dispersion relation is different depending on the
magnetization direction. Due to the constrained boundary, the internal field is inhomogeneous along
the constrained dimension. Such inhomogeneity generally leads to the presence of edge modes [84].
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The demagnetization field depends on the ratio between the width and the thickness, thus altering
the dispersion relation. By simply varying the width of the stripe, spin-waves could either propagate
through or split into two edge modes, as shown in Fig. 4.2. The inhomogeneity of the internal field
and the anisotropy of spin wave propagation introduce some difficulties when waveguides need to
be curved. Spin waves cannot propagate through a simple corner [85] and reflect in a complicated
pattern[86]. This can be circumvented by applying a magnetic field that follows the waveguide which
complicates matters. Such a magnetic field keeps the magnetization perpendicular to the waveguide
direction by applying a strong current ( 107A/cm−2 on a 50nm thick 2µm width gold wire ) below the
curved waveguide. This way, spin waves propagate through the corner on some specific frequency
range. This method consumes a rather high energy and could lead to extra damping or spin-wave
attenuation. The phase of the propagating spin wave could be tuned by the magnetic field of an
electric current. Such a tuned phase could build constructive or destructive interferences, which has
been experimentally demonstrated. This can lead to the building of logic gates [77, 78] based on
phase control and interference of spin waves as proposed theoretically [79], but not experimentally
demonstrated yet. The main reason for the lack of a real-life demonstration is that even the simplest
design requires the curvature of waveguides. Still, due to the difficulty of building a simple curved
waveguide, as well as the complexity of building a spin wave coupler and decoupler, it eventually
becomes complicated and difficult to experimentally achieve.

4.1.2 Spin Waves in Antiferromagnets

In contrast to ferromagnetic materials, which have complicated behaviour due to the effect of de-
magnetization fields, antiferromagnetic materials have anti-alignedmoments at the atomic scale and
show no magnetization. The spin waves in antiferromagnets are simpler as they are determined by
the exchange interaction and magnetic anisotropy [23]. Antiferromagnetic spin-wave guides could
vastly simplify the situation when one needs to consider the geometry. Antiferromagnetic spin waves
also benefit from the high frequency of their magnetic resonance, typically at the THz level in contrast
to ferromagnetic resonance in the GHz range. The ultrafast dynamics of spins in antiferromagnets
allows for the possibility of information processing at the THz level. Since a vast majority of antifer-
romagnets are insulating oxides, the damping in these systems is expected to be one to two orders
of magnitude lower than in ferromagnetic metals but similar as that in YIG, which permits lower dis-
sipation and longer spin wave propagation [22].

Theoretical models have been studied for calculating antiferromagnetic spin waves. The most
straightforward model is atomic-scale Hamiltonian and atomic-scale simulations based on the LLG
equation[54]. Besides atomic-scale simulations, two types of analytical models have been elaborated
in the literature. One model is based on the continuous approximation of two sublattices that are
antiferromagnetically coupled. But many articles that adopt this model are actually calculating the
spin dynamics of synthetic antiferromagnets (SAFs) [87, 88, 89]. The difference is in the coupling
term, which will be mentioned in the following discussion. If not properly treated, the coupled two
sublattices may not be generally the correct equation for real antiferromagnets. Another model is
based on calculating the continuous approximation of magnetization and antiferromagnetic vector,
which is called the Sigma Model [90, 91, 92, 30]. The dynamical equation of this model can be derived
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Figure 4.3: A short STT pulse cants the AF, which triggers precession around the netmagnetization axis(vertical). Left: initial canting of 25◦ with its induced precession. Right: initial canting of 1.5◦ resultingin an orientation swap. The figure is taken from [2]

from the LLG equation of two sublattices with properly treated AF coupling. We will adopt this model
when understanding the results of our atomic simulations.

The antiferromagnetic dynamics in NiO has been calculated in several studies. Besides the intrin-
sic resonance mode, NiO under homogeneous spin-transfer torque has been studied, including the
S-domain switching [93, 94, 54, 95]. It has been shown that under sufficiently large constant STT, the
spins in NiO will precess around the STT direction. A short pulse of STT cants the AF, which transfers
some angular momentum to the system; the angular momentumwill then be released by a switching
of the S-domain of NiO, as shown in Fig. 4.3. The propagation of antiferromagnetic spin waves has
also been demonstrated in experiments[22]. Manipulations of spin waves in easy-axis antiferromag-
nets [96, 97] and logic gate design based on easy-axis antiferromagnets [98] have been proposed in
theory. However, in practice, the archetypal room temperature AF, such as NiO, is easy-plane. The
manipulation of spin waves in NiO, or the propagations of domain walls (DWs) in waveguides, espe-
cially in waveguides with special geometries, have not been studied.

4.2 Theory – Wave Equations of the Spins in Easy-Plane An-
tiferromagnets

Assume a cubic lattice G-type antiferromagnet. The Hamiltonian is written as
H = J

∑
<i,j>

ŝi · ŝj (4.1)

where < i, j > represents nearest neighbours. If we use two continuous vector fields m1 and m2 (
|m1| = |m2| = 1 ) to represent it, we have

H = J
∑
<i,j>

m1(ri) ·m2(rj) (4.2)

where ri and rj are the position vectors of i and j sites. It can be expressed by a form taking the
differentiation of the two vector fields

H = J
∑
a

∑
i

m1(ri) · [m2(ri) +
1

2
a2∂2

am2(rj)] (4.3)
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where the summation over i is only over one of the two sublattices, a is the displacement vector of
the nearest neighbour sites. For our cubic lattice, it becomes

H = 6J
∑
i

m1(ri) ·m2(ri) + J
∑
i

m1(ri) · a2∇2m2 (4.4)
Symmetrizing the expression by doing the same for the other sublattice for half of the exchange, we
have

H =3J
∑
i

m1(ri) ·m2(ri) + 3J
∑
j

m1(rj) ·m2(rj) +
1

2
J
∑
i

m1(ri) · a2∇2m2(ri)

+
1

2
J
∑
j

m2(rj) · a2∇2m1(rj)

(4.5)

where summations over i and j are over one of the two sublattices respectively. Taking the limit
lima→0, we end up with integral expressions

H =
3J

a3

∫
d3rm1 ·m2 +

J

4a

∫
d3r (m1 · ∇2m2 +m2 · ∇2m1) (4.6)

This expression is different from the SAF expression. The first obvious difference is that the first term
is much larger than the second one. The "antiferromagnetic coupling" is much larger than that in
SAFs so a misalignment of the two sublattices is almost impossible. This leads to some fundamental
differences, such as when AF skyrmions are moving they can never "disentangle" into two separate
ferromagnetic ones as opposed to SAF skyrmions [89]. The second difference is the "ferromagnetic-
like" exchange coupling term. In SAFs, each layer is a real ferromagnet, and the exchange coupling
has the formm1 · ∇2m1. For some common situations such as when we have STT applied in an area
of our system, the ∇2 terms could be opposite for the two sublattices, and this different term in AFs
and SAFs will lead to an opposite sign of the second part of the Hamiltonian (the part after the plus ).

The dynamical evolution of spins is approximated by the LLG equation Eq. 1.13. Taking the contin-
uous limit of this equation (especially the effective field), we obtain

∂mi

∂t
= ωi ×mi − α

∂mi

∂t
×mi (4.7)

where i = 1,2. ωi here is a continuous vector field that comes from the atomic expression. The limit
must be taken in the form of lima→0

∂H
s instead of ∂ lima→0 H

mi
where a represents lattice constant.

Otherwise, an error of factor 2 will appear.
The sigma model describes the AF with two other vector fields, defined as m = m1+m2

2 , l =
m1−m2

2 , which represents the magnetization and the antiferromagnetic vector. For most of the cases
and throughout our study, we can havem ≪ l and l ≈ 1. From their definition we have

m · l = 0 (4.8)
and

m2 − l2 = m1 ·m2 (4.9)
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The time derivative of these two vector fields can be derived from the LLG equation. For simplicity,
we neglect the small terms due tom ≪ l and since we are dealing with insulating AFs where damping
is small, we neglect the damping term in LLG and obtain

∂tm =
J

ℏ
a2(l×∇2l) (4.10)

and
∂tl =

12J

ℏ
(m× l) (4.11)

We can thus obtain a second-order differential equation only related to l

l× ∂2
t l =

12J2a2

ℏ2
(l×∇2l) (4.12)

Suppose our l rotates only in-plane due to an easy plane anisotropy, which is similar to the β mode
mentioned in Chapter 1.2.3 but easy-axis anisotropy is taken small which is indeed the case for NiO.
Suppose the rotation angle is described by ϕ. Then the dynamics of the l can be described by a wave
equation

∂2
t ϕ = v20∇2ϕ (4.13)

with v0 = 2
√
3Ja/ℏ. For NiO, v0 is calculated to be 41.7 km/s. This is a simplified model of NiO since

we have considered only one of the four cubic sublattices and the interactions are also simplified. We
will see that in the following section, our numerical simulations give the same result.

Wave equations can be obtained in a similar way if one includes the easy-plane and the smaller
easy-axis anisotropy in the Hamiltonian. It can be written in the form of

∂2
t ϕ = v20∇2ϕ− ω2

0(ϕ− ϕ0) (4.14)
where ω0 =

12
√

3(−JK3)

ℏ = 2π × 0.2 THz is the eigen-frequency of the β mode of the k = 0 case. We
can thus obtain the dispersion relation

ω =
√
v20k

2 + ω2
0 (4.15)

and the group velocity by taking vg = ∂ω
∂k to get

vg =
v0√

1 + (k0k )
2

(4.16)

We can see that at the high k limit, vg ≈ v0, while at the low k limit vg ≈ 0.
Suppose we apply STT perpendicular to the easy plane. The time derivative ofm will become

∂tm =
Ja2

ℏ
(l×∇2l) + JSTT (4.17)

where JSTT represents the STT stimuli. A very short pulse of STT can be approximated as a Dirac
function that rapidly changes the magnetization.
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4.3 Results

4.3.1 Propagation Properties along a Stripe

The spin dynamics of NiO under spin-transfer torque has already been studied [94, 93, 95, 54]. A pulse
of STT applied along [111] could trigger an in-plane oscillation or switching of the S-domain. Here we
assume that a 100 fs short pulse of STT is applied along the [111] direction, on one end of a long stripe
of NiO which serves as a waveguide, as shown in Fig. 4.4. Short pulses of STT could be applied by
the ultrafast demagnetization from an adjacent ferromagnetic material. The process is induced by
intense femtosecond laser pulses.

Figure 4.4: (a) shows the scenario to apply 100fs STT pulses on the end of a stripe. (b) and (c) show thedefinition of θ and ϕ. The spins are initially along the [11-2] easy axis. ϕ is the angle of the precessionof the two sublattice spins (S1 and S2 ), or equivalently the angle of l rotation in the (111) plane. θis defined to be the canting angle towards [111] direction, which is approximately the m amplitude.The static directions of the spins are denoted S1(0) and S2(0) and their directions at time t are S1(t)and S2(t). (d) is the propagation of an STT-induced domain wall. (e) shows the propagation of anoscillating spin wavefront.
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The static spin direction is in the (111) plane along the [11-2] easy axis. The short pulse of STT cants
the AF spins along the [111] direction with a very small angle (below 2◦ in this chapter ). The spins
thereafter precess in the (111) plane. We extract two angles: θ which represents the canting along [111]
and ϕwhich represents the rotation of the l vector in the (111) plane with respect to its static direction,
as illustrated by Fig. 4.4 (b) and (c). The wavefront can be visually seen in Fig. 4.4 (d) and (e). The
envelope of the wavefront is more concentrated if the spin wave is a translating domain wall. This
is understandable: since the spin precession finishes at another easy axis, the oscillations thereafter
are around a new static position and the oscillation angles are smaller than the overall reorientation
angle. This can also be seen in Fig. 4.5, where the envelope of the ϕ and θ are shown. If the STT is
small enough such that the ϕ angle is small compared with 60◦, the dynamics is an oscillation around
the static direction, triggering an oscillating spin wave. The θ in this case also oscillates. If the STT is
sufficient to switch the S-domain, the θ landscape is a uni-polar spike. The propagating domain wall
has a smaller width ( 20nm ) compared with the static ones ( typically 200nm in the literature ). This is
due to the relativistic-like wave equation of antiferromagnetic spins[27, 30]. The propagating domain
has a shorter length due to the Lorentz contraction.

Figure 4.5: (a) and (b) show landscapes of the propagating domain wall. (c) and (d) show the oscillatingspin wave. The amplitudes of the domain wall and spin wave are different from Fig. 4.4, but thelandscapes are similar.
As shown in Fig. 4.6, thewave propagates at a velocity of about 41.7 km/s regardless of the STT am-

plitude, which agrees with theory. As shown in Fig. 4.7 (a) and (b), although the wavefront propagates
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at about 41 km/s, the low k components travel at a lower velocity due to the non-linear dispersion
relation induced by the anisotropy. They tend to cluster around the original point, causing the wave-
length of the oscillation around the starting position to increase as the wave propagates. This can
also be seen from the shifted peak of the Fourier spectrum in Fig. 4.7 (c).

Figure 4.6: The wavefront position vs. time. The velocity of the wavefront is around 41.7 km/s regard-less of the amplitude.
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Figure 4.7: The landscape of spin wave. (a) and (b) are the ϕ and θ at different times after the end ofthe STT pulse. (c) is a Fourier transform of (a), with a dashed line denoting the peak position of the20ps snapshot.

Similar effects exist for the propagating domain wall, shown in Fig. 4.8. As the 180◦ domain wall
propagates, the θ amplitude decreases. At some point, it splits into a 60◦ domain wall and a 120◦. The
120◦ continues to propagate, whilst the 60◦ domainwall slows down. The 120◦ domainwall also breaks
into two 60◦ domain walls afterwards, with one propagating at 41.7 km/s and the other one slowing
down. The majority of them is carried by the one that propagates at a higher velocity. The breaking
of the domain wall can be seen from both ϕ and θ, indicating that the domain wall that breaks off
and slows down also carries a small proportion ofm. The velocity of the wavefront remains constant,
even after the last domain wall slows down. We can see from Fig. 4.8 (b) that an oscillation continues
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to propagate over the domain wall which stops around 3000nm.

Figure 4.8: The domain wall propagation landscape, depicted by (a) ϕ and (b) θ in different snapshots.Each snapshot is taken 2ps after the previous one and shifted in order to visualize. The 180◦ domainwall breaks out a 60◦ DW at the positions of around 600nm and 1200nm.

4.3.2 Propagation Properties over Complicated Geometries
We next launch a spin wave and let it propagate through more complicated geometries. In Fig. 4.9,
we show that the wave propagates through a straight corner without changing its velocity and with an
amplitude not visibly influenced. This is true for all spin wave amplitudes studied. This behaviour of
antiferromagnetic spin waves is significantly different from the ferromagnetic case, and this is mainly
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due to the absence of stray field. We further study the propagation of spin waves through waveg-
uides with varied widths. The amplitude of rotation of l increases when the waveguide narrows, and
the amplitude decreases when the waveguide widens. In particular, a very interesting behaviour is
shown in Fig. 4.9 where a spin wave can be transformed into a domain wall by focusing. The reverse
behaviour is obtained by de-focusingwhere a domainwall can be transformed into a spinwave. These
components could be useful in designs when one needs to amplify or attenuate the wave and when
rectification is required. The simplicity of manipulation using these components lies in the nature of
antiferromagnetic spin waves. Since the wave is mainly mediated by exchange, the geometry matters
less and the width of the waveguide plays a main but simpler role in the propagation.
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Figure 4.9: (a) shows a domain wall that propagates through a straight corner. (b) shows a spin wavepropagating through a narrowing waveguide. The spin wave is amplified ( can also be viewed as beingfocused). If the spin wave is just below the threshold for a domain wall switching as in the case shownhere, the rotation of l will be amplified over the threshold and create a domain wall. The domain wallpropagates both forward and backward. (c) is the reverse process of (b).
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Fig. 4.10 shows a four-end geometry where two domain walls of the same amplitude simulta-
neously reach a cross. If the rotation of the antiferromagnetic vector l is in the same direction, the
domain wall propagates through the cross without any visible disturbance. If the rotation is opposite,
the DWs bounce back acquiring an opposite rotation shown from the change of π

2 − θ. The wave is
bounced back by the spins in the center of the cross, which are fixed due to symmetry. Such a be-
haviour allows one to design a logic gate, such as an AND gate or a majority gate. The state of the
antiferromagnetic domain could then be read by the exchange-bias effect ormagneto-resistance. The
writing of the polarization of the STT can be achieved by a spin-valve structure, where the ferromag-
netic state could be electrically controlled. Note that this process would be slow and impede the fast
actuation of the AFs.

Figure 4.10: Propagating domain walls meeting in a cross geometry. (a) shows when the STTs have thesame direction, the domain wall propagates through the cross without any perturbation. (b) showswhen the STTs have opposite directions, the domain wall bounces back from the junction.

4.4 Conclusion
We have deduced the wave equation from linear spin wave theory and obtained the spin wave veloc-
ity and dispersion relation in NiO. From the microscopic model of spin state in NiO, we numerically
simulated the propagation of spin waves with the same velocity deduced by the theory. We further
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found that such a spin wave could propagate through a straight corner without disturbance. It can
be focused or de-focused when the width of the waveguide varies. And we proposed a possible way
of realizing logic gates based on a crossing geometry. Our study will inspire the experiments towards
the manipulation of the spin waves in NiO, and logic gates based on spin waves that function at the
THz frequency.
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Chapter 5

BFO in Strong Magnetic Fields

5.1 Background

The chiral spin structure in BiFeO3 is induced by the electric polarization. Themechanism responsible
for this is called the magnetoelectric interaction. Inversely, the spiral spin texture induces an electric
polarization [99]. This is called the spin-current mechanism or the inverse Dzyaloshinskii–Moriya ef-
fect [100]. The chiral spin texture can be associated with an invariant V which is proportional to the
induced polarization P :

P ind ∝ V =
∑
ij

eij × (si × sj) (5.1)

where i and j are the nearest neighbour sites and eij is the unit vector connecting these sites. Thispolarization can be removed by applying a strong magnetic field. This is due to the fact that a strong
field of about 20T [101] could destabilize the cycloid and cause a transition of the magnetic order
from the cycloid to a canted antiferromagnetic state. The invariant endures a sudden drop, which is
the "flop" of the cycloidal structure in BFO. The destruction of the modulation in BFO allows for the
existence of the linear and quadratic magnetoelectric effects, which are described by

Pi =
∑
k

αikHk +
∑
jk

βijkHjHk (5.2)

where i,j,k are coordinate indices ( i, j, k = x, y, or z) and Pi is the i component of the polarization;
Hk and Hj are the k and j components of the applied field. Experimentally, the polarization and the
magnetization of BFO under varied fields have been measured, but its spin structures have not been
fully uncovered. To understand the orientation dependence of the critical field and reveal the spin
texture, we use our code developed during the thesis to simulate the spin structure under a strong
field in BiFeO3.
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5.2 Method
The simulation is conducted by our homemade code described in Chapter 2. It has been verified that
it correctly calculates the relaxed state of BiFeO3 when a cycloid state is initialized. It is required to
find the critical field in which this system goes through a topological transition. When finding such a
critical point, the following aspects should be considered.

The change in the structure of spins usually requires the system to go over an energy barrier.
Since the relaxation process based on LLG is usually along a path which lowers the energy, it does not
automatically climb over an energy barrier. The system should be excited above the energy barrier for
the topological transition to happen. For an antiferromagnetic spin structure, especially such systems
as BiFeO3 with the winding of the l vector, the energy barrier is usually high and difficult to overcome
with trivial noise or randomness (it could be topologically protected). Thus if one wants to consider a
phase transition of the spin structure and find the critical condition ( the critical magnetic field in this
case ), all possible topology and structure of the relaxed state should be considered and set to be the
initial condition for relaxation.

In this section, the coordinate system is shown as Fig. 5.1 where k is along the [1-10] direction,
defined as the x direction, y is defined to be the [11-2] direction, and P is along [111], which is also the z
direction. Hence, the cycloid is rigidly taken to lie along these fixed directions while the magnetic field
can be applied along any axis. Here, we have studied the cases where a magnetic field is applied in
three different directions: x, y and z.

Figure 5.1: Illustration of the coordinate.

In our simulation, we have considered three kinds of boundary conditions. Periodic boundary
condition in all three directions is the cheapest to simulate and it represents a large single domain of
cycloid. We set the initialization to be either a cycloidal state , or a flopped state . The drawback of
this model lies in the topology due to the forced periodicity. Any transition that breaks the periodicity
is not allowed. Also, it assumes that the relaxed state has a certain periodicity, fixed by the size of the
box. In order to avoid these drawbacks, two other boundary conditions are considered: periodic in x
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and y while free boundary in z, and periodic in z while free in x and y. Initialization is still set to be the
cycloidal state and flopped state for these two situations.

5.3 Results

The energy of the two states for the field applied along x, y and z is shown in Fig. 5.2. The critical field
along z can be extracted to be around 25T and the system is flopped above. When the field is below
25T, the system is in a cycloid state. It flops at a field above 26T. When the field is applied in the x-y
plane, the energy should be compared together since in real life the cycloid direction could rotate in
the (111) plane [102]. The lowest energy state below 23T is the k perpendicular to H state. The state
flops when the field is above 23T. The chirality shown in Fig. 5.3 verifies that indeed these fields are
the critical fields for phase transition.
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Figure 5.2: The average energy per site with magnetic fields applied along the three respective direc-tions. Crosses are for states with the cycloid initialization, whereas filled circles represent the floppedinitialization. The cycloid state with the field along y always has a lower energy than the cycloid statewith the field along x in the range of 1 to 25T. The six-fold anisotropy energy per atom is at the 10−3

meV order, which is responsible for the energy difference of the two flopped states at high fields inthe x and y directions. At fields below 17T, the flopped initialized state also relaxes into a cycloidalstate for the field applied along x. At fields above 30T applied along z, the initial cycloid state couldlose its structure and relax to a flopped state, so the energy difference could drop suddenly in theplot. At low fields below 9T applied along z, the flopped initial states relax to some spiral structure,with its energy showing a sudden drop.
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Figure 5.3: The absolute value of the invariantV z component under different appliedmagnetic fields.The invariant is calculated by Eq. 5.1 for each site and averaged among all sites. Both initializations(cycloid and flopped) are calculated, and what is plotted is only the one among the two that ends upwith lower energy.

These results are qualitatively consistent with those obtained by Fishman [103] who calculated
semi-analytically the full angular dependence. Since we show here that the field perpendicular to
the cycloidal plane is the lowest energy configuration, it is likely that in a real sample, cycloids may
rotate, or at least distort, before the flop field is reached. As this could not be studied here, we focus
now on the most stable configuration where the field is perpendicular to the cycloidal plane. In this
case, the cycloid becomes anharmonic before it flops. When the field is applied along y, the half
period elongates where the spin density wave is favoured; the other half period contracts, as shown
in Fig. 5.4. This is a very important aspect of the action of a large field: the SDW is essential in the
cycloid evolution. Moreover, it can be said here that if one forgets the DMI interaction responsible
for the SDW, the cycloid does not flop when the field is applied along y (perpendicular to its plane of
rotation). The ratio between the length of the longer half and the shorter half increases linearly with
the field, and the overall period of the cycloid remains the same. This has been verified to be the same
case when the x and y directions are set to be free boundary conditions, and thus is not induced by
the imposed periodicity (See Fig. B.3 in the Appendix). When the system flops, it becomes a canted
collinear state with l along the x direction ( which is different from the assumption in [101] ), because
the D2 DMI term and the canting result in an effective in-(111)-plane anisotropy that overcomes the
easy-axisK1u.
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(a) H=0T (b) H=20T

(c)
Figure 5.4: The Cycloid initialized state relaxes and becomes anharmonic as the field increases. Theanharmonicity shown in (c) is defined to be Llong/Lshort. Llong and Lshort are defined to be the longerand shorter distance between the spins that are along the z direction, as denoted in (b).

In contrast to the previous case, the spins favour in-(111)-plane merely due to the Zeeman energy
when the field is applied along z. As a result, the spins in the cycloid tend to bemore aligned along the
x and -x directions, as shown in Fig. 5.5. The l vector rotates anharmonically, with more components
along k. The spin density wave also becomes anharmonic, but since this is an auxiliary effect, the SDW
is not shifted and its maximum amplitude remains unchanged. Above the critical field, the structure
flops into a state where l is along the x direction. Besides the magnetization along z, it also possesses
a net magnetization along the y direction which does not depend on the amplitude of the field, as
shown in Fig. 5.6. The consequence of m y component pointing towards the y direction instead of
-y is partially induced by spontaneous symmetry breaking; if the two sublattices swap directions,myshould flip its sign. For a specific arrangement of the directions of spin in the two sublattices, the sign
of the my is determined by the sign of the D2 term in the Hamiltonian. If the sign of the D2 term is
changed, such as in the case of a D2 domain wall ( which will be addressed in Chapter 7 ), the sign
of my will flip, which in reverse provide a useful method to detect the D2 domain. More detailed
discussions related to theD2 domain and domain wall that we predict could be found in Chapter 7.
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(a) H = 0T (b) H = 25T

(c) (d)
Figure 5.5: The relaxed state of cycloid initialized state. From (a) 0T to (b) 25T, the spins favour thex and -x directions, leading to an anharmonicity of the cycloid. (c) the cycloid l rotation becomesanharmonic and as a result (d) the spin density wave is not shifted but anharmonic.
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Figure 5.6: Themagnetization under differentmagnetic fields applied. Themagnetization is calculatedto be the minus of the spin vector averaged among all the spins in the simulation.

5.4 Conclusion
The critical field is dependent on the direction of the field applied. The model we have chosen shows
the critical field to be 23T for H applied in the plane perpendicular to P and 25T for H along P .
WhenH is applied perpendicular to P ,H perpendicular to k has a lower energy thanH parallel to
k. The anharmonicity of the cycloid induced by the field has been discussed. The SDW ( or the D2DMI term in the Hamiltonian ) plays a crucial role in the transition to the flopped state, as well as the
anharmonicity.
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Chapter 6

Effect of a Pulse of Spin-transfer Torque
on the BFO Cycloid

6.1 Background

In Chapter 4, we have discussed the spin dynamics of NiO under an excitation by spin-transfer torque.
We have seen how the STT could trigger dynamics and how the spin waves propagate. In contrast
to NiO, the spins in BiFeO3 are non-collinear. The antiferromagnetic texture of BiFeO3 has brokenisotropic symmetry in the (111) plane (Fig. 6.1). A picosecond spin torque injected into BiFeO3 shouldinduce different dynamics if the spin torque direction is varied outside the cycloidal plane. It is inter-
esting to see how BiFeO3 reacts to these STT pulses. In this chapter, we will present our numerical
study of the responses of BFO cycloids under STT pulses.

57



Figure 6.1: BFO cycloid breaks the isotropic symmetry in the (111) plane. The response of the STT pulsein different directions should not be the same. In particular, the STT pulse along the x or y directionsshould induce different spin dynamics.

6.2 Method

The simulation applies STT for a short pulse of 100 fs. The amplitude of STT varies from an estimation
of the strongest pulse of an ultrafast demagnetization experiment ( 0.01meV ) to a small torque ( 10−5

meV) which equals the one induced by the SOT from the adjacent Pt layer. We have tuned the STT in
such a large range since the strength of the torque can be tuned by attenuating the pump beam in
the experiment. The simulation considers three scenarios shown in Fig. 6.2 corresponding to three
different regions of the experimental situations. In the ultra-fast demagnetization experiment in our
lab, the STT is applied on an area typically 100 µm in size, much larger than the cycloid wavelength.
Therefore, the amplitude of the STT remains approximately constant on the scale of one period of
cycloid. We consider this scenario as shown in Fig. 6.2 (a), where we simulate a box of BFO with
periodic boundary conditions and spatially homogeneous STT pulse over thewhole area. On the other
hand, in order to study how the induced spin-wave and spin dynamics propagate, we considered a
large box of BFO and an STT applied only on a smaller area in the middle, as shown in Fig. 6.2 (b).
This geometry allows us to study the propagation along the cycloid direction k. In order to study
the propagation in the other direction ( perpendicular to k), we simulated a wide area of cycloid and
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applied STT only on a smaller area in the middle, as illustrated in Fig. 6.2 (c). The results are shown in
the following section.

Figure 6.2: An illustration of the simulation box size. In order to study the different properties of thedynamics, we define three different box sizes for the simulations, illustrated by the red, blue andorange rectangles. The z-direction is always 1.38nm in size and with periodic boundary conditions.The red box (a) shows the simulation where we confine the BFO cycloid in a necessarily large periodicbox which is 64 nm × 1.94nm in size. An STT pulse of 100 fs is applied to the whole region in the redbox. In order to simulate the propagation of the spin dynamics, we consider, as shown in (b)) and (c),a longer or wider cycloid also in a box with periodic boundary conditions, whereas STT is applied ononly a small region.

6.3 Result

6.3.1 STT Applied along k—- Oscillations
We define, as in the previous chapter, the x direction along [1-10], y along [11-2], and z along [111]. Be-
sides this overall coordinate, for each spin, we build up a coordinate (indicated as x’,y’,z’ and x”,y”,z”,...)
in the frame of its static direction. We define its original direction to be the x’-axis, and [11-2] to be the
y’-axis, so that ϕ is taken to be its rotation in the plane defined by the antiferromagnetic vector l and
the [11-2] direction. θ is defined to be the out-of-plane angle, taking the z-axis direction to be θ = 0 (
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such as the x’,y’,z’ and x”, y”, z” coordinates in Fig. 6.3 for the two spins at different positions ).

(a) (b)
Figure 6.3: For each spin, we define a spherical coordinate system. The yellow and red spins are takenfrom the cycloid, as illustrations.

If the STT is applied along k, then themain dynamics will be a rotation inside the l-[11-2] plane (out
of the cycloidal plane), as shown in Fig. 6.4. We can see from the plots that the resonance frequency
is 0.68 THz. Further comparison between the amplitude of the spins in the different positions of
the cycloid shows that this resonance mode has different amplitude along the cycloid. The reason is
illustrated in Fig. 6.5. Indeed, an STT pulse applied along the k direction applies a torque on the spins.
This torque is proportional to the spin component perpendicular to the STT direction. So the tilting of
the dark blue spins in Fig. 6.5 is larger than the tilting of the light blue spins, and the tilting of the light
green spins is zero. After the pulse, the spins rotate and oscillate around themagnetization direction,
as discussed in the NiO case in Chapter 4. However, as the antiferromagnetic vector l changes to an
opposite direction after half a wavelength of the cycloid, the spins that are aligned with k—- such as
the light green spins in Fig. 6.5 —- undergo opposite torque from their two sides. After cancelling,
their dynamics is more than one order of magnitude smaller than that of the other spins. These
amplitude-modulated dynamics happen coherently along the cycloid, as shown by Fig. 6.6, which is
mainly a snapshot of the spin displacements [11-2] components. The amplitude of the dynamics is
indeed different along the cycloid, distributing as a sinusoidal function.
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(a) (b)

(c) (d)
Figure 6.4: The dynamics of the spins that are aligned along the 45◦ of x and y direction. (a) time-dependent oscillations of the ϕ angle. (b) is the Fourier transform of the oscillation. The resonancefrequency is around 0.67 THz. (c) is time-dependent oscillations of θ angle. (d) is the Fourier transformof the (c). The main dynamics are oscillations of ϕ.

Figure 6.5: After STT is applied, the spins are tilted perpendicular to the l-[11-2] plane. The tilt directionswith respect to the z’ (or z”, z”’, z””,...) directions are opposite on the two half-segments of the cycloid.The oscillations are thus opposite on these two segments in the coordinates that follow the spins (e.g. x’, y’, z’ ).
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Figure 6.6: The main dynamics of the oscillation of the l vector is in its y direction. In this figure, theabsolute value of the difference of the spin x, y and z components comparedwith their initial directionat 0.6ps after the end of the STT=1 × 10−2 meV pulse is shown.

Since the dynamics is highly elliptical, it can be seen as a resonance oscillation of l perpendicular to
the plane of the cycloid (the y or [11-2] direction). Along this direction, the spin component intrinsically
has a small canting induced by the D2 term DMI interaction in the Hamiltonian. Since the canting
is modulated by the cycloid, it appears as a sinusoidal function, known as the spin density wave of
BiFeO3 ( shown in Fig. 6.7 (a) ). The amplitude of the spin density wave is 0.006 (and along the [11-2]
direction). Depending on the strength of the STT, the dynamics can be viewed as either an oscillating
spin density wave ( Fig. 6.7 (c) ), or an oscillating modulation upon the spin density wave ( Fig. 6.7 (b)
). Besides the oscillation of the l vector along the [11-2] direction, the magnetization oscillates mainly
along the [1-10] direction (the cycloid k direction), as shown in Fig. 6.8. The oscillation amplitude scales
linearly with the applied torque and should be detectable even for small applied STT.
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(a) STT =1e-5 meV.

(b) STT =1e-3 meV.

(c) STT =1e-2 meV.
Figure 6.7: The Spin y component. The STT pulse is applied in the first 0.1 ps. In (a), the STT is small sothat the intrinsic spin density wave dominates. In (b), the STT-induced dynamics is comparable to theintrinsic amplitude, resulting in a modulation. The two separate lines of the same colour representthe two sublattices. In (c), the STT overwhelms the intrinsic structure.
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Figure 6.8: Spin x, y and z component for STT = 1×10−3 meV on average. The crosses are during theSTT pulse and the filled dots are after the STT pulse. The magnetization oscillates mainly along the xdirection (k direction). For more details, including the oscillations of the spin y component, check Fig.C.1 in the Appendix.

6.3.2 STT Applied Perpendicular to k—Driven Motion of the Cycloid

The dynamics is very different when the STT is applied perpendicular to k. Since the projection of the
spins along the STT in this case is negligible, the angular momentum stored in the system during the
pulse is homogeneous along y. That is, after the pulse, the spin y component (the spin density wave)
is shifted along the injected angular momentum, as shown in Fig. 6.9. After the pulse, the stored
magnetization is released as a "velocity" of the cycloid, which is the same process as the pushed
skyrmion in Chapter 8 and the switched domain wall in Chapter 4. Themotion of the cycloidal domain
is then damped, as shown in Fig. 6.10. The shifted spin y component attenuates as the cycloid moves,
which can be viewed in Fig. 6.11.
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Figure 6.9: The Spin component along the y direction is shifted after the STT pulse. In this plot, STT =1e-2 meV is taken as an example for illustration.

Figure 6.10: Position of cycloid for STT = 1e-2 meV. The translation distance scales linearly with thetotal angular momentum injected, similar to the behaviour of skyrmion motion. For STT = 10−3meVcheck Fig. C.2 in the Appendix.
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Figure 6.11: Attenuation with time of the spin x, y and z components for STT = 1×10−3 meV. The crossesare during the STT pulse and the filled dots are after the pulse. For Sx and Sy with STT = 1×10−2meVand 1×10−5meV, check Fig. C.3 in the Appendix.
As shown in Fig. 6.1 (c). An STT pulse with a duration of 100fs is applied on a segment of the long

cycloid structure, after which the excited spin dynamics is analyzed to extract the propagation veloc-
ity. Our simulations show that the two modes, induced by the STT along k and perpendicular to k,
propagate at the same velocity of 25km/s ( 25 nm/ps ) in both parallel to k direction and perpendicular
to k, shown by the wavefront vs time in Fig. 6.12.

(a) (b)
Figure 6.12: (a) shows the wavefront of the modes propagating along the k direction. (b) shows thepropagation perpendicular to the k direction. The velocity of the wavefront is about 25 km/s.

6.4 Conclusion
STT pulses applied parallel and perpendicular to k induce different dynamics modes. While STT par-
allel to k induces oscillations ofm and l, the other direction does not and instead pushes the cycloid
towards k. The propagation of these two dynamical modes have the same velocities at about 25km/s
and the velocities are also the same for propagating along k and perpendicular to k and P . These
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results will be useful for the experimental study on the effect of an STT pulse on BFO. In our lab, opti-
cal experiments have been conducted to study the spin dynamics of BFO adjacent to a ferromagnet
with an ultrafast demagnetization process. The difference in the dynamical modes concluded from
our study will be a useful reference to understand the response signal.
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Chapter 7

Multi-P domain in BiFeO3

7.1 Background

Our discussion so far has been focused on the magnetic structure of BFO with a single ferroelectric
domain. Different from a single crystal, pristine BFO thin films appear to have stripy P domains, as
shown in Fig. 7.1. The P domain wall is usually of the order of a few atom layers, which is much shorter
than the wavelength of the cycloid. The cycloid propagation vector k in these P domains can point in
different directions and the stitching pattern of the spin texture at the P domain wall is interesting.
Measurements together with atomistic simulations show that the stray fields at the interface of these
P domains are enhanced along one domain wall out of two[104], as shown in Fig. 7.2. The peculiar
texture at the interface has been proposed to be possible topological entities such as skyrmions, but
it was not observed from the simulation.

Figure 7.1: Left pannel: striped pattern of the P domains in the BFO thin film probed by piezoresponseforce microscopy (PFM). The middle panel sketches the two variants of P domains separated by 71°domain walls located in the boxed area. Right pannel: the magnetic field image recorded above theBFO. The P domain walls are denoted by dashed lines. The figures are taken from [105].
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Figure 7.2: (a) Scanning NV magnetometry image of the stray field 60 nm above the sample. There isstitching of the pattern at the P domain walls and enhancement of the field in one out of two domainwalls. (b) The stray field extracted from the atomistic simulations which shows excellent agreementwith the NV magnetometry. This figure is taken from [104].

Recent advancement in experiments has allowed more complicated P domain structures to be
written. By applying a pulse of electric field via a tip, it is possible to craft a four-quadrants-like P
domains as shown in Fig. 7.3. The exotic magnetic structure, which is induced by the rather abrupt
change in the domain wall of the 4 P domains at the center, has been proposed to be possibly topo-
logical objects. Such an object may not be fully revealed by the NV images due to the complex relation
between the stray field and the AF texture in BiFeO3. Here, the determination of the magnetic order
below the scale of cycloid wavelength is crucial.
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Figure 7.3: Ferroelectric polarmaps extracted frompiezoresponse forcemicroscopy, taken from [106].The P domains point upwards, forming a center-convergent ferroelectric texture, which is written bya +60 V pulse. a, Topography measured (colour bar in nm). b, Vertical piezoresponse (colour bar inarbitrary units). c-d, Lateral piezoresponse. e, 2D in-plane vector map of the piezoresponse, whichshows the P domain texture.

7.2 Method

The cycloid structure, which could be depicted by a rotation of the l vector, could not be easily mea-
sured on the scale of its wavelength. One possible method is to detect indirectly its stray field by
Nitrogen-vacancy (NV) centers in diamonds. The NV center is a type of impurity in diamond. The
impurities endow colours to the originally colourless and transparent diamond, as they are named
the colour centers[107]. The NV center is special amongst these impurities in that it is magnetic and
its luminescence is coupled to the spin state. This allows for the NV center to be used as a tool to
measure magnetic fields. An NV center embedded at the apex of a very sharp tip ( < 10 nm in radius )
can be used to map the field over the sample of interest. This is called the Scanning NV Magnetome-
try. Its spatial resolution could reach below 10 nm and the field sensitivity could be lower than 10 µT.
Scanning NV Magnetometry is thus a very powerful tool to detect weak magnetic field patterns on a
very small scale.

As seen previously, besides its antiferromagnetic nature, BFO possesses a weak oscillating stray
field at the scale of its cycloid wavelength, averaging to zero on the macroscopic scale. It is induced
by the spin density wave as introduced in previous chapters, which originates from theD2 DMI term.
Microscopically, the D2 term results from the octahedral tilting of the oxygen atoms. Its direction,
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which is represented by z′ in the Hamiltonian in Eq. 3.2, should follow P . However, the sign of this
term i.e. the phase of the spin density wave, shown by the (−1)hi in the Hamiltonian, could be an
independent parameter from P . Despite the importance of this D2 term (since it is what is actually
measured), the possibility of the independentD2 domains and domain walls has not been addressed
yet. This becomes crucial if one wants to understand the four-P-quadrants domain walls: depending
on the sign of the D2 in these four P domains, there could be 24=16 different patterns of stray field
with the same l structure! Whether there exist some constraints on the D2 domains and whether it
is possible to observe all these 16 possibilities are questions to be answered.

It is challenging to determine both the cycloid structure and the D2 order at the same time, par-
ticularly in the four quadrants. The stray field is averaged by the neighbouring magnetic moments
due to the distance between the sample and the tip, so NV center measurements could not detect the
atomic-scale spin structure. Numerical simulations are crucial to understand the measurements and
to determine the spin structure. In this chapter, we will present the results obtained from numerical
simulations and predict the image pattern measured from the NV center. We simulate simple cases
for D2 domains as well as four quadrants. In the end, we compare our obtained results with the NV
measurements.

With the homemade code introduced in Chapter 2, it is possible to carry out sufficiently large-scale
simulations to tackle the question. The simplest case is a single P domain with a straight D2 domain
wall. We then simulate the domain wall between 2 P domains. Then, four-quadrant P domains are
simulated. In the end, we extract the polarization from experimental measurements, simulate the
cycloid structure, and then compare it with the NV measurements.

The simulation is carried out based on the model mentioned in Chapter 8. Since the system is
too large for our simulation power, we approximately take the magnetoelectric interaction and DMI
10 times larger, and the anisotropy 100 times larger. So our results are not quantitative; instead,
the field pattern can be compared with experimental results. We simulate the system with periodic
boundary conditions along the [001] direction. Themagnetic field above the surface can be calculated
by repeating the same structure infinitely below the surface. It has been tested and found that the
fields below 100Å depth are negligible.

7.3 Result

7.3.1 D2 Domain Wall in a Single P Domain

We simulate the spin system in a box with size 120nm × 120nm × 7.92 Å, as shown in Fig. 7.4. The
cycloid structure is initialized and relaxed to a stable state. The cycloid direction is set to be [1-10] at
initialization and we position aD2 domain wall in the middle. On the left,D2 has one sign and on theright D2 the opposite sign. The cycloid structure of the l vector shows no difference as D2 changesbut the magnetizationm acquires a 180◦ phase shift. In the simulation, dipole-dipole interactions are
neglected. The cycloid is determined by the stronger exchange andmagneto-electric interactions, but
the spin density wave, which is an auxiliary effect, is determined by the cycloid structure and the sign
ofD2. Hence, the weak magnetizationm appears with a sharp change at the domain wall.
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(a) (b)
Figure 7.4: (a) Spin cycloid texture of BFO in the simulation. The simulation size is 120nm × 120nm inx and y and periodic in z. Since the magneto-electric is amplified 10 times, this corresponds to a 1.2
µm size square of (almost) real BFO. (b) The corresponding magnetization vector m resulting fromthe canting. More images of other angles domain wall are in Fig. D.1 in the Appendix.

The stray magnetic field is calculated (with GPU acceleration) from the radiation of the magnetic
dipoles. The discontinuous change ofm induces a domain wall pattern. If the domain wall is perpen-
dicular to k, the stray field appears to be amismatch of the cycloid, as shown in Fig. 7.5 (a). The shown
magnetic field is assumed to be measured at 50A above the surface (roughly equivalent to 50nm for
a real cycloid). If the domain wall has an angle less than 45 degrees with respect to k, the alternating
magnetic field is enhanced and larger in period, as shown in Fig. 7.5 (b) and (c).

(a) (b) (c)
Figure 7.5: Stray field maps at 50 Angstrom above the BFO surface. The field is measured at 54.7◦angle with respect to the z axis along the y direction. (a) -45 degree domain wall. (b) 0 degree. (c) 30degree.
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The apparent width of the domain wall may vary depending on the measurement height above
the surface, as shown in Fig. 7.6. The closer the tip, the sharper the contrast is obtained, and the
thinner the wall.

(a) 30A above surface (b) 50A above surface
Figure 7.6: Magnetic field measured at 30A and 50A above surface.

The pattern is about the same for most of the angles calculated. But for some specific angles
shown in Fig. 7.7, the pattern shows some apparent differences depending on the angle of the NV
tip.
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(a) X direction field (b) Y direction field

(c) Z direction field
Figure 7.7: Domain wall with a -40 ◦ angle with respect to the y direction. Magnetic field componentalong x, y and z directions. The pattern of the x and z field is more similar to discontinuity and the yfield is more continuous.

These patterns agree perfectly with what has beenmeasured, as shown in Fig. 7.8. In this pattern,
there is a quarter circle D2 domain in the upper left. The angle varies along the domain wall and we
can see how the pattern varies with the angle, as predicted.
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Figure 7.8: NV center measurements of aD2 domain wall.

7.3.2 2P Domain

We discuss in this section the situation where theD2 domain wall coincides with a P domain wall. This
question arises more naturally than in the previous section, since the sign of theD2 term is unknown
for the oxygen distortion right next to the P domain wall. Furthermore, we are aware that discussing
the "sign" of the D2 term starts to become ambiguous in its meaning, since what is happening in
reality at the interface is whether we end up with the clockwise octahedral rotation of the oxygen
or counterclockwise from both sides of the domain wall. According to our result, the "same sign" or
"different sign" of theD2 term results in a different pattern. Thus they should each correspond to one
or another of the two cases— the oxygen rotations of both sides of the domain wall end up with both
clockwise or one clockwise and one counterclockwise. For simplicity, we will still stick to the "sign"
of the D2 terms in our following discussions and leave the determination of the oxygen rotation —
which sign combination of the D2 terms corresponds to which one of the two rotation cases — for
further discussions in the future. The polarization and cycloid direction are illustrated by Fig. 7.9 as
an example for 0 degree with respect to the y direction and as in the previous section, we will vary
the angle of the domain wall. The magnetic field pattern of this configuration is shown in Fig. 7.10
(a) and (b). We can see a "V" shape at the D2 and P domain wall. The "V" shape is symmetric if the
D2 have the same signs, and asymmetric if D2 have opposite signs. If the domain wall is rotated by
an angle, due to the mismatch of the cycloid period at the interface, there will be some “dangling”

76



cycloids at the interface as clearly indicated by Fig. 7.10 (c). This dangling should happen periodically.
If the domain wall is with a larger angle, the period of the cycloid can be squeezed on one side and
stretched on the other side, resulting in a blur or clear boundaries for the cycloid’s stray field image,
as indicated by Fig. 7.10 (d).

Figure 7.9: Illustration of the P and k configuration. Two P domains are simulated. The k directionsare chosen to be the one in the (001) plane.
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(a) (b)

(c) (d)
Figure 7.10: The stray field pattern of a common P and D2 domain wall. (a) and (b) are domain wallsalong y. The D2 are the same sign in (a) and different signs in (b). (c) and (d) have the same sign for
D2 with domain walls inclined by 5 and 20◦ from the y direction. For more details check Fig. D.5 andFig. D.6 in the Appendix.

7.3.3 4P domain

The latest technique allows us to fabricate 4 P domains in the arrangement like that of Fig. 7.3. In this
section, we will first discuss the results in a simplified case, as shown in Fig. 7.11. The four P point
to the center. We will then set the P domains to be closer to what is measured in real life and use
reverse engineering to deduce the spin structure.

78



Figure 7.11: Illustration of the P and k configuration. There are four P domains that are pointing tothe center.

This simple model of the four quadrants P domaind shows the main feature of the magnetic field
pattern. We first initialized the system according to Fig. 7.12 (a). It relaxes to Fig. 7.12 (c). The magnetic
moment vectorm and the stray field are shown in Fig. 7.12 (f) and (e). The pattern is similar to what is
simulated for two P domains. Themain difference is that nowD2 can have 16 different configurations.The stray field patterns vary with the D2 combination, as shown in Fig. 7.13. Depending on the D2sign, there could be a pattern enhancing the field at the interface or at the center. Similar results
could be obtained for P pointing out. Since they are the same in principle, we present these results
in Appendix D.1.3.
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(a) (b)

(c) (d)
Figure 7.12: The initialized and relaxed spin textures. (a) is the initialized spin state and (b) is therelaxed state. (c) shows the stray field taken along z at 50A above the surface. (d) shows the magneticmoment in the center. Them interface is sharp.
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(a) (b) (c) (d)
Figure 7.13: The stray field above the relaxed state shown in Fig. 7.12 with differentD2 configurations.Since the magnetic field normally cancels, it is enhanced if the magnetic moment has the same direc-tion at the interface.

Interestingly, a simple asymmetry in the initialization brings asymmetry in the relaxed state. This
is shown in Fig. 7.14 (a) and Fig. 7.14 c. The cycloid state becomes very different at the interface,
with many cycloids winding back into the same P domain instead of merging with the other cycloid
structures from other domains. Themagnetic moment shows asymmetry and themagnetic field also
shows an asymmetric "V" shape as shown in Fig. 7.14 (e). In reality, although the system favours the
lower energy state, it is hard to go over the energy barrier so these states that are not the lowest
energy state could be metastable. This is particularly the case when the system includes a lot of
windings and possesses topological protection. We believe that these states are robust, so they can
exist in real life depending on the history of the system. There could be different but possible spin
states under the same P and D2 conditions, which is an important message for our following study.
We could not rely on a simple initialization and relaxation process to obtain the spin state even if we
use the P-domain texture from measurements.
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(a) (b)

(c) (d)
Figure 7.14: The initialized and relaxed spin texture. (a) is the initialized spin state and (b) is a relaxedstate. The cycloids are rotated by a small angle compared with in Fig. 7.12. (c) is the stray field takenalong z at 50A above the surface. (d) shows the magnetic moment in the center.

7.3.4 Reverse Engineering for the Spin Structure

The P domain of a sample that we denote No.103 is measured as shown in Fig. 7.15 (a). Since the
P states at the outer boundary are unknown, we extract only the shape of the domain wall at the
center of the four quadrants, and simplify the rest into a bigger four-quadrant pattern with straight
interfaces, as shown in Fig. 7.15 (b). By doing this, we are neglecting the effect of the spin states
from outside of the measured P zone. We attempted the same procedure as the simple cases of
the previous section. The initialized system is the same as shown in Fig. 7.12 (a). At this time, we
set the magneto-electric contribution as given by the P domain measured by PFM. The relaxed spin
state is shown in Fig. 7.16. The magnetic field that we choose to be the best match among the 16 D2configurations is shown in Fig. 7.17 (a). The real-world measurement is compared with the simulated
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results in Fig. 7.17. They coincide surprisingly well.

(a) (b)
Figure 7.15: (a) the measured P domain. (b) the simplified model.
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(a)
Figure 7.16: The spin texture after relaxation.

84



(a) (b)
Figure 7.17: (a) the simulated stray field. (b) the NV center measurement result.

7.4 Conclusion
In this chapter, we have predicted the existence of the D2 domains, their m textures and their NV-
center images. By fitting with the NV-center images, we obtained the spin textures of 4 P-domain BFO
thin films and theirD2 domains. The reverse engineering technique that we developed will be useful
for probing the underlying sub-wavelength spin textures. TheD2 domains that we predict could open
a new independent parameter for the control of the magnetic structure of BiFeO3.

85



86



Chapter 8

Antiferromagnetic Skyrmions in BFO

8.1 Background
Topology is a prominent concept from which new materials and properties are emerging [108]. In
magnetic materials, it often arises as a consequence of the spin-orbit interaction, which couples the
electrons’ motion to their spin. Broken inversion symmetry can generate a chiral exchange interac-
tion (Dzyaloshinskii-Moriya interaction or DMI) that curls spins into non-collinear textures carrying a
finite topological charge, such as skyrmions [109]. These concepts applied to the field of spintron-
ics pertain to a new research area coined spin-orbitronics [110]. Ferromagnetic skyrmions obtained in
metallic multilayers can be used as ultra-small bits ofmagnetic information formass data storage [111]
and logic operations. However, their application is hindered by several problems: (i) a spin-polarized
current pushes the chiral spin texture of skyrmions sideways and the entities eventually get trapped
or annihilate on the track edges [112, 113] ; (ii) the power consumption required to displace them by
current pulses is too large [114, 115] ; (iii) their displacement speed is limited to about 100 m/s [116].
These drawbacks could be alleviated by working with antiferromagnetic (AF) skyrmions [117] that can
operate up to 2 orders of magnitude faster than their ferromagnetic counterparts [116, 47]. Moreover,
using insulators, power consumption could be dramatically reduced, which is the aim of a new field
called spin-insulatronics [20].

Usually, magnetic skyrmions are obtained by engineering the interfaces of artificial heterostruc-
tures [110, 118]. The basic relevant interaction is the DMI that stems from the coupling between mag-
netic atoms in the interface electrical built-in field. It is of the same nature as the more general
Magneto-electric (ME) interaction expressing the gain in energy in presence of an internal electric
field, or polarization, when magnetism is non-collinear [99, 119, 120]:

EME = γME

∑
P · [eij × (si × sj)] (8.1)

with γME the inhomogeneous ME constant, P the polarization, eij the vector linking nearest neigh-bours and si × sj the cross product of neighbouring spins. Therefore, magneto-electric materials
intrinsically possess the possible interaction for generating skyrmions with the extra functionality
that unlike interfaces, it can be toggled by switching the polarization. Among the relevant materials,
BiFeO3 is archetypal as it is an antiferromagnetic ferroelectric with both ordering temperatures well
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above room temperature.
As such, it has been at the center of the huge revival of so-called ‘multiferroics’ since the early

2000s [121]. A vast literature has emerged to understand their nature [122], the coupling between
antiferromagnetism and ferroelectricity [123, 124, 31, 125] as well as ways to engineer their properties,
e.g. by epitaxial strain [126, 72, 127]. In BiFeO3, the significant coupling between electrical polarization
P and AF order [123, 124, 125] forces the existence of a single AF T-domain (of constant AF staggering
order) in a single polarization domain. This simplifies the domain structure of the AF order, leaving
only 3 possible cycloids or 3 possible AF S-domains (when cycloids are destabilized by strain) [25].
The possibilities offered by thin film technologies and strain engineering are exciting, but it is thus
far unclear what internal parameters should be tailored to produce and control individual skyrmions.
The goal of the present chapter is to pave the way to experimentally achieve this, based on realistic
modelling of BiFeO3[128].

8.2 Modelling Method

The simulation is based on the classical model of spin dynamics with the LLG equation as introduced
in Chapter 2. In BFO, the cycloid has a wavelength of 64 nm, equivalent to more than 100 atoms
(the lattice parameter of BFO is 3.96 Å). If one wants to calculate any 2-dimensional structures with
skyrmions, the number of atoms in the simulation could easily reach half a million, which is rather
heavy for the CPU. We thus use the code we developed as described in Chapter 2 to calculate on
GPUs. We use the Hamiltonian as Eq. 3.2 and the parameters as described in Chapter 3.2.3.

8.3 Result

8.3.1 Stability

The stability (or meta-stability) of the topological entities is a crucial parameter to obtain experimen-
tally achievable skyrmions. Therefore, the first part of this study is to find whether a skyrmion can
be stable or metastable in BFO and our ’handle’ is the uniaxial anisotropy K1u. We find that when
K1 is increased up to 0.012meV and we numerically initialize a skyrmionic state in a box of spins with
periodic boundary conditions ( the box size is 120 nm), the skyrmion state survives after the relax-
ation process, as shown in Fig. 8.1. This parameter is just above the threshold anisotropy as will be
explained in the following studies and will be the default parameter of skyrmion states in this chapter
if not otherwise mentioned. The size of the relaxed skyrmion size is 28 nm in BiFeO3 (close to the
half period of the bulk cycloid), shown in Fig. 8.2 (a). Interestingly, in a magneto-electric medium the
skyrmion is of hybrid nature as the spin winding generates an extra polarization in virtue of the spin
current model: PME = eij × (Si × Sj). Note that this electrical part of the skyrmion is not chiral as
it is generated by the spin chirality in a direction parallel to P , hence purely along [111] ( Fig. 8.2 (b) ).
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Figure 8.1: The spin texture of a skyrmion state with K1u tuned to be 0.012meV. (only 1 out of 24 spinvectors are represented in this figure)

Figure 8.2: (a) shows the size of the skyrmion to be 28 nm when K1u = 0.012meV. (b) shows themagnetic chirality-induced electric polarization. The polarization is mainly along the [111] direction(z-direction).
To find the full region where skyrmions are stable, we tune the K1u in a larger range. We set

the systems to relax starting from different initial conditions including a collinear AF state along [111],
cycloidal states with different wavelengths, and skyrmion states. The energy per atom of these sys-
tems is compared and summarized in the phase diagram in Fig. 8.3. We find that there is a critical
anisotropyKc indicated by the red dotted line that is at 0.01meV. Above this threshold, all of the non-
trivial states have higher energy than the collinear state, indicating that the system should be stable if
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it is "flopped" along [111]. Below the threshold, the lowest energy state is the cycloid state, and the op-
timal period is close to 64nm. Skyrmion states are simulated using the technique mentioned above.
We find that from just above the threshold to a wide range of K1u up to 0.032meV, the skyrmions
survive and keep their topology under the relaxation process. Below the threshold, the skyrmions
expand and become cycloid-like or so-called worm-like (as shown in Fig. 8.4), and keep their topology
mainly due to the forced periodic boundary condition. From these results, we can conclude that the
critical anisotropyKc=0.01meV is the threshold of the flop state as well as the threshold for the meta-
stability of the skyrmion. The size of the skyrmion also varies with the anisotropy, as shown in Fig.
8.5. The larger K1u, the more the energy gained for spins to align along the [111] direction, the larger
unbalanced torques induced byK1u from the outside and inside of the skyrmion’s in-(111)-plane spins
(as a result of the different density of [111]-aligned spins between the internal and external verge of
the in-(111)-plane spins), and therefore the smaller the skyrmion.

Figure 8.3: Phase diagram (energy vs anisotropy) where the zero is defined by the collinear AF state.Obtained ground states are the 64 nm cycloid below K = 0.010 meV and the collinear AF state above.
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(a) K=0.004meV (b) K=0.008meV
Figure 8.4: The relaxed states with skyrmion initialized below Kc. They either keep a skyrmion-likeshape due to the period boundary, or become a cycloid-like worm state.

Figure 8.5: Skyrmion size vs. anisotropy.
Since the boundary condition is periodic, what is actually being simulated is a square lattice of

skyrmion pillars. To prove that the stability is unaffected by the periodic boundary, we have varied
the box size and observed that the energy of a skyrmion converges for a box size of 120 nm, as shown
in Fig. 8.6. We also observed that the size of the skyrmions stays constant as the box size increases up
to 120nm (not shown here). Therefore, It is certain that what has been simulated is actually equivalent
to a single skyrmion since the interaction is negligible between the skyrmions ( i.e. itself reflected by
the periodic boundary). Regarding the [111] periodic direction, we also simulated a finite thickness of
4nm instead of an infinite thickness and obtained a similar structure as shown in Fig. 8.7. Its size is
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slightly smaller because of the missing exchange bonds induced by the free boundary condition. The
average anisotropy per atom is thus larger than the periodic case, which leads to a smaller size of
the skyrmion. Even if skyrmion lattice states exist in the two-dimensional plane, it should be in the
form of a hexagonal lattice. We further tested skyrmion lattices by imposing a hexagonal skyrmion
lattice and calculating the energy with varied super-lattice constants. We found that skyrmion lattices
always possess a higher energy than that of a single skyrmion in any region of the anisotropy (result
not shown). We thus conclude that the single skyrmion state will be the more stable skyrmion state
under such conditions.

Figure 8.6: Skyrmion energy vs. distance. Here the skyrmion energy is defined to be the energydifference between skyrmion states and flop states of the whole system. The energy converges asthe distance between skyrmions reaches 120 nm.
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Figure 8.7: Skyrmion state of a 4nm thick thin film. The [111] direction has a free boundary condition.

A simple relaxation procedure using the LLG could not quantify the stability of the entity. Since
thermal stability is crucial for real-life applications, we further conducted a GNEB calculation to verify
the meta-stability quantitatively. GNEB calculations are conducted by the software LAMMPS. It can
numerically find the lowest energy path to transform the topological to the trivial states. The calcula-
tion result is shown in Fig. 8.8. It can be seen that the energy barrier is about 0.7 eV for the simulated
layers ( 6 (111)-layers, about 1.4nm ). Taking 4nm, which is the thickness of ultrathin BFO films pro-
posed for an experiment, the energy barrier should be around 2eV. Such an energy barrier is high
enough to resist thermal fluctuations at room temperature. Hence, we can conclude that if we are
able to nucleate such a skyrmion structure in real life, it should survive for a sufficiently long time.
Again, the main requirement here is that the uniaxial anisotropy has to be increased (by at least a
factor of three) compared to that of bulk samples. Epitaxial strain is probably the right strategy to
achieve this enhanced anisotropy, as it was already shown that different antiferromagnetic ground
states ( collinear AF and different cycloid types ) can be reached when BiFeO3 are grown on differentsubstrates with different orientations.
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Figure 8.8: GNEB calcuation to verify the stability of the skyrmion. The starting state is a skyrmion stateforK1u = 0.12meV. The end state is a flop state along [111]. The skyrmion goes through a Chimera-typeannihilation. Therefore, the skyrmion is metastable but once nucleated, it is protected by a largeenergy barrier of 0.7eV of topological nature.

8.3.2 Dynamics

In order to go beyond the mere stability arguments, it is essential to find the right stimulus to control
the AF skyrmionic texture either to nucleate or move the entities. The prime candidate for this is spin-
transfer torque (STT). Since our material is insulating, out-of-equilibrium angular momentum has to
be injected from another layer through an interface. This can be done using an adjacent conducting
Pt layer where spin-orbit torque can be generated by passing a large current. Experimentally, it ap-
pears that this has never been achieved because the required current densities are so large that Joule
heating hasmore effect than injected angular momentum. Another way of injecting the required spin
densities with a limited Joule effect relies on the ultra-fast demagnetization of an adjacent ferromag-
netic layer using a femtosecond optical laser pulse. This is themost efficientmechanism envisioned in
the present chapter, taking reasonable spin bursts as measured experimentally. Alternatively, pho-
toconductive switches may be used to generate longer pulses of spin currents. For computational
purposes, the damping-like Slonczewski spin-transfer torque is introduced in the equation of motion
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as:

ωτ ≈ G

l

a3

ns
js (8.2)

withG the spin transparency at the interface, a the lattice constant, ns the number of magnetic atoms
per unit cell, l the thickness of the layer, and js the spin current expressed in µB ·m−2 · s−1 . ωτ hasthe dimension of a frequency. Here we take G = 0.1, a = 0.396nm, ns = 5 per unit cell, l = 5nm and
js = 6× 1031 , which leads to ωτ = 14.9GHz, corresponding to 9.8× 10−3meV in energy per atom.

As introduced in Chapter 1.3 and discussed in Chapter 4, in the case of a homogeneous AF domain,
different behaviours can occur depending on the orientation and strength of the STT with respect
to the Néel vector [54, 95]. In particular, during a sub-picosecond STT pulse applied perpendicular
to it, the spins tilt towards the STT direction, accumulating energy and gaining magnetization; then
they relax by gyrating along the generated magnetization direction on picosecond time scales. If
the torque overcomes the anisotropy energy barrier, and the total angular momentum injected is
sufficient, the spins eventually relax to another stable direction. We find that this is especially efficient
in triggering the dynamics of pre-existing skyrmions in a BiFeO3 layer. Here, our atomistic simulations
are essential because as the angle of angular momentum accumulation and local spins vary in space,
it is hard to simply predict the possible distortion and motion of a topological entity. As shown in
Fig. 8.9, an STT pulse along the -x direction in plane could store some angular momentum in the
system (equivalent to transmitting some velocity to the skyrmion as revealed by the Eq. 4.17 in Chapter
4 ) and trigger a motion of the skyrmion along y. This is not constrained to the x or y direction.
For an arbitrary direction of STT applied in the (111)-plane, the skyrmion will be set in motion with a
velocity perpendicular to the STT direction ( it is isotropic in the plane due to the symmetry of the
skyrmion ). The direction of motion is thus controlled in experiments by the magnetization direction
of the adjacent ferromagnet. The final position of the skyrmion is proportional to the total angular
momentum injected. There is no intrinsic constraint on the minimum torque that should be applied,
as indicated by the torque modelled by SOT injection from Pt. The small torque pushes the skyrmion,
reaching an equilibrium state with the friction that arises from the damping term in the LLG equation,
such that the skyrmion moves at a constant velocity.
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Figure 8.9: STT applied in-plane could trigger the dynamics of the skyrmion. (a) shows the motionresulting from a [-110] pulse with 200 fs duration. A maximum initial velocity over 10 km/s can bereached in a direction perpendicular to the injected spins without destroying the skyrmion. (b) showsthe skyrmion motion for parameters mimicking three different experiments: a 100 ps long spin in-jection from Pt with js = 0.06 × 1030µB · m(−2) · s(−1) (blue line), STT generated from ultra-fast de-magnetization of a ferromagnetic adjacent layer applied for 0.2 ps with js = 61 × 1030µB ·m−2 · s−1

(orange line) and a 5ps long STT delivered by an electrical pulse from a photoconductive switch with
js = 6 × 1030µB · m−2 · s−1 (green line). Crosses and filled circles represent positions respectivelyduring and after the STT pulses. The inset shows that the final position scales linearly with the totalamount of spins injected.

Furthermore, STT applied perpendicular to the (111) plane could trigger an interesting twisting
mode of the skyrmion. Themainmotion of the spins is to oscillate in the (111) plane coherently around
the skyrmion, as shown in Fig. 8.10. The frequency is extracted to be about 0.7 THz as plotted in Fig.
8.11.

Figure 8.10: Illustration of the twisting mode. The spins oscillate coherently due to the symmetry ofthe skyrmion and the torque injected from STT.
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Figure 8.11: The twisting mode frequency is 0.7 THz. ϕ is the in-plane deviation angle of the in-(111)-plane spins from their original direction.

SinceBiFeO3 ismultiferroic, it is natural to expect electric control of the antiferromagnetic skyrmion.
Indeed, applying an electric field can in principle add or subtract to/from the magnetoelectric coeffi-
cient. This should transiently change the natural size of the skyrmion. Therefore, we simulated pulses
of electric fields in different directions and found that a pulse along the [111] direction could induce a
breathing mode as shown in Fig. 8.12. When applied along in-plane directions electric pulses trigger
a complicated response of the skyrmion as shown in Fig. 8.13.

Figure 8.12: (a) Breathing mode induced by a [111] electric pulse where the mode frequency (b) isobtained at 0.11 THz (the FFT is in inset). The applied field is overly large (500 MV/cm) in order tobetter visually see the effect on the figure, but a smaller field gives the same qualitative result.
97



Figure 8.13: Response of the skyrmion in different regions after an electric field pulse in-plane. Theskyrmion endures an inhomogeneous torque and results in a non-coherent oscillation.

8.3.3 Nucleation
The most stable state with our chosen parameters for BiFeO3 is the collinear state along [111]. Thisconfiguration is the stable state on which we want to write a skyrmion. The energy barrier applies for
both sides of the curve in Fig. 8.8. This indicates that an excitation of at least 1.2 eV per 6 (111)-layers is
required to transform the system from trivial topology. The optimal strategy to overcome this huge
energy barrier would be: (i) to apply stimuli that transform the topology close to theminimum energy
path (ii) to apply the stimuli on larger areas and craft the right topology on larger scales in order to
reduced the excitation energy per atom (iii) to accumulate the excitation over time.

STT has been shown in Chapter 4 to be a useful tool to switch AF domains. Creating the proper
topology has to involve switching part of the AF domain from the trivial [111] state. So we first attempt
to nucleate a skyrmion with STT. To apply strategy (ii), the manipulation with the cheapest per-atom
energy cost to flip the AF state would be assumed to be applying STT on a very large area. Never-
theless, this is not true as we find that the threshold is lower if we apply only to a finite area, which
will be discussed in the next paragraph. To find the threshold STT that could overcome the uniaxial
anisotropy, we create a box of spins with a trivial collinear state along [111] with periodic boundary
conditions. A step function in time of STT is applied. We find that the threshold is between 0.07 meV
to 0.08 meV, which is close to the anisotropy but lower. Interested readers could check the snapshots
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of the states shown in Fig. E.1 and Fig. E.2 in the Appendix.
The next to be simulated is STT applied on a 200nm×200nm square, as illustrated by Fig. 8.14

(a). Although an analysis from strategy (ii) would indicate that the threshold should be higher in the
square case, the numerical simulation shows the opposite. The threshold is found to be between
0.065meV and 0.066meV. The nucleation process is shown in Fig. 8.15 ( Fig. E.3 and Fig. E.4 in the
appendix show a failed process and a successful process with higher STT). The l vector is successfully
flipped even below the previous threshold in the homogeneous case. The reason is the accumulation
of energy from the interference of the spin waves and the cycloid-like texture of the spin waves, which
is favoured by the magneto-electric coupling. Despite these gains of energy, the threshold is not so
much lowered compared with the homogeneous case ( only about 15% ).

(a) STT along y direction (b) STT along Landau pattern (clock-wise)

(c) Landau pattern (counter-clockwise)
Figure 8.14: Illustration of STT applied on a square area with 200nm size.
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(a) t=6.2ps (b) t=12.6ps (c) t=20.2ps (d) t=24.2ps
Figure 8.15: A successful attempt to nucleate skyrmion for STT applied along y. STT=0.066meV. Twoentities with topological defects annihilate while the third one survives as a skyrmion.

To adopt strategy (i), STT forming a Landau pattern is applied to the same initial state, as illustrated
by Fig. 8.14 (b) and (c). The threshold is found to be slightly smaller (about 10%), as shown in Fig. 8.16.
Interestingly, due to the intrinsic chirality of this magnetic configuration, there is a favoured direction
which is the clockwise Landau pattern of STT. However, the inverse STT has the same threshold for
creating a skyrmion ( as shown in Fig. E.5 in the appendix). This indicates that the skyrmions can be
created by the sharp interface between different STT directions or the overlap of the spin waves gen-
erated by the different directions of STT. The advantage of using a Landau pattern with the preferred
chirality is better revealed when the STT is slightly higher than the threshold ( as shown in Fig. E.6 in
the appendix). Under this STT, the counter-clockwise creates two skyrmions in a similar process as in
Fig. E.5 ( figures not shown ), but clockwise STT creates a target skyrmion, during the process where
the Landau pattern collectively flips the spins twice with the right topology. Demagnetizing vortex
states should achieve similar results and may be a good idea to nucleate skyrmion.

(a) t=1ps (b) t=1.8ps (c) t=4.2ps (d) t=14.2ps
Figure 8.16: Clockwise STT=0.062meV. Four skyrmions are formed at the corners. Due to symmetry,they have the proper topology.

We also tried to nucleate skyrmion with electric fields. However, we find that this does not gen-
erate the appropriate skyrmion for any reasonable field value applied on a 100nm spot. Attempting
a periodic resonant excitation (adopting the strategy (iii) ), we also failed to nucleate a skyrmion even
for a field amplitude of 100 MV/cm. Therefore, an electric field alone is not adequate for nucleation.
The details can be found in the Appendix E.
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8.4 Conclusion
To conclude, we have explored the conditions that drive BiFeO3 towards a topological transition. We
find that with a slightly enhanced uniaxial anisotropy that could be induced using strain, individual
antiferromagnetic skyrmions are protected by a large topological barrier. Using spin-transfer torque
alone, nucleation is hard to achievewith experimentally available intensities (at least within our simple
model), but perhaps not impossible with the help of temperature to reduce the energy barrier. In any
case, STT is adequate to excite and even push pre-existing skyrmions with speeds faster than 10 km/s.
Therefore, our simulation work should trigger experimental studies to reach the conditions to pro-
duce skyrmions in BiFeO3 and use these entities as advantageous alternatives to their ferromagnetic
counterparts regarding their faster dynamics and simpler linear motion.
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Chapter 9

Conclusion

In this dissertation, we presented the results of our theoretical and numerical studies of the spin tex-
tures and dynamics in archetypical antiferromagnetic insulator NiO andmultiferroic antiferromagnet
BiFeO3. Our numerical tools obtained crucial results based on atomistic models. In particular, the
new high-performance code that we developed has made possible a series of studies in BiFeO3. Theantiferromagnets, due to their high resonance frequencies and low energy dissipation, have the po-
tential for the ultrafast manipulation of magnetic textures. The magnetoelectric interaction in BiFeO3has endowed the possibilities for the existence of topological magnetic entities. Our studies could be
useful for future theoretical and experimental studies.
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Appendix A

NiO Spin Wave Control and Logic Gates

Discussions of the results in Chapter 4 are in this appendix.

A.1 Discussion

A.1.1 Attenuation of the Domain Wall motion
The θ attenuates as the domain wall propagates, which is induced by two effects: damping and the
energy distribution along its propagation path (such as another domain wall that breaks off). The
attenuation of the θ appears to be linear along the propagation, but its rate is two-fold linear, as
shown by Fig. A.1.
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Figure A.1: The attenuation of θ in comparison with Fig. 4.8. "θ max" represents the maximum am-plitude of θ and its position when the domain wall propagates. The blue dashed line represents thewavefront that propagates at 41.7km/s. The green dashed lines indicate the 0nm position, the begin-ning of the first breakdown of the domainwall, the beginning of the second breakdown, the beginningof the slow down of the last domain wall, and the 3000nm position, respectively. The yellow dashedlines are all parallel, indicating that the phases when the domain has broken down have the samevelocity, which differs from the other phases indicated by the parallel red dashed line.
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Appendix B

BFO in Strong Magnetic Fields

B.1 Periodic Boundary in x, y and z

The invariant defined in Eq. 5.1 is a vector, but themain component of the vector is along [111] direction.
The V along z per atom is plotted in Fig. B.1 .

Figure B.1: The absolute value of the invariant V z component under different magnetic fields ap-plied. The invariant is calculated by Eq. 5.1 for each site and taken as average among all sites. Bothinitializations (cycloid and flopped) are calculated, and what is plotted is only the one among the twothat ends up with lower energy.
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Figure B.2: The three direction components of the magnetization with magnetic fields applied alongx. The magnetization is calculated as the minus of the mean value among all the spin unit vectors inthe simulation. Similar to Fig. B.1, the magnetization of the lower energy state is plotted.

With the field applied along y, the anharmonicity scales linearly, which is verified for free boundary
conditions in the x and y directions, as shown in Fig. B.3. When the field is applied along z, the period
is also verified to be constant ( plot not shown ).

108



Figure B.3: Withmagnetic fields applied along y, (a) the anharmonicity and (b) the period of the cycloidare verified for free boundary conditions in the x and y directions. As the field increases, the perioddoes not change, whereas the anharmonicity changes.
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Appendix C

Effect of a Pulse of Spin-transfer Torque
on the BFO Cycloid

Some details of the spin dynamics in NiO and some discussions are recorded in this appendix.

C.1 Results

C.1.1 Homogeneous STT along k Applied on the Whole Area

In this model, the STT is applied homogeneously on the cycloid. We simulate a box with periodic
boundary conditions in all three directions, as shown in Fig. 6.2 (b).

C.1.1.1 STT Applied Parallel to k

The magnetization oscillates mainly along the x direction (the cycloid direction), as shown in Fig. C.1.
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(a) Spin x and y component for STT = 1e-2 meV (b) Spin x and y component for STT = 1e-3 meV

(c) Spin x and y component for STT = 1e-5 meV
Figure C.1: Spin x and y components on average. The blue dots are during the STT pulse and theorange ones are after the STT. The magnetization oscillates along the x direction (k direction). It isinteresting that despite the magnetization oscillation along y being at least two orders weaker thanalong x, its frequency is not the same: it is about 1THz.
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C.1.1.2 STT Applied Perpendicular to k

The motion of the cycloidal domain wall is damped similar to a friction model, as shown in Fig. C.2.

Figure C.2: Translation of the cycloid for STT = 1e-3 meV.

The spin density wave is at the same order of magnitude of the STT-induced shift, or orders of
magnitude larger. The translation of the cycloid is accompanied by a second-order effect of oscillation.
The nonlinearity is probably induced by the presence of the D2 DMI term, the anharmonicity of the
cycloid which is induced by theK1u term, and the rotation of the l vector in the l-[11-2] plane instead of
rotation around [1-10]. This self-oscillation of the cycloid can be viewed in Fig. C.3, where the average
spin y component along the cycloid is plotted for different STT amplitude.
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(a) Spin x and y component for STT = 1e-2 meV (b) Spin x and y component for STT = 1e-3 meV

(c) Spin x and y component for STT = 1e-5 meV
Figure C.3: Spin x and y component on average.

C.1.2 STT Applied on a Fragment of Long Multi-period Cycloid

The result discussed in this section is obtained from simulation as shown in Fig. 6.1 (c). STT pulse
with a duration of 100fs is applied on a segment of the long cycloid structure, after which the excited
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spin dynamics are analyzed. How these dynamics propagate, and in particular, in what velocity and
whether in the same velocity for different propagation directions is the main concern in this and the
following section.

To simplify and focus on the main feature, we show the absolute value of the variation of s. The
landscapes of the difference between s and their directions at initial time (before the STT pulse) are
shown in Fig. C.4 and Fig. C.5. As shown by the data (not shown), the dynamical modes are the same
as in the previous section. The velocities for the two modes are the same at 25km/s, which is shown
in Fig. C.6.
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(a) The landscape of variation in the xz plane. The variation is amplified by 10 times.

(b) The landscape of variation along y. The variation is amplified by 100 times.
Figure C.4: The landscape of the spin dynamics with time for STT pulse ( 0.01meV strength and 100fsduration ) applied along x. The y-scale in the plot is the norm of the variation of s. Different coloursrepresent the different times after the pulse of STT. The bottom line is the snapshot taken at the endof the STT pulse. The data is shifted by 1 along y for every following snapshot. Each snapshot is takenat 2 ps after the previous one. The dashed lines are the baselines that show the zero value for eachsnapshot. The variation is shown by the solid lines with some amplification to visualize.
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(a) The landscape of variation in the xz plane. The variation is amplified by 10 times.

(b) The landscape of variation along y. The variation is amplified by 1000 times.
Figure C.5: The landscape of the spin dynamics with time for STT pulse ( 0.01meV strength and 100fsduration ) applied along y. The figure is in the same format as Fig. C.4.
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(a) STT applied along the x direction. (b) STT applied along the y direction.
Figure C.6: The position of wavefront vs time after the pulse. STT is applied along the x and y direc-tions. The velocity of the wavefront is about 25 km/s.

C.1.3 STT Applied on a Small Area of a Wide Cycloid

The result discussed in this section is obtained from the simulation as shown in Fig. 6.1 (d). STT pulse
with a duration of 100fs is applied on a segment of the wide cycloid structure. It is unknown a priori if
the propagation velocity is the same along k and perpendicular to k. The landscapes of the variations
are shown in Fig. C.7 and Fig. C.8. The velocities for the two modes are the same at 25km/s, which is
shown in Fig. C.9.
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(a) The landscape of Sxz for STT along x. The variation is amplified by 100 times.

(b) The landscape of Sy for STT along x. The variation is amplified by 100 times.
Figure C.7: The landscape of the spin dynamics with time for STT pulse ( 0.01meV strength and 100fsduration ) applied along x. The figure is in a similar format as Fig. C.4, but each snapshot is taken 0.2ps after the previous one.
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(a) The landscape of Sxz for STT along y. The variation is amplified by 10 times.

(b) The landscape of Sy for STT along y. The variation is amplified by 100 times.
Figure C.8: The landscape of the spin dynamics with time for STT pulse ( 0.01meV strength and 100fsduration ) applied along y. The figure is in the same format as Fig. C.7.
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(a) STT applied along the x direction. (b) STT applied along the y direction.
Figure C.9: The position of wavefront vs time after the pulse. STT is applied along the x and y direc-tions. The velocity of the wavefront is about 25 km/s.

C.2 Discussion

C.2.1 Constant STT Applied

The previous simulation mainly concerned STT pulses. In Fig. C.10, the spin x and y components
after 100 ps of STT are shown. It can be seen that the oscillation is mainly induced by the pulse or
the sharp increase (decrease) of STT. For constant STT applied along y, the scenario is similar to the
skyrmion constant velocity motion, where the cycloid motion becomes a constant velocity due to the
equilibrium between driving and friction.
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(a) STT applied along x (b) STT applied along y
Figure C.10: STT = 1e-2 meV applied for 100 ps (blue lines) then paused for 100 ps ( orange lines ). It canbe seen that oscillation comes from the sharp raising or dropping of the torque.
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Appendix D

Multi-P domain in BiFeO3

D.1 Results

D.1.1 D2 Domain wall in a Single P Domain

Themmap for different angles of the domain wall is shown in Fig. D.1.
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(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.1: Magnetization vectorm in a single P domain withD2 domain wall.

The stray magnetic field is calculated and shown in Fig. D.2 and Fig. D.3. The shown magnetic
field is assumed to be measured at 50A above the surface. The discontinuous change of m induces
a domain wall pattern. Depending on the angle with respect to the cycloid, the domain wall either
shows a mismatch of the cycloid, or an enhancement of the magnetic field.
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(a) -55 degree. (b) -45 degree.

(c) -40 degree. (d) -30 degree.

(e) -20 degree. (f) -10 degree.

(g) -5 degree. (h) 0 degree.
Figure D.2: Stray field measured at 50 Angstrom above the BFO surface. The field is measured at 54.7degree angle with respect to z axis along y direction.
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(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.3: The stray field measured at 50 Angstrom above the BFO surface. The field is measured ata 54.7-degree angle with respect to the z-axis along y direction.
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D.1.2 2P Domain

In the following, in order to view the spin texture and the magnetic field at the same time, the cycloid
structure is represented by green dots. The extraction of the green dotted lines globally follows the
in-plane spins in the cycloid. The magnetic stray field together with the cycloid structures is shown
in Fig. D.4 (c) where it can be seen that for the same sign of D2, even though the stray field looks
symmetric on the two D2 domains, the spin structure is not completely symmetric.

(a) 0 degree. (b) 0 degree. (c) 0 degree.
Figure D.4: The spin texture of a symmetric field pattern could be asymmetric. (a) is the spin texture.(b) extracts only those spins that are in the (001) plane (the green dots). (c) overlaps the green dots onthe field image.

The magnetic fields are shown in Fig. D.5 and Fig. D.6. There are two different types of domain
walls, where the D2 in the left and right domains are either the same sign or different sign. It can
be seen that the domain wall patterns are either symmetric or asymmetric depending on the sign or
D2. If the D2 has an opposite sign, then the center of the “V” shape in the field pattern is shifted withrespect to the D2 domain wall.
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(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.5: P Domain wall -40 degree. TheD2 of the two domains have the same sign.
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(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.6: P Domain wall -40 degrees. TheD2 of the two domains have the opposite sign.

The magnetic field together with the cycloid structures are shown in Fig. D.7 and Fig. D.8. D2
was turned off to test if this asymmetry is induced by a bad-defined D2. The texture of the cycloid is
the same. In order to see if our domain wall model is influencing this, A P domain wall was created
for 1-2 atomic layers. The asymmetry still exists. It was found that this asymmetry is induced by
initialization. We varied two parameters for this initialization: the relative phase and the position of
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the interface. We find that both factors influence the relaxed state. But the position is responsible for
this asymmetry. The results are shown in Fig. D.9 and Fig. D.10.

(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.7: P Domain wall -40 degree. TheD2 of the two domain have the same sign.

130



(a) 0 degree. (b) 5 degree. (c) 10 degree.

(d) 20 degree. (e) 30 degree. (f) 40 degree.

(g) 50 degree. (h) 60 degree. (i) 70 degree.

(j) 80 degree. (k) 90 degree.
Figure D.8: The stray field and the cycloid structure of P domain wall -40 degrees. The D2 of the twodomains have the opposite sign.
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Figure D.9: Changing the position of the initialized interface influences the relaxed state.
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Figure D.10: Changing the phase of the cycloids influences the relaxed state.
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D.1.3 4P Domain
Similar results as in the main text could be obtained for P pointing out, as shown in Fig. D.11.

(a) (b)

(c)
Figure D.11: (a) the spin texture. (b) the field image. (c) the field image with the lower-right domainflipping theD2 sign.
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Appendix E

Antiferromagnetic skyrmion in BFO

Some results and discussions related to Chapter 8 are in this appendix.

E.1 Results

E.1.1 Nucleation
Homogenous STT is applied on [111] flop BFOwithK1u tuned to 0.01meV. The spin dynamics are shown
in Fig. E.1 and Fig. E.2.

(a) t=0ps (b) t=4.2ps (c) t=8.2ps (d) t=12.2ps (e) t=16.2ps (f) t=20.2ps
Figure E.1: Homogeneous STT of 0.07meV applied perpendicular to [111] direction. The STT is appliedin a step function in time. The spins are not flipped by the STT and returns back to be along [111].

(a) t=0ps (b) t=4.2ps (c) t=8.2ps (d) t=12.2ps (e) t=16.2ps (f) t=20.2ps
Figure E.2: Homogeneous STT of 0.08meV applied perpendicular to [111] direction. The STT is appliedin a step function in time. The spins are flipped by the STT.

The STT below the threshold applied on a 200nm×200nm square, as illustrated by Fig. 8.14 (a),
could create some entities that are topologically faulty, as shown in Fig. E.3.
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(a) t=4.2ps (b) t=14.2ps (c) t=20.2ps (d) t=24.2ps
Figure E.3: Failed attempt to nucleate skyrmion for STT applied along y. STT=0.065meV. The twoentities nucleated annihilate due to the imperfect topology. The topology is broken in the same wayas shown in the GNEB calculation. The asymmetry (the broken topology) arises from the favouredchirality of magneto-electric coupling.

Different fromwhat is shown in Fig. 8.15, the STT over the threshold could create a skyrmion from
flipping the whole region, as shown in Fig. E.4.

(a) t=3.6ps (b) t=9ps (c) t=16.6ps (d) t=66ps
Figure E.4: A successful attempt to nucleate skyrmion for STT applied along y. STT=0.067meV. Thewhole region is flipped under this torque and relaxes to the right topology. The relaxation time islonger than the STT=0.066 meV case because the large skyrmion takes time to shrink and dampen itsbreathing mode.

The STT forming a counter-clockwise Landaupattern also creates skyrmions at the same threshold
as the clockwise Landau pattern, as shown in Fig. E.5.

(a) t=1.8ps (b) t=2.2ps (c) t=4.2ps (d) t=14.2ps
Figure E.5: Counter-clockwise STT=0.062meV. The skyrmion is formed at the center.

The STT forming a clockwise Landau pattern with its amplitude higher than the threshold creates
a target skyrmion, as shown in Fig. E.6.
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(a) t=2.4ps (b) t=5ps (c) t=10.6ps (d) t=66ps
Figure E.6: Clockwise STT=0.064meV. The whole applied region flips coherently.

E.2 Discussion

E.2.1 Stability

(a) GNEB calculation for K=0.016meV. (b) GNEB calculation for K=0.020meV.
Figure E.7: GNEB calculation forK1u above 0.012 meV

In the result section, we conducted a GNEB calculation forK1u = 0.012meV. The stability of skyrmion
states for other anisotropy is also verified as shown in Fig. E.7. The energy barrier increases up to
about 0.8 eV asK1u increases to 0.016meV, then drops down to about 0.1 eV asK1u reaches 0.02meV.
The increase in the energy barrier could be caused by the increase in anisotropy. The decrease of the
barrier could be induced by the shrinkage of the skyrmion size. As indicated by Fig. 8.5, skyrmion size
reaches about 7 nm at 0.02meV anisotropy.
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Figure E.8: GNEB calculations to find the stability of different sizes of skyrmion ( or different coarsegrain simulations )

(a) (b) (c) (d) (e)
Figure E.9: The skyrmions along the minimum energy path. The parameter of the system is bulk BFOwithK1u tuned to 0.012meV. The skyrmion size is 28 nm.

(a) (b) (c) (d) (e)
Figure E.10: The skyrmions along the minimum energy path. The system is tuned by factor n = 3 sothe skyrmion size is 7nm.
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(a) (b) (c) (d) (e)
Figure E.11: The skyrmions with bulk BFO and K1u=0.02meV along the minimum energy path. Theskyrmion size is 6nm.

In general, the relation between the energy barrier and skyrmion size is a complicated issue [129].
It is essentially the same problem of how coarse grain the numerical implementation of the continu-
ous approximation can be allowed for appropriate GNEB calculation. We tuned the magneto-electric
and anisotropy by n and n2 times respectively, corresponding to the case of the "n-times" coarse grain
or n-times smaller skyrmion. We conducted GNEB calculations to obtain the energy barrier of these
cases. The results are shown in Fig. E.8. For large skyrmions, the For n=2 and n=1, the energy barrier
has similar behaviour as the case for K1u=0.020 meV shown in Fig. E.7b. The detailed topological
transition of skyrmions of the case of BFO with K1u=0.012meV, BFO with K1u=0.02meV, and n=3 fac-
tor of BFO with originallyK1u=0.012meV are shown in Fig. E.9, Fig. E.11 and Fig. E.10 respectively. The
critical size appears to be above 7 nm and below 11 nm (skyrmion size of n=2 case). The annihilation
path for skyrmions larger than the critical size is the Chimera type, where the topology is broken at
some position that is center-asymmetric. This is preferred rather than the symmetric annihilation for
skyrmions smaller than the critical size, probably because the energy barrier is higher for shrinkage
of skyrmion as revealed by the sharp increase of energy barrier of n = 3 case in Fig. E.8.

E.2.2 Nucleation

(a) t=0ps (b) t=10ps (c) t=20ps (d) t=60ps
Figure E.12: Electric field 2ps pulse with an amplitude of≈ 10000MV/cm applied to a flopped state withvery large noise (spin tilting at an angle up to 10 degrees).
A very strong pulse of electric field could nucleate a skyrmion with the help of some noise in the
system, as shown in Fig. E.12. Although this is working in the simulation, the electric field applied is
way above the feasible value.
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Résumé en Français

Introduction
Lesmatériauxmagnétiques ont été explorés et utilisés depuis longtempsdans l’histoire de l’humanité.
Il s’agit de matériaux qui peuvent interagir avec les champs magnétiques. Historiquement, les bous-
soles fabriquées à partir de pierres de « lodestones »magnétiques ont été utilisées pour la navigation
via leur intéraction avec le champ magnétique terrestre. Aujourd’hui, malgré notre connaissance ap-
profondie des matériaux magnétiques, nous cherchons encore des méthodes pour manipuler les
minuscules "boussoles" - les moments magnétiques de spin et orbitaux -, en utilisant la fonction-
nalité de leur "navigation" pour enregistrer et traiter l’information à l’échelle du micromètre ou du
nanomètre par leur direction d’aimantation. En particulier, l’utilisation des moments magnétiques de
spin a été intensivement étudiée dans le domaine de la spintronique. Les matériaux magnétiques
fonctionnels et leurs manipulations sont la clé de cette recherche.

Les matériaux magnétiques typiques tels que les métaux de transition Fe, Co, Ni et leurs alliages
ont été les matériaux magnétiques les plus étudiés. Il s’agit de matériaux ferromagnétiques, dans
lesquels les spins sont alignés par les interactions d’échange. Ces interactions sont étroitement liées
à leur conduction électrique : elles sont induites par la délocalisation des électrons des bandes 3d.
Leurs moments magnétiques peuvent être facilement manipulés par des champs magnétiques ex-
ternes. En appliquant un champmagnétique oscillant, on peut exciter une résonancede la dynamique
de spin connue sous le nom de résonance ferromagnétique. Leurs fréquences caractéristiques se
situent généralement dans la gamme des GHz. Contrairement à ce qui se passe dans les ferromag-
nétiques métalliques, dans certains oxydes, les interactions d’échange sont médiées par les atomes
d’oxygène, ce qui entraîne un désalignement des spins des atomes magnétiques par rapport à leurs
sites voisins. Les matériaux présentant ces arrangements de spins anti-alignés sont des matériaux
antiferromagnétiques.

Cesmatériaux antiferromagnétiques possèdent des fréquences de résonance atteignant la gamme
du THz, soit deux ordres de grandeur plus élevés que ceux des ferromagnétiques. De nombreux
antiferromagnétiques, tels que l’oxyde de nickel NiO, sont des oxydes isolants dans lesquels la dissi-
pation d’énergie de la dynamique des spins est faible en raison de la nature localisée des électrons.
Leur fréquence de résonance élevée et leur faible dissipation d’énergie ont suscité un intérêt con-
sidérable, car l’industrie électronique moderne se heurte a des limites en rapidité et dissipation de
chaleur, et atteint des limites de taille. En outre, en raison de leur disposition antiparallèle, les struc-
tures de spin dans les AF sont robustes, ne sont pas facilement affectées par des champs externes et
ne produisent pas de champs parasites à l’extérieur de l’échantillon. Cette propriété peut être con-
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sidérée comme un avantage en termes de robustesse, mais elle pose également des défis en termes
de sondage et de manipulation. Par conséquent, la modélisation et les simulations numériques de
leur dynamique de spin sont cruciales pour comprendre les processus microscopiques pertinents à
l’échelle de temps de la picoseconde et pour prédire les conditions critiques de certains phénomènes
physiques intéressants.

Méthodes
La dynamique du spin peut être approximée par l’équation de Landau-Lifshitz-Gilbert (LLG), sur laque-
lle est basée notre simulation de la relaxation et de la dynamique. Nous avons utilisé deux logiciels
pour notre étude : LAMMPS ainsi qu’un code maison que nous avons développé. LAMMPS peut être
utilisé comme code de simulation de la dynamique de spin pour n’importe quel matériau. Comme il
ne peut être parallélisé sur des CPU, nous n’avons pu l’utiliser que pour simuler des textures de spin
plus petites à l’échelle atomique (quelques dizaines de milliers d’atomes). Nous l’avons utilisé exclu-
sivement dans notre étude sur le NiO. Sur les ordinateurs ordinaires, LAMMPS prendrait un temps
inacceptable pour simuler des systèmes de spin plus importants, tels que les textures de skyrmions
bidimensionnels dans BiFeO3, où des millions d’atomes sont requis. Afin de simuler ces textures de
spin sans l’aide de superordinateurs, nous avons choisi de développer un nouveau code qui paral-
lélise le calcul sur des GPU. Ce code maison a été conçu sur mesure pour optimiser les performances
sur les GPU et son algorithme est spécialement conçu pour simuler les textures de spin avec la struc-
ture du réseau de BiFeO3. Avec l’aide des GPU les plus récents, ses performances sont plus de 100
fois supérieures à celles de LAMMPS, ce qui a permis notre étude du BFO. Notre code maison a été
calibré et vérifié, en commençant par chaque type d’interaction sur quelques atomes, jusqu’à consid-
érer toutes les interactions incluses dans l’hamiltonien sur des dizaines de milliers d’atomes. Cette
vérification approfondie garantit que notre nouveau logiciel donne des résultats corrects.

NiO et BFO
Deux matériaux, NiO et BiFeO3, ont été étudiés tout au long de cette thèse. Le NiO a été l’un des
premiers antiferromagnétiques étudiés en raison de son état AF à température ambiante avec une
température de Néel de TN = 523K. Au-dessus de TN, le NiO a un réseau fcc de type NaCl où chaque
sous-réseau est cubique. En dessous de TN, une petite contraction le long de la direction [111] appa-
rait. Les spins sont couplés ferromagnétiquement dans les plans [111] et antiferromagnétiquement
entre ces plans. Il existe quatre choix possibles de couches (111) et six directions énergétiques dans
le plan (111), ce qui correspond à quatre domaines T et six domaines S. Nous avons choisi le NiO pour
étudier la propagation et le contrôle des ondes de spin antiferromagnétiques. La ferrite de bismuth
BiFeO3 (BFO) est l’archétype dumatériaumultiferroïque, c’est-à-dire un type dematériau qui possède
simultanément plus d’un ordre ferroïque. Dans les conditions ambiantes, il s’agit d’un antiferromag-
nétique ferroélectrique, avec une interaction magnétoélectrique qui couple les ordres magnétique
et ferroélectrique, fournissant une possibilité supplémentaire pour manipuler la structure de spin.
L’orientation du spin AF dans le BFO est modulée par un ordre cycloïdal incommensurable, induit
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par l’interaction magnéto-électrique, ce qui permet de créer des entités topologiques. Le plan de la
cycloïde de spin est parallèle à la direction [111] (la direction de la cycloïde k est donc perpendicu-
laire à [111]) et sa longueur d’onde est mesurée à 62 nm. Parallèlement à la cycloïde, il y a également
une inclinaison des spins perpendiculaire au plan de la cycloïde, ce qui induit une onde de densité
de spin (SDW), qui provient de l’inclinaison de l’octaèdre. Nous avons étudié la texture magnétique
dans le BFO sous l’effet de champs magnétiques intenses et de couples de transfert de spin (STT),
dans de multiples domaines ferroélectriques, et prédit l’existence d’entités topologiques telles que
des skyrmions dans certaines conditions susceptibles d’être induites par une distorsion de la maille.

Contrôle des ondes de spin et portes logiques en NiO
La transmission et le traitement de l’information par les ondes de spin ont été considérés comme
une méthode alternative à l’électronique semi-conductrice actuelle. Cette technique, en particulier
dans les isolants, pourrait permettre de réduire le temps de dissipation en raison de l’absence de
déplacement de charge. Les ondes de spin sont les excitations propres d’un systèmemagnétique au-
dessus de son état fondamental qui se sont avérées capables de se propager. Les ondes de spin les
plus étudiées jusqu’à présent ont été celles des ferromagnétiques et leurs longueurs d’onde associées
sont beaucoup plus grandes que la constante de réseau. La propriété de propagation de ces ondes de
spin à faible vecteur d’onde est presque entièrement déterminée par les interactions dipôle-dipôle,
qui dépendent largement de la géométrie du matériau magnétique. Par conséquent, le contrôle des
ondes de spin dans les guides d’ondes est difficile : une onde de spin ne peut pas traverser un an-
gle droit; la largeur du guide d’ondes peut conduire à la division des ondes de spin en modes de
bord. Cette difficulté a empêché l’application de dispositifs basés sur les ondes de spin tels que les
portes logiques même avec une structure hybride ondes de spin / électronique. Contrairement aux
matériaux ferromagnétiques, qui ont un comportement compliqué en raison de l’effet des champs de
désaimantation, les matériaux antiferromagnétiques ont des moments anti-alignés à l’échelle atom-
ique et ne présentent pas d’aimantation. Les ondes de spin dans les antiferromagnétiques sont plus
simples car elles sont déterminées par l’interaction d’échange et l’anisotropiemagnétique. Les guides
d’ondes de spin antiferromagnétiques pourraient simplifier considérablement la situation si l’on tient
compte de la géométrie. Les ondes de spin antiferromagnétiques bénéficient également de la haute
fréquence de leur résonance magnétique, ce qui permet d’envisager le traitement de l’information
au niveau des fréquences THz. L’amortissement plus faible de ces systèmes permet aussi de ré-
duire la dissipation et de prolonger la propagation des ondes de spin. Malgré tous ces avantages,
la propagation et le contrôle des ondes de spin dans les antiferromagnétiques n’ont pas été étudiés
en profondeur, même en théorie. Dans cette partie de la thèse, nous avons étudié la dynamique de
spin de NiO induite par une impulsion de couple de transfert de spin sur la base de valeurs expéri-
mentales. Nous avons déduit l’équation d’onde de la théorie de l’onde de spin linéaire et obtenu la
vitesse de l’onde de spin et sa relation de dispersion. À partir du modèle microscopique des états de
spin dans le NiO, nous avons simulé numériquement la propagation des ondes de spin et trouvé la
même vitesse que celle déduite de la théorie. Nous avons également constaté qu’une telle onde de
spin pouvait se propager dans un angle droit sans perturbation. Elle peut être focalisée ou défocal-
isée lorsque la largeur du guide d’ondes varie. Nous avons proposé une façon possible de réaliser
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des portes logiques basées sur une géométrie en croix. Notre étude devrait inspirer les expériences
de manipulation des ondes de spin dans le NiO et les portes logiques basées sur des ondes de spin
fonctionnant aux fréquences THz.

BFO dans les champs magnétiques intenses

La structure chirale du spin dans le BiFeO3 est induite par la polarisation électrique. Le mécanisme
responsable de ce phénomène est appelé interaction magnétoélectrique. Inversement, la texture
de spin en spirale induit une petite polarisation électrique. C’est ce qu’on appelle le mécanisme de
courant de spin ou l’effet Dzyaloshinskii-Moriya inverse. Cette polarisation peut être supprimée par
l’application d’un champ magnétique puissant. En effet, un champ fort d’environ 20T est à même
de déstabiliser la cycloïde et provoquer une transition de l’ordre magnétique de la cycloïde vers un
état antiferromagnétique incliné. Expérimentalement, la polarisation et l’aimantation du BFO sous
différents champs ont été mesurées, mais ses structures de spin n’ont pas été entièrement mises à
jour. Pour comprendre la dépendance en orientation du champ critique et révéler la texture de spin,
nous utilisons notre codedéveloppépendant la thèse pour simuler la structure de spin sous un champ
fort dans BiFeO3. Nous avons trouvé dans notre simulation que les champs critiques dépendent
de la direction du champ appliqué. La valeur des champs critiques est en accord avec les mesures
expérimentales. L’anharmonicité de la cycloïde induite par le champ a été discutée. Nous avons
constaté que la SDW (ou le terme D2 DMI dans l’hamiltonien) joue un rôle crucial dans la transition
vers l’état « floppé », ainsi que dans l’anharmonicité.

Effet d’une impulsion de couple de transfert de spin sur le
cycloïde BFO

La texture antiferromagnétique du BiFeO3 présente une symétrie isotrope brisée dans le plan (111)
en raison de la cycloïde, de sorte qu’un couple de spin picoseconde injecté dans BiFeO3 devrait in-duire une dynamique dépendant de la direction du couple de spin. Pour étudier comment BiFeO3réagit à ces impulsions STT, nous avons mené des études numériques des réponses des cycloïdes
BFO sous des impulsions STT. Nous avons constaté que les impulsions STT appliquées parallèlement
et perpendiculairement à k induisent des modes dynamiques différents. Alors que le STT parallèle
à k induit des oscillations, l’autre direction ne le fait pas et pousse plutôt la cycloïde. La propagation
de ces deux modes dynamiques a les mêmes vitesses à environ 25km/s. Ces résultats seront utiles
pour les études expérimentales sur l’effet d’une impulsion STT sur le BFO ; en particulier, ils aideront
à comprendre le signal de réponse du BFO adjacent à un ferromagnétique subissant un processus
de démagnétisation ultrarapide, qui est une expérience en cours dans notre laboratoire.
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Domaine multi-P dans BiFeO3

A la différence d’un monocristal, les films minces de BFO vierges semblent avoir des domaines P en
bandes. Le vecteur de propagation cycloïdal k dans ces domaines P peut pointer dans différentes
directions et le motif de continuité de la texture de spin au niveau de la paroi du domaine P est in-
téressant. Les progrès récents dans les expériences ont permis d’écrire des structures de domaines
P plus complexes. En appliquant une impulsion de champ électrique via une pointe, il est possible
de créer des domaines P de type quatre quadrants, avec un changement assez brusque de la polar-
isation des 4 domaines P au centre, où des objets topologiques peuvent éventuellement exister. Un
tel objet peut ne pas être entièrement révélé par les images NV en raison de la relation complexe
entre le champ parasite et la texture AF dans BiFeO3. Ici, la détermination de l’ordre magnétique en
dessous de l’échelle de longueur de l’onde cycloïdale est cruciale. En utilisant nos outils de simulation
pour étudier cette texture, nous avons prédit l’existence des domaines D2 indépendamment des do-
maines P, donnant lieu potentiellement à différentes images NV. En ajustant par rapport aux images
expérimentales de microscopie NV, nous avons obtenu les textures de spin des films minces BFO
à 4 domaines P ainsi que leurs domaines D2. Cette technique d’ingénierie inverse que nous avonsdéveloppée pourrait être utile pour sonder les textures de spin sous-jacentes. Les domaines D2 quenous avons prédits et étudiés pourraient ouvrir la voie à un nouveau paramètre indépendant pour le
contrôle de la structure magnétique de BiFeO3.

Skyrmions antiferromagnétiques dans le BFO
Les skyrmions sont des textures magnétiques topologiquement protégées. Les skyrmions ferromag-
nétiques, obtenus dans desmulticouches métalliques, peuvent être utilisés comme de très petits bits
d’informationmagnétique pour le stockage demasse des données et les opérations logiques. Cepen-
dant, leur application est entravée par plusieurs problèmes : (i) un courant polarisé en spin pousse
latéralement la texture de spin chirale des skyrmions et les entités finissent par être piégées ou par
s’annihiler sur les bords de la piste ; (ii) la consommation d’énergie nécessaire pour les déplacer par
des impulsions de courant est trop importante ; (iii) leur vitesse de déplacement est limitée à environ
100 m/s. Ces inconvénients pourraient être atténués en travaillant avec des skyrmions antiferromag-
nétiques qui peuvent fonctionner jusqu’à deux ordres de grandeur plus rapidement que leurs homo-
logues ferromagnétiques, avec une consommation d’énergie considérablement réduite si l’on utilise
des isolants. En général, les skyrmions magnétiques sont obtenus par une ingénierie d’interfaces
d’hétérostructures artificielles. L’interaction de base est l’interaction Dzyaloshinskii-Moriya (DMI), qui
découle du couplage entre les atomes magnétiques dans le champ électrique effectif de l’interface.
Elle est de même nature que l’interaction magnéto-électrique plus générale, qui exprime le gain
d’énergie en présence d’un champ électrique interne, ou d’une polarisation, lorsque le magnétisme
n’est pas colinéaire. Par conséquent, les matériaux magnéto-électriques possèdent intrinsèquement
l’interaction nécessaire à la génération de skyrmions et parmi les matériaux concernés, BiFeO3 en estl’archétype. Dans cette partie de la thèse, nous ouvrons la voie à des conditions expérimentalement
accessibles pour obtenir les skyrmions AF, basées sur une modélisation réaliste de BiFeO3. Nousavons exploré les conditions qui conduisent BiFeO3 à une transition topologique. Avec les technolo-
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gies d’ingénierie de couches minces, il a été démontré que la texture cycloïdale peut être déstabilisée
en un état antiferromagnétique colinéaire, qui est le résultat d’une anisotropie effective induite par
la contrainte. Nous avons constaté qu’avec une anisotropie uniaxiale légèrement accrue dans la lim-
ite de la faisabilité expérimentale, les skyrmions antiferromagnétiques individuels sont stabilisés et
protégés par une grande barrière énergétique d’origine topologique. La nucléation peut être obtenue
par STT au niveau de la plus grande valeur rapportée dans les expériences. Les impulsions courtes de
STT sont suffisantes pour exciter les modes de résonance et pourraient pousser les skyrmions préex-
istants à des vitesses supérieures à 10 km/s. Notre travail de simulation devrait stimuler des études
expérimentales pour atteindre les conditions nécessaires à la production de skyrmions dans le BiFeO3et utiliser ces entités comme des alternatives avantageuses à leurs homologues ferromagnétiques.

Conclusion
Dans cette thèse, nous avons concentré notre étude sur NiO et BiFeO3. Nous avons basé notre mod-
élisation de la dynamique de spin sur les paramètresmesurés expérimentalement et avonsmené des
études théoriques et numériques. Nous avons étudié la propagation des ondes de spin dans le NiO à
partir de géométries triviales jusqu’à des géométries plus complexes, ainsi que l’interaction entre les
ondes de spin dans une jonction. Afin de modéliser le BFO, nous avons développé un nouveau code
à partir de zéro pour simuler efficacement sa dynamique de spin avec l’accélération GPU. Ce code a
considérablement augmenté la vitesse de calcul et a rendu possible une série d’études. Nous avons
ensuite abordé la transition de phase de sa texture de spin sous un champ magnétique intense de
différentes orientations. Nous avons simulé sa dynamique de spin sous l’effet d’une impulsion de
couple de transfert de spin. Nous avons également modélisé des textures de spin dans des parois
de domaine ferroélectriques et des configurations de polarisation plus exotiques. Finalement, nous
avons découvert les conditions critiques pour l’existence et la stabilité des skyrmions AF dans le BFO,
étudié leurs propriétés dynamiques et les conditions possibles pour leur nucléation. Ce travail vise à
fournir une référence utile pour les futures études expérimentales dans ce nouveau domaine de la
spintronique antiferromagnétique.
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