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préparée à Télécom SudParis
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Abstract

For more than twenty years, several tools have been proposed to auto-

matically partition an application between a secure memory zone and a non-

secure memory zone. These tools analyze the data flow of the application

in order to identify the memory locations that may contain sensitive values.

Most of these tools behave incorrectly in the presence of pointers. When

they are correct, they are unable to handle threads because of the difficulty

to track pointers in a multi-threaded application. The current tools are also

unable to split an application in more than two partitions. This is caused by

over-approximation, which leads to memory locations falsely shared between

the two partitions.

In this thesis, instead of starting from data flow analysis, we propose to

start from a more accurate technique: language typing. We introduce secure

typing, which consists in embedding a partition identifier in the type sys-

tem of a language. Based on secure typing, we designed a language-agnostic

compiler based on LLVM. The compiler takes a legacy application enriched

with secure types as input, and generates multiple partitions for Intel SGX.

Our evaluation with micro- and macro-applications show that (i) secure typ-

ing can handle pointers, multiple threads and more than two partitions, (ii)

adding secure types in a legacy application is easy, (iii) secure typing re-

duces the trusted computing base, and is more efficient than embedding a

full application inside an enclave.



Privagic : Informatique confidentielle rendue pratique grâce au

typage sécurisé

Résumé en français

L’informatique confidentielle consiste à protéger les données des utilisa-

teurs lorsqu’elles sont traitées dans un système non fiable tel qu’une infras-

tructure cloud. Au niveau matériel, l’informatique confidentielle repose sur

un environnement d’exécution fiable (TEE) (SGX d’Intel, SEV d’AMD ou

TrustZone d’ARM). Un TEE est un environnement matériel qui isole une

zone de mémoire, appelée enclave, d’un système d’exploitation ou d’un hy-

perviseur potentiellement compromis. Étant donné qu’il est difficile de par-

titionner manuellement une application entre une enclave et la mémoire non

sécurisée, de nombreux outils de partitionnement automatique ont été pro-

posés. Avec ces outils, le développeur annote certaines valeurs sensibles et

l’outil analyse ensuite le code pour trouver les emplacements de mémoire dans

lesquels les valeurs sensibles propagent. La plupart de ces outils se compor-

tent incorrectement en présence de pointeurs. Lorsqu’ils sont corrects, ils ne

parviennent pas à gérer les threads en raison de la difficulté à suivre les poin-

teurs dans une application multi-thread. Les outils actuels sont également

incapables de diviser une application en plus de deux partitions. Cela est

causé par une surapproximation, qui conduit à des emplacements mémoire

faussement partagés entre les deux partitions. Sur la base de cette analyse,

les outils répartissent ensuite les données et le code de l’application entre

les parties sécurisées et non sécurisées. Pour un effort d’ingénierie modeste,

ces outils limitent la surface d’attaque des codes placés à l’intérieur d’une

enclave.

Le principal problème est que l’analyse du flux de données analyse une

application de manière séquentielle. Par conséquent, il ne voit pas les modifi-

cations de pointeurs exécutées en parallèle par les autres threads. L’outil peut

conclure à tort qu’un pointeur pointe vers une enclave, car cette observation

est correcte si le code s’exécute de manière séquentielle, mais pas s’il s’exécute

en parallèle. En présence de plusieurs threads, l’analyse du flux de données

peut donc laisser s’échapper un élément sensible dans une mémoire non

sécurisée par l’intermédiaire d’un pointeur identifié à tort comme pointant

vers une enclave.

11



Étant donné que l’analyse du flux de données ne permet pas de gérer une

application C multithreadée Nous proposons de partir d’un autre point de

l’espace de conception, en laissant le développeur annoter explicitement tous

les emplacements de mémoire qui contiennent des valeurs sensibles. Puisque

le développeur annote explicitement tous les emplacements de mémoire sen-

sibles, il n’est pas nécessaire d’analyser le code. Nous évitons ainsi par con-

struction tout risque d’erreur d’analyse dans une application multithread.

Cependant, en échangeant l’analyse automatique contre une annotation manuelle,

nous échangeons également la facilité d’utilisation de l’analyse du flux de

données contre un surcrôıt de travail pour le développeur. L’évaluation

présentée dans cette thèse vise à vérifier que la charge imposée au développeur

se traduit par un effort d’ingénierie raisonnable. Afin de permettre au développeur

d’indiquer les emplacements de mémoire qui contiennent des valeurs sensi-

bles, nous introduisons une nouvelle construction du langage appelée � type

sécurisé �. Un type sécurisé est un type enrichi d’un identifiant d’enclave,

que nous appelons une couleur. En ajoutant explicitement un type sécurisé

à chaque emplacement sensible de la mémoire, le partitionnement du code

devient simple.

Le typage sécurisé indique comment partitionner le code. En lui-même,

le typage sécurisé ne fournit aucune garantie de sécurité. Pour renforcer la

sécurité, nous proposons donc de compléter le typage sécurisé par des règles

de typage. Le typage explicite de chaque emplacement de mémoire suscep-

tible de contenir une valeur sensible rend possible le partitionnement d’une

application multithread. L’ajout d’un type sécurisé à chaque emplacement

mémoire sensible peut prendre beaucoup de temps au développeur. Pour

cette raison, nous proposons de faciliter l’utilisation du typage sécurisé avec

une forme simple d’inférence de type. En détail, nous proposons de déduire le

type d’une variable locale non colorée, mais seulement si le code ne crée pas

de pointeur sur la variable. Dans ce cas, la variable ne s’échappe pas de la

portée d’une seule fonction, ce qui évite l’analyse inter procédurale. De plus,

comme la variable ne s’échappe pas de la portée de sa fonction, elle ne peut

pas être accédée par un autre thread. Avec cette restriction, la déduction

d’un type sécurisé nécessite une simple analyse de la châıne use-def, et le

type déduit est correct même dans les applications multithread. Nous avons

mis en œuvre notre principe de typage sécurisé dans le cadre Privagic pour
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Intel SGX et le langage C.

Le compilateur Privagic s’appuie sur le compilateur LLVM, ce qui signifie

qu’il ne s’appuie pas sur la sémantique C : il considère une représentation

intermédiaire de bas niveau du code avec des types sécurisés ajoutés aux

variables, aux arguments et aux champs des structures de données. Notre

évaluation avec des micro- et macro-applications montre que (i) le typage

sécurisé peut gérer les pointeurs, le multi-threads et plus de deux partitions,

(ii) l’ajout de types sécurisés dans une application existante est facile, (iii) le

typage sécurisé réduit la base de confiance et est plus efficace que l’intégration

complète d’une application dans une enclave.
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Chapter 1

Introduction

Billions of people use online applications on a daily basis. The key success

of these applications is that they provide personalized services to their users:

they return results related to users’ interests. These preferences are calcu-

lated based on user profiles, retrieved from consumers’ past queries or from

their other online activities. A user profile contains user identity and data

about the user, which is essential and specific to each application to provide

the service. However, depending on the chosen application, these data may

contain sensitive information about the consumer.

Today, protecting user profiles is difficult because they are deployed in

cloud infrastructures. In detail, the majority of online services depend on

a third party cloud server for storage and computational purposes. Data

from those servers can be leaked by hackers or even by malicious system

administrators. A leakage in user profiles may jeopardize user privacy. For

instance, a user profile of a personalized geolocated application carries the

user’s mobility data. Numerous sensitive information including the user’s

home, workplace, religious or political preferences, can be derived from mo-

bility data. Therefore a data breach menaces user’s privacy.

Confidential computing consists of protecting user data when it is pro-

cessed in an untrusted system such as a cloud infrastructure [4,18,19,40]. At

a low level, confidential computing relies on a trusted execution environment

(TEE). A TEE is a hardware environment that isolates a memory zone, called

an enclave, from a potentially compromised operating system or hypervisor.

For that, a TEE relies on remote attestation for authentication, and on hard-

ware cryptography to enforce the integrity and the confidentiality of both the
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code and data contained in an enclave.

TEEs have been commercially available for more than eight years in the

CPUs of the main manufacturers. For Intel, it is SGX (Software Guard

Extensions) [22], for AMD, it is SME (Secure Encrypted Virtualization) [32],

and for ARM, it is TrustZone [3,42]. Because manually writing an application

that uses a TEE, with the software development kits provided by the CPU

manufacturers, remains difficult and error-prone, several tools were recently

proposed to ease the use of a TEE. At one extreme, some tools propose

to fully embed an application with its dependencies inside an enclave (e.g.,

Scone [6] or Graphene-SGX [53]). These tools ease the use of a TEE, but

they lead to a large trusted computing base (TCB), which can easily reach

tens of MiB (see §7.2.2). Such a large TCB leads to a large attack surface

and a poor safety.

Other tools automatically partition an application between a trusted

part, which runs inside an enclave, and an untrusted part, which runs out-

side [13,28,31,34–37,45,54,58,60,61]. These tools minimize the TCB, but, as

we show in §3, they remain impractical in the general case. At a high level,

these tools statically analyze sequentially the data flow in order to identify

the memory locations that may contain sensitive values. In the presence of

pointers, most of these tools misbehave. When they do not misbehave, they

are unable to handle threads because of the difficulty to track pointers in a

multi-threaded application with sequential data flow analysis. These tools

also significantly over-approximate the number of memory locations that may

contain a sensitive value. They can thus not be used to partition an applica-

tion into multiple enclaves, since some memory locations are falsely identified

as containing values from two different enclaves. As a result, it is today im-

possible to automatically partition an application in multiple enclaves, e.g.,

in order to manage data from entities that do not trust each other, or in

order to increase the difficulty for an attacker to steal useful data.

Additionally to the above mentioned limitations, our analysis also shows

that, in addition to their impracticability in the general case, most of the

existing tools are highly language-dependent. They depend on the semantics

of the language such as the use of goroutines in Go or of classes in Java. The

techniques proposed by most of the existing tools can thus not be reused

for different languages, which leaves the problem of designing a practical
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1. struct account {

2. char color(blue) name[256];

3. double color(red) balance;

4. };

5. struct account* create(char* name) {

6. struct account* res = malloc(sizeof(*res));

7. strncpy(res->name, name, 256);

8. res->balance = 0.0;

9. return res;

10. }

Figure 1.1: A simple example of the Privagic language in C.

partitioning tool for many languages.

Since data flow analysis remains fragile in the general case, we propose to

start from another well-known language construct: explicit language typing.

With explicit Language typing, a compiler is able to accurately give the na-

ture of each memory location in a program, e.g., integer, float, pointer, etc.

Explicit language typing is thus a perfect candidate to associate a security

property to each memory location. Starting from this idea, we propose secure

typing. We define a secure type as a classical type enriched with an enclave

identifier, which we name a color Figure 1.1 illustrates the principle with the

C language. Starting from a legacy application, the developer adds colors to

the types of the fields name (line 2) and balance (line 3). These annotations

mean that the name field lives in a blue enclave and that the balance field

lives in a red enclave. With these secure types, analyzing the code in Fig-

ure 1.1 becomes obvious. At line 7, the expression uses a blue value and it

has thus to be executed in the blue enclave. At line 8, the expression uses a

red value and it has to be executed in the red enclave.

Thanks to explicit secure typing, a compiler can identify the enclave of

any variable, of any field of any data structure, and of any instruction, even

if an application is multi-threaded or manipulates pointers. Secure typing

makes also possible the use of multiple colors because the compiler does not

over-approximate the number of sensitive memory locations anymore. By

allowing the use of multiple colors, secure typing helps to improve security.

For example, in Figure 1.1, by using two colors, if an attacker compromises

only a single enclave, the attacker can only steal relatively useless data: only
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the customer names or only the account balances.

With secure typing, the compiler can also easily help the developer to

enforce security by defining typing rules. To enforce confidentiality, for ex-

ample, the compiler detects type errors such as storing a colored value in an

uncolored memory location. For integrity, the compiler detects type errors

such as storing an uncolored value in a colored memory location. With se-

cure typing, the compiler can also detect other kinds of attacks such as Iago

attacks [15], which consist in sending a poisoned value to an enclave. For

that, the compiler simply has to detect other type errors such as using an

uncolored value as input in an instruction that outputs a colored value.

Additionally to improving ease-of-use and enforcing security, secure typ-

ing also opens a new performance optimization opportunity. With secure

typing, we observe that if two instructions access values with different colors,

by construction, they do not have data dependencies. We can thus execute

them in parallel. For example, in Figure 1.1, we can execute lines 7 and 8

in parallel, which increases performance as compared to a sequential execu-

tion. Running the code in parallel additionally avoids the prohibitive cost

of entering and leaving an enclave [6, 47, 52, 56, 63]. Instead, the application

can use communication in shared memory to transfer the control between

the thread executed outside the enclaves and the thread executed inside.

We implemented our principle of secure typing in the Privagic framework.

The framework contains a compiler and a parallel runtime. The compiler

enforces security by enforcing typing rules and then partitions the applica-

tion. The parallel runtime executes the code that accesses different colors

in parallel. By default, the compiler runs in hardened mode. It enforces

confidentiality and integrity, and prevents Iago attacks by totally isolating

each enclave from the rest of the application. Since strong isolation can lead

to a large trusted computing base and poor performance, the Privagic com-

piler also proposes a relaxed mode. This mode targets expert developers. It

enforces confidentiality and integrity, but relaxes the color constraints that

prevent Iago attacks. Relaxing these constraints forces the developer to care-

fully insert integrity checks when an instruction uses an uncolored value to

compute a colored value, but allows the developer to still reduce the attack

surface and optimize performance by executing code in an enclave only when

absolutely necessary.
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We implemented the Privagic framework for Intel SGX and the C lan-

guage. Although we only added color annotations for the C language, the

Privagic compiler itself is language agnostic. It relies on the LLVM compiler

and can handle any language, provided that a front-end for this language

exists for LLVM (e.g., Rust, Go, Haskell, Fortran, etc.).

We evaluate Privagic with a legacy application (memcached) and several

data structures. Overall, our evaluation of Privagic shows that:

• Privagic can scale to a production-ready application such as mem-

cached. Protecting memcached with Privagic requires the modification

of 9 lines of code.

• Privagic divides the TCB by more than 200 as compared to fully em-

bedding memcached in an enclave with Scone [6].

• The code generated with Privagic is up to 10 times more efficient than

embedding the whole application in an enclave with Scone.

• The code generated with Privagic is sometimes more efficient than the

unprotected code because of parallelism.

To summarize, this thesis makes thus the following contribu-

tions:

• It introduces explicit secure typing, which makes the use of multiple

colors, multiple threads and pointers possible;

• It proposes the Privagic compiler, which relies on secure typing to au-

tomatically partition an application for Intel SGX, based on manually

added colors;

• It proposes the FastSGX runtime, which executes in parallel an appli-

cation generated by the Privagic compiler;

• It evaluates Privagic and shows that secure typing (i) offers a strong

foundation to enforce confidentiality and integrity, (ii) eases the use of

trusted execution environment in legacy applications, (iii) reduces the

TCB as compared to fully embedding an application in an enclave, and

(iv) improves performance by allowing the Privagic runtime to execute

the generated code in parallel.
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Organization of the thesis:

The rest of the thesis is organized as follows.

Background

Chapter 2 provides technical background about two major components of the

thesis: Intel SGX-SDK and LLVM. The TEE on Intel processors is called

SGX (Software Guard Extensions). The primary approach to using Intel

SGX relies on a SDK (Software Developement Kit) provided by Intel. The

Intel SDK manipulates enclaves, a protected memory zone. The first section

of the chapter presents this toolkit. It describes the creation of enclaves and

communication between them, and then presents SGX switchless call, which

is a specific technique to enhance performance. The second section presents

the LLVM compilers by introducing and providing an overview of LLVM IR,

LLVM Pass, and annotations. Techniques and notions that are showcased in

this chapter will be used in further chapters.

Related works and motivation

In chapter 3, our technique of secure typing is assessed with various existing

methods, including those utilizing SGX and those dedicated to data parti-

tioning. In this chapter, at first, we discuss briefly the threat model, where

an attacker fully controls a machine including the operating system and hy-

pervisor. Various applications rely on Intel SDK to use SGX. Some of them

use switchless calls to reduce high communication call costs. However, these

cases notoriously add a burden to the developer. Many frameworks propose

to simplify the use of Intel SGX based on two techniques: (i) providing a

new language abstraction, and (ii) automatic partitioning of the application.

Nevertheless, these frameworks have a set of limitations. The second section

of this chapter discusses the related works, different techniques used to sim-

ply the use of Intel SGX, their limitations, and finally compare them with

our technique of explicit secure typing. The final section focuses on the data

flow analysis technique, one of the major techniques used for the automatic

partitioning of the application.
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FastSGX: a message-passing based runtime for SGX

Chapter 4 depicts our first contribution, which is named FastSGX. FastSGX

is a message-passing based runtime for SGX independent from Privagic. The

FastSGX runtime is inspired from the switchless call of SGX-SDK. Switch-

less reduces communication call costs between the outside world and the

enclaves by relying on communication channel located in shared memory.

As switchless calls, FastSGX allows inter-enclave in shared-memory commu-

nication too. However, compared to switchless calls, FastSGX makes the

threads and messages apparent to the developer, which allows the developer

to significantly optimize the application, i.e., by avoiding wasting CPU cy-

cles with idling threads, by allowing two enclaves to communicate directly,

and by allowing the code located outside the enclave to run in parallel with

the code located inside. At low-level, FastSGX implements the communica-

tion channels with lock-free data structures. It also implements a lock-free

memory manager for the messages. We evaluate FastSGX using two clas-

sical data structures: a hashmap and a treemap. The evaluation compares

the performance of the data structure (with one and two enclaves) executed

using SGX-SDK, SGX-SDK with switchless calls and FastSGX. The main

takeaways of this chapter are: (i) FastSGX has a simple usable interface

with only four main functions, (ii) FastSGX can be used to design efficient

multi-enclave applications, where existing switchless calls prove to be partic-

ularly inefficient. (iii) FastSGX systematically has better performance than

SGX-SDK and SGX-SDK with switchless calls because of increased paral-

lelism and of the use of lock-free data structures. This chapter discusses in

detail FastSGX. First, it presents the related works, followed by the design

of FastSGX, and finally presents the evaluation.

Colors and color management in Privagic

Moving forward, in the pivotal chapter 5, we unveil the intricacies of how

Privagic analyses the application. Privagic operates on LLVM bitcode files,

representing the entire LLVM Intermediate Representation (IR) of the ap-

plication, generated conventionally by tools like clang for C language. The

primary objective of Privagic is to analyze LLVM IR, focusing on the iden-

tification of confidentiality, integrity, and Iago attack vulnerabilities. The
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analysis is facilitated by a pass derived from ModulePass. This chapter un-

folds the intricacies of Privagic’s analysis of LLVM IR, starting from the

source code. The narrative progresses from the detection of an element’s

color, to type inference, color initialization, color compatibility, an overview

of the analysis, explanations of typing rules, treatment of function calls, and

concludes with potential error messages raised by Privagic.

Application partitioning

Chapter 6 describes the subsequent step, the partitioning of LLVM IR into

distinct bitcode files, utilized for the generation of a partitioned executable

through conventional compilation tools. FastSGX is adapted with a different

set of functions to create Privagic runtime. This chapter first provides an

overview of application partitioning, followed by a description of the various

stages of the rewriting process.

Evaluation

Chapter 7 highlights the evaluation of Privagic. The evaluation aims to

answer the questions related to the engineering effort while using Privagic, to

the trusted computed base generated by Privagic, and to the performance of

the application deployed using Privagic. We showcase the evaluation results

of Memcached and of data structures.

Limitations and perspectives

In chapter 8, we explore the limitations of Privagic. Concurrently, we ex-

amine potential axes for the development of future works. The discussion

encompasses various features, including the message-passing technique of

our runtime, the number of threads used during execution, multi-colored

structure, and multi-language aspects of Privagic.

Conclusion

Chapter 9 serves as the concluding chapter, summarizing our thesis work.
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2.1 Developing with the Intel SDK

The most basic approach to using a TEE on Intel processors relies on a SDK

(Software Developpement Kit) provided by Intel. The Intel SDK manages

enclaves. As shown in Figure 2.1, an enclave is a protected contiguous mem-

ory zone located inside the virtual address space of a process. The trusted

part of the application — both code and data — is placed inside the enclave.

The untrusted part of the application stays in the memory region outside the

enclave.

An Intel processor protects the memory of the enclaves by defining two

processor modes: an enclave mode and a normal mode. In normal mode,

the processor prevents any access to the memory of the enclaves. Preventing
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Figure 2.1: SGX enclave in memory

read access enforces confidentiality while preventing write access enforces

integrity. When the processor enters the enclave mode, it gains access to a

single enclave, which we call the active enclave. In this case, the processor

can access untrusted memory, the memory of the active enclave, but not the

memory of the other enclaves.

Preventing read and write access at the processor level is not enough to

protect the enclaves. In detail, an attacker may gain full control of another

hardware component, such as a PCIe device. The attacker can use this

device to bypass the protection of the processor, i.e., to directly access the

memory of an enclave in DMA. For this reason, when the processor operates

in enclave mode, it enforces confidentiality by encrypting/decrypting the

cache lines that belong to the active enclave when they cross the boundary

of the CPU package. The processor also enforces integrity by maintaining a

tree of cryptographic hashes [51], which is used to detect unintended writes.

2.1.1 Ecall & Ocall

A developer uses ecalls (enclave calls) and ocalls (outside calls) to switch

the processor between the normal and the enclave mode. The untrusted part

of an application makes an ecall to execute a function inside the enclave.

Figure 2.2 illustrates the principle: an ecall is a call made from the untrusted

part of the application toward the enclave (from the left side to the right side).

At a low level, an ecall behaves as a kind of system call. In detail, an

enclave maintains an ecall table, which contains pointers to the functions
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SGX Application

Untrusted Trusted (Enclave)

Ecall

Ocall

Context switch to normal

Context switch to enclave

Figure 2.2: SGX Ecall and Ocall

1. enclave {

2. trusted {

3. public void ecall_inside([in] int *arg1, [user_check] int *arg2);

4. };

5. untrusted {

6. void ocall_outside([in, out] int *arg3);

7. };

8. }

Figure 2.3: A simple example of the SGX EDL.

located in the enclave and exposed to the untrusted part of the application.

An ecall takes as argument an index idx in this ecall table, and the ecall

transfers the control to the function at index idx after having switched the

processor mode. As a result, the untrusted part of the application doesn’t

have any direct access to the function’s code: it can only interact with an

enclave through the ecall table.

An ocall is a call from within the enclave towards the outside part of

the application (from the right side to the left side in Figure 2.2). Ocalls

are mostly used because the operating system is unsafe and thus located in

untrusted memory. When an enclave has to execute a system call, e.g., to

access a file or to take a lock, it has thus to switch back the processor to

normal mode. For that, it uses an ocall. The ocall switches from enclave

mode to normal mode, and, similarly to an ecall, takes as argument an index

in an ocall table, which gives the called function. The untrusted part of the
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application executes those system calls and returns the results to the enclave

for further execution of enclave code.

In order to generate the ecalls and ocalls, the developer uses a language

named EDL (enclave description language). With EDL, a developer designs

an application as a distributed system with two independent components: the

unsafe and the enclave part of the application. The components communicate

through an interface written in EDL. The interface describes the functions

that the other components can call.

Figure 2.3 presents a simple example of an EDL file. The functions

which will be placed inside the enclave are defined as trusted (for exam-

ple ecall inside). If the ocall function’s or ecall function’s arguments are

pointer type, the user needs to specify at least one attribute from the follow-

ing to define the nature of the pointer.

ECALL:

• [in]: In line 3, a buffer with the same size of arg1 (size of int) will be

allocated inside the enclave. The data from the pointer arg1 is copied

towards the allocated buffer. The modification will be done to the

newly allocated buffer. The data pointed by arg1 remains unchanged.

• [out]: In the case of [out] attribute, a buffer with the same size of the

pointer will be allocated inside the enclave. The data from the pointer

will not be copied, instead, the newly allocated buffer will be initialized

to zero. After the end of the trusted function’s execution, the data of

the newly allocated buffer will be copied towards the argument pointer.

• [in, out]: In the case of [in, out] attribute, a buffer with the same size

of the pointer will be allocated inside the enclave. The data from the

pointer will be copied towards the buffer. After the end of the trusted

function’s execution, the data of the buffer will be copied towards the

argument pointer.

• [user check]: In line 3, the pointer arg2 will not be verified, the user

needs to make sure of the safety of the data passed through this pointer.

The buffer of the pointer arg2 is not copied to the enclave.

OCALL:
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• [in]: A buffer with the same size of the pointer will be allocated in

the outside memory (untrusted). The data from the pointer is copied

towards the allocated buffer. The modification will be done to the

newly allocated buffer. The data inside the enclave remains unaffected.

• [out]: In the case of [out] attribute, a buffer with the same size of the

pointer will be allocated in the outside memory. The data from the

pointer will not be copied, instead, the newly allocated buffer will be

initialized to zero. After the end of the untrusted function’s execu-

tion, the data of the newly allocated buffer will be copied towards the

argument pointer inside the enclave.

• [in, out]: In line 6, a buffer with the same size of the pointer arg3 will

be allocated outside. The data from the pointer will be copied towards

the buffer. After the end of the untrusted function’s execution, the

data of the buffer will be copied towards the argument pointer arg4

inside the enclave.

• [user check]: The pointer will not be verified, and the data pointed by

the pointer will not be copied to outside. If the pointer points towards

enclave memory, the outside function cannot use it to access the enclave

memory.

At line 3 of Figure 2.3, the argument arg1 of an ecall function ecall inside

has an attribute in. A single argument can have multiple attributes as in

line 6, where arg3 has in and out as its attributes.

The developer compiles an EDL interface with a compiler provided by

Intel SDK. This compiler generates a stub to call the functions provided

by the other components, and a skeleton in charge of receiving the call and

dispatching it to the actual implementation provided by the developer. The

stubs in the untrusted part are generated in Enclave u.h and Enclave u.c

(Represented as Proxy Untrusted in Figure 2.4). The stubs in the trusted

part are generated in Enclave t.h and Enclave t.c (Represented as Proxy

trusted).

Figure 2.4 shows the way an ecall is executed. ecall inside from Fig-

ure 2.3 is taken as an example. The Outside function from the left side
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Figure 2.4: An example of ecall execution in SGX

makes an ecall(1). The Outside function is written by the developer. It calls

the ecall ecall inside with enclave id as the first argument, followed by

its actual arguments. enclave id represents a unique identification number

associated with an enclave (as SGX can manipulate multiple enclaves simul-

taneously). A proxy generated by the compiler in the untrusted part (7)

receives the ecall ecall inside. The untrusted proxy function will call the

function inside the enclave through the trusted proxy generated inside the

enclave (2). The context will be switched from normal to the enclave. The

trusted proxy function (8) will call the actual trusted function ecall inside

written by the developer (3). The return value will also be passed through

the proxies (4, 5, 6). The Proxies manage the encryption/decryption of ar-

guments and return values according to provided attributes. The context

will again be switched from enclave to normal. The Outside function will
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continue its execution from the point where ecall was made.

Ocall follows the same pattern, where a trusted function initiates the call

from inside the enclave.

2.1.2 Sgx Switchless

The cost of entering or leaving an enclave makes designing an efficient appli-

cation for Intel SGX is difficult. This cost is prohibitive: while a standard

call costs only a few cycles, entering or leaving an enclave costs 7000 cy-

cles [41, 55,56].

In order to reduce the cost to enter or leave an enclave, a developer can use

a technique named switchless call [6,52,56,62,63]. A switchless call consists

of leveraging worker threads in order to avoid switching the processor from

the normal mode to the enclave mode. In detail, each worker thread runs in

a security domain: either the non-secure domain or in an enclave. In order

to perform a call from one domain to another, a worker thread of one domain

sends a message to a worker thread in the other. To send this message, the

worker thread simply writes a value in a shared memory zone named an

activation zone.

Transferring the control between one domain and another costs a single

cache miss: the cache miss that loads the activation zone from the core of

the sender thread into the core of the receiver thread. Since transferring a

cache line costs a few hundred cycles instead of several thousand, a switchless

call significantly improves performance compared to switching the processor

mode.

2.2 LLVM

LLVM(Low Level Virtual Machine) is an open-source compiler infrastruc-

ture. Figure 2.5 gives an overview of the global LLVM infrastructure. It can

be divided into two major components: frontend and backend. LLVM plays a

role as a backend of the compiler. As shown in Figure 2.5 the compiler takes

source code from different languages like C and C++ and provides executa-

bles for different instruction set architectures (ISA) of processors like x86,

and ARM. The frontend of the compiler, clang, clang++ converts the source
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Figure 2.5: Overview of LLVM Compiler

code into LLVM IR (intermediate Representation). The backend takes LLVM

IR as an input and applies multiple optimization passes called LLVMPass in

order to generate an optimized LLVM IR. Finally, the compiler generates a

binary specific to the given architecture. Considering n number of languages

and m number of architectures, instead of requiring n*m different compilers,

only n frontends and m backends are needed.

To implement secure typing we work on LLVM, the backend of the com-

piler, precisely we work with LLVMPass. We first discuss LLVM IR in §2.2.1,

then LLVM Pass in §2.2.2 and conclude with annotations in §2.2.3

2.2.1 LLVM IR

LLVM considers a machine with a memory and an infinite number of

typed registers. An LLVM instruction takes registers as input and outputs

a new register. A register is assigned once, which means that an instruction

and its output register are equivalent. Figure 2.6 presents an example of

LLVM code. LLVM IR has multiple granularity to represent the code. Few

among them are the following:

• Module: represents the entire compiled code unit. It serves as the

highest-level container for all other objects in the LLVM IR.

• Function: represents a function or method in the source code. In-
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1. @y = global i32 0 ; int y = 0;

2. define i32 @test(i32 %0) { ; int test(int a) {

3. %2 = alloca i32 ; int x;

4. %3 = add i32 %0, 42 ;

5. store i32 %3, i32* %2 ; x = a + 42;

6. store i32 %3, i32* @y ; y = a + 42;

7. %4 = call i32 @f(i32* %2) ;

8. ret i32 %4 ; return f(&x);

9. } ; }

10. declare i32 @f(i32*) #1 ; extern int f(int*);

Figure 2.6: Registers and memory in LLVM.

ternally, LLVM represents a function by a control flow graph of basic

blocks [1, 2]. The control flow graph of a function consists of the ori-

ented graph of the basic blocks of the function connected by the jumps

and conditional jumps. A function starts its execution in a special basic

block named the entry point of the function. It also holds information

about its type and return type. Lines 2 to 9 of Figure 2.6 show an

example of a function. There are different kinds of functions in LLVM

IR, some of the majorly used kinds are:

– Internal Function: the function code is defined in the module.

– External Function: the function code is defined outside the

module (eg. line 10 of Figure 2.6)

– Intrinsic Function: the function code is replaced, in place, by

a machine-specific sequence of instructions when LLVM emits the

native code. LLVM uses the intrinsic functions when it can replace

a function call by a machine-specific optimized code. This is, for

example, the case of a call to the function memcpy, which can be

replaced inline by an optimized sequence of rep/movsd on an In-

tel processor. An intrinsic function always starts with a ’llvm.’

prefix and is always defined externally. The body of an intrin-

sic function is, by construction, empty. A few samples of LLVM

intrinsic functions are llvm.va start (initializes arguments list),

llvm.prefetch (insert prefetch instruction) and llvm.sin.f32
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(return sin of a float value) etc.

• BasicBlock: is a sequence of instructions without a jump and that do

not contain instructions that are the target of a jump, except for the

first and the last instruction. Therefore it has a single entry point and

exit point (terminator). Terminator instructions are either BranchInst

or ReturnInst (e.g., line 8 of Figure 2.6). If a function has multiple

basic blocks, each entry point is associated with a label, which is used

by instructions or by other basic blocks to refer to it. Basic block also

holds information about its predecessor basic blocks if they exist.

• Instruction: represents a single operation in the program. A typical

instruction is the add instruction at line 4, which adds 42 to the register

%0 (the parameter of the function). This instruction outputs its result

in the register %3. In addition to the registers, a instruction can access

memory. It can create new memory locations by calling a malloc

function. Following are some of the major instruction types:

– AllocaInst: The code can also create a local variable with the

AllocaInst (line 3 in Figure 2.6). It allocates memory in the

stack.

– LoadInst: In order to access memory, a function uses the load

instruction: r = load(p) loads the value pointed by the register

p in the register r

%1 = load i32 , i32* @global

– StoreInst: In order to write in the memory, a function uses the

store instruction: store(v, p) stores the value of the register

v in the value pointed by the register p (e.g. lines 5 or 6 in Fig-

ure 2.6).

– GetElementPtrInst: is used to retrieve the address of a subele-

ment of an aggregate data structure such as arrays, structs, and

vectors. The following example shows that: the type of register %1

is struct.A*; getelementptr instruction get the second element

(i32 1) of the struct.A*; and returns the register %2 that points

to the element.
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%struct.A = type { i32 , i64 }

%2 = getelementptr %struct.A, %struct.A* %1, i32 0, i32 1

; struct_a ->second

– CallInst: represents a function call. It encapsulates information

like called function, arguments, and any associated attributes.

declare i32 @f(i32*) #0 ; extern int f(int *);

%4 = call i32 @f(i32* %3) ; int result = f(&a);

– ReturnInst: returns a value (possibly void) at the end of function

execution. A function can carry multiple ReturnInst. It is a

terminator instruction, hence it is always placed at the end of a

basic block.

– BranchInst: transfers the control flow from the current basic

block to another basic block inside the same function. It is also

terminator instruction. br instructions are either conditional or

simple jump. In the following example, if the result carried by the

register %1 is true, execution jumps to the basic block labeled as

true label otherwise to the basic block labeled as false label

br i1 %1, label %true_label , label %false_label

– PHINode: is used in the case of SSA (Single Static Assignment)

graph representation of LLVM IR. When a basic block has multi-

ple predecessors, phi instruction selects a value based on the con-

trol flow graph. It selects the result based on the branch taken.

All the phi instructions will be placed at the top of the basic

block, no non-phi instruction is allowed between the first and the

last phi instructions of a given basic block. In the given example

phi instruction returns a val if the taken branch is a label, and

returns b val if the taken branch is b label. The result of phi

instruction is placed in register %10

%10 = phi i32 [ %a_val , %a_label ], [ %b_val , %b_label ]
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• GlobalVariable: is created by the keyword global (line 1 in Fig-

ure 2.6). global returns a register that points to the variable.

2.2.2 LLVMPass

An LLVMPass is a unit of compilation applied to an LLVM IR. LLVM passes

are a major component of the backend of the compiler. A pass takes a

LLVM IR as an input and outputs another IR. As shown in Figure 2.5,

multiple LLVM passes can operate during the compilation process before the

final output. A LLVMPass can perform various tasks. LLVM passes can be

applied for the transformation, analysis, or optimization of the LLVM IR.

• Analysis: An analysis pass does not alter the LLVM IR but gathers in-

formation. This information may be used by later passes. Some exam-

ples are Basic CallGraph Construction (basiccg), Dependance Analysis

(da) and Dominator Tree Construction (domtree).

• Transform: This kind of pass transforms the IR often in order to

improve performance. LLVM provides some predefined transforma-

tion passes focused on code optimization. Some common optimization

passes are Dead Code Elimination (dce), Dead Store Elimination (dse)

and Global Variable Optimizer (globalopt)

• Utility: A utility pass performs various additional tasks without im-

pacting Analysis or Transform passes. This kind of pass is often used by

developers for understanding and debugging LLVM IR. Some instances

include View CFG of function (view-cfg), Module Verifier (verify) and

Assign names to anonymous instructions (instnamer)

LLVM provides an interface to write customized LLVM passes. These

passes could be inherited from different classes depending on the needed

granularity. Within the scope of this thesis, we concentrate on ModulePass.

ModulePass is a type of pass that is applied to the whole module. It uses

the entire module i.e. the entire program as a single unit, in order to analyze

or transform the LLVM IR. It can access global objects such as Global Vari-

able or Functions without any particular order. Therefore this pass allows to

add or remove entities at the global level. ModulePass can access and apply

function level passes (e.g. dominators to retrieve the dominator tree of the
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Annotated Value's Pointer Annotation Name File Name Line Number

Number of annotated global variables : 1
Metadata Structure

1. @global = dso_local global i32 5, align 4

2. @.str = private unnamed_addr constant [6 x i8] c"green\00", section
      "llvm.metadata"

3. @.str.1 = private unnamed_addr constant [10 x i8] c"App/app.c\00",
      section "llvm.metadata"

4. @llvm.global.annotations = appending global [1 x { i8*, i8*, i8*, i32 }]
      [{ i8*, i8*, i8*, i32 } { i8* bitcast (i32* @global to i8*), i8*
      getelementptr inbounds ([5 x i8], [5 x i8]* @.str, i32 0, i32 0), i8*
      getelementptr inbounds ([10 x i8], [10 x i8]* @.str.1, i32 0, i32 0),
      i32 1}], section "llvm.metadata"

Figure 2.7: Example of Global Variable Annotation

given function as an analysis result). Modifications performed in the LLVM

IR should be carefully handled. Even a small mistake will result in a bro-

ken LLVM IR. Nevertheless, ModulePass offers great liberty to developers to

rewrite the code. Every element of LLVM IR can be added or removed, in-

cluding metadata information. Modification is prohibited for some elements

such as structure type. Once initialized a structure type cannot be modified.

2.2.3 Annotation

The compiler Clang LLVM permits to add annotation to some of the LLVM

IR elements. In the thesis, we intensively use annotation to add colors to the

variables, e.g., to indicate to which enclave belongs a variable.

An example to add an annotation to a variable in C language is the

following:

1. int __attribute__ (( annotate (" green "))) global = 5;

The frontend of the compiler, clang, translates annotations in the LLVM IR.

Clang doesn’t intercept these annotations, it is forwarded towards the back-

end of the compiler, LLVM. LLVM uses annotation for special purposes, for

example, code optimization. These annotations are ignored by the compiler

unless any LLVM passes explicitly use them. Therefore, annotation does not

disturb the compilation chain and does not alter the generated executable.
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1. %15 = bitcast i32* %14 to i8*

2. %16 = call i8* @llvm.ptr.annotation.p0i8(i8* %15, i8* getelementptr

inbounds ([6 x i8], [6 x i8]* @.str, i32 0, i32 0), i8*

getelementptr inbounds ([10 x i8], [10 x i8]* @.str.1, i32 0, i32

0), i32 15)

↪→

↪→

↪→

3. %17 = bitcast i8* %16 to i32*

Figure 2.8: Example of Pointer Annotation

In LLVM IR annotations are primarily represented in three ways: Global

annotation, Pointer annotation, and Variable annotation.

Global Annotation

Figure 2.7 shows an example of global variable annotation. Here the Global

Variable named global is annotated with the annotation ’green’ (see the

annotation example above). At line number 1 the global variable global

is declared and initialized as 5. At line number 2, @.str is a global string

that is declared and initialized as ’green’. This is the annotation string. At

line number 3, @.str.1 is a global string that is declared and initialized as

’App/app.c’. This is the file name of the code. llvm.global.annotation

at line 4 is a Global Variable which englobes annotation details of all Global

Variables. As shown in the figure it is an array of Metadata Structure spe-

cific to annotation. In this example, only one global variable is annotated ([1

x i8*, i8*, i8*, i32 ]). In the case of n annotated Global Variables,

the first part will be [n x i8*, i8*, i8*, i32 ]. The first element of the

metadata structure contains a pointer to the annotated value (line 1), the sec-

ond contains the pointer to the annotation string (line 2), the third contains

the pointer to the file name (line 3), and finally, the fourth contains the line

number of C code where the variable is declared (line number where global

is declared in C file is 1). The Global Variable llvm.global.annotation

will be processed by LLVM Pass to associate Global Variables with their

annotation. The annotation string ’green’ can be retrieved from the global

string @.str, by getting its initialization value.

Pointer Annotation
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1. %6 = alloca i32, align 4

2. %10 = bitcast i32* %6 to i8*

3. call void @llvm.var.annotation(i8* %10, i8* getelementptr inbounds ([6

x i8], [6 x i8]* @.str, i32 0, i32 0), i8* getelementptr inbounds

([10 x i8], [10 x i8]* @.str.1, i32 0, i32 0), i32 21)

↪→

↪→

Figure 2.9: Example of Variable Annotation

Figure 2.8 illustrates an example of Pointer annotation. This annota-

tion is used to convey annotation in specific cases like annotating an ele-

ment of the structure. llvm.ptr.annotation is an intrinsic function that

takes four arguments and returns a pointer type texttti8* (line 2). The

function arguments represent the same data as the metadata structure from

llvm.global.annotation except for the first argument. In this case, the first ar-

gument is i8* %15. The register %15 is a BitcastInst which casts the register

%14 from i32* to i8* (line 1). The annotated value is actually the register

%14. As the first argument should be i8*, it passes by a BitCastInst. Then

again the return value of llvm.ptr.annotation which is stored in register

%16 passes through another BitCastInst (line 3), to cast back to the anno-

tated values type. For further execution, the register from %17 (line 3) will

be used instead of the actual register %14

Variable Annotation

Figure 2.9 shows an example of Variable annotation. It is used to annotate

local variables which are defined using AllocaInst (line 1). llvm.var.annotation

is also an intrinsic function that takes four arguments similar to llvm.ptr.annotation,

whereas the return type is void (line 3). Resembling to Pointer Annotation,

the annotated value, register %6 is passed by a BitCastInst (line 2), before

used as the first argument. Whereas there is no return value for the function

call. For further execution, the register %6 will be used completely indepen-

dently to llvm.var.annotation
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In the remainder of the manuscript, we concentrate on the TEE, Intel

SGX. Different techniques are proposed to use SGX. These techniques have

their own set of advantages and drawbacks. As presented in the introduc-

tion §1, we propose Privagic, which leverages secure typing to automatically

partition an application.

Privagic ensures application security by enforcing typing rules and by

automatically partitioning the application according to data access. As the

data type is enriched with an enclave identifier in the form of a color, both

colored data and the code accessing those data are placed inside the enclave

of the corresponding color.

In this chapter, we compare our technique with some of the existing

techniques, both for using SGX and for data partitioning. This chapter

gives a brief presentation of the threat model, discusses these previous works

related to Privagic, and finishes by focusing data flow analysis technique.
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Chapter 3. Motivation and related work 3.1. Threat model

3.1 Threat model

We consider an attacker that fully controls a machine (operating system and

hypervisor included). We assume however that the attacker cannot read or

write the memory of an enclave protected by Intel SGX. Therefore, we trust

that the processor, the Privagic runtime, and the software development kit

provided by Intel to use SGX are correct and do not contain bugs.

Privagic can run in two modes: relaxed and hardened mode. In relaxed

mode, Privagic ensures the confidentiality and integrity of the sensitive values

of an application. In hardened mode, Privagic additionally prevents Iago

attacks [15] against the enclaves.

The application is not trusted and may contain bugs. Privagic has the

goal of minimizing the TCB in order to reduce the probability of bugs inside

the enclave.

Privagic does not address the problem of side-channel attacks, since Intel

SGX does not address this attack vector.

3.2 Related work

Various works propose to simplify the use of Intel SGX. Some application

relies only on the Intel SDX to use SGX. Many frameworks are also proposed

to make SGX more user-friendly. Some frameworks use different techniques

to partition applications for security purposes. Hereafter, we first discuss

applications only depending on Intel SDK, then we present some frameworks

for using Intel SGX and different partitioning techniques. We discuss the

limitations of these techniques. Finally discuss the use of type information.

3.2.1 Using Intel SDK

As shown in Table 3.1, many applications rely only on the Intel SDK (§2.1)

to use SGX. [12,16,25,33,48,59,66]. These applications offer a high-level of

safety because they have a small TCB and because the developers of these

projects manually ensured their security. However, manually ensuring that

sensitive data never escapes from an enclave is difficult. Designing an appli-

cation as a distributed system with components that communicate through

an interface also adds a burden on the developer. These applications are as
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efficient as they can be. However, they often heavily depend on ecalls/ocalls,

which are notoriously costly (see our evaluation in §4.3.2). Optimizing the

communication between an enclave and the unsafe part of an application is

possible by using switchless calls [6,41,47,52,56,62,63], but adds even more

burden on the developer.

3.2.2 Frameworks that simplify the use of Intel SGX

In order to ease the use of SGX, several frameworks propose to run a com-

plete application with its dependencies in an enclave [6, 10, 38, 43, 53]. This

approach leads to a large unsafe TCB that can reach tens of megabytes (see

§7.2.2).

In order to avoid a large TCB, two techniques are proposed. The first

technique consists of defining new language abstractions or new programming

models [47, 49]. This approach may ensure a high level of safety, but they

require a complete rewriting of the application, this makes them inadequate

for legacy applications with a large code base.

In a different context, language abstractions were proposed to ensure

the confidentiality of sensitive values in a distributed system. Some tools

automatically partition applications written in the Jif language [17, 64, 65].

Jif is a language based on Java, in which the developer explicitly indicates

how data flows between partitions that do not trust each other. This also

requires a complete rewrite of the application.

The second technique automatically partitions an application. Privagic

belongs to this category. Table 3.1 gives an overview of the automatic par-

titioning techniques used in previous works. These works target Intel SGX,

AMD’s SME, ARM Trustzone, but also privilege separation [46], i.e. iso-

lating dangerous functions in another process. All these works are based

on data flow analysis techniques. The developer annotates sensitive vari-

ables or functions, a tool analyzes how the data flows in the application:

by using various techniques that we do not detail here, such as, use-def

chains [1], abstract interpretation [23], in-vitro execution [58, 60], points-to

analysis [5, 9, 24, 44, 50, 57], program dependence graphs [26] or taint analy-

sis [7, 36].

A first limitation of the above framework is that data flow analysis ana-

lyzes an application sequentially, inspecting instructions one after the other.
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Because of the difficulty to track pointers in the presence of threads most

of the tools do not handle multi-threaded applications (see, e.g., [14] for the

abstract interpretation engine used in Glamdring [34], [36] or [7] for taint

analysis, or [57] for points-to analysis). The only exceptions are GoTEE [28]

for the Go language and Uranus [31] for the Java language. These tools

rely heavily on specific language constructs: goroutine for GoTEE and Java

classes for Uranus. They do not address languages with explicit pointers. In

summary, no technique is currently available to handle multiple threads in

the presence of explicit pointers.

A second limitation is that, data flow analysis has difficulty with pointers

or aliasing [5,14,34,35]. Several works simply behave incorrectly in the pres-

ence of pointers or references. Those that do correctly handle pointers and

references, over-approximate the memory locations that may contain sensi-

tive values. As a result, these techniques are not able to split an application

into more than two partitions, since the same memory location maybe falsely

marked as belonging to two partitions.

3.2.3 Using typing to enforce isolation

With secure typing, we avoid the limitations of data flow analysis techniques.

The secure type of a value directly indicates in which enclave the value

lives, which avoids any over-approximation, and allows Privagic to know

the enclave of any memory location, regardless of the presence of pointers or

threads.

Using language typing to enforce memory isolation has already been ex-

plored in several works [8,11,27,30] These systems enforce isolation by using

typing: they ensure that a process cannot forge a pointer to an unauthorized

memory. Previous works rely on classical typing to prevent unauthorized

memory access. In contrast we propose to embed security information di-

rectly in the type system.

3.3 Focus on glamdring

Several frameworks rest upon data flow analysis to partition the appli-

cation. Data flow analysis identifies where the application stores sensitive
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1. struct shared {

2. int other;

3. int secret;

4. }* shared;

5. # pragma glamdring sensitive-source(secret)

6. void inside(int secret) {

7. shared = malloc(sizeof(*shared));

8. shared->secret = secret;

9. }

10. void outside() {

11. // *shared allocated in enclave => SIGSEGV

12. shared->other = 42;

13. }

Figure 3.1: Limitation of data flow analysis.

data. However, tools that rely on data flow analysis become fragile when

they partition the application.

In this section, we discuss the limitations of data flow analysis through

the example of Glamdring framework [34]. Figure 3.1 presents a code for

which Glamdring misbehaves. At line 5, the developer tags secret as a sen-

sitive source. Glamdring relies on the eva/impact plugins of frama-c [21] to

compute the locations in the source code that are impacted by the value of

secret. By using abstract interpretation [23], the plugin adequately identi-

fies that lines 3 and 8 are impacted. Glamdring then partitions the code by

relying on the slicing plugin of frama-c. This plugin identifies the statements

required to correctly execute the code identified by the impact plugin. It

identifies that the declaration of the shared variable at line 4 and that lines

7 are required to execute line 8. Since Glamdring partitions the application

at the function granularity, it puts thus the shared variable and the code of

inside in the enclave.

At this step, Glamdring misbehaves because the outside function is exe-

cuted outside the enclave. This function accesses the shared variable, which

is allocated inside the enclave at line 7, and thus is not accessible by outside

since outside is executed in normal mode.

The issue comes from the shared data structure. This structure contains

both sensitive and non-sensitive values, which are not handled by a data
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flow analysis tool. In order to solve the issue, a transformation tool should

associate additional information to tag secret as sensitive and other as non-

sensitive. Adding this information is the very goal of secure typing. Secure

typing consists of tagging a type with a color, which indicates whether a

value is sensitive or not. With secure typing, a compiler can adequately

partition the application presented in Figure 3.1: by re-organizing the shared

data structure as we do with Privagic (see §6.4), or by promoting other as

sensitive and putting all the code that accesses other in an enclave.
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Our first contribution is FastSGX a message-passing based runtime for

SGX. FastSGX is used to implement the Privagic runtime, but is independent

to Privagic.

As discussed in the §3 entering and leaving an enclave consumes a huge

number of CPU cycles. The cost is prohibitive: while a standard function call

costs only a few cycles, entering or leaving an enclave costs approximately

7000 cycles [41,55,56]. Because of this cost, designing an efficient application

for Intel SGX is difficult.

Several research works show that we can avoid this cost by using switchless

calls [6, 52, 56, 62, 63]. A switchless call leverages worker threads in order to
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avoid switching the processor from the non-secure mode to the secure mode.

In detail, each worker thread runs in a single security domain: either the non-

secure domain or in an enclave. In order to perform a call from one domain to

another, a worker thread of one domain sends a message to a worker thread

in the other. To send this message, the worker thread simply writes a value in

a shared memory zone named an activation zone. Transferring control from

one domain to another costs a single cache miss: the cache miss that loads the

activation zone from the core of the sender thread in the core of the receiver

thread. Since transferring a cache line costs a few hundred cycles instead of

several thousand, a switchless call significantly improves performance.

Although the switchless call is well known, using this technique efficiently

remains challenging for three reasons.

The first is that the worker threads are hidden to the developer and con-

figured statically. In detail, the SGX runtime uses worker threads internally

to optimize the time to transfer the control from/to an enclave. A worker

thread consumes CPU resources even when idle because it actively spins on

the activation zone. Unfortunately, the developer can configure the number

of worker threads only statically. This is inadequate if the workload evolves

over time. In such a case, either the developer over-provisions the number

of worker threads, which wastes CPU resources when the workload is low, or

under-provisions the number of worker threads, which leads to inefficiencies

when the workload increases [62].

The second issue comes from the function semantic exposed by the SGX

runtime provided by Intel. With a call semantic, the caller is suspended

during a call. The caller uselessly wastes a CPU while actively waiting for

the termination of the call. The developer can thus not use the wasted CPU

resource to execute useful code in parallel.

The third issue comes from the design of the current SGX runtimes, which

prevent a direct call from one enclave to another. Instead, a worker thread

has to first indirectly transfer control to a non-secure worker.

In FastSGX, we use the switchless call technique more efficiently with a

new programming model. In detail, we propose to explicitly design an SGX

application as a distributed system with worker threads that communicate by

exchanging messages. Each worker thread runs in a single security domain.

However, the developer can create and destroy worker threads on the fly to
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adapt the number of worker threads to the workload. Moreover, instead of a

function-call abstraction, we expose a message-passing abstraction. Thanks

to this, a worker thread can send a message and continue to execute while

another worker thread processes the message. This avoids wasting the CPU

of the sender during a call. Finally, by exposing to the developer an interface

to send and receive messages, a developer can send a message from any worker

thread to any other worker thread. This avoids indirects an inter-enclave call

through the non-secure domain.

Our message-passing runtime FastSGX implements communication chan-

nels with lock-free data structures, and also implements a lock-free memory

manager to allocate and free messages.

We evaluate FastSGX with two classical data structures: a hashmap and

a treemap. We evaluated versions of these data structures with one and two

enclaves. Our evaluation with different access patterns shows that:

• The interface of FastSGX, with its four main functions, is simple enough

to be usable in practice,

• FastSGX supports multi-enclave applications, in contrast to current

switchless call runtimes, which are especially inefficient in this case.

• The data structures implemented with FastSGX consistently outper-

form the equivalent data structures implemented with the Intel SDK.

The remainder of the chapter is organized as follows: §4.1 discusses re-

lated work, §4.2 presents the design of FastSGX, §4.3 details our evaluation,

and §4.4 concludes.

4.1 Related work

Many applications rely directly on the Intel SDK to use SGX [12, 16, 25, 33,

48,59,66]. Since using the Intel SDK can be complex for legacy applications,

several frameworks support running the complete application, with all its

dependencies, inside an enclave [6, 10, 38, 43, 53]. This approach leads to an

overly large trusted computing base. Other tools propose to automatically

partition an application by starting from variables or functions annotated as

sensitive [13,28,31,34–37,45,54,58,60,61]. These tools ease the development
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while minimizing the trusted computing base. These tools are complemen-

tary to FastSGX: they could rely on FastSGX to optimize the time to transfer

the control from/to an enclave.

As presented in the introduction, several runtimes rely on switchless calls

to avoid the cost of switching the processor from/to secure mode [6, 52, 56,

62, 63]. These runtimes hide the worker threads to the developer, which

makes the dynamic optimization of the number of worker threads difficult,

prevents the execution of code in parallel in the worker threads, and is sub-

optimal for a multi-enclave application. FastSGX exposes the worker threads

and a message-passing interface to the developer, thus avoiding these three

limitations.

EActors [47] designs a SGX application as a set of actors. EActors runs

worker threads in the enclaves, which executes eactors, and communicate

by messages. Using EActors requires a whole redesign of an application in

order to implement the application with actors. Using FastSGX is more

straightforward since only adding calls to send and receive messages is re-

quired. Moreover, with FastSGX, the developer explicitly creates on the

fly the worker threads, which allows the developer to dynamically adjust the

number of worker threads to the workload. This is not the case with EActors.

With EActors, the number of worker threads is configured statically, which

is inadequate for an application with a dynamic workload because worker

threads may become useless in case of a low workload, or saturated in case

of a high workload.

4.2 Design of FastSGX

FastSGX is a message-oriented runtime for Intel SGX. It manages a set of

enclaves. FastSGX associates an enclave with a communication channel, im-

plemented as a lock-free FIFO queue stored in unsafe memory [29]. FastSGX

also implements a lock-free memory allocator in order to allocate and free

the messages. For that, FastSGX uses a simple lock free stack [29].

FastSGX also manages a set of worker threads. A worker thread exe-

cutes within a single enclave. It receives messages through the communica-

tion channel. If several worker threads are associated to the same enclave,

they share the communication channel. Each message is received by a single
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1. // initialize the runtime with nenclaves enclaves

2. int initialize(size_t nenclaves, ...);

3. // create a worker thread in the enclave eid

4. int new_worker(pthread_t* tid, size_t eid);

5. // send the value to the enclave eid with the message id mid

6. void send(size_t eid, size_t mid, union value value);

7. // receive a message with the message id mid from eid

8. void recv(size_t eid, size_t mid, union value* value);

Figure 4.1: Main functions of the FastSGX interface.

worker thread.

4.2.1 Interface

Figure 4.1 presents the main functions provided by FastSGX. To initialize

the runtime, a developer calls the initialize function. Its arguments are num-

ber of enclaves to be created and, for each enclave, a path to the binary to

be loaded in it (eid). The initialize function returns an enclave identifier for

each enclave, by starting at eid 1. FastSGX considers that the pseudo-enclave

with the eid 0 represents the code and data located in unsafe memory. It

also considers that the main thread of a process, i.e., the thread that called

initialize, is a worker thread associated to enclave 0.

To start executing code in the enclaves, the developer calls the new worker

function. This creates a new worker thread, in the enclave given as an argu-

ment, by executing the function named start routine, located in the binary

loaded at initialization.

A worker thread in an enclave can send and receive by exchanging mes-

sages, with the send and recv functions. The arguments of send are the des-

tination enclave (eid), a message identifier (mid), and a content (value). The

message identifier is used to address a message to a specific recv function,

which is useful to avoid confusing two messages with two different meanings

received in parallel. The value is a union that has the size of a machine word

(64 bits on Intel).

The recv function has the same three parametern types. If eid is equal to
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1. struct message* dequeue(struct mbox* mbox) {

2. struct message* res;

3. struct message* expected;

4. do {

5. res = mbox->head;

6. expected = res;

7. } while(res == NULL

8. !atomic_compare_exchange_strong(&mbox->head,

9. &expected,

10. res->next));

11. return res;

12. }

Figure 4.2: Basic incomplete lock free dequeue function.

-1, the function receives messages from any enclave, otherwise, it only receives

messages from eid. If mid is equal to -1, the function receives messages

with any mid, otherwise, it only receives messages with the mid given as a

parameter. The recv function blocks until a matching message is received.

The recv function removes the message from the channel, fills the value with

the content of the message, and returns.

4.2.2 Hazard pointers

The ABA problem [39] appears with lock-free data structures implemented

with compare and swaps, such as FastSGX’s lock-free queues.

To illustrate ABA problem, we first present a naive algorithm used to

implement a lock-free queue in Figure 4.2. Suppose the queue contains two

messages A and X. To dequeue A, a receiver thread t1 loads a pointer to A

from the head of the queue (line 5). It then loads a pointer to X from the

next field of A, and replaces the head by the pointer to X (line 8). In case

another receiver thread would also dequeue A after t1 the reads head on line

5 but before the update at line 8, t1 updates the head from A to X only if

the head is still equal to A. For that, t1 uses an atomic compare-and-swap

instruction, which atomically checks that head is A (expected at line 9), and

replaces head by X (res->next at line 10). This simple algorithm is correct

only if a message is never freed. In FastSGX, a receiver frees a message after
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it is consumed, in order to avoid a memory leak. This leads to the ABA

problem described next.

Suppose again that the queue contains two messages A and X. The re-

ceiver thread t1 loads A and X, and then, another receiver thread t2 is sched-

uled. t2 dequeues A and X, and frees the messages. Then, a sender thread t3
inserts a new message B. At this step, the queue contains a single message:

B. When t1 is re-scheduled, the compare-and-swap is supposed to fail because

B is not A. However, this is not necessarily the case: since A is free when t3
allocates a message, B may be allocated at the same location as A. In such

a case, the compare and swap of t1 succeeds. Now t1 incorrectly thinks that

A is still the head of the list. t1 thus installs a pointer to X as the head of

the queue, which is incorrect because X was freed by t2.

FastSGX avoids the ABA problem by using hazard pointers [39]. When

a receiver loads the head pointer, it signals to the other threads that freeing

the pointed message is unsafe. For this, the receiver thread records the head

pointer in an array named the hazard pointer array. Then, to free a message,

FastSGX uses two lists: a purgatory list and a free list. When the application

frees a message, FastSGX adds the message in the purgatory list. When an

application allocates a message, FastSGX uses the free list. If the free list

is empty, FastSGX tries to move a batch of N messages from the purgatory

list to the free list. It inspects eash message in the purgatory list, and, if the

message is still referenced by the hazard array, FastSGX ignores the message

since a receiver may still use the message. Otherwise, FastSGX moves the

message to the free list.

4.3 Evaluation

We evaluate the performance of FastSGX on an Intel i5-9500 CPU 3 GHz

with 16 GiB memory. This 6-core CPU ships SGX version 1 with a maximal

memory size usable by the enclaves of 93 MiB. The machine runs Linux 5.15.0,

glibc 2.31, clang 10.0.0, and Intel SGX SDK 2.19.100.
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Figure 4.3: Latency of the data structures. X/Y: get/put ratio.

4.3.1 Micro-benchmarks

We first evaluate two maps that associate keys to values: a hashmap and a

treemap. The hashmap uses a separate chaining algorithm: it is designed

as an array of linked-lists, in which each linked-list contains the keys that

collide. The treemap is implemented as a red-black tree, which ensures that

the tree remains balanced.

We evaluate three versions with a single enclave: IntelSDK-1, IntelSDK-

s-1 and FastSGX-1. These versions store the whole map in a single en-

clave. The two IntelSDK versions expose the put/get functions to the non-

secure domain. IntelSDK-1 switches the processor mode during a call, while

IntelSDK-s-1 uses switchless calls. FastSGX-1 is implemented with FastSGX.

For a get, the worker thread in the non-secure domain sends a message to

execute the get in the enclave, and waits for the result. For a put, since the

result of a put is not used, the worker thread in the non-secure domain sends

a message to execute put, but continues its execution in parallel.
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Figure 4.4: Throughput of the data structures. X/Y: get/put ratio.

We also evaluate the same three versions with two enclaves. These ver-

sions store the keys in one enclave and the values in another, which makes the

communication pattern between the enclaves more complex. As with a single

enclave, we evaluate (i) IntelSDK-2, which switches the processor mode, (ii)

IntelSDK-s-2, which uses switchless calls, and (iii) FastSGX-2, which uses

message passing.

Figure 4.3 reports the latency and Figure 4.4 the throughput with dif-

ferent put/get ratios. With one enclave, we execute 100 000 operations in a

map with 100 000 keys, and with two enclaves, 20 000 operations in a map

with 20 000 keys. A key is 8-bytes long and a value 1024-byte long.

With one enclave, we observe that, as expected, IntelSDK-s-1 consis-

tently performs better than IntelSDK-1. We also observe that FastSGX-1

is consistently better than IntelSDK-1 and IntelSDK-s-1. The better perfor-

mance of FastSGX-1 comes from two complementary phenomenons.

First, with a high number of puts, a put is executed in parallel with
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Figure 4.5: Ping-pong time with Intel SDK and with FastSGX.

the load injector in FastSGX-1. This is not the case with IntelSDK-s-1,

which suspends the caller during a call. The higher parallelism of FastSGX-

1 explains why FastSGX-1 performs better than IntelSDK-s-1 with a high

number of puts (right of the curves).

Second, FastSGX is designed with lock-free data structures whereas Intel

SDK uses a blocking scheme. In detail, with IntelSDK-s-1, a thread takes a

spin-lock when it accesses an activation zone. FastSGX-1 does not take a lock

since it uses lock-free data structures. Thanks to the use of lock-free data

structures, FastSGX-1 is also better than IntelSDK-s-1 with a high number

of get operations (left of the curve).

With two enclaves, we observe similar results. With two enclaves, the

relative difference between FastSGX and the Intel SDK versions is even higher

because FastSGX allows the two enclaves to communicate directly. This is

not the case with the Intel SDK versions, which pay an additional transfer

of control to the non-secure domain for each operation. This result confirms

that using an explicit message-passing scheme is important to optimize a

multi-enclave application.
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4.3.2 Ping-pong

In this experiment, we compare the cost of switching the processor with the

cost of exchanging messages. For that, we evaluate a ping pong application

in three configurations: FastSGX/copy, FastSGX/reference and Intel SDK.

With FastSGX/copy and FastSGX/reference, we run two worker threads:

one worker thread in the non-secure domain and one worker thread in an

enclave. The non-secure worker thread sends a ping to the enclave worker

thread, which answers with a pong message. The ping message contains a

pointer to an array of bytes. In FastSGX/copy, the application copies the

pointed array in a buffer before replying with a pong. In FastSGX/reference,

the application ignores the argument.

With Intel SDK, the non-secure thread of the application calls a ping

function provided by the enclave. The non-secure thread of the application

is blocked during the execution of the ping function, which is equivalent to

waiting for a pong. With Intel SDK, the buffer is copied from the non-secure

domain into the enclave.

Figure 4.5 reports the results of the experiment. We first observe that,

when the size of the argument is equal to 0, using message passing instead

of mode switching divides the function execution time by 12 (11.2 µs for

Intel SDK versus 0.9 µs for FastSGX/copy or FastSGX/nocopy). This result

highlights the benefit of using messages instead of switching the processor

mode.

We also observe that, when the argument size increases, the cost of copy-

ing the buffer becomes larger than the cost of transferring the control. With

a buffer of 32 KiB, we observe, however, that using message passing still

saves 28% of the time (76.1 µs for Intel SDK versus 54.6 µs for FastSGX/-

copy). This result shows that, even for an application that protects large

user data sets by copying them in an enclave, using message passing remains

interesting.

4.4 Conclusion

Our first contribution is FastSGX, a message-based runtime for SGX. FastSGX

relies on the switchless call principle, but avoids the limitations of the current

implementations. In detail, FastSGX (i) allows the developer to adjust the
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number of worker threads to the actual workload on the fly, (ii) allows the

developer to execute code in parallel in the sender while a receiver proceeds a

message, and (iii) allows the developer to directly transfer the control from an

enclave to another. Thanks to these properties, our evaluation with different

data structures and workloads shows that FastSGX consistently outperforms

the SGX development kit of Intel, and with one or two enclaves. Our eval-

uation also shows that FastSGX, with its 4 main functions, is simple and

usable in practice.
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Figure 5.1: Overview of Privagic

Privagic relies on explicit secure typing to partition an application. Secure

typing consists on a type enriched with a domain identifier named a color.

Since secure typing is explicit, Privagic does not have to analyze the applica-

tion to find the locations that may contain sensitive values. Thanks to that,

secure typing avoids the limitations of the current analysis tools, which are

unable to analyze a multi-threaded application because they cannot explore

all the possible thread inter-leavings.

Since explicitly modifying the type of each variable and each function

argument of a legacy application is painful, Privagic also implements a sim-

plified form a type inference. In detail, Privagic is able to deduce by inference

the colors of the local variables and of the arguments of the functions, but

only if the code does not create a pointer to these memory locations. Thanks

to this limitation, the variable or argument is only used by a single thread,

and only within a single function. Using type inference in this case is straight-

forward: a simple data flow analysis performed at the scale of the function

is enough to identify the color of a variable or argument. Note that, in the

general case, type inference is a specific instance of the more general taint

analysis problem. Even if theoretically, the two problems are equivalent,

pragmatically, by restricting type analysis to local variables and arguments,

we make the technique usable in practice since Privagic does not have to ex-

plore the different thread inter-leavings. This is not the case of the previous

taint analysis tools (e.g., Glamdring [34]), which try to solve the problem of

taint analysis in the general case, and can thus not handle multi-threaded

applications since they cannot explore all the possible thread inter-leavings.
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In the remainder of the chapter, we first present an overview of Privagic,

and we then delve into various aspects of our system’s analysis process. Sec-

tion §5.2 introduces how our system detects an element’s color. Following

this, §5.3 illustrates the type inference, while §5.4 details the color initializa-

tion process. In §5.5 we discuss the color compatibility and §5.6 provides an

overview of the analysis. The chapter further explores typing rules in §5.7,

elucidates the treatment of function calls in §5.8, and finally §5.9 concludes

with possible error messages raised by Privagic.

5.1 Overview

Privagic is designed as a part of the backend of the LLVM compiler. As

shown in Figure 5.1, Privagic takes a LLVM bitcode file as input. This

LLVM bitcode file contains the whole LLVM Intermediate Representation

(IR) of the application. It is generated by a classical tool chain, e.g., clang

for the C language. Privagic first analyzes the LLVM IR in order to detect

confidentiality, integrity, or Iago attack issues. Privagic then partitions the

LLVM IR into several bitcode files, which are used to generate an executable

with a classical compilation tool chain.

Privagic can run in two modes. In hardened mode, Privagic enforces con-

fidentiality and integrity, and additionally prevents Iago attacks: an enclave

never uses an unsafe value computed outside an enclave. In this mode, Pri-

vagic totally isolates an enclave from the rest of the application. The rest of

the application cannot access the enclave, and the enclave cannot access the

memory of the rest of the application, neither in read nor in write.

The hardened mode is sometimes too restrictive. The developer may

for example want to store profiling data in unsafe memory directly from

an enclave in order to avoid crossing the enclave boundary to update them.

The developer may also want to access global data structures located outside

the enclave after having checked their integrity instead of storing the data

structures inside the enclave in order to minimize the enclave size. For this

reason, Privagic also proposes the relaxed mode. In this mode, Privagic

ensures confidentiality and integrity, but it does not prevent against Iago

attacks. In other words, the rest of the application cannot access an enclave

(confidentiality and integrity), but an enclave can access unsafe memory,
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either in read or in write.

5.2 Color detection

As presented in section §2.2.1, LLVM considers a machine with a memory

and an infinite number of typed registers. A LLVM instruction takes registers

as input and outputs a new register.

Privagic allows the developer to enrich a type with a color. Figure 1.1

(see §1) illustrates an example of adding colors to a type. The color keyword

is a macro. It transforms the color declaration into a generic C annotation.1

The clang frontend does not handle by itself the annotation: it simply emits

the annotation in the LLVM IR. Privagic uses these annotations to identify

the colors associated with the types.

Colors can be added to:

• Global Variables

• Local Variables

• Structure Fields

As described in section §2.2.3, according to annotated types, clang trans-

lates the annotations in three different forms in LLVM IR: Global annota-

tion, pointer annotation, and variable annotation. Colors are associated with

global variables using global annotation and local variables using variable an-

notation.

5.2.1 Structure Fields

Detecting the color that is added to the structure field is not as straight-

forward as detecting the colors of global or local variables. Figure 5.2 shows

a simple example of colored structure in C. Figure 5.3 is the LLVM IR rep-

resentation of the code for line number 5 of Figure 5.2. In Figure 5.3, line 1

loads the global variable sa of type struct A. Then line 2 gets the first field

of the structure struct A. The type of register in line 2 is i32*. In order to

add pointer annotation to the register, line 3 casts the register from i32* to

1E.g., attribute ((annotate ("blue"))).
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1. struct A {

2. int color(green) a;

3. };

4. struct A* sa;

5. sa->a = 5;

Figure 5.2: A simple C example of colored struct

1. %13 = load %struct.A*, %struct.A** @sa, align 8

2. %14 = getelementptr inbounds %struct.A, %struct.A* %13, i32 0, i32 0

3. %15 = bitcast i32* %14 to i8*

4. %16 = call i8* @llvm.ptr.annotation.p0i8(i8* %15, i8* getelementptr

inbounds ([6 x i8], [6 x i8]* @.str, i32 0, i32 0), i8*

getelementptr inbounds ([10 x i8], [10 x i8]* @.str.1, i32 0, i32

0), i32 15)

↪→

↪→

↪→

5. %17 = bitcast i8* %16 to i32*

6. store i32 5, i32* %17

Figure 5.3: Example of structure field’s color

i8*. Line 4 calls llvm.ptr.annotation function and adds the color to the

register %15 (line 3). The section §2.2.3 explains in detail the specifications

of pointer annotation. Then at line 5, the colored register is cast from i8*

to its previous type i32*. For further use, the register %17 (from line 5) is

taken. Therefore the register %17 is used by the StoreInst in line 6. In order

to associate the color to the field, Privagic has thus tracked backward from

the pointer annotation at line 4 up to the first field of the structure struct

A.

5.3 Type inference

In order to ease the use of Privagic in a legacy application, Privagic can infer

the color of the local variables and registers. Privagic only infers the color

of a local variable if the code does not create a pointer to the local variable.

Moreover, Privagic does not try to infer the color of global variables or fields

of the data structures. Thanks to these restrictions, Privagic only has to

infer the type of a variable locally accessed by a single function and a single

thread. These restrictions allow thus Privagic to scale to multi-threaded
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Color Given to Compatible with
F (Free) Registers and instructions Any other color
U (Unsafe) Memory locations No color

S (Shared) Memory locations
No color
(but becomes F when loaded)

Table 5.1: Initial colors given to the uncolored elements.

applications.

Privagic implements this design by first unifying the registers and the

local variables, and only if the code does not create a pointer to the local

variable. For that, Privagic starts by promoting the local variables (i.e., the

alloca) into registers by using the mem2reg pass of LLVM [1]. This pass

exactly implements our need: it promotes a local variable only if the code

does not create a pointer to the local variable. After this transformation

pass, Privagic thus only has to infer the colors of the registers in order to

infer the colors of both the registers and local variables (without pointers to

the local variable).

5.4 Initial colors

Initially, Privagic gives a color to each register, instruction, and memory

location. When a register or a memory location has an explicit color in the

code, Privagic uses it. When the color is not explicit, Privagic uses the three

special colors presented in Table 5.1.

The F color is the initial color of the instructions and of the registers

without explicit color. The F color is the only color compatible with any

other color. The F color indicates that a register or an instruction is not

bound to an enclave, i.e., that it can safely be computed and used in any

enclave. The F color is also used for type inference: Privagic can change the

color of a F element when it visits an instruction.

The U and S colors are used for the memory locations without explicit

color. U and S indicate that the memory location is located in unsafe memory.

Both colors are incompatible with any other color. However, the S color has a

special property: it becomes F when it is loaded from memory into a register.

In hardened mode, Privagic colors an uncolored memory location in U,
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which protects against Iago attacks since the U color is incompatible with the

colors of the enclaves. In relaxed mode, Privagic colors the memory location

in S, which allows an enclave to use a value loaded from a S memory location

since the value becomes F when it is loaded.

Note that a developer can use the S color explicitly for some variable

in hardened mode to relax the Iago constraints, or the U color explicitly in

relaxed mode to add Iago constraints.

5.5 Color compatibility

While Privagic analyzes the code, it enforces typing rules. For that, Privagic

verifies the compatibility between colors. Two colors x and y are compatible,

which we note x ∼ y, if they are equal or if one of them is F. When Pri-

vagic detects that two colors are incompatible while they should be, Privagic

reports an error to the developer.

5.6 Overview of the analysis

Privagic analyzes the code by inspecting the LLVM instructions one after the

other.

When Privagic inspects a direct call to a local function, i.e., a function

for which the IR is available in the analyzed file, Privagic specializes the

called function with the colors of the arguments. For example, in line 7 in

Figure 2.6, since %2 is F, Privagic generates a specialized version of f for

a F argument. Thanks to the specialized versions, Privagic considers that

the colors of the arguments of a function are always known when it visits

a function. While Privagic visits a specialized function, it verifies that the

returned values are all compatible.

Privagic starts the analysis of an input file from entry points. An entry

point is a function that may be called from another codebase. In order to

handle the case where Privagic generates a library, Privagic considers by

default that any function with the extern attribute is an entry point. The

developer can also explicitly give the entry points by using annotations (e.g.,

only the main function). For each entry point, Privagic considers that it is
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Mode Instruction
Color propagation

#
Registers Instruction

both

r = load(p) ∗p 6= S⇒ r ← ∗p ins← r 1

r = op(x0, ...) ∀i, r ← xi ins← r 2

store(p, v) v ∼ ∗p ins← ∗p 3

xn = ins(x0, ...) ins ∈ B ⇒ xn ← B ins← B 4

hardened
r = load(p)

p ∼ ∗p No effect 5
store(v, p)

x ∼ y ⇔ ((x 6= y) ∧ (x 6= F) ∧ (y 6= F)⇒ error)

x← y ⇔ (x ∼ y) ∧ (x = F⇒ x takes the color y)

ins: any instruction op: ins that is not a store, a load or a call

Table 5.2: Secure type system (x is the color of x).

called from U and that its arguments are U in hardened mode, and F in

relaxed mode.

When Privagic analyzes an instruction, it propagates the colors. This

propagation can change the input colors of instructions that are already

visited. That may happen in the case of a recursive call or of a backward

jump. For that reason, Privagic uses a fixpoint algorithm. In detail, Privagic

runs one or several full analysis passes on the whole IR of the application.

Each pass propagates the colors by starting from the entry points. At the

end of a pass, if Privagic inferred new colors during the pass, it restarts a

new analysis pass. Otherwise, the fixpoint algorithm stops.

5.7 Typing rules

The code analysis has three different goals. First, the analysis has the goal of

inferring the colors of the F registers. Then, the analysis has the goal of en-

forcing the correctness of the code by enforcing confidentiality and integrity

in relaxed mode, and by additionally preventing Iago attacks in hardened

mode. Finally, the analysis has the goal of associating a color to each in-

struction. Privagic uses this color in the partitioning phase to know in which

enclave it has to emit an instruction.
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1. int x = 0, y = 0;

2. int color(blue) b;

3. void f() {

4. if(b == 42) // basic block A
5. x = 1; // basic block B (indirect leak)

6. y = 2; // basic block C (non sensitive)

7. }

Figure 5.4: Indirect color propagation.

In order to achieve these goals, Privagic enforces the rules presented in

Table 5.2, which are discussed in the remainder of the chapter.

5.7.1 Confidentiality

Privagic prevents a direct leak with rules 1 to 3. These rules first enforce

confidentiality by ensuring that if an instruction accesses a value colored in C,

then the instruction is executed in the enclave C (fourth column of Table 5.2).

Additionally, these rules enforce confidentiality by propagating, instruction

after instruction, the colors from the loads to the stores. In detail, for a load,

Rule 1 ensures that the output takes the color of the loaded memory location.

This rule has a special case when the memory location is S. In that case,

the output register remains F, which makes the register compatible with any

other color. Rule 2 propagates the colors from the right to the left for an

operation that is not a load, a store or a call. Rule 2 also prevents the use of

two inputs with incompatible colors. Without this constraint, executing the

instruction without leaking a colored value would be impossible since one of

the enclaves would have had access to a value with another color. Rule 3

prevents a direct leak through a store by reporting an error when a value is

stored in a memory location with an incompatible color.

Rule 4 handles indirect leaks. An indirect leak happens when a condi-

tional jump is controlled by a colored value. Figure 5.4 illustrates the issue.

In this code, if an attacker observes that x is equal to 1, the attacker can

deduce that b is equal to 42.

Without giving the implementation details, rule 4 prevents indirect leak

by assigning a color to each basic block.2 When Privagic visits a conditional

2A basic block is a sequence of instructions without jump and that do not contain
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jump controlled by a colored value, it assigns the color of the value to the

basic blocks of the “if” and “then” branches (basic bloc B in Figure 5.4). It

does not propagate the color to the join point of the “if” (e.g., C in Figure 5.4)

since this basic block does not carry sensitive information anymore. Rule 4

ensures that if a basic block B has the color C, then the output register of any

instruction that belongs to B has a color compatible with C. For example,

in Figure 5.4 in relaxed mode, Privagic reports an error: x cannot take the

blue color of B at line 5 since x is S (line 1). Rule 4 also ensures that the

instructions that belong to a basic block with the color C are executed in

enclave C.

5.7.2 Integrity

Privagic enforces integrity by ensuring that only a code executed in enclave C

can modify a value with the color C. For that, first, if an instruction outputs

a C value, Privagic generates the instruction in the C enclave (rules 1 and

2). Then, Privagic generates a store to a C memory location in the enclave

C (rule 3).

5.7.3 Iago attacks

In order to prevent Iago attacks, Privagic ensures that an instruction gener-

ated in some enclave C uses only values located or computed in the enclave

C. For that, Privagic first ensures that using a F register in an enclave is

safe by replicating the computation of the F registers in each enclave. Then,

Rule 1 ensures that a value loaded from unsafe memory takes the color U

in hardened mode, which ensures that the unsafe value cannot be used to

compute a C register thanks to rule 2. Rule 5 complements the other rules

by preventing the use of cross-enclave pointers. In detail, this rule ensures

that if the value pointed by p has the color ∗p, then p is compatible with ∗p.

instructions that are the target of a jump, except for the first and the last instruction [1].
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5.8 Function calls

As already stated, Privagic handles a direct call to a local function by gen-

erating a specialized version of the function. This section discusses the other

forms of calls.

5.8.1 Direct call to an external function

A function is external if Privagic cannot analyze its code, i.e., if its IR is

not contained in the analyzed IR file. Privagic considers by default that an

external function belongs to the untrusted part of the application. When

Privagic visits an external call, it ensures that the arguments are compatible

with U (U or F). If one of the arguments is a pointer, Privagic also ensures

that the pointed memory location is U.

If a function is available from within the enclave, the developer can use

the within annotation. This is the case of the functions of the mini-libc

provided by Intel SGX SDK. This mini-libc library is included in the Privagic

runtime, which is embedded in each enclave. It contains basic functions such

as malloc or memcpy. For a within function, Privagic ensures that a call

executed in the enclave C only receives C and F arguments. Privagic also

verifies that if an argument is a pointer, then the pointed memory location

is C. This ensures that the code cannot inadvertently let a sensitive value

escape, e.g., by calling memcpy with a U pointer while the memcpy is executed

in C.

5.8.2 Communication with the outside

In hardened mode, an enclave is totally isolated from the rest of the world.

In order to allow the enclave to communicate with the outside, Privagic

provides a special annotation of the form within r a*. This annotation can

only be used for an external function available from within the enclave. The

annotation gives color constraints: r gives a constraint on the result of a call,

and a* on the arguments. A constraint is equal to c (color) or f (free or void

for the returned value). Privagic handles such an annotation by ignoring the

f arguments when it checks the compatibility of the colors. An f argument

can thus have any color and can point to any location.
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For example, a developer can annotate the encrypt(plain, len, key,

iv, cypher) function of the libssl library with within f ccccf. Thanks

to this annotation, cypher can point to a U or S location, even if plain is

C, which allows the function to write the encrypted result in unsafe memory.

Privagic also provides by default a within c cffc function classify(char*

safe, char* unsafe, int len, int max) to copy an unsafe buffer in a

safe buffer located in the enclave, and a within c fcc function declassify(

char* unsafe, char* safe, int len) to copy a safe buffer in unsafe mem-

ory.

5.8.3 Indirect call

Handling an indirect call is more complex because Privagic cannot always

identify the called function during compilation. Because of that, Privagic

uses a conservative approach. Privagic considers an indirect call as a direct

call to an external function located in the untrusted part of the application.

As for any external call, Privagic verifies that the arguments of an indirect

call have the F or the U color. If an argument is a pointer, Privagic also

verifies that the pointer points to a U or S location. Accordingly, when an

instruction loads a function pointer, Privagic loads a pointer to a version of

the function specialized for U arguments.

5.9 Error messages

Privagic raises errors to the developer when it cannot partition the code, i.e.,

when it detects a color incompatibility. In order to help the developer solve a

color incompatibility, Privagic carefully reports why colors are incompatible.

In detail, whatever the error, Privagic first reports the line number and the

name of the file where the error occurs to the standard error:

Errors occurred on line number 42 of file test.c:

Additionally, Privagic indicates the call chain that leads to an error and

why the error occurs:

• The line has at least two incompatible colors: blue, green ...
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This error message indicates that one of the instructions generated

by the corresponding line of code has two different colors. This error

occurs regardless of the function’s argument color.

• The argument number 1 of function func should be compatible

with blue whereas it is green

The analysis of the function func identifies that argument number 1

should be compatible with blue. This error is raised at the callsite of

the function func where the function is called with the green argument

number 1.

• The Colors of arguments number 1 and 3 of the function func

should be compatible, whereas they are blue and green re-

spectively

The analysis of the function func identifies that a dependency between

argument number 1 and argument number 3 is not satisfied (e.g., be-

cause the code computes a value by using these arguments, see Rule 2).

This error is raised at the callsite of function func where the function

is called with the blue argument number 1 and the green argument

number 3.

• The return values of the function func have at least two in-

compatible colors

When a function has two or more ReturnInst, all the ReturnInst

should have compatible colors.

• The given argument number 1 of the function func contains

error

This error is raised when an incompatibility is detected while treating

the CallInst: the color of the argument 1 is not compatible with the

color that the parameter should have.

• The current BasicBlock should be blue, whereas the called

function func manipulates green

This error is raised at the callsite of the function func because the

called function returns a green value, while the basic block is colored

in blue (indirect leak).
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• A trusted data of color blue cannot be stored in an untrusted

variable

This error is specific to StoreInst. It happens because of a direct leak.

• By calling the function func with argument number 1 uncol-

ored and argument number 2 colored, a trusted data of color

blue is stored in an untrusted variable

Error comes from line number 123 of file test.c (callsite)

This error is raised at the callsite of function func, while line number

42 belongs to function func. This error indicates that, because of the

colors of the arguments, the function will let a blue value escape in

untrusted memory. By indicating both the incriminated line in func

and the callsite, the developer can easily understand the call chain and

modify either func or the call site.
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After having computed the colors, the Privagic compiler partitions the

application by rewriting it. It rewrites the application in three steps: it

rewrites the global variables, the multi-color structures, and finally the func-

tions. Once the application is rewritten Privagic relies on our FastSGX run-

time to execute the partitions in SGX. In the rest of this chapter, we begin

by having an overview (§6.1), then we discuss adapting FastSGX for use in

Privagic (§6.2), and we describe the different steps of rewriting.

6.1 Overview

LLVM program consists of modules. The module is the top level structure

that encapsulates all the other elements of the LLVM IR (see §2.2.1). The

module contains a list of global variables, a list of functions, a list of structure

types etc. The single LLVM IR file that Privagic gets as an input consists of

one unique Module. This module represents the entire code of the application

that has to be processed. As shown in Figure 5.1 Privagic generates one

LLVM IR file for each color based on the cloned module. For this reason,

during the rewriting phase Privagic makes several clones of the input module,

one per color. The cloned module contains only the elements that are to be

placed inside the corresponding enclave.

6.2 Adaptation of FastSGX

Privagic relies on FastSGX to deploy the partitioned application on Intel

SGX. We added to FastSGX the spawn and cont functions, derived from

send (described in §4.2.1). Spawn sends a message to start a function and

cont sends a message to continue the execution of the function. We also add

a wait function, derived from recv (described in §4.2.1), which unblocks a

thread blocked in wait.

6.2.1 Chunks and function spawn

Since a function can access multiple colors, the FastSGX may have to ex-

ecute a function across different enclaves. For example, in Figure 1.1 (see
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Introduction), create executes in both the blue and red domain since line

7 accesses a blue field and line 8 a red field. Therefore, FastSGX compiler

splits such a function into sub-functions, which we call chunks. A chunk with

color C only contains instructions with the color C or F. It can run in a single

enclave of color C.

In order to start a chunk from another enclave, Privagic uses the spawn

message. This message takes as an argument a function number. When the

worker thread of an enclave with the color C receives a spawn message for a

function g, it starts the execution of the chunk C of g.

6.2.2 Synchronization between the chunks

Chunks may have to synchronize and exchange messages. This first hap-

pens in relaxed mode to send or receive function arguments (see §6.5 below).

Privagic may also have to synchronize the chunks when a function executes

an instruction that has an effect, e.g., a write in S in relaxed mode or the

execution of an external function.

In order to synchronize enclaves or exchange messages, Privagic uses the

newly derived functions cont and wait. The cont function takes a 64-bit

value as an argument and sends it in a cont message to an enclave through

its FIFO queue. The wait function waits for a cont message and returns the

64-bit value contained in the message.

6.3 Global variables

As a first step, Privagic rewrites the global variables. For the variables that

are not S, Privagic places them in their enclaves. During the rewriting phase,

Privagic clones the C variables in their enclaves and the instructions using

those variables remain unchanged and placed inside C enclaves. The variables

that are placed inside the enclave cannot be modified from outside or from

another enclave. The S variables, which only exist in relaxed mode, should

be accessed and modified by all enclaves. Therefore Privagic moves them in

a single shared data structure stored in unsafe memory. Each enclave has a

pointer to this global data structure, which allows any enclave to access the

shared variables. While initializing the enclaves the pointer is also initialized
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1. // From:

2. %1 = load i32, i32* @a, align 4, !dbg !25

3. // To:

4. %2 = load %globals_type*, %globals_type** @globals

5. %3 = getelementptr inbounds %globals_type, %globals_type* %2, i32 0, i32 4

6. %4 = load i32, i32* %3, align 4, !dbg !25

Figure 6.1: Example of global variable load rewriting.

inside the enclave. The pointer that is placed inside the enclave remains

unchanged, hence all the enclaves can access and modify the S variables.

In order to create the shared data structure, a new structure type is

defined in LLVM and placed inside the cloned modules. The element types

of this new structure type are the types of each S global variable. A global

variable of this new data structure is created in unsafe memory and is placed

only in Untrusted. Each element of the data structure is initialized with the

initializer of the S global variables. A pointer to this global data structure is

created as another global variable and is placed in all enclaves. Accordingly,

Privagic rewrites the LLVM IR in order to replace the accesses to the S global

variables with accesses to this shared global data structure.

6.3.1 Example

Figure 6.1 illustrates an example of how those accesses are rewritten in the

case of instruction. A global variable is accessed by a function through a

load instruction. Line 2 of Figure 6.1 shows an example of a load instruction

in LLVM IR. This instruction loads the global variable a in register %1.

Considering the global variable a to be S, the load instruction should be

rewritten. At first, the pointer of the global data structure should be loaded

in register %2 (line 4). Then, the element corresponding to the global variable

a should be retrieved from the global data structure in register %3 (line 5).

Finally, the global variable is loaded in register %4 as the exact type of global

variable a (line 6). The register %4 is used throughout the function instead

of the register %1. The register %1 is removed from the function in order to

avoid disturbance during the execution.
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1. struct account {

2. char color(blue)* name[256];

3. double color(red)* balance;

4. };

5. struct account* create(char* name) {

6. struct account* res =

7. malloc_in(U, sizeof(*res));

8. res->name =

9. malloc_in(blue, sizeof(*res->name));

10. res->balance =

11. malloc_in(red, sizeof(*res->balance));

12. strncpy((*res)->name, name, 256);

13. (*res)->balance = 0.0;

14. }

Figure 6.2: Data structure rewriting.

6.4 Multi-color structures

As a second step, Privagic rewrites the structures with multiple colors.

These structures can only exist in relaxed mode because using a multi-color

structure requires the use of cross-enclave pointers.

For a multi-color structure, since an enclave is contiguous in the virtual

address space, Privagic cannot keep the fields packed in memory. For that

reason, Privagic introduces an indirection level. Instead of storing directly the

colored values in the structure, Privagic stores pointers to the colored values.

Therefore for each structure containing a colored value, a new structure type

is created. The element types of the new structure type are:

• If the element is F, the element type is the same as the old structure’s

element type.

• If the element is colored, the element type will be the pointer of the

old structure’s element type.

Lines 1-4 of Figure 6.2 illustrate in C how Privagic rewrites the account

structure presented in Figure 1.1. As both elements of the old structure are

colored differently, both elements of the new structure are pointers toward

the old elements.
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6.4.1 Allocation

When Privagic rewrites a data structure, Privagic first analyzes the code

in order to associate each allocation site (e.g., a call to malloc) to a data

structure. Then, for the multi-color data structures, Privagic rewrites the

allocation site in order to allocate the data structure in unsafe memory, and

the colored fields in their enclave (lines 6-11). For that, Privagic generates

calls to the malloc in function, which allocates memory from the enclave

given as a first argument.

Privagic allows the data structure to be stored in an enclave, different from

its elements’ colors. As FastSGX provides inter-enclave communication, it is

feasible. In the case where the data structure is of color C, its F elements

take C color. Therefore, F elements of the data structure are also allocated

in C enclave.

6.4.2 malloc in

The malloc in function spawns a local function malloc out inside the ad-

equate enclave. It then sends the memory size that needs to be allocated

to the malloc out function, through a continue message. malloc out then

executes the actual malloc function inside the enclave, and sends back the

allocated pointer to the malloc in function. Then malloc in function fi-

nally returns the allocated pointer to the caller function. Note that even if

the pointer leaks outside the enclave, the caller cannot access the pointed

value since SGX prevents memory access to an enclave.

6.4.3 Access

Privagic also rewrites all the accesses to the multi-colored data structure in

order to handle the indirection (lines 12-13). In the case where the structure

is stored in an enclave different from its element, the pointer of the element

will be sent to the adequate enclave to proceed with the computation. In

line 6 *res is allocated in U and the element balance of the structure *res

is allocated in the enclave red. Line 13 manipulates a variable of color red,

hence it will be executed in enclave red. To execute this line, U will send the

pointer balance (which is saved in U) to the enclave red. Enclave red will

execute the line 13 and update the balance.
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6.5 Code rewriting

Finally, Privagic partitions the code itself. While it partitions the code, Pri-

vagic leverages the fact that two instructions with different colors do not have

data dependencies in order to generate a parallel code. For that, Privagic

supposes that the Privagic runtime runs a worker thread in each enclave for

each thread of the application. The remainder of the section explains how

Privagic partitions the code step by step.

6.5.1 Color set and chunks

In order to generate a parallel code, Privagic first computes the color set

of each function. The color set of a function is the set of colors used by a

function, F excluded. Figure 6.3 shows an example. In this example, the

color set of main (line 4 in Figure 6.3) is equal to {blue,U} because main

uses the U color at line 5, and the blue color at line 6. For the specialized

version of f that receives a blue parameter (line 9), its color set is {blue}
because f receives a blue argument, calls a function without using color, and

returns the F value 42. For g, its color set is {red, blue,U} because it uses

the red and blue colors at lines 14 and 15, and then executes a call to an

external function, which is colored in U during the type analysis phase.

For each color of a color set, Privagic generates a colored version of the

function, which we call a chunk. For example, as shown in Figure 6.4, Privagic

generates three chunks for the function g, one per color of the color set.

6.5.2 Simple cases

We first consider an IR without loads, stores, or direct calls to local functions.

With this IR, each instruction is mono-colored. Privagic partitions the code

by generating the C instructions of a function in its C chunks. Privagic

replicates the F instructions in each chunk, which ensures that using a F

value in a chunk is safe (see §5.7.3). If a F instruction is uselessly replicated,

a dead-code-elimination pass [1] eliminates it afterward.
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Global variables

1. int color(U) unsafe = 0;

2. int color(blue) blue = 10;

3. int color(red) red = 0;

Function main

colorset = {blue,U}

4. int main() {

5. unsafe = 1;

6. int x = f(blue);

7. return x;

8. }

Function f

colorset = {blue}

9. int f(int y) {

10. g(21);

11. return 42;

12. }

Function g

colorset = {red, blue,U}

13. void g(int n) {

14. blue = n;

15. red = n;

16. printf("Hello\n");

17. }

Figure 6.3: A complete example

6.5.3 Loads and stores

We now consider the loads and stores. If ∗p = C with C 6= S, Privagic

generates the load or the store in C. For example, as shown in Figure 6.4,

Privagic generates unsafe = 1 (line 5 in Figure 6.3) in U, blue = n (line

14) in blue, and red = n (line 15) in red. In relaxed mode, when p and ∗p
do not belong to the same enclave, Privagic additionally uses wait/cont in

order to send the value p from its enclave to C. C will proceed with the

computation of ∗p
If ∗p = S, Privagic can generate the load or the store in any enclave.
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red blue U
main

(interf.)
main()wait()wait()

main.blue() main.U()

unsafe = 1

f.blue(10)

x = wait()

main

g.red(21) g.blue(21) g.U(21)

red = 21 blue = 21

y = wait() y = wait()

return return return

g

f
(tramp)

return 42 return 42

return 42

main

main
(interf.)

s2

s1

s3

c2(21) c1(21)

c3()

c4()

c5(42)

g
(tramp.)

wait() wait() printf(...)

return 42

f

freturn 42

Figure 6.4: Execution of the example given in Figure 6.3
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For a load, Privagic replicates the load in each chunk because loading a

value from an enclave is more efficient than receiving it from another enclave

with a wait/cont. For a store in S, Privagic has to synchronize the chunks

because a store in S has a visible effect (see §6.5.5 below). Replicating the

instruction in each chunk is thus inefficient since this would lead to many

synchronizations and is prone to error if multiple enclaves try to store the

same value. Privagic thus selects one of the chunks of the function as a

master chunk and generates the stores to S in this chunk. A color is selected

as the master chunk if it has the maximum number of instructions. In order

to synchronize, the master chunk sends a cont message to all the colors in

the color set except itself. On the other hand, the chunks of those colors call

wait to wait for the cont message from the master chunk.

6.5.4 Function call

For each call site, Privagic compares the color set of the caller with the color

set of the callee. If a color C is common between the two color sets, Privagic

generates a call to the chunk C of the callee directly in the chunk C of the

caller. In that case, the chunk of the caller calls the chunk of the callee with

the C and F arguments, but not with the others arguments. For example, in

Figure 6.4, main.blue directly calls f.blue with the blue argument (10).

In order to handle the case where one of the colors of the callee is not in the

color set of the caller, the Privagic runtime manages communication channels

between the enclaves. In order to start a missing chunk, the Privagic runtime

generates a spawn message, which takes as an argument, the identifier of the

missing chunk. The missing chunk may need F arguments, which are only

computed in the caller. When this is the case, Privagic reports an error in

hardened mode since using a value computed by another enclave is unsafe. In

relaxed mode, using an unsafe value is authorized, and the Privagic runtime

generates thus the cont message to send a F argument, and the wait function

to wait for a message.

Since a chunk receives its F arguments as a parameter, the caller cannot

directly spawn the execution of a missing chunk if the missing chunk has F

parameters. Instead, Privagic generates trampolines in charge of receiving

the F arguments and calling the chunk. Figure 6.4 illustrates how Privagic

leverages trampolines to start g from f. In this example, f.blue sends the
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spawn messages s2 and s3 in order to start trampolines for the chunks g.red

and g.U. Then, f.blue sends the F argument 21 with the cont messages c1
and c2. Finally, the trampolines receive the argument 21 and call the chunks.

6.5.5 Synchronization barriers

Some instructions have a visible effect. This is the case for a store to S or

for a call to an external function located in U. Misordering the execution

of such instructions would lead to incorrect behaviors: a read to S while the

corresponding write in sequential is not yet executed, or the inversion of two

printf. For this reason, when an instruction has a visible effect, Privagic

generates a synchronization barrier by using wait/cont. The cont messages

are sent by the chunk that executed the instruction with a visible effect. In

other chunks, the instruction is replaced by a wait.

Figure 6.4 illustrates how Privagic generates a synchronization barrier for

the printf of g at line 16 in Figure 6.3. In the red and blue chunks of g,

Privagic replaces the call to printf by a call to wait, which suspends the

execution of the red and blue enclaves. Accordingly, in U, Privagic generates

calls to cont after the call printf. These calls emit the c3 and c4 messages

to the red and blue enclaves, which unblock the enclaves.

6.5.6 Entry points and indirect calls

For each entry point and each function indirectly called, Privagic considers

that it executes only in U, and that it receives U arguments in hardened

mode, and F arguments in relaxed mode. For that reason, Privagic generates

an interface version of these functions. An interface version keeps the original

name of the function. It is in charge of starting the missing chunks. For

example, in Figure 6.4, the interface function of main starts the execution

of main.blue by sending a spawn message, s1, to enclave blue, and then

directly calls main.U.
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In this chapter, we focus on evaluating Privagic. The evaluation has the

goal of answering the following questions:

• Engineering effort – what is the difficulty of using Privagic,

• Trusted computed base – what is the size of the TCB with Privagic,

• Performance – what is the performance of an application generated

with Privagic.

We describe the hardware and software setting in §7.1, the evaluation results

of Memcached in §7.2, and finally the evaluation results of data structures in

§7.3.
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Workload Pattern read update scan insert rmw‡

A zipfian 50% 50% 0% 0% 0%
B zipfian 95% 5% 0% 0% 0%
C zipfian 100% 0% 0% 0% 0%
D latest 95% 0% 0% 5% 0%
E† uniform 0% 0% 95% 5% 0%
F zipfian 50% 0% 0% 0% 50%

†: not evaluated because our applications do not implement scan
‡: read-modify-write

Table 7.1: YCSB workloads

7.1 Hardware and software setting

We evaluate Privagic on two machines. Machine A is an Intel i5-9500 CPU

3 GHz with 16 GiB memory. This 6-core CPU ships SGX version 1 with a

maximal EPC size usable by the enclaves of 93 MiB. Machine B is an Intel

Xeon Gold 5415+ with 16 CPUs, 120 GiB of memory and 22.5 MiB of last

level cache. This processor supports SGX version 2 with a maximum EPC

size of 8131 MiB.

Machines A and B runs Linux 5.15.0, glibc 2.31, clang 10.0.0 and Intel

SGX SDK 2.19.100.

7.2 Memcached

We first evaluate a complete legacy application: memcached 1.6.12 (24841

lines of C code). Memcached is an in-memory cache widely used in produc-

tion. It is designed as an event-based system with multiple threads to handle

the requests.

In order to inject the load, we use the standard Java version of the YCSB

benchmark [20]. Figure 7.1 presents the workloads. YCSB and memcached

communicate through the loopback network on the same machine in order to

minimize the network overheads. YCSB and memcached are carefully bound

to different physical cores. YCSB is configured to use 6 worker threads, which

simulate 6 clients concurrently accessing the cache. YCSB uses a record size

of 1024 B and runs 8, 000, 000 operations.

We configure memcached with 7 threads: a worker thread, a network

listener thread and some miscellaneous background threads, e.g., in charge
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Modified TCB Unsafe code
(C locs) (KiB) (LLVM locs)

Scone 0 51271 78106 + libraries
Privagic 9 268 1 238

Table 7.2: Memcached metrics (locs: lines of code)

of maintaining the least recently used key/value pairs in memory.1

We evaluate YCSB with data sets ranging from 1 MiB to 32 GiB by chang-

ing the number of records. We evaluate three configurations of memcached on

machine B. Unprotected consists in running memcached in a docker container

without SGX. Scone consists in using Scone [6] v5.7.0 to run memcached in

a container fully embedded in an SGX enclave. Scone calls the operating

system by using switchless calls [6]. Privagic is our generated version of

memcached. It protects the central data structure of memcached (a map)

with a single color.

7.2.1 Engineering effort

Column “Modified” of Table 7.2 reports the number of modified lines of code.

Scone does not require any modification since memcached is fully embedded

in an enclave. For Privagic, we modified 9 lines of code: 2 to add the colors

to the central map, and 7 to declassify the values. This result shows that

using Privagic in a legacy application requires a modest engineering effort.

7.2.2 TCB size

As shown in the “TCB” column of Table 7.2, the binary code loaded in

the enclave with Privagic is roughly 200 times smaller than the binary code

loaded with Scone. With Scone, this code includes memcached (349 KiB), the

musl C library (14.7 MiB) and the OS library shipped with Scone (36.2 MiB).

Any bug from any of these components may lead to a threat inside the

enclave.

The 268 KiB of Privagic includes the Intel SDK runtime and the Privagic

runtime, which are not supposed to contain bugs. If we exclude this trusted

code, the unsafe code, which consists in the code generated by Privagic and

1https://github.com/memcached/memcached/blob/master/doc/threads.txt
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embedded in the enclave, contains 1238 lines of LLVM code (column “Unsafe

code”). We cannot report the exact unsafe code with Scone because Scone

does not disclose its source code. However, even if we ignore the musl C

library and the library OS of Scone, the code of memcached embedded in an

enclave is already 63 times larger (78106 lines of LLVM code).

Overall, these results show that, Privagic significantly reduces the TCB

as compared to fully embedding the application in the enclave, and for a

modest engineering effort.

7.2.3 Performance

Figure 7.1 reports the throughput of memcached on machine B (see §7.1).

Small data set. For a small dataset (less than 200 MiB), the throughput

of Privagic is between 8.5 to 10.0 better than the throughput of Scone.

With Scone, the overhead is larger than with Privagic for two reasons.

First, the time to enter and leave the enclave to execute a request is larger

with Scone than with Privagic. Then, since Scone fully executes in an en-

clave, Scone has to perform many system calls from the enclave: for the

network operations and for the synchronizations (e.g., to acquire or release

locks). Even if Scone optimizes the system calls with switchless calls, the

large number of ocalls in Scone significantly slows down the execution of a

request. This is not the case with Privagic because Privagic minimizes the

code in the enclave. With Privagic, the code in the enclave accesses the data

structure and only calls the operating system twice: one time to acquire a

lock, and one time to release it.

As a result of the lower number of ocalls and of the faster transfer of

control in Privagic, the throughput of Privagic is only 5 % to 20 % lower

than the throughput of Unprotected for a small dataset. The throughput of

Scone is between 6 to 10 times slower than Unprotected.

Large data set. We also observe that the latency and the throughput of

Privagic degrades when the dataset size increases. In the worst case (dataset

of 32 GiB), the throughput of Privagic remains, however, at least 2.3 times

higher than the throughput of Scone.

The throughput of Privagic decreases with a large dataset because of

cache effects. In detail, the central hashmap of memcached becomes larger

with a larger dataset. Retrieving a key thus leads to more memory accesses,
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Figure 7.1: Memcached with YCSB.
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which translates into more last level cache (LLC) misses. This is the case for

Unprotected, Privagic and Scone. For example, in Unprotected, we measured

that increasing the dataset from 236 MiB to 32 GiB multiplies the ratio of

LLC misses roughly by 3 (from 6.5% to 17.6% LLC misses).

For Privagic and Scone, the higher number of cache misses has an impor-

tant effect because they happen while the processor is in enclave mode. As

reported in [41], a LLC miss in enclave mode takes between 5.6 to 9.5 more

time than in normal mode. As a result, while the higher number of LLC

has a marginal effect for Unprotected, this is not the case for Privagic and

Scone. For Privagic, the higher number of LLC misses translates into a worse

latency, which itself translates into a degraded throughput. The throughput

degradation with Scone also exists but is less visible because the latency of

Scone is already high with a small dataset.

7.2.4 Takeaway

The experiment with memcached shows that (i) Privagic can scale to a large

legacy application used in production, (ii) adapting a legacy application to

use Privagic requires a modest engineering effort, (iii) the TCB of memcached

with Privagic is much lower than the TCB of memcached with Scone, and

(iv) Privagic is consistently more efficient than Scone.

7.3 Data structures

We now evaluate data structures in order to finely analyze the code generated

by Privagic. We evaluate two data structures: a linked-list and a hashmap.

We use the data structures as maps, i.e., they associate keys to values. We

inject the load with our re-implementation in C of the YCSB benchmark [20]

(see Figure 7.1). The benchmark directly accesses the map in the same thread

without involving the network in order to emphasize the cost of using SGX.

We evaluate five configurations. Unprotected does not use SGX. Privagic-

1 consists in coloring the whole hashmap. Privagic-2 consists in coloring the

keys and the values with two different colors. Intel-sdk-1 exposes the interface

of the maps in EDL (i.e., put, get). Intel-sdk-2 uses two enclaves in EDL: one

for the keys and the other for the values. We tried to implement intel-sdk-2
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as efficiently as we can by minimizing the number of ecalls.

In each configuration, we use keys of 8 bytes and values of 1024 bytes. We

use machine A for this evaluation. For the experiments with a single color,

we pre-initialize the map with 100 000 keys and then run the experiment. For

the experiments with two colors, we pre-initialize the map with only 20 000

keys because the runs are much longer.

7.3.1 Engineering effort

For the engineering effort, we focus on the hashmap, which is representative of

other data structures. For one color, using Privagic requires the modification

of 5 lines of code: 1 line to color the hashmap, 2 lines to color two local

variables, and 2 lines to declassify the result of a get. For two colors, we

modified 6 lines in total: 2 lines to add the colors to the fields, 1 line to

color a local variable, 2 lines to declassify the result of a get, and 1 line to

declassify the result of a call to a hash function.

Manually porting the unprotected code to use one color with Intel SDK

is relatively straightforward, but leads to 206 modified lines of code. Manu-

ally porting the unprotected code to use two colors with Intel SDK is more

challenging and requires 6 ecalls. We have to handle the allocations of the

keys and values in the different enclaves, and to expose several functions in

order to exchange data between the enclaves.

Overall, we observe that using Privagic to protect a data structure re-

quires a modest engineering effort. Manually using Intel SDK requires more

work, and especially if the application uses multiple colors.

7.3.2 Performance analysis

Figure 7.2 and Figure 7.3 report the performance with one color, then Fig-

ure 7.4 with two colors.

Privagic versus Intel SDK with one color In Figure 7.2 and Figure 7.3,

when we compare intel-sdk1 with privagic-1, we observe that Privagic divides

the latency and multiplies the throughput by 2.4 to 6.1 for the hashmap, and

by 1.1 to 1.2 for the linked-list. These results show that, by executing the code

in parallel instead of using ecalls/ocalls, the code generated by Privagic is
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Figure 7.2: Throughput of data structures with the YCSB benchmarks (1
color).

more efficient than a naive implementation with Intel SDK. The performance

improvement brought by Privagic is more interesting with the hashmap than

with the linked list because retrieving a key in a linked-list requires visiting

sequentially many (key, value) couples (50 000 in average), which amortizes

the cost of crossing an enclave boundary.

Privagic versus unprotected with one color We first analyze the per-

formance while ignoring workload D, which we discuss separately at the end

of the section because the results are more unexpected.

In Figure 7.2 and Figure 7.3, we observe that Privagic optimizes the
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Figure 7.3: Latency of data structures with the YCSB benchmarks (1 color).

performance of the hashmap as compared to unprotected for a uniform dis-

tribution. In detail, if we ignore the workload D, Privagic decreases latency

and increases throughput from 4% to 21%. The better performance of Pri-

vagic as compared to unprotected comes from a better parallelism. Privagic

generates a parallel code by leveraging the fact that we can execute in par-

allel the U and the colored instructions, which allows Privagic to improve

performance while also enforcing security.

For the hashmap, with a zipfian access pattern, privagic-1 is, however, less

efficient than unprotected. If we ignore workload D, privagic-1 multiplies the

latency and divides the throughput by 2.9 to 3.2 times. With a zipfian access

pattern, we measured that the number of L1 cache misses drops from 30% to
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20%. This better L1 locality explains why the zipfian access pattern signifi-

cantly improves the performance of unprotected as compared to the uniform

access pattern. The performance improvement brought by the better local-

ity is less important for Privagic, because the time spent in communication

between the enclave and the untrusted part of the application dominates. As

a result, despite better parallelism, Privagic is less efficient than unprotected

with a zipfian access pattern.

For the linked list, privagic-1 is also less efficient than unprotected (degra-

dation of 13% to 28% when we ignore workload D). In this experiment, each

request leads to many accesses to the linked list, and thus many L3 cache

misses. These L3 cache misses are more costly with Privagic because of the

cost of checking the tree of hashes when a cache line is loaded from memory.

The results with workload D are unexpected. Even intel-sdk-1 have often

better performance than unprotected with this workload. After investigation,

we found that this result is not significant. In detail, workload D allocates

many objects in the enclave with privagic-1 and intel-sdk-1. Since workload

D never frees an object in an enclave, allocation in the enclave is especially

fast, since it only consists in bumping a bump pointer. In unprotected, the

allocations to add the elements to the map interleave with the allocation-

s/frees of the load injector. The memory allocator has thus to traverse a

linked list of free chunks, which slows down execution.

Two colors In Figure 7.4, we observe that privagic-2 is significantly faster

than intel-sdk-2. Privagic-2 divides the latency and multiplies the through-

put from 6.4 to 9.2 times as compared to intel-sdk-2. Despite our optimiza-

tions in intel-sdk-2, the ecalls and ocalls of intel-sdk-2 significantly degrade

performance.

We also observe that privagic-2 also significantly degrades performance

as compared to unprotected. With two colors, for each request, the enclaves

intensively communicate, which annihilates the benefit of executing the code

in parallel. This result shows that using two colors has a nonnegligible cost,

even with a compiler that optimizes the generated code.
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Figure 7.4: Hashmap with the YCSB benchmarks (2 colors).

7.3.3 Takeaway

This set of experiments with data structures shows that (i) adding colors to

classic data structures is easy, (ii) Privagic is consistently more efficient than

a code manually ported to SGX with Intel SDK, (iii) for some workloads,

Privagic is more efficient than unprotected with one color, (iv) with two

colors, the code generated by Privagic remains significantly less efficient than

an unprotected code.
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Limitations and perspectives

Contents

8.1 Message passing . . . . . . . . . . . . . . . . . . . 85

8.2 Number of threads . . . . . . . . . . . . . . . . . 86

8.3 Multi-color structure . . . . . . . . . . . . . . . . 86

8.4 Multi-language . . . . . . . . . . . . . . . . . . . . 86

Privagic has its own set of limitations that open doors to new perspectives.

In this chapter, we first discuss the limitations and prospects linked with

message-passing technique of our runtime FastSGX in §8.1, furthermore we

reflect on ways to solve CPU consumption problem due to extra threads in

§8.2, following that we address the limitation in using mutli-color structure

in §8.3, and finally, we conclude by reflecting on the future perspective to

adapt Privagic for multiple languages in §8.4.

8.1 Message passing

Privagic’s runtime FastSGX relies on a message-passing mechanism. With

Privagic, an attacker may try to attack an enclave by generating cont and

spawn messages. Because a cont message simply unblocks an enclave without

changing its execution flow, an attacker cannot temper the execution flow of

an enclave with cont messages. In hardened mode, a cont message cannot

carry a F value. This ensures that the enclave executes exactly the code that
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it is supposed to execute, even if an attacker sends unexpected cont messages.

In relaxed mode, when a cont message carries a F value, as for any value

that comes from the untrusted part of the application, the developer may

have to check its integrity.

An attacker can temper the execution flow of the application by send-

ing unexpected spawn messages. Privagic does not implement a protection

against this attack vector, but techniques that rely on message authentica-

tion, as proposed in Glamdring [34] or Scone [6], should solve the issue.

8.2 Number of threads

Another limitation of our prototype comes from the number of worker threads.

Currently, for each thread of the application, Privagic runs one worker thread

per enclave, which multiplies the number of threads by the number of colors

plus one. We did not optimize this part of the prototype, but techniques such

as configless switchless calls [62] should allow Privagic to adapt the number

of worker threads to the actual workload.

8.3 Multi-color structure

The last limitation of our prototype comes from the impossibility of us-

ing multi-color structures in hardened mode. Because of the indirection

introduced between the structure located in unsafe memory and the colored

fields (see §6.4), using a multi-color structure requires the use of cross-enclave

pointers, which is unsafe and thus prohibited in hardened mode. Currently,

in hardened mode, a developer can thus only use multiple colors if they do

not belong to the same data structure. Using multi-color structures in hard-

ened mode requires the use of authenticated pointers, which we let as future

work.

8.4 Multi-language

As described in Figure 5.1, Privagic is a part of LLVM (the backend of

the compiler). Privagic now works for applications written in C language.
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Frontends exist for multiple languages like C++, rust, GO, that provide

LLVM Intermediate Representation (LLVM IR) for the backend to work

with. In order to adapt Privagic for those languages, some language-specific

modifications should be added to Privagic. A major part of the Privagic

code could be kept intact to integrate other languages’ characteristics. As

the runtime FastSGX is completely independent of Privagic, only the Privagic

part should be modified for applications written in other languages, with a

frontend for LLVM. We save this as a future project.
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Chapter 9

Conclusion

To summarize, this thesis challenges the conventional approach to partition-

ing application code between secure and non-secure memory zones. While

existing methods grapple with pointers, multi-threading complexities, and a

two-partition limitation, our novel approach introduces secure typing as a

more accurate technique. In detail, the thesis proposes two contributions.

FastSGX. Deploying legacy applications on Trusted Execution Environ-

ments (TEEs) for confidential computing appears to burden developers. An-

other drawback of using the Intel SGX TEE is the high cost associated with

entering or leaving an enclave. Despite the effectiveness of switchless calls in

addressing this issue, efficiently utilizing this technique remains challenging,

mainly due to three issues: static worker thread configuration in the Intel

SGX runtime leading to inefficient CPU resource usage, the call semantic

causing unnecessary CPU wastage, and the current SGX runtime design hin-

dering direct enclave-to-enclave calls, introducing additional control transfer

overhead.

Our first contribution is FastSGX, a message-based runtime for SGX

that overcomes the previously listed limitations. FastSGX not only provides

dynamic adjustment of worker threads based on workload but also enables

parallel code execution in the sender while a receiver processes a message.

Furthermore, it allows control transfer from one enclave to another. Our

evaluation shows that FastSGX consistently outperforms the Intel SGX-SDK.

Privagic. We propose in this thesis to ease the use of TEEs in legacy

applications by using explicit secure typing. A secure type is a type enriched

with a color, indicating in which enclave a value resides. We implemented
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a compiler named Privagic, which takes as input an application with secure

types and automatically partitions it for Intel SGX. Privagic generates par-

allel code by leveraging the fact that two instructions accessing two different

colors do not have data dependency. We adapted FastSGX to build the Pri-

vagic runtime, facilitating the deployment of partitioned code on Intel SGX.

We evaluate Privagic with both micro- and macro-benchmarks. Overall,

our evaluation shows that (i) using Privagic in legacy application requires

a modest engineering effort, (ii) Privagic minimizes the TCB as compared

to solutions that embed a complete application such as Scone, (iii) the code

generated by Privagic is more efficient than a manually written code that

relies on Intel SGX, and than an application fully embedded in an enclave

with Scone.
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Titre : Privagic : informatique confidentielle rendue pratique grâce au typage sécurisé
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Résumé : L’informatique confidentielle consiste à
protéger les données des utilisateurs lorsqu’elles
sont traitées dans un système non fiable tel qu’une
infrastructure cloud. Au niveau matériel, l’informa-
tique confidentielle repose sur un environnement
d’exécution fiable (TEE) (SGX d’Intel, SEV d’AMD
ou TrustZone d’ARM). Un TEE est un environnement
matériel qui isole une zone de mémoire, appelée en-
clave, d’un système d’exploitation ou d’un hypervi-
seur potentiellement compromis. Étant donné qu’il est
difficile de partitionner manuellement une application
entre une enclave et la mémoire non sécurisée, de
nombreux outils de partitionnement automatique ont
été proposés. Avec ces outils, le développeur annote
certaines valeurs sensibles et l’outil analyse ensuite
le code pour trouver les emplacements de mémoire
dans lesquels les valeurs sensibles propagent. La plu-
part de ces outils se comportent incorrectement en
présence de pointeurs. Lorsqu’ils sont corrects, ils ne
parviennent pas à gérer les threads en raison de la
difficulté à suivre les pointeurs dans une application
multi-thread. Les outils actuels sont également inca-
pables de diviser une application en plus de deux
partitions. Cela est causé par une surapproximation,
qui conduit à des emplacements mémoire faussement
partagés entre les deux partitions.
Nous proposons de partir d’un autre point de l’es-
pace de conception, en laissant le développeur
annoter explicitement tous les emplacements de
mémoire qui contiennent des valeurs sensibles.
Puisque le développeur annote explicitement tous
les emplacements de mémoire sensibles, il n’est
pas nécessaire d’analyser le code. Nous évitons
ainsi par construction tout risque d’erreur d’ana-
lyse dans une application multithread. Afin de per-
mettre au développeur d’indiquer les emplacements
de mémoire qui contiennent des valeurs sensibles,
nous introduisons une nouvelle construction du lan-
gage appelée � type sécurisé �. Un type sécurisé est
un type enrichi d’un identifiant d’enclave, que nous ap-

pelons une couleur.
Le typage sécurisé indique comment partitionner
le code. En lui-même, le typage sécurisé ne four-
nit aucune garantie de sécurité. Pour renforcer la
sécurité, nous proposons donc de compléter le ty-
page sécurisé par des règles de typage. Le typage
explicite de chaque emplacement de mémoire sus-
ceptible de contenir une valeur sensible rend pos-
sible le partitionnement d’une application multithread.
L’ajout d’un type sécurisé à chaque emplacement
mémoire sensible peut prendre beaucoup de temps
au développeur. Pour cette raison, nous proposons
de faciliter l’utilisation du typage sécurisé avec une
forme simple d’inférence de type. Nous déduissons
le type d’une variable locale non colorée, mais seule-
ment si le code ne crée pas de pointeur sur la va-
riable. Dans ce cas, la variable ne s’échappe pas
de la portée d’une seule fonction, ce qui évite l’ana-
lyse inter procédurale. De plus, comme la variable ne
s’échappe pas de la portée de sa fonction, elle ne
peut pas être accédée par un autre thread. Avec cette
restriction, la déduction d’un type sécurisé nécessite
une simple analyse de la chaı̂ne use-def, et le type
déduit est correct même dans les applications mul-
tithread. Nous avons mis en œuvre notre principe de
typage sécurisé dans le cadre Privagic pour Intel SGX
et le langage C.
Le compilateur Privagic s’appuie sur le compila-
teur LLVM, ce qui signifie qu’il ne s’appuie pas sur
la sémantique C : il considère une représentation
intermédiaire de bas niveau du code avec des
types sécurisés ajoutés aux variables, aux arguments
et aux champs des structures de données. Notre
évaluation avec des micro- et macro-applications
montre que (i) le typage sécurisé peut gérer les poin-
teurs, le multi-threads et plus de deux partitions, (ii)
l’ajout de types sécurisés dans une application exis-
tante est facile, (iii) le typage sécurisé réduit la base
de confiance et est plus efficace que l’intégration
complète d’une application dans une enclave.
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Abstract : For more than twenty years, several tools
have been proposed to automatically partition an ap-
plication between a secure memory zone and a non-
secure memory zone. These tools analyze the data
flow of the application in order to identify the memory
locations that may contain sensitive values. Most of
these tools behave incorrectly in the presence of poin-
ters. When they are correct, they are unable to handle
threads because of the difficulty to track pointers in a
multi-threaded application. The current tools are also
unable to split an application in more than two par-
titions. This is caused by over-approximation, which
leads to memory locations falsely shared between the
two partitions.
In this thesis, instead of starting from data flow ana-

lysis, we propose to start from a more accurate tech-
nique: language typing. We introduce secure typing,
which consists in embedding a partition identifier in
the type system of a language. Based on secure ty-
ping, we designed a language-agnostic compiler ba-
sed on LLVM. The compiler takes a legacy applica-
tion enriched with secure types as input, and gene-
rates multiple partitions for Intel SGX. Our evaluation
with micro- and macro-applications show that (i) se-
cure typing can handle pointers, multiple threads and
more than two partitions, (ii) adding secure types in a
legacy application is easy, (iii) secure typing reduces
the trusted computing base, and is more efficient than
embedding a full application inside an enclave.
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