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l’été 2021.
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beaucoup appris à tes côtés. J’ai eu mes moments de doutes, peut être plus que de raison,
mais tu as toujours su contrebalancer mon pessimisme aux moments opportuns. Merci
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s’arrêter !
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1.1 Introduction to photovoltaics

1.1.1 Why photovoltaics matter to humankind?

Humanity is currently facing an ecological crisis. This crisis appears in many forms:
global warming, increased occurrence of extreme climate events [IPCC 2023], collapse of
biodiversity, global pollution [Project 2023], etc.

One of the many causes of this crisis is the release of greenhouse gases in the atmo-
sphere by human activities. Indeed, human activities nowadays heavily rely on fossil fuels
to power engines, turbines, heating systems, etc. A possible technological way out of
this addiction to fossil fuels is through electrification, as there exist low-carbon electricity
production systems.

Photovoltaic (PV) systems are one of the low-carbon footprint electricity-producing
systems, as shown in Figure 1.1. As their etymology suggests – phōs = light and volt =
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Figure 1.1: Comparison of the carbon footprint (in gCO2eq/kWh) of the most common
electricity sources. Figure adapted from [Collin et al. 2023]. Sources [Pérez-Lopez et al.
2020], which reports numbers from the second IPCC report (2013).

unit of the electromotive force –, photovoltaic systems allow the conversion of light into
electrical power. It takes only about half an hour for the Sun to irradiate towards the
Earth the energy consumed by humanity over an entire year. Photovoltaics allow us to
take advantage of this enormous energy source.
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Figure 1.2: (a) Evolution of the total electricity production by photovoltaic systems since
1990. (b) Evolution of the photovoltaic module prices since 1990. Sources: IEA Energy
Statistics Data Browser.

For this reason, photovoltaics has attracted growing attention in the past two decades.
Indeed, as its production at industrial scale skyrocketed, its price decreased rapidly thanks
to economies of scale and technological breakthroughs. Since 2000, electricity production
from photovoltaics increased by a factor 1000, as shown in Figure 1.2a. In the meantime,
the price of photovoltaic modules was divided by a factor 25 (Figure 1.2b).

Nowadays, photovoltaics is a mature industrial sector and represents a market of
several hundred billion dollars per year. As shown in Figure 1.3a, an ever-increasing
share of electricity production is provided by photovoltaics – and more generally from
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Chapter 1. Introduction

renewables. This good news must be put into perspective, as electricity represents only
around 20 % of the total energy consumption on Earth. Therefore, as illustrated by
Figure 1.3b, around 80 % of the energy used by humanity still comes from fossil fuels
(coal, oil, gas). In addition, it appears that the total consumption of fossil fuels – and
hence the total CO2 emissions – has never been higher than today. This questions the
very notion of energy transition: will we ever see a future where fossil fuels are completely
replaced by renewable energies? Or will we keep adding new energy sources on top of the
old ones? [Fressoz 2024]
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Figure 1.3: (a) Share of the total electricity production of renewable energy sources. (b)
Worldwide energy consumption by energy source, in TJ/year. Source: [IEA 2024].

This question will not be answered in this manuscript. However, during my PhD
at IPVF, I took part in an initiative called SolairePV 1, which aims at compiling data
on photovoltaics and answering many questions from the general public. We eventually
published this work under the form of 42 thematic factsheets which are freely accessible
on our website [Collin et al. 2023].

In any case, photovoltaics is not just a potential solution to the ecological crisis;
it’s also a very interesting topic for scientific research. Photovoltaic systems sit at the
crossroads of several scientific fields. First, these systems generate both continuous and
intermittent currents, posing interesting questions for electrical engineering. Second, as
energy-conversion systems, they are intrinsically linked to thermodynamics. Third, most
photovoltaic systems use semiconductors and therefore are connected to condensed matter
physics. Fourth, optics and photonics are involved in the optimization of light absorption
in photovoltaic materials. Last, designing and building these systems involves materials
science and chemistry.

1.1.2 Science of photovoltaics

The photovoltaic effect is the formation of an electrical bias at the edges of a device un-
der illumination. In this section, we introduce several key notions to describe photovoltaic
systems.

1This collective work (more than 20 collaborators) was recently awarded the “Prix Lumières Arnulf-
Françon 2023” by the French Optical Society.

17

https://solairepv.fr


1.1. Introduction to photovoltaics

First of all, all photovoltaic systems require four ingredients [Suchet and Johnson
2023].

1. A material that converts the incoming light into excited electrons. This material is
generally called the absorber.

2. The possibility to keep the electrons excited for a certain duration, called lifetime.

3. A mean to transport the excited electrons to the electrodes during their lifetime.

4. A built-in asymmetry that forces the electrons to exit the system from one of the
electrodes and enter from the other.

Semiconductors offer practical solutions for all these requirements, and therefore most
photovoltaic systems are built with semiconductors. In a schematic picture, semiconduct-
ors are composed of two energy bands : one low-energy valence band, which is almost
completely filled by electrons, and one high-energy conduction band, which is almost
completely empty. Those two bands are separated by an energy bandgap, denoted as Eg.
Electrons may transition from one band to the other by gaining or loosing energy. One
of the ways to do so is to absorb or emit photons of energy larger than the bandgap.
This is depicted in Figure 1.4. Note that photons with energy below the bandgap will not
interact with the semiconductor.

E

Conduction
band

Valence 
band

Figure 1.4: Schematic representation of the interaction between photons and a semicon-
ductor. The semiconductor valence band is filled with electrons, which may absorb blue
and green photons to transition to the empty conduction band. However, red photons are
not absorbed in this case, because their energy is lower than the semiconductor bandgap,
Eg.

When studying photovoltaic devices, one of the key figures of merit is the energy-
conversion efficiency. It is defined as the total electrical power that the system can
output divided by the total power that it receives from the Sun. A large part of the
research on photovoltaic devices aims at increasing this efficiency, and has been successful
in doing so, as exemplified by the famous NREL’s Efficiency Chart.

18

https://www.nrel.gov/pv/cell-efficiency.html


Chapter 1. Introduction

1.1.3 Efficiency of photovoltaic devices

The race towards higher efficiencies is obviously driven by economical reasons. In-
stallers care about how much energy they can produce per dollar invested. Therefore, the
cost of energy producing units is expressed in $/kWh. Today, the price of photovoltaic
modules is only a small fraction (typically 20− 40 %) of the total price of a photovoltaic
system. Consequently, reducing manufacturing costs of photovoltaic modules will not
result in dramatic savings. The best way of increasing the cost-efficiency of photovol-
taic systems is to increase their energy-conversion efficiency [Suchet and Johnson 2023] –
assuming constant final price.

Another important consideration is that the Sun is a rather diluted resource, with
an average irradiance of 1000 W.m−2 at the Earth’s surface. Therefore, large surfaces
of photovoltaic modules are required in order to produce substantial amounts of energy.
For instance, with today’s technology, its takes roughly a hundred times more surface to
produce electricity from photovoltaic plants than from nuclear plants [Collin et al. 2023].
In that regard, higher efficiencies are crucial because they reduce the surface area needed
to install a production unit of a given power capacity. This is particularly important in
achieving the goal of zero net land artificialization, which France aims to reach by 2050
[Legifrance 2021].

Today, the record efficiency for a silicon solar cell – by far the dominant technology on
the market – is above 26 % [Green et al. 2022]. These excellent performances are nearing
the maximal theoretical efficiency of conventional solar cells, sometimes called detailed
balance limit, which is around 30 %. In the following section, we recall the main lines of
this derivation. Then, we discuss the possibility to overcome the detailed balance limit
by changing some operating principles of solar cells.

Detailed balance limit The detailed balance limit was first introduced by Shockley
and Queisser [Shockley and Queisser 1961]. They considered the operation of an ideal
single-junction solar cell, which would absorb all photons above its bandgap. Every
absorbed photon promotes one electron in the conduction band, as shown in Figure 1.4.
As a consequence of Kirchhoff’s law, materials that absorb light must emit light in return
by allowing excited electrons in the conduction band to recombine and go back to the
valence band. These radiative recombinations are unavoidable and Shockley and Queisser
assumed that no other recombinations could occur. This is the so-called radiative limit.
Finally, they assumed that the excess kinetic energy provided by high-energy photons
(like the blue photon represented in Figure 1.4) would be lost to thermalization such that
high-energy electrons would drop to the bottom of the conduction band before they can
be extracted in the contacts.

The Shockley-Queisser model allows to understand why the notion of bandgap is so
fundamental in photovoltaics. If the bandgap is too small (Eg → 0), the system absorbs
all incident photons, but looses it all to thermalization. In this case, the efficiency of the
cell is zero. On the contrary, if the gap is too large (Eg → ∞), then almost no photons
are absorbed and the efficiency of the cell drops to zero again. In between those two
extreme cases, there is an optimal value of the bandgap for which the efficiency of the cell
is maximal.

Another key finding of Shockley and Queisser is that the voltage of the cell depends,
among other factors, on the density of excited carriers. The higher the carrier density,
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the larger the voltage.

In the Shockley-Queisser model, the incoming Sun power splits into five different con-
tributions, which depend on the bandgap of the solar cell. This is represented in Figure 1.5.
This model predicts that the maximum efficiency of a solar cell is ηShockley−Queisser ≃ 30 %
for a bandgap Eg ≃ 1.2 eV. For a detailed discussion of the underlying assumptions and
its impact on the operation of a solar cell, see for instance [Guillemoles et al. 2019, Vezin
et al. 2024a].

It should be noted however that this detailed balance model does not represent the
ultimate limit of efficiency that would be applicable to any photovoltaic technology. In-
deed, it is deeply rooted in standard single-junction technology. For instance, absorption,
radiative emission and thermalization properties are described in terms specific to semi-
conductors.
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Figure 1.5: Breakdown of the incoming Sun power between the five fundamental processes
included in the Shockley-Queisser model [Shockley and Queisser 1961], as a function of
the absorber bandgap. Adapted from [Vezin et al. 2024a].

Ultimate thermodynamical limit From an abstract thermodynamical perspective, a
photovoltaic module can be thought of as a heat engine producing work by receiving heat
from the Sun (T⊙ = 5778 K) and by releasing heat in the atmosphere (Tamb = 293 K).
This heat engine will necessarily have an efficiency lower than Carnot efficiency ηCarnot =
1−Tamb/T⊙ ≃ 95 %. However Carnot efficiency does not take into account the inevitable
radiative losses due to Kirchhoff’s law. A more advanced computation was proposed by
[Landsberg and Tonge 1979], which led the following estimate for the ultimate limit of
efficiency of a photovoltaic system (see [Vezin et al. 2024a]):

ηLansberg = 1− 4

3

Tamb

T⊙
+

T 4
amb

T 4
⊙

≃ 93 % (1.1)

There is a huge gap between this ultimate limit and the detailed balance limit for
standard single-junction solar cells. To bridge this gap and enhance the potential efficiency
of photovoltaic systems, several concepts have been proposed. These are generally referred
to as third generation, advanced concepts or high-efficiency photovoltaics.
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1.1.4 High-efficiency photovoltaics

We presented the different concepts to outperform the Shockley-Queisser model in a
book chapter to be published [Vezin et al. 2024a]. Here, we simply summarize its contents
and introduce the notion of Hot-Carrier Solar Cell (HCSC) that will be discussed in this
manuscript.

Concentration and multi-junctions First, it must be noticed that two approaches
already allowed to break the 30 % limit predicted by Shockley and Queisser.

The first approach relies on optical concentration and consists of using a lens to con-
centrate sunlight onto a solar cell with a smaller surface area. This increases the carrier
density in the cell, thereby enhancing its voltage and, consequently, its efficiency. However,
due to the Sun being an extended light source, sunlight cannot be infinitely concentrated,
and the maximum concentration factor is 46240 [Wurfel and Wurfel 2016]. Under this so-
called full concentration, the detailed balance limit for the efficiency is around 40 % (see
Figure 3.4). Using this concept, the National Research Energy Lab (NREL) managed to
fabricate GaAs single-junction cells with 30.8 % efficiencies under 61 suns in 2022 [NREL
2024].

The second approach is called multi-junctions and consists in putting several cells of
decreasing bandgaps in series. The first cell, with a high bandgap, converts efficiently
high-energy photons and lets low-energy photons go through. These are then converted
efficiently by the second cell, etc. With an infinite number of sub-cells, one can theor-
etically obtain a 87 % efficiency under full concentration [Green 2006], very close to the
ultimate limit. But with only two cells, it is already possible to overcome the Shockley-
Queisser limit. For instance, the best tandem cell to date was build by LONGi (China’s
biggest manufacturer of photovoltaic modules) and has an efficiency of 33.9 % [NREL
2024].

The combination of these two concepts allowed Fraunhofer ISE to build the all-time
record cell: a quadruple junction with 47.6 % efficiency under a concentration factor of
665 [NREL 2024].

Advanced concepts As can be seen in Figure 1.5, the two main losses in a conventional
solar cell are non-absorption of low-energy photons and thermalization of high-energy
photons. Therefore the advanced concepts for high-efficiency photovoltaics tackle one or
the other of these issues.

First, one may aim to avoid losing low-energy photons. To achieve this, an optical
converter can be added to the cell, which absorbs two low-energy photons and emits
a single high-energy photon that can be absorbed by the solar cell. This approach is
called up-conversion [Trupke et al. 2002]. Similarly, it is possible to enable a two-
photon transition in the absorber by creating a so-called intermediate band in the gap
[Wolf 1960, Luque and Mart́ı 1997]. In such an intermediate band absorber, a low-
energy photon can excite an electron from the valence band to the intermediate band.
This excited electron can then absorb a second low-energy photon, promoting it to the
conduction band.

Second, one may aim to avoid thermalization of high-energy photons. An optical
solution to this problem is to add to the cell an optical converter capable of absorbing
one high-energy photon and emitting two low-energy photons closer to the bandgap of
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Figure 1.6: Breakdown of the incoming Sun power (1 sun illumination) into the five fun-
damental processes for all advanced concepts for high-efficiency photovoltaics. Maximum
efficiencies are reported in the titles. Colors are the same as in Figure 1.5. Adapted from
[Vezin et al. 2024a].

the absorber. This proposition is symmetrical to up-conversion, and is called down-
conversion [Trupke et al. 2002]. Similarly, it is possible to avoid high-energy electrons
thermalization by using their excess energy to promote one or several additional electrons
in the conduction band by impact ionization [Werner et al. 1994, Hanna and Nozik 2006].
This process is also called multiple exciton generation. Finally, if the thermalization
processes are sufficiently inefficient in the absorber, the high-energy carriers may not have
time to thermalize their excess energy before they are extracted in the contacts. This
is the idea behind Hot-Carrier Solar Cell (HCSC), which offer the highest theoretical
efficiency: 68 % under one sun condition (see Figure 1.6) and up to 86 % under full
concentration [Ross and Nozik 1982].

These advanced concepts are summarized in Figure 1.6, along with their theoretical
optimal efficiency under one sun illumination. Note that none of the aforementioned
advanced concepts has enabled the construction of a solar cell with an efficiency exceeding
30 % yet.

From now on we will focus on the notion of HCSC and its implications. We first define
HCSCs and describe key characterization techniques and indicators in section 1.2. Then,
we propose a historical overview of HCSCs from the 80s to today and show that these
systems do not keep their promises yet in section 1.3. This calls for a more in-depth
understanding of how HCSCs depart from their ideal behavior, and we will present our
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contribution to that understanding in section 1.4. Finally, we will close this chapter in
section 1.5 by providing an outline of the entire manuscript.

1.2 Hot-carrier solar cells and their characterization

In this section, we first propose a definition of HCSCs. Then, we provide a detailed
description of hot carriers. Finally, we examine standard characterization techniques and
focus on one key parameter for studying thermalization in HCSCs: the thermalization
coefficient.

1.2.1 Definitions

Hot-carrier solar cells In the Shockley-Queisser model, thermalization losses amount
to roughly 30 % of the incoming Sun power (see Figure 1.5). HCSCs are solar cells in which
these losses are reduced, and ideally negligible. In order to build a HCSC, two ingredients
are necessary. First, one needs an absorber in which thermalization rate is low. In such a
hot-carrier absorber, carriers do not fall at the band-edge and can be maintained in states
of high energy, therefore forming hot-carrier distributions in the bands. Second, one needs
energy-selective contacts to convert the excess heat of the carriers into a voltage boost
as compared with regular solar cells. For perfectly selective contacts, the voltage of the
HCSC writes [Ross and Nozik 1982]

e(VHCSC − VSC) =
∆Eext −∆µ

T
(Tc − TL) (1.2)

where

∆Eext = The extraction energy.
∆µ = The Quasi-Fermi-Level Splitting (QFLS) in the absorber.
Tc = The temperature of carriers.
TL = The temperature of the lattice.

This equation resembles that of a thermoelectric device, for which the voltage is pro-
portional to the difference in temperature across the device. In fact, HCSCs can be seen
as the combination of a regular solar cell and of a thermoelectric device that converts the
excess carrier temperature into an electrical voltage [Rodiere et al. 2015, Konovalov and
Emelianov 2017].

Hot carriers To complement our definition of HCSCs, we need to provide some de-
tails on hot carriers. In general, the term “hot carrier” refers to carrier distributions
out of thermal equilibrium with the surrounding lattice. Hot carriers have more kinetic
energy than cold carriers, and this excess kinetic energy can be provided by a variety
of phenomena, such as the interaction with an intense electric field, or the absorption
of high-energy photons. Here, we provide a comprehensive picture of the microscopic
mechanisms controlling hot-carrier distributions.

Because we are interested in hot carriers in the context of solar cells, we reproduce
the description proposed in [Green 2003]. It focuses on the temporal evolution of a
semiconductor subject to a short and intense laser excitation at high energy. This system
is represented schematically in Figure 1.7.
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Figure 1.7: Evolution of electron and hole distributions after a short, intense laser pulse
at high energy. Adapted from [Green 2003].

Before the laser pulse 1 , the system is at ambient temperature and there is a small
number of electrons (in the conduction band) and holes (in the valence band) because of

thermal agitation. During the laser pulse 2 , high-energy photons are absorbed, which
generates high-energy electrons and holes in the bands. These populations do not follow a
thermal distribution, and thus do not have a well defined temperature. Due to fast elastic
carrier-carrier scattering, these non-equilibrium carriers quickly redistribute their energy
3 , and reach a thermal distribution 4 . Two types of elastic carrier-carrier scattering
come into play, both mediated by Coulomb interaction:

• intraband interactions i.e. between carriers in the same band. These interactions
allow the electrons (resp. holes) to reach a thermal distribution at temperature Te

(resp. Th).

• interband interactions, i.e. between carriers in different bands. These interactions
allow the electron-hole plasma to reach a single temperature Tc.

We call this phase the equilibration of carriers. It happens typically under 1 ps. After
equilibration, carriers form thermal distributions at high temperature because they have
simply redistributed among themselves the excess kinetic energy provided by the absorbed
photons. This is what is called hot carriers.

After a few picoseconds, hot carriers start to interact with vibration modes of the
lattice (so-called phonons) and begin to lose kinetic energy 5 . This phase will be denoted
as thermalization, and is illustrated in Figure 1.8. Carrier-phonon interactions are quite
complex, as there exist many phonon types. In simple materials such as GaAs, there
are four types: transverse acoustic (TA), longitudinal acoustic (LA), transverse optical
(TO) and longitudinal optical (LO), which are presented schematically in Figure 1.8a.
However, it was shown that the dominant thermalization process at room temperature
in GaAs and other III-V semiconductors is carrier-LO phonon interaction, also called the
Fröhlich interaction [Goebel and Hildebrand 1978, Shah 1981]. This can be partially
understood by looking at the band structure of such materials, presented schematically in
Figure 1.8b. During thermalization, carriers emit phonons and loose some of their kinetic
energy. Because of energy and momentum conservation, carriers can only interact with
zone-center phonons (k ≪ 2π/a). Zone-center optical phonons have a significant energy
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ELO ≃ 36 meV, and therefore are efficient at thermalizing carrier’s excess energy. On the
contrary, zone-center acoustic phonons have vanishing energies, and therefore contribute
only weakly to thermalization.

TA

LA

TO

LO

k

E

2π/a-2π/a

~36 meVELO

ELO/2

(a)

k

E

>1 eV ELO

kLO 2π/a-2π/a

(b)

Figure 1.8: Schematic representation of (a) phonons and (b) electrons band structure in
GaAs. Note that the scale for wavevectors is identical, while the scale for energies is not.
In panel (a), dashed arrows indicate the Klemens mechanism, which is the decay of one
LO phonon into two LA phonons of opposite momentum. a is the lattice constant.

To cool down completely, hot carriers must emit a large number of zone-center optical
phonons. However, they may also reabsorb part of these phonons – the reabsorption
probability being proportional to the phonon density. LO phonon lifetime is controlled
by their decay rate into acoustic phonons, a process called Klemens relaxation, represented
with dashed arrows in Figure 1.8a. If Klemens relaxation is inefficient in comparison to the
typical carrier-phonon interaction time, a large number of optical phonons may be created.
This effect is called the phonon bottleneck effect and reduces the carrier thermalization
rate as it increases the probability that phonons are reabsorbed by carriers.

Eventually, carriers reach a thermal equilibrium with the lattice at ambient temper-
ature 6 , typically within 0.1 − 10 ns. Note that, at this stage, carrier populations in
the semiconductor are still out of chemical equilibrium, because the carrier densities are
still higher than what they would be in the dark. Finally, electrons and holes recombine
together via radiative or non-radiative pathways 7 , and go back to complete equilibrium

8 within a few microseconds.

Note that the timescales reported here are rough orders of magnitude, and are strongly
dependent on the material and on the excitation regime (in particular carrier densities). In
addition, although the different processes (equilibration, thermalization, recombination)
are presented here sequentially, they may overlap in some cases. Yet this picture allows
us to understand that hot carriers are not a rare phenomenon. In pulsed regime, hot
carriers are generated after each high-energy laser pulse. Consequently, hot carriers can
be detected “easily”, provided that we can probe carrier distributions with a sufficiently
short time resolution (typically < 1 ps) [Othonos 1998].

This brings us to the question of the detection and characterization of hot carriers.
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1.2.2 Characterization and key indicators

Hot-carrier characterization techniques The first experimental signature of hot
carriers was obtained by carrier mobility measurements [Shockley 1951]. However, such
electrical detection does not allow to probe directly the carrier distribution inside the
bands, and therefore does provide a direct proof of the presence of hot carriers [Bauer
1978].

Direct measurement of carrier distributions is made possible by various spectroscopy
techniques, such as transient absorption or photoluminescence spectroscopy. These tech-
niques measure the probability that a photon of a given energy is emitted or absorbed by
the material. This probability depends on carrier distributions in the bands, and therefore
it is possible to recover experimentally these distributions.

In the rest of this manuscript, we will focus on Photoluminescence (PL), and more
specifically on continuous-wave PL, which is performed with continuous illumination and
probes the system in steady-state. PL experiments consist in photogenerating electrons
in the conduction band of a material, and recording the light reemitted as these electrons
recombine. For a photon of energy E to be emitted, an electron-hole pair of the same
energy must exist in the semiconductor. As carriers fill preferentially states up to few
kBT above the band-edge, emitted photons will have energies between Eg and Eg plus a
few kBT . This is the basic idea of hot-carrier spectroscopy: hotter carriers will emit a
spectrum with more significant high-energy tail.

PL is a versatile technique for hot-carrier characterization. In particular, the excitation
wavelength can be changed to adapt for different bandgaps and the power may be changed
to probe different excitation regimes. In addition, PL is not only a way to probe hot-
carrier distributions, but also to generate them [Shah and Leite 1969]. Finally, PL is a
purely optical measurement such that it can be used on bare materials without contacts,
which is particularly useful at early stages of the material development. In the context
of solar cells, continuous-wave PL is particularly interesting because it probes the cell
properties in conditions very similar to its actual operation.

However, simply detecting hot carriers with PL spectroscopy is not enough to charac-
terize if a given material is a good hot-carrier absorber or not. Indeed, carrier temperature
depends on the excitation regime, and in particular on the absorbed flux and power. This
is why the notion of thermalization coefficient was proposed as the correct figure of merit
to characterize hot-carrier absorbers.

A key indicator: the thermalization coefficient The thermalization coefficient,
Q, characterizes the ability of an absorber to host a steady-state hot-carrier population
for a given power provided to the carriers. When a material absorbs a certain radiation
power Iabs, only a fraction of it is provided to the carriers as kinetic energy. This fraction
depends on the bandgap of the material and on the average absorbed photon energy,
⟨E⟩abs, and writes Ith = (⟨E⟩abs − Eg)Iabs/⟨E⟩abs [Giteau et al. 2020]. In steady-state,
all this power must be thermalized by the carriers, which eventually form a hot-carrier
distribution at temperature Tc > TL. Several different phenomenological definitions have
been proposed for the thermalization coefficient (see for instance [Lyon 1986, Guillemoles
et al. 2005, Le Bris et al. 2012] or [Giteau et al. 2020]). In this manuscript, we will retain
the simplest form:

Ith = Q(Tc − TL) (1.3)
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where Q is assumed to be constant.
Note that it is possible to establish an exact theoretical expression of the thermalized

power from Fermi Golden Rule. This was done for instance in [Kumekov and Perel
1988, Tsai 2018] by assuming that thermalization was dominated by carrier-LO phonon
interactions, and by taking into account the decay of LO phonons into acoustic phonons
by Klemens mechanism. Such an approach leads to

Ith =
∑
q

Eq
Nq(Tc)−Nq(TL)

τq
(1.4)

where

Ith = The power lost to thermalization by the carriers (in W.m−2).
Eq = The energy of phonons with wavevector q.

Nq(T ) = (exp(Eq/(kBT ))− 1)−1 is the population of mode q at thermal equilibrium
at temperature T .

τq = An interaction time which depends on the carrier-LO phonon interaction
time, and on the decay rate of LO phonons into acoustic phonons.

For TL = 300 K and carrier temperatures Tc ≤ 1000 K, the term Nq(Tc)−Nq(TL) can
be well approximated by its Taylor expansion of order 1, such that

Ith =

[∑
q

Eq

τq

∂Nq

∂T
(TL)

]
(Tc − TL) (1.5)

It is tempting to identify the term in brackets with the thermalization coefficient defined
earlier. However, this term is a complex function of the carrier and phonon distributions
and, therefore, cannot be assumed to be constant.

1.3 State of the art of hot-carrier solar cells

In this section, we first provide a historical review of the concept of HCSC. Then,
we describe the current state of research on this concept: promising materials have been
investigated for the absorber and the energy-selective contacts, yet no convincing HCSC
full device has been built.

1.3.1 History of the concept

Hot carriers The term hot carrier (or rather hot electron) was first introduced by
Fröhlich in 1947 [Frohlich 1947]. At that time, Fröhlich was investigating dielectric dis-
charge in insulators under large electric fields and proposed that electron temperature
could be influenced by the applied electric field.

This concept was soon extended to semiconductors through the foundational work of
Shockley [Shockley 1951]. Shockley, who was studying high-field transistors, observed that
electron mobility was dependent on the electric field in such configurations. To explain
this deviation from Ohm’s Law, he introduced the idea that electron temperature could
vary with the electric field. These considerations of mobility were central to the early
years of hot-carrier studies, as exemplified by this early review [Koenig 1959].
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After these founding years, the hot-carrier community grew bigger and started to
tackle several different topics. The first one was the hunt for the negative differential
resistance effect, which was effectively measured for the first time by Gunn in 1963 [Gunn
1963] and led to the development of the Gunn diode, a widely used electronic component.
A second was the development of semiconductor lasers, which became effective in the late
60s [Holonyak 1997].

With the boom in electronics – particularly small-size and high-frequency transist-
ors – understanding carrier dynamics in semiconductors became increasingly important.
Carrier thermalization was indeed a limitation for transistor’s operation frequency. This
led to an abundant literature on carrier dynamics characterization using sub-picosecond
spectroscopy techniques in the 1980s and 1990s. Most of this research focused on ma-
terials useful for electronic applications, such as silicon, germanium, GaAs and AlGaAs,
and semiconductor lasers, such as InGaAsP alloys, which were used to emit light in the
telecom band, especially at 1.3 and 1.55 µm [Othonos 1998]. This coincides with the time
when Ross and Nozik proposed to take advantage of hot carriers in energy-conversion
applications, and introduced the concept HCSC [Ross and Nozik 1982].

1980 1990 2000 2010 2020
Year

0

20

40

60

80

100

Nu
m

be
r o

f a
rti

cle
s

HCSC
HCSC + PVK

Figure 1.9: Evolution of the number of publications mentioning “hot-carrier solar cell” in
their abstract since the discovery of the concept (1982). Orange line indicates the number
of articles mentioning also “perovskite”. These results were obtained from a search in
Web of Science database.

Hot-carrier solar cells The concept of HCSCs was first described theoretically by
analysing its energy-conversion efficiency [Ross and Nozik 1982]. Figure 1.9 shows the
number of publications containing the words “hot-carrier solar cell” in their abstract
since this original discovery.

In the 1980s and 1990s, a modest but steady number of articles were published each
year. This is because most research efforts were focused on studying thermalization mech-
anisms in silicon, germanium, and III-V compounds rather than on constructing an actual
HCSC. One of the most significant discoveries of this era was that III-V Quantum Wells
(QWs) exhibit thermalization rates up to 100 times lower than their bulk counterparts
[Pelouch et al. 1992, Rosenwaks et al. 1993]. During this period, Würfel proposed a
completely different approach to describing HCSCs. While Ross and Nozik had extended
the classical detailed balance model introduced by Shockley and Queisser in 1961, Würfel
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suggested examining a scenario with dominant impact ionization and Auger recombina-
tion processes [Wurfel 1997]. Surprisingly, he found that the limiting efficiency in this case
(∼ 85 % under full concentration) was very similar to the one predicted by the detailed
balance model of Ross and Nozik (∼ 86 % under full concentration).

The field started to expand after 2005 and the publication of the first book chapter
on hot-carrier solar cells [Green 2003]. Some authors proposed to focus on phononic
engineering to enhance the phonon bottleneck effect and thus reduce the thermalization
rates in QWs [Guillemoles et al. 2005, Conibeer et al. 2008]. The notion of thermalization
coefficient was proposed to characterize the ability of a given material to host hot-carrier
effect in continuous regime [Guillemoles et al. 2005, Le Bris et al. 2012]. This period
saw the publication of the first reviews on hot-carrier solar cells [König et al. 2010, Green
et al. 2010].

In the early 2010s, the first experimental characterization of thermalization coefficients
were performed, mostly in III-V materials [Le Bris et al. 2012, Hirst et al. 2014]. Sim-
ultaneously, several studies investigated the prerequisites in terms of material that would
be necessary to build an actual HCSC [Takeda et al. 2010, Luque and Mart́ı 2010, Feng
et al. 2012, König et al. 2012], and the first experimental realization of a HCSC was
reported [Dimmock et al. 2014]. Starting from 2014-2015, an increasing number of art-
icles started to investigate perovskites for HCSCs, mostly with time-resolved techniques
for the moment.

1.3.2 Components

Hot-carrier absorbers Hot carriers have been evidenced in various materials such as
III-V materials [Shah and Leite 1969, Le Bris et al. 2012, Tedeschi et al. 2016], carbon
nanotubes [Freitag et al. 2004], graphene [Gabor et al. 2011], MoS2 [Nie et al. 2014],
perovskites [Yang et al. 2016], silicon quantum dots [Zhang et al. 2016], etc. However,
most of these investigations are performed with ultrafast spectroscopy techniques.

Most steady-state studies were performed on III-V materials, especially nanostruc-
tured ones [Conibeer et al. 2014]. A handful articles report steady-state hot-carrier
characterization in perovskites [Fang et al. 2018, Papagiorgis et al. 2019, Lim et al.
2022, Sourabh et al. 2024], but the results are more difficult to interpret due to stability
issues. Therefore we will focus our review on III-V materials.

III-V materials are good candidates for HCSC applications because of their stability
and ability to absorb high excitation intensities without being damaged. In particular,
different nanostructured III-V materials were tested for hot-carrier applications [Zhang
et al. 2021], including QWs [Hirst et al. 2014, Rodiere et al. 2015, Whiteside et al.
2016, Esmaielpour et al. 2021a, Makhfudz et al. 2022], nanowires [Tedeschi et al. 2016,
Limpert et al. 2017, Wang et al. 2021, Fast et al. 2021, Sandner et al. 2023] and
quantum dots [Bremner et al. 2009, Harada et al. 2016, Behaghel et al. 2019]. Reported
carrier temperature increase are typically T − TL ∼ 100 − 200 K at room temperature,
although temperatures higher than 1000 K have been measured in InGaAsP QWs [Nguyen
et al. 2018]. Most characterization of thermalization coefficients of III-V QWs yield
estimates in the range 10 − 100 W.cm−2.K−1 [Le Bris et al. 2012, Esmaielpour et al.
2021b, Esmaielpour et al. 2021a], with an all-time low around 2 W.cm−2.K−1 [Hirst
et al. 2014]. These thermalization coefficients should be sufficiently low to build HCSCs
exceeding the Shockley-Queisser limit, at least under full concentration [Le Bris et al.
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2012].
The fact that nanostructures have such low thermalization coefficients seems to be

linked to their phononic properties, although the exact mechanism remains elusive. Sev-
eral authors reported that carrier-phonon interactions are reduced because confinement
changes the phononic band structure and hence the carrier-phonon scattering rates [Rid-
doch and Ridley 1985, Sawaki 1986]. Other authors report that confinement may open
phononic gaps which will reduce the LO phonons decay rates, and thus favor the ap-
pearance of a hot phonon bottleneck [Conibeer et al. 2008]. Finally, it was shown from
numerical simulation that quantum confinement would lead to a reduction of carrier-
phonon scattering rates even if confined phonons had the same band structure than in
bulk [Makhfudz et al. 2022].

Energy-selective contacts In order to convert the temperature of hot carriers in the
absorber into a voltage boost, it is necessary to extract the carriers via special contacts.
Indeed, the carriers will necessarily thermalize quickly in the metallic electrodes. There-
fore, HCSC contacts must ensure that the carriers convert their high temperature (kinetic
energy) into potential energy before they reach the electrodes. In the ideal case, this pro-
cess would happen without any heat losses, i.e. without entropy generation. This ideal
case is called isentropic extraction [Wurfel 1997], and is analogous to Carnot cycles for
ideal gases.

Systems having only one energy level were proposed to realize isentropic extraction
[Wurfel 1997]. Indeed, in such single energy level systems, no scattering is possible and
carrier thermalization is prohibited. Because such systems extract carriers at a given
energy, they are usually called energy-selective contacts.

Resonant tunneling systems (either via a quantum well, quantum dots or defects
states) were proposed as candidates for energy-selective contacts because of their peaked
transmission function. For additional details on the architectures and materials used,
refer for instance to the review proposed in [Gibelli 2016] (Section 4.E).

It has been pointed out that perfectly selective contacts may not have high enough
electrical conductivity to allow a significant current to go through the device [Kirk and
Fischetti 2012, Ferry et al. 2020]. However, several numerical simulations seem to disagree
on that point. In particular, it was shown that extraction by a resonant tunnelling barrier
made with a QW allowed to extract almost as much current as with a metallic contact
[Cavassilas et al. 2022]. In addition, it was shown that the hypothesis of perfect selectivity
is not essential and that semi-selective contacts would only lead to a ten-point reduction
in efficiency [Le Bris and Guillemoles 2010].

In short, it seems that resonant tunneling systems and simple energy barriers are both
suitable candidates for HCSCs energy-selective contacts.

1.3.3 Full devices

Although suitable candidate materials are known both for the hot-carrier absorber
and the energy-selective contacts, very few attempts to build a full device are reported in
literature. To the best of our knowledge, only four such attempts were reported, and are
listed below by publication year:

• [Dimmock et al. 2014] designed a HCSC with a bulk GaAs absorber and a GaAs/AlAs
double resonant tunneling barrier for the energy-selective contact. However, they
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reported “very small power conversion efficiency” and did not measure carrier tem-
perature by continuous-wave PL spectroscopy.

• [Konovalov and Emelianov 2017] proposed a design with PbSe absorber and Zn-
based semi-selective contacts. They measured an open-circuit voltage larger than
the absorber bandgap under 500 suns illumination and attributed this effect to the
presence of hot carriers, but they did not characterize carrier temperature with PL.
Based on their reported JV characteristic, we estimated an efficiency of η ≃ 0.07 %.

• [Nguyen et al. 2018] proposed a design based on an InGaAsP/InGaAsP single QW
absorber with InP barriers as semi-selective contacts. They reported hot-carrier
temperatures as high as 1500 K and a device efficiency η ≃ 11.6 % at incident
power equivalent to 50000 suns. To the best of our knowledge, this article is the
only one that unambiguously demonstrate a voltage boost attributed to a hot-carrier
effect.

• [Gong et al. 2024] reported a perovskite-based HCSC with phthalocyanines-based
energy-selective contact for holes. They measured an efficiency of η = 27.3 % under
6 suns illumination. However, they did not measure carrier temperature by PL in
steady-state, and even reported an absence of hot carriers in picosecond transient
reflectivity measurements. Therefore the existence of hot carriers in their device
remains elusive.

In conclusion, four HCSCs have been reported, and only one was unambiguously shown
to host hot carriers [Nguyen et al. 2018]. This device still has underwhelming efficiency,
well below the 30 % limit of Shockley-Queisser, and even further from the promises of
HCSCs. Therefore it may be interesting to study how actual devices depart from the ideal
assumptions that are usually made in HCSC models.

1.4 Towards non-ideal hot-carrier solar cells

In this section, we first review the non-idealities considered in literature. Then we in-
troduce the original concept of uneven temperatures, which will be investigated throughout
this manuscript.

1.4.1 Non-idealities already studied in literature

Several non-idealities have already been considered in HCSCs modeling.
First, a considerable amount of work regards non-ideal contacts. In particular, the

fact that the contacts may not be perfectly energy-selective was investigated in [Le Bris
and Guillemoles 2010]. The authors showed that semi-selective contacts would only lead
to a ∼ 10 points difference in final efficiency. Similarly, [Sharma et al. 2023] showed that
a 45 % efficiency could be reached with semi-selective contacts and temperatures as low as
500 K in the absorber. [Marti et al. 2022] investigated thermoelectric properties of HCSC
contacts and showed that perfectly selective contacts must have unrealistic thermoelectric
properties to maintain extremely large efficiencies (above 80 %). Finally, some authors
showed that the hypothesis of isentropic extraction implied vanishing power output, and
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proposed to study the impact of non-isentropic extraction on the HCSC performances
[Limpert and Bremner 2015].

As far as the absorber is concerned, most of the work regards the modeling of finite
thermalization rates via carrier-phonon interaction. Using a semi-phenomenological model
for the thermalization rate, [Le Bris et al. 2012] showed that efficiencies higher than the
Shockley-Queisser limit required Q < 100 W.cm−2.K−1 under full concentration. [Tsai
2018] proposed a more rigorous derivation of the thermalized power from the Fermi Golden
Rule, and integrated it numerically in the case of bulk GaAs absorbers. Some authors
also studied the importance of carrier-carrier interactions to ensure fast equilibration of
the system [Tsai 2019] and [Sharma 2023, chapter 4]. They concluded that Coulomb
interaction was fast enough to ensure that carrier equilibration time was not a limiting
parameter for HCSCs. Finally, it was shown that the role of Auger recombinations and
impact ionization could not be neglected [Wurfel 1997], especially not in materials with
bandgap smaller than 0.5 eV [Tsai 2019], although this does not seem to be detrimental
to the operation of HCSCs.

1.4.2 Our original contribution: characterization and modelling
of uneven temperatures in the absorber

An overlooked issue is that of transport of hot carriers in the absorber. As reminded
in section 1.1.2, efficient transport is one of the keys to obtain high energy-conversion effi-
ciencies. However, in hot-carrier absorbers, transport cannot be treated as in regular solar
cells because of the presence of temperature gradients [Limpert et al. 2017]. Thermo-
electric effects must be taken into account to describe hot-carrier transport. Surprisingly,
this has never been addressed properly in the context of HCSCs.

In addition, HCSCs models usually assume that electrons and holes have the same
temperature. As electrons and holes have very different effective masses in III-V materials
(typically mh = 10 me), electrons receive about ten times more kinetic energy than holes
when a photon is absorbed. Therefore, they may have significantly different temperatures.
This had already been identified by Ross and Nozik in their founding paper, but they
disregarded the effect:

“Our formal model assumes that carriers in both bands are at the same TH .
As mentioned in the introduction, a real hot-carrier device is more likely to
have one band – the one containing the majority carriers – fully thermalized,
while the second band containing minority carriers is hot.” ([Ross and Nozik
1982])

In this manuscript, we will investigate both effects, and group them under the name
uneven temperatures. They are represented schematically in Figure 1.10. We will be
addressing the following questions:

• How can we characterize the existence of uneven temperatures?

• How do they affect the transport of carriers in HCSCs?

• In particular, how can the efficiency of HCSCs be affected by the presence of uneven
temperatures?
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Figure 1.10: Schematic description of the situations of uneven temperatures studied in
this manuscript. (a) Inhomogeneous temperatures in the absorber and (b) electrons and
holes at different temperatures.

1.5 Outline

We first introduce the methods used in this manuscript. We discuss the experimental
methods in chapter 2, and emphasize on the determination of carrier temperature through
continuous-wave PL spectroscopy. Then we discuss numerical methods in chapter 3 by
defining the HCSC model that we will extend in this manuscript.

In chapter 4, we introduce the question of hot-carrier thermoelectric transport. This
situation corresponds to Figure 1.10a, when temperature is not uniform in the absorber.
We propose a theoretical description of this transport in the ambipolar regime, and report
an experimental characterization of the transport coefficients using continuous-wave PL
hyperspectral imaging.

The characterization of different temperatures for electrons and holes (see Figure 1.10b)
is discussed in chapter 5. We show that continuous-wave PL spectroscopy allows to de-
termine both temperatures simultaneously. We apply this method to PL measurements
of an InGaAsP QW, and report hole temperatures close to ambient, while electrons reach
temperatures as high as 1000 K.

The question of the impact of such uneven temperatures on the operation of HCSCs is
addressed in chapter 6. We propose a development of the HCSC model to accommodate
different temperatures for electrons and holes. We show that HCSCs are not only resilient
to uneven temperatures, but also that having one carrier type hotter than the other is
beneficial for the efficiency of the device. We report a potential increase in efficiency of
∼ 2 points in the best case scenario.

We end this manuscript in chapter 7 with a short digression on the characterization
of cold carriers. We investigate cooling properties of asymmetric double barrier hetero-
structures, and show their similarities with HCSCs selective extraction.
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Chapter 2

Experimental toolbox:
characterization of hot carriers by
photoluminescence

As explained in the introduction, a Hot-Carrier Solar Cell (HCSC) is composed of
an absorber and energy-selective contacts. In this manuscript, we will be focusing on
the characterization and modelling of hot-carrier absorbers. The characterization of a
hot-carrier absorber means the determination of its ability to host hot-carrier effect. In
other words, we are interested in determining the carrier temperature reached in a given
material. Since the temperature depends on excitation conditions, we will make sure to
always report the temperature for a given input (absorbed) power.

Photoluminescence (PL) has proven to offer a powerful platform to characterize ma-
terials for solar cells in general, and hot-carrier absorbers in particular. Continuous-wave
PL is particularly interesting in the context of photovoltaic absorbers, because it allows
for the investigation of these systems properties in conditions close to their final purpose.
In addition, it is a contactless measurement and therefore it can be used at early stages
of the HCSC research, before the contacts are even created. Finally, PL is a versatile
technique which allows to explore a vast combination of excitation wavelength and power.

In this chapter, we introduce the tools that will be used throughout this manuscript.
First, we present the equation governing the emission of light by a semiconductor, the
so-called Generalized Planck Law (GPL) (section 2.1). We emphasize the description of
the absorptivity, which is at the core of hot-carrier characterization. Second, we describe
the spectroscopy equipment, and in particular the hyperspectral imager that will be used
in this work in section 2.2. We highlight few experimental developments conducted during
this PhD. Third, we benchmark several methods commonly used to analyse carrier tem-
perature from continuous-wave PL (section 2.3). Finally, we present in details the sample
5006 (InGaAsP single Quantum Well (QW)) which will be used for most PL experiments
reported in this manuscript (section 2.4).
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Chapter 2. Experimental toolbox: characterization of hot carriers by photoluminescence

2.1 Theoretical description of photoluminescence

In this manuscript, we will often consider that electrons and holes follow distribu-
tions with different temperatures and chemical potentials. Therefore, in this section, we
introduce the tools necessary to describe this case. We first present energy conventions
adapted to a symmetrical treatment of electrons and holes. Then we introduce the para-
bolic band approximation that we will use in the entire manuscript. Third, following the
main lines of [Wurfel 1982] and [Gibelli et al. 2016b], we derive the celebrated GPL in the
two-temperature situation. Finally, we emphasize on the description of the absorptivity
in III-V nanostructures.

2.1.1 Electrons, holes and energy conventions

PL involves states in both the conduction and the valence band. When a photon
is absorbed, an electron in the valence band is promoted to the valence band. In this
manuscript, we will describe the absence of electrons in the valence band as holes, as is
usually done in semiconductors community. In this language, the absorption of a photon
leads to the creation of an electron-hole pair of the same energy.

By definition, a hole has opposite charge (+e), momentum and energy to the corres-
ponding electron in the valence band. As a consequence, hole electrochemical potential
is the opposite of the electrochemical potential of electrons in the valence band, namely
µ̃h = −µ̃e,V . This formalism can be understood graphically as a reversal of the energy
axis when holes are considered, as presented in Figure 2.1. Using this reversed energy
axis is not very common in semiconductors community, but it allows to express all holes
properties with the usual tools of statistical physics, without having to introduce arbitrary
signs in the equations. For instance, carrier distributions write

fe(Ee) =

[
exp

(
Ee − µ̃e

kBTe

)
− 1

]−1

fh(Eh) =

[
exp

(
Eh − µ̃h

kBTh

)
− 1

]−1
(2.1)

where

kB = Boltzmann constant (kB = 1.380× 10−23 J.K−1 = 8.617× 10−5 eV.K−1)
Ti = The temperature of carrier i.
µ̃i = The electrochemical potential of carrier i.

Because electrons and holes will be treated with equal importance in this manuscript,
we chose to set the energy reference in the middle of the bandgap. This is represented
schematically in Figure 2.1. We are fully aware that those notations are not the most
common ones in semiconductors community, but they have been introduced before in the
context of hot-carrier PL [Wurfel 1982, Gibelli et al. 2016a].

Note that we write µ̃i the electrochemical potential of carrier i and µi its chemical
potential. Under an electrical potential V , we have that µ̃i = µi + qiV with our conven-
tions. By convention, we write e ≃ 1.609 × 10−19 C the elementary charge, and qi = ±e
the algebraic charge of carrier i, which is negative for electrons and positive for holes.

We will also denote by latin letter Ei the total (kinetic and potential) energy of carrier
i, and by greek letter ϵi its kinetic energy only (particularly in chapter 4). With our
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2.1. Theoretical description of photoluminescence

notations, Ei = ϵi +Eg/2 for both carriers. Note that the letter E without any subscript
is used to denote the energy of a photon. Finally, we denote vectors in bold.

kn

Ee

Eg/2

Eg/2

Ee

Eh

μe

μh

Te

Th
Eh

Figure 2.1: Schematic representation of the energy conventions used in this manuscript.
We represent the case of a semiconductor with parabolic bands under illumination. The
band shown in red is called conduction band, while the band shown in blue is called
valence band. Color gradients represent the occupation of each band. Carrier densities are
represented on the vertical left axis. We represent here a case where holes are colder than
electrons on purpose, as it will be discussed in chapter 5 and chapter 6. By convention,
the energy axis is reversed of holes. This means that positive quantities for electrons are
denoted by upwards arrows, while they are denoted by downwards arrows for holes.

2.1.2 Parabolic band approximation

All systems studied in this manuscript are direct bandgap semiconductors studied at
temperatures close to room temperature (T < 1000 K). Therefore, it is reasonable to
use the parabolic band approximation to describe their properties. In this approximation,
we assume that the dispersion relation in each band is given by the following parabolic
relation, which is illustrated in Figure 2.1

Ei(ki) =
Eg

2
+

ℏ2k2
i

2mi

(2.2)

where

Eg = The bandgap of the absorber, such that Eg/2 is the band-edge for band i (see
Figure 2.1.

ki = The wavevector considered.

mi = ℏ2
(
∂2Ei

∂k2
i

)−1

the so-called effective mass of band i, which is assumed to be

uniform in reciprocal space.

For such a system, energy and momentum conservation impose that when a photon
of energy E is absorbed, it provides an energy Ee to the electrons and Eh to the holes,
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Chapter 2. Experimental toolbox: characterization of hot carriers by photoluminescence

where 
Ee =

Eg

2
+ (1− ξ)(E − Eg)

Eh =
Eg

2
+ ξ(E − Eg)

(2.3)

with ξ =
me

me +mh

is the effective mass mismatch.

Note how electrons and holes do not get the same fraction of the incident photon
energy when they have different effective masses. This will be commented further in
chapter 5 and chapter 6.

2.1.3 Generalized Planck Law of Photoluminescence

The theory of luminescence relates the properties of the radiation emitted by carriers
recombination to the properties of the electronic distributions. In return, this theory
provides a straightforward means to evaluate the electronic distributions by analyzing
the radiation properties. To describe PL quantitatively, we need to study the different
types of light-matter interactions. In this manuscript, we study only direct bandgap
semiconductors, in which there are three fundamental light-matter interactions, illustrated
in Figure 2.2:

1. Absorption: a photon of energy E is absorbed by the semiconductor. For this
process to happen, an electron of the valence band is promoted in the conduction
band (i.e. an electron-hole pair is created).

2. Stimulated emission: an incident photon of energy E provokes the recombination
of an electron-hole pair, which duplicates the incident photon (same energy, same
direction, same phase).

3. Spontaneous emission: an electron-hole pair recombines by emitting a photon in a
random direction.

p

k

Ee

k

Ee

k

Ee

Eh EhEh

Figure 2.2: Schematic representation of the three fundamental light-matter interactions.
From left to right: absorption, stimulated emission and spontaneous emission. The trans-
ition probabilities are reported in italic.
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2.1. Theoretical description of photoluminescence

The term photoluminescence refers to the spontaneous emission of photons by a system
excited by light. Therefore in the following we will focus on describing a composite system
made of a semiconductor in interaction with surrounding photons.

Emission of light in an elementary volume of semiconductor Let us first describe
the emission and absorption rates in an elementary volume of semiconductor dV . We
make use of Fermi Golden Rule to describe the rates of the three different processes [van
Roosbroeck and Shockley 1954, Lasher and Stern 1964, Wurfel 1982]. These rates are
expressed here as a number of photons of a given energy E emitted per second and per
unit volume, i.e. in s−1.m−3.J−1.

R↑(E) =
2π

ℏ
nγ(E)

(
L3

8π3

)2 ∫
d3ked

3kh |Meh(ke,kh)|2 δ(Ee+Eh−E)(1−fe(ke))(1−fh(kh))

(2.4)

R↓(E) =
2π

ℏ
nγ(E)

(
L3

8π3

)2 ∫
d3ked

3kh |Meh(ke,kh)|2 δ(Ee + Eh − E)fe(ke)fh(kh) (2.5)

Rsp(E) =
2π

ℏ
ργ(E)

(
L3

8π3

)2 ∫
d3ked

3kh |Meh(ke,kh)|2 δ(Ee +Eh −E)fe(ke)fh(kh) (2.6)

where

nγ = The spectral density of photons at energy E (in m−3.J−1).

ργ = 8πE2

h3 (nop

c
)3 the photon density of states (in m−3.J−1), which depends on the

optical index nop.
fi = The occupation function of particle i as described in Equation (2.1).
Ei = The energy of particle i involved in the transition (see Equation (2.3)).
Meh = ⟨ke|H|kh⟩ the matrix element coupling the state ke (in the conduction band)

and the state kh (in the valence band).

We will not attempt to solve explicitly these equations. Instead, we will link these
equations to the absorption coefficient α(E) of the system, which is much simpler to
handle. The absorption coefficient translates the fact that photons have a certain probab-
ility of being absorbed when they travel through the volume dV of material. By definition,

R↓ −R↑ = α(E)ϕγ(E) (2.7)

=
2π

ℏ
nγ(E)

(
L3

8π3

)2 ∫
d3ked

3kh |Meh|2 δ(Ee + Eh − E)(1− fe − fh) (2.8)

where ϕγ = cnγ/nop is the photon flux reaching volume dV , in s−1.m−2.J−1 (c is the speed
of light in vacuum).

Note how the spontaneous emission rate resembles this expression.

Rsp(E) =
2π

ℏ
nγ(E)

(
L3

8π3

)2 ∫
d3ked

3kh |Meh|2 δ(Ee +Eh −E)(1− fe − fh)×
fefh

1− fe − fh
(2.9)
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Chapter 2. Experimental toolbox: characterization of hot carriers by photoluminescence

The only difference is a term fefh/(1− fe− fh) in the integral. When electrons and holes
follow thermal distribution (possibly at different temperatures), this term writes

fefh
1− fe − fh

=
1

exp

(
Ee − µ̃e

kBTe

+
Eh − µ̃h

kBTh

)
− 1

(2.10)

and therefore it depends only on the energy of the electrons and holes participating in the
optical transition. Under the assumption of parabolic and isotropic bands, momentum
conservation imposes that all electron (resp. holes) states participating in a transition at
a given energy E have the same energy, Ee(E) (resp. Eh(E), see Figure 2.1). Therefore,
this factor does not really depend on ke and kh and can be taken out of the integral.
We thereby recover the Van Roosbroeck-Shockley equation, which links the spontaneous
emission rate to the absorption coefficient (see Statement 2.1).

Statement 2.1. (Lasher-Stern equation)
Assuming (i) parabolic and isotropic bands for electrons and holes and (ii) thermal
distribution of electrons and holes, the emission of light of an elementary volume of
semiconductor is given by the Van Roosbroeck-Shockley, or Lasher-Stern equation
[van Roosbroeck and Shockley 1954, Lasher and Stern 1964].

Rsp(E) =
8πE2n2

op

h3c2
α(E)

fefh
1− fh − fe

(2.11)

where Rsp is expressed s−1.m−3.J−1. Note that we never had to specify explicitly the
matrix elements. Note also that α depends on carrier distributions inside the bands
through carrier-induced effects such as Band Filling (BF) or bandgap renormalization
[Bennett et al. 1990].

Toolbox 2.1. (Absorption coefficient for parabolic bands)
Let us compute an expression for the absorption coefficient. The absorption coefficient
is defined by Equation (2.7), which can be rewritten as

α(E) =
nop

nγc
(R↑ −R↓)

=
2πnop

ℏc

(
L3

8π3

)2 ∫
d3ked

3kh |Meh(ke,kh)|2 δ(Ee + Eh − E)(1− fe − fh)

(2.12)
This expression can be computed explicitly by assuming that (i) the matrix element

simply imposes momentum conservation (ke = kh) and is otherwise the same for all
states contributing to the transition at energy E (Meh(ke,kh) = Meh(E)δ(ke − kh))
and (ii) assuming parabolic bands. In this case, the term 1− fe− fh can be taken out
of the integral, and we find

α(E) ∝ Meh(E)(1− fe − fh)(E − Eg)
D/2−1 (2.13)
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2.1. Theoretical description of photoluminescence

where

Meh(E) = A matrix element that we will typically consider as a constant
fitting parameter.

1− fe − fh = Represents the fact that states with non-negligible occupation
function are less likely to absorb photons. This term is called Band
Filling (BF) and will be instrumental in chapter 5.

D = the dimensionality of the absorber.

This formula means in particular that, for QWs as the one that will be studied in
this manuscript (see section 2.4), the absorption coefficient should resemble a step-like
function (one plateau per energy level in the QW).

Emission of light in a thick semiconductor The derivation above allowed us to
compute the spontaneous emission rate of an elementary volume of material. To describe
real systems, we need to integrate the relation above over a finite thickness d.

Photon conservation imposes that the photon flux follows

∇.ϕγ(z) =
∂ϕγ

∂z
(z) = Rsp(z) +R↑(z)−R↓(z) = Rsp(z) + α(z)× ϕγ(z) (2.14)

where ϕγ is expressed in s−1.m−2.J−1.
Assuming that the material and the carrier densities are homogeneous, the absorption

coefficient, the distribution functions and hence the spontaneous emission rate do not
depend on z. Then we can integrate this equation and we obtain

ϕγ(d
−) = (1− exp(−αd))

Rsp

α
= A(E)

8πE2n2
op

h3c2
fefh

1− fe − fh
(2.15)

where we introduced A(E) = 1− exp(−αd) the internal absorptivity of the system.

Emission of light out of the semiconductor The previous expression was obtained
in the semiconductor, right below the surface. But what we can really observe is the
photon flux coming out of the system, which forms the PL signal. To compute this
flux, we need to take into account the (energy-dependent) transmission T (E) across the
semiconductor-air interface and Snell-Descartes law of refraction. Let us consider the flux
of photons jγ (in s−1.J−1) coming from an elementary surface dS, in a direction Ω forming
an angle θ with the normal to dS. Since the spontaneous emission is isotropic, we have
that

jγ(Ω, E) =
1

4π
ϕγ(d

+) cos θdSdΩdE =
T (E)

4π
ϕγ(d

−) cos θ′dSdΩ′dE (2.16)

And finally, writing the conservation of etendue at the interface (cos θdΩdS = n2
op cos θ

′dΩ′dS,
see Figure 2.3), and replacing ϕγ(d

−) by its expression (Equation (2.15)), we find that

jγ(Ω, E) = T (E)A(E)
2E2

h3c2
fefh

1− fe − fh
cos θdSdΩdE (2.17)
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Chapter 2. Experimental toolbox: characterization of hot carriers by photoluminescence

where we introduced T (E) the transmissivity of the interface, often written in terms of
reflectivity T (E) = 1−R(E) or in terms of external absorptivity (i.e. the absorptivity as
seen from the ambient air) A(E) = T (E)A(E).

This equation can be rewritten in terms of PL intensity

ϕPL(Ω, E) ≡ jγ(Ω, E)

cos θdSdΩdE
=

2E2

h3c2
A(E)

fefh
1− fe − fh

(2.18)

Semiconductor

Air

z

0

d-
d+

Figure 2.3: Etendue conservation at a planar interface.

Equation (2.18) is the main equation for PL emission that we will be using in this
manuscript. As compared with Lasher-Stern equation (see Equation (2.11)), this one
does not depend on the optical index of the material. Let us recall that it is derived
assuming parabolic bands, thermal distribution of electrons and holes and homogeneous
material. By taking additional assumptions on the temperature of electrons and holes,
one may recover the isothermal GPL (see Statement 2.2), or its two-temperature variation
that we will discuss further in chapter 6 and chapter 5.

Statement 2.2. (One-temperature Generalized Planck Law)
The emission of light by a layer of a homogeneous material is given by the Generalized
Planck Law (GPL) [Wurfel 1982]. It derives directly from Equation (2.18) by assuming
that electrons and holes have the same temperature T , which may however be different
from the lattice temperature.

ϕPL(E) =
2E2

h3c2
A(E)

1

exp

(
E −∆µ

kBT

)
− 1

(2.19)

where

ϕPL = The photon flux emitted per unit of surface, energy and solid angle,
expressed in s−1.m−2.sr−1.J−1

A = (1−R)A is the external absorptivity of the sample
∆µ = µ̃e + µ̃h = µe + µh is the QFLS, i.e. the difference between the chemical

potential of electrons in the conduction and the valence band.
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2.1. Theoretical description of photoluminescence

The GPL can be decomposed in two terms: the external absorptivity A(E) and a
black-body like contribution characterized by a temperature and a QFLS.

The internal absorptivity depends on the optical indices of the material. As we will
see in the following section, it is a tricky quantity that is difficult to quantify precisely. it
is generally approximated with semi-phenomenological model

2.1.4 Detailed description of the absorptivity

In this section, we propose to discuss several properties of the absorptivity that are
relevant for hot-carrier absorbers, and in particular III-V nanostructures. First, we discuss
microscopical effects on the absorption coefficient. Then, we describe how the absorptivity
can be computed from the absorption coefficient in complex materials. Finally, we propose
two experimental methods to determine the absorptivity of a given sample.

Toolbox 2.2. (Notations for the absorptivity)
In this chapter, we use several quantities related to the absorptivity. Here is a com-
prehensive list of our notations and definitions.

α(E) = Absorption coefficient, in m−1. The probability that a photon of energy E
is absorbed between z and z + dz is given by α(E)dz. For an absorbing
material, α(E) > 0. However, in emitting materials such as highly excited
semiconductors (in a strong regime of BF), it is possible that α(E) < 0.

A(E) = Internal absorptivity of a thick sample (dimensionless). It corresponds to
the probability that a photon is absorbed as it passes through the whole
sample. A is obtained by integrating α over the trajectory of a photon.
By definition, 0 ≤ A(E) ≤ 1.

R(E) = Reflectivity of a sample. It corresponds to the probability that a photon
coming from the material is reflected at the interface with the exterior.
Symmetrically, it also corresponds to the probability that an external
photon is reflected at the interface with the semiconductor. By definition,
0 ≤ R(E) ≤ 1.

A(E) = (1−R(E))A(E) is the external absorptivity of the sample. It corresponds
to the probability that an external photon is absorbed in the material.

Absorption coefficient We have presented a model for ideal absorption coefficient in
Toolbox 2.1. This crude model is usually not precise enough to reproduce real absorption
coefficients. In particular it is common to observe the following effects in hot-carrier
absorbers and in experimental conditions relevant for hot-carrier generation:

1. Sub-bandgap absorption and broadening. In real systems, the absorption
coefficient does not abruptly drop to 0 below the bandgap. A smoother decrease is
usually observed, sometimes referred to as Urbach tail. This sub-bandgap absorption
can be explained by various phenomena: disorder at the interatomic level [Sritrakool
et al. 1986], heavy doping [Kane 1963], photon-assisted tunneling (Franz-Keldysh
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effect) [Fox 2010], etc. A comprehensive phenomenological expression to reproduce
a vast class of sub-bandgap phenomena was proposed by [Katahara and Hillhouse
2014] and relies on the convolution of an ideal absorption coefficient by a smoothing
function. Similarly, all transitions that should be abrupt in theory are in practice
smoothed by temperature and/or phonon effects (e.g. different energy levels in a
QW).

2. Excitons. In QWs, exciton absorption can be non-negligible even at room temper-
ature [Chemla 1985]. Excitons are quasiparticles coming from the electrostatic in-
teraction between electrons and holes. Because of the attractive interaction by Cou-
lomb potential, bound states with energy lower than the bandgap (Ex,n = Eg−Ry/n

2

with Ry the Rydberg energy) are created and may contribute to the absorption coef-
ficient [Chuang 2012]. Exciton absorption may be described as additional gaussian
peaks centered around the exciton energies Ex,n. Because Coulomb potential will
also affect the free carrier wavefunctions, free carrier absorption in the presence
of excitons will be modified by the so-called Sommerfeld enhancement factor (see
section 2.4.3).

3. Lattice heating. To generate hot carriers, we need intense optical excitation.
At these high excitation powers, it is common to heat not only the carriers but
also the lattice. In most III-V samples, lattice heating translates into a bandgap
decrease (so-called red-shift) [Varshni 1967]. The fact that the bandgap depends on
lattice temperature allows us to monitor the lattice temperature when we conduct
hot-carrier experiments. See section 2.3.6 for details.

4. Bandgap renormalization. One last important effect at large carrier concentra-
tions is bandgap renormalization (or bandgap shrinkage). When electrons or holes
become degenerate and the occupation of the energy levels close to the bottom of
the bands is non negligible, Coulomb repulsion between carriers produces a decrease
of the effective band edge energy. In GaAs, this effect results in a decrease of the
effective bandgap ∆Eg ∼ 10−40 meV at carrier concentrations n ∼ 1017−1019 cm−3

[Bennett et al. 1990].

Note that this list is by no means exhaustive. Additional effects, such as free carrier
absorption or the inclusion of light and heavy hole bands, could be discussed depending
on the material, the experimental conditions, etc.

Absorptivity To study PL emission, one needs to determine the absorptivity of a
sample, and not only its absorption coefficient. For a thick layer of homogeneous material
and assuming that the absorptivity is constant in the layer, these two quantities are linked
by Beer-Lambert law

A(E) = 1− exp(−αd) (2.20)

However, when studying materials composed of several layers such as QWs, Beer-
Lambert law is not sufficient. Different solutions exist to treat the emission of a multilayer.

1. Single-pass reabsorption model. In this approach, internal reflections are com-
pletely neglected, and we take into account only the reabsorption of emitted light
as it propagates through the successive layers. This can be justified in stacks com-
posed of alloys with similar compositions, for which the optical indices varies only
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weakly from layer to layer. This case is illustrated in Figure 2.4 and in [Nguyen
et al. 2018]. In this manuscript, we will exclusively use this approach because it
provides a convenient analytical form for the absorptivity of the stack as a function
of the absorptivity of each layer. See Equation (2.29).

2. Transfer matrix method (TMM). This second approach includes reflections at
each interface, but is valid only for stacks with planar interfaces. If the optical indices
of all materials are known, one can solve Maxwell continuity equations and compute
the electric field at every position in the stack. This method allows to simulate
optical resonances in the stack, which can be very important in nanostructured
III-V materials [Limpert et al. 2017]. However, finding the optical indices of each
layer can prove difficult for non-standard materials. In addition, carrier-induced
effects such as band-filling, bandgap renormalization, etc are often not implemented
in TMM codes. For this reason, TMM was not used in this manuscript, although it
could be very relevant to study QW stacks.

A0 A1 A2

I0 (1-A1)I0 (1-A1)(1-A2)I0

I1 (1-A2)I1

I2

Itot = (1-A1)(1-A2)I0 + (1-A2)I1+ I2

Figure 2.4: Illustration of the single-pass reabsorption model in the case of a trilayer.

Measurement The standard technique to measure the internal absorptivity of a given
sample is reflection/transmission spectroscopy. It consist in illuminating a sample with a
white lamp of known spectrum, and measuring the reflection and transmission probabil-
ities at all photon energies. From there, one can compute the absorptivity as

A(E) = 1−R(E)− T (E) (2.21)

Note that in this formula, T is the transmissivity of the sample but R is the reflectivity
of the interface.

In photovoltaic community, it is common to measure the external absorptivity through
External Quantum Efficiency (EQE) measurement, also called Photocurrent Spectroscopy.
EQE is a photo-electrical measurement which requires that the sample has electrical
contacts. It consists in collecting the charges photogenerated with a monochromatic light
of varying photon energy. The EQE spectrum represents the ratio between the number
of collected charges and the number of photons sent on the sample. Therefore,

EQE(E) = A(E)PC(E) = (1−R(E))A(E)PC(E) (2.22)
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where PC is the collection probability, i.e. the probability that a photogenerated electron-
hole pair is collected in the contacts. For optimized photovoltaic devices, we assume that
PC = 1, such that the EQE spectrum is equal to the external absorptivity spectrum.

2.2 Spectroscopy equipments and hyperspectral im-

ager

The main experimental platform used to measure PL spectra in this manuscript is a
Hyperspectral Imager (HI). It is a special kind of spectrometer capable of imaging the
surface of the sample with a spectral resolution. In short, it measures images of the
sample surface at different wavelengths. A schematic representation of the HI is provided
on Figure 2.5a. An example of HI data (called a PL cube) is shown on Figure 2.5b.
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Figure 2.5: (a) Schematic representation of the HI used to generate the PL measurements
in this manuscript. (b) Typical output of the HI, called a “cube” since it contains two
dimensions of spatial information and one dimension of spectral information.

Spatial resolution is interesting for hot-carrier characterization because it allows to
select spatial regions that are more likely to exhibit strong hot-carrier properties. For
instance, in point illumination, spectra emitted at the center of the laser excitation receive
more energy than those at the edge of the laser spot, and therefore they will be hotter. In
addition, HI acquisitions allow to measure carrier diffusion and characterize hot-carrier
transport properties, as will be shown in chapter 4.

The HI used in this manuscript is a NIR HI produced by PhotonEtc. It is equiped
with an InGaAs camera (NIRvana 640, produced by PrincetonInstruments) with a meas-
urement range 900− 1600 nm. We used this HI with a ×50 apochromatic objective lens
produced by Mitutoyo. The laser source is a 980 nm monomode laser produced by Aero-
diode with nominal power 700 mW. We replaced the dichroic beamsplitter of Figure 2.5a
by the combination of a BSW26R 50:50 beamsplitter and a FELH1050 long-pass filter,
both from Thorlabs. This setup has a spectral resolution of 2 nm. In combination with
the objective lens described above, its spatial resolution (sparrow criterion) imposed by
diffraction is 1.7 µm.

The InGaAs camera presented here is characterized by a gaussian dark noise with offset
of ∼ 104 counts and standard deviation σ ∼ 102 counts (see Figure 2.6). Its dynamical
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2.2. Spectroscopy equipments and hyperspectral imager

range is 216 = 65536 counts. Therefore, the maximum Signal to Noise Ratio (SNR) of
this camera is (216 − 104)/102 ≃ 550.

(a) (b)

Figure 2.6: (a) Example of a dark acquisition with the NIR HI. Scale is in counts. (b)
Histogram of this image.

During this PhD, we conducted several improvements of the HI setups, which are
reported in the sections below. In addition, I wrote a user manual for IPVF HIs that is
now used to train new users.

2.2.1 Control of the excitation size

In order to study carrier diffusion with our HI, we tried to reduce the size of the laser
spot as much as possible. First, we used an achromatic objective lens (Mitutoyo APO
NIR x50 0.41 NA) to avoid chromatic aberration and make sure that PL emission and
laser excitation were focused into the same focal plane. Then, we used a beam expander
composed of two converging lenses to control the size, divergence and shape of this laser
beam. Finally, we acquired a new 980 nm monomode laser (Aerodiode CCSI, 700 mW),
which can be focused to a smaller spot size as compared with multimode lasers. We
managed to obtain a Gaussian profile of radius 1.6 µm at 2σ (see Figure 2.7a). Achieving
such a small laser spot, we could measure a sizeable difference between the laser spot size
and the PL spot size, as reported in Figure 2.7c. This indicates that we are in a regime
where carrier diffusion is measurable.

2.2.2 High Dynamical Range method

As shown in Figure 2.6, the infrared camera used in our experiments has a rather
low SNR due to large dark noise. Therefore we developed a High Dynamical Range
(HDR) method to increase the SNR. HDR is very common in photography, and consists
of acquiring several images at different exposure times. These images are then stitched
together to keep only the correctly exposed parts of each one. This algorithm is embedded
in most modern cameras.

The HDR method for hyperspectral cubes relies on the same principle. We first acquire
an initial cube by choosing an exposure time that does not saturate the sensor. Then, we
acquire several successive cubes by doubling the exposure time each time. This reveals
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Figure 2.7: Characterization of the illumination profiles obtained in point illumination
configuration. (a) Laser, (b) integrated PL, (c) comparison between laser and PL profiles.

underexposed parts of the initial cube. Once all cubes are acquired, we merge them by
keeping only “correctly exposed” points of each acquisition. The result of such a procedure
significantly increases signal over noise ratio, as can be seen on Figure 2.8.
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Figure 2.8: Raw PL spectra acquired in point illumination at different distances from the
laser spot. (a) Without and (b) with HDR technique.

2.2.3 Absolute calibration

Calibration is a way to extract configuration-invariant photoluminescence spectra from
configuration-dependent acquisitions. After proper calibration, the spectrum should no
longer depend on the specific configuration (filters, exposure time, camera, optics, etc.)
in which it was measured. One of the strength of IPVF HIs at IPVF is that they can
easily be absolutely calibrated. This means that we can access the absolute value of the PL
spectra, in s−1.m−2.sr−1.J−1, rather than the “arbitrary units” usually employed in the
literature. This is particularly useful to measure precisely the QFLS (and/or the carrier
density).

Some details of the calibration procedure and of this code are presented in Appendix D.
Part of the experimental effort of this PhD was spent in improving this calibration pro-
cedure. First, we proposed to replace the old procedure with a new one, with fewer steps,
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2.3. Carrier temperature measurement from photoluminescence spectra

for which we submitted a “Déclaration d’Invention”. Second, I developed a user-friendly
calibration code that is now used by all HI users.

2.3 Carrier temperature measurement from photolu-

minescence spectra

Several methods are known and used in the literature to extract carrier temperat-
ure from a PL spectrum [Esmaielpour et al. 2022]. Choosing one or the other relies
on a tradeoff between complexity and accuracy. Usually, we first run a quick analysis
using either high-energy linear fit (section 2.3.1) or Photoluminescence Ratio (PLR) (sec-
tion 2.3.2). Then, if the results look promising, we move to Photoluminescence Ratio
with Band Filling (PLRBF) (section 2.3.3) or full fit (section 2.3.4).

2.3.1 High-Energy Linear Fit

High-energy linear fit is the historical method to determine carrier temperature. It
was first proposed in [Shah and Leite 1969] to study photo-induced hot-carrier effect in a
GaAs sample placed in a helium bath at 2 K.

This method relies on the assumption that the absorptivity saturates at high energy:
A(E) = A0 for E sufficiently large. In this range, and provided that E ≫ ∆µ, the GPL
(Equation (2.19)) can be rewritten as

ln

(
h3c2IPL(E)

2E2

)
= − E

kBT
+

∆µ

kBT
+ ln(A0) (2.23)

In this case, the PL spectrum has an exponential behavior, whose slope is controlled
by the carrier temperature T (see Figure 2.9a). This equation can be fitted by ordinary
least square to obtain the temperature. Note that it is technically possible to measure
also the QFLS ∆µ, provided that the calibration is absolute and that A0 is known.

Advantages

• With this method, temperature is measured independently from the QFLS. There-
fore, absolute calibration is not mandatory. Only the relative calibration is necessary
to estimate the temperature.

• For conventional photovoltaic absorbers, which are optimized to have large absorp-
tion coefficients, this method is usually accurate since A ≳ 0.95 will have little to
no variations for E > Eg.

• This method runs very quickly with ordinary least squares, and can be applied to a
large number of PL spectra. For instance, it could be run on a HI cube containing
1000× 1000 spectra in a fraction of a second.
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Limitations

• Typical hot-carrier absorbers are low-dimensional III-V materials, which tend to
have low absorptivity. In this case, the assumption of constant absorptivity is
rarely met. For instance, the absorptivity of a QW is expected to be a step-like
function with several plateaus, such that it may be tricky to find a region of constant
absorptivity.

• In addition, due to their low density of states, such low-dimensional materials will
exhibit saturation effects such as BF. This effect changes the slope of the spectrum,
and can be mistaken as a temperature increase if we use high-energy linear fit. Sim-
ilarly, at the high excitation rates necessary to produce hot carriers, the assumption
that we can find a window where E ≫ ∆µ may not hold. See for instance the
results in chapter 4 and chapter 5.

• At high energy, the PL signal is usually weak and the SNR is low. This changes
the observed slope, and may result in an overestimate of the temperature. See for
instance the slope for E > 1.05 eV in Figure 2.8b.

2.3.2 Photoluminescence Ratio

PLR is another simple fitting method which relies on a completely different assumption
than high-energy linear fit. For this method, we acquire several PL spectra at increasing
excitation powers (I

(1)
PL, ..., I

(N)
PL ) and assume that the absorptivity of the sample does not

depend on the excitation power.
In this case, the ratio between I

(i)
PL and I

(1)
PL has a simple expression. For E ≫ ∆µ,

ln

(
I
(i)
PL

I
(1)
PL

(E)

)
=

2E2

h3c2
A(i)(E) exp

(
−E −∆µ(i)

kBT (i)

)
2E2

h3c2
A(1)(E) exp

(
−E −∆µ(1)

kBT (1)

)
= − E

kB
×
(

1

T (i)
− 1

T (1)

)
+

∆µ(i)

kBT (i)
− ∆µ(1)

kBT (1)
(2.24)

In this case, the PLR has an exponential behavior, whose slope is controlled by the
difference between the carrier temperature T (i) and the reference temperature T (1). There-
fore, if the reference spectrum was recorded at sufficiently low excitation power, then T (1)

is equal to the lattice temperature TL and it is possible to measure the temperature of all
the spectra.

This equation can be fitted by ordinary least square method to obtain the temperature.
It is also possible to measure the QFLS ∆µ(i), provided that the reference QFLS is known.

Advantages

• This method relies on a less restrictive assumption than high-energy linear fit.

• PLR allows to determine carrier temperature independently from QFLS and there-
fore absolute calibration is not necessary. In fact, if temperature is the only variable
of interest, then it is not necessary to calibrate the spectrometer at all, as the division
by a reference spectrum of known temperature acts as some sort of calibration.
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2.3. Carrier temperature measurement from photoluminescence spectra

• Similarly to high-energy linear fit, this method requires little computational power
and can be applied to millions of spectra in a fraction of a second.

Limitations

• The assumption that the absorptivity is independent of the excitation power can be
disrupted by many so-called power-dependent effects, among which: lattice heating,
BF, bandgap renormalization, etc (see section 2.1.4).

• Similarly to high-energy linear fit, the assumption that E ≫ ∆µ may not hold at
high excitation powers.

2.3.3 Photoluminescence Ratio with Band Filling

PLRBF is an attempt to push the limits of validity of PLR. Since we usually need
high excitation powers to generate hot carriers, we often probe regimes where BF cannot
be neglected anymore. The effect of BF is to reduce the absorption coefficient close to the
gap, which disrupts the assumptions of both high-energy linear fit and PLR. As shown in
Figure 5.1b, the effect of BF becomes significant when ∆µ ≳ Eg − 5kBT .

BF can be described as a modulation of the absorption coefficient α(E, T,∆µ) =
α0(E) × BF (E, T,∆µ) (see Equation (2.7), [Bennett et al. 1990]). We do not know
the shape of α0 a priori, but this problem disappears under the assumption that the
absorptivity is low. In the low absorptivity regime, A(E, T,∆µ) = 1 − exp(−α(E)d) ≃
α(E, T,∆µ)d. Therefore,

I
(i)
PL

I
(1)
PL

(E) =
A

(i)
ext

A
(1)
ext

×

[
exp

E −∆µ(i)

kBT (i)
− 1

]−1

[
exp

E −∆µ(1)

kBT (1)
− 1

]−1

=
BF (E, T (i),∆µ(i))

BF (E, T (1),∆µ(1))
×

[
exp

E −∆µ(i)

kBT (i)
− 1

]−1

[
exp

E −∆µ(1)

kBT (1)
− 1

]−1

(2.25)

Advantages

• Because this method takes into account the effect of BF, it allows to determine the
temperature of degenerate systems.

Limitations

• This method assumes that the only power-dependent effect is BF. Thus it does not
allow to describe other common effects such as lattice heating, bandgap renormal-
ization, etc.

• Since Equation (2.25) is not linear, this method does not allow to estimate the
temperature independently from the QFLS. This has two implications. (i) If the
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reference QFLS is unknown, the system is overparametrized and it will be difficult to
measure the temperature with a good accuracy. Therefore, knowning the reference
QFLS is recommended, which requires absolute calibration, as well as an estimate of
α0. (ii) Because convergence towards the global minimum is not ensured in solving
non-linear systems, it is safer to rely on a global search algorithm such as differential
evolution [Storn 1997]. However, this is much more computationally intensive than
the two previous methods, and therefore it is difficult to treat large datasets with
this technique.

2.3.4 Full fit

Full fit refers to techniques where the absorptivity is modeled in the entire range of
PL emission. With full fit, we try to reproduce the entire PL spectrum, and not only a
restricted energy interval.

There are many different ways of performing a full fit, which are based on different
ways of estimating or modelling the absorptivity.

1. The absorptivity can be simply measured (see section 2.1.4). In this case it will
be used as an input in the GPL and the temperature will be deduced solely from
the blackbody-like contribution. Such an approach is valid only if there are no
power-dependent effects affecting the absorptivity.

2. Alternatively, it can be possible to compute the absorptivity. This can be done from
scratch with a quantum mechanical model such as k.p theory [Tomic et al. 2003].
Or, if the optical indices of the materials are known, it is possible to apply a transfer
matrix method to compute the absorptivity [Heavens 1960]. Depending on the kind
of model used, including power-dependent effects will be more or less easy.

3. The approach that we will develop in this manuscript consists in building a phe-
nomenological model that includes all the effects necessary to explain the PL spectra
shape and its variation with excitation power. Elements that one can include in such
a model have already been discussed in section 2.1.4. We will present a concrete
example in section 2.4.3.

From now on in this manuscript, the term full fit will refer to the last approach.

Advantages

• Full fit analysis allows to describe any power-dependent phenomenon. Therefore
this technique is applicable to any type of sample provided that we can build an
appropriate absorptivity model.

• Full fit is particularly well suited to describe nanostructures, where power-dependent
effects such as BF and linewidth broadening are common.

Limitations

• Full fit models usually rely on a large number of parameters. For instance, the model
for the InGaAsP QW presented in this chapter has 16 parameters. This raises a
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2.3. Carrier temperature measurement from photoluminescence spectra

concern of overfitting : how can we ensure that the fit converges towards physically-
meaningful parameters? A possible solution is to determine as many parameters as
possible from complementary measurements. In this chapter, we will present how 6
of the 16 parameters can be estimated from EQE measurement in section 2.4.4.

• To optimize such a large number of parameters in a non-linear model, using a global-
search algorithm is mandatory. This means that the computation time of full fit will
be significant, typically several minutes per spectrum. Therefore this technique is
restricted to data sets containing several hundred spectra at most. In this PhD work,
we used the differential evolution algorithm from Python’s scipy.optimize

module (documentation). Differential evolution is a flexible yet robust global-search
algorithm with few easy-to-understand parameters to fine-tune [Storn 1997].

2.3.5 Comparison of the four fitting methods
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Figure 2.9: Different fitting techniques applied on the same PL spectrum from sample
5006 (InGaAsP QW). (a) High-Energy Linear Fit, (b) Photoluminescence Ratio (PLR),
(c) Photoluminescence Ratio with Band Filling (PLRBF), (d) Full Fit. Red dots indicate
the fit boundaries. Note that for the PLR (resp. PLRBF) method, the dashed spectrum is
obtained by multiplying the fitted model for the PL ratio – given by Equation (2.24) (resp.
Equation (2.25)) – by the reference spectrum (in orange).

Figure 2.9 presents a comparison of the four fitting methods described above for a given
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PL spectrum of the InGaAsP QW that will be presented in next section (section 2.4).
High-energy linear fit is presented in Figure 2.9a. Because the QW spectrum exhibits
an elbow around 0.9 eV, finding a range of energies at which the spectrum has a mono-
exponential shape is difficult. Therefore the temperature extracted from this method
is ambiguous and depends strongly on the choice of fitting interval, which is not very
satisfying.

The elbow at 0.9 eV is due to the presence of a secondary optical transition, which is
not a power-dependent effect. Therefore PLR can be used to estimate the temperature
despite this elbow. The result of this analysis is reported in Figure 2.9b. As compared
with the high-energy linear fit, the fitting interval is now extended, and the estimated
temperature is lower. However, the fitted spectrum (in dashed lines) does not coincide
with the measurement at low energies E < 0.9 eV, outside the fitting boundaries. This
is because of the presence of a strong BF effect, which reduces the absorption close to
the QFLS. PLR method predicts that ∆µ ∼ 0.817 eV. This means that the BF effect is
noticeable at least until 0.95− 1 eV, and therefore the assumption to apply PLR method
is not valid.

It is thus necessary to include some BF in the analysis of this spectrum, which can
be done thanks to the PLRBF method. This is reported in Figure 2.9c. This time, the
fit is satisfying almost over the entire range of QW emission. Notice how the carrier
temperature is lower than the one obtained by PLR method, thanks to proper inclusion
of the BF effect. However, the low-energy part is still poorly reproduced, because of
the combination of two effects: (i) exciton screening, which reduces the amplitude of the
peak at 0.82 eV [Chemla 1985] and (ii) spectral linewidth broadening, which increases
sub-bandgap absorption [Esmaielpour et al. 2017].

Only a full fit allows to account for these two effects. We were able to establish a
full fit model to describe this sample PL emission (see section 2.4.3) and the resulting
fit on this spectra is shown on Figure 2.9d. As full fit is our most advanced method, we
consider its result as the ground truth for the determination of the temperature and of the
QFLS. Interestingly, we see that PLRBF method underestimates carrier temperature in
this case. This is because PLRBF is very sensitive to the choice of fitting energy range. In
this case, the fitting energy range was too large, such that spectral linewidth broadening
was mistaken for BF, which led to an overestimate of the QFLS and an underestimate of
the temperature.

Result 2.1. (Full fit is mandatory to study QW PL spectra)
This section shows that QW are complex optical systems which cannot be approxim-
ated by simple fitting methods, because

1. they have step-like absorptivity which cannot be approximated by a constant ;

2. they have low density-of-states and therefore are subject to BF at the high
excitation rates necessary to produce hot carriers ;

3. they host many power-dependent effects, including exciton screening and spec-
tral linewidth broadening.

55



2.3. Carrier temperature measurement from photoluminescence spectra

As a consequence, the only method that leads to reliable temperature estimates in the
general case is full fitting the PL spectra. Other methods may also be valid in some
specific configurations, but their validity needs to be assessed on a case-by-case basis.

2.3.6 Are we heating the lattice?

To characterize the hot-carrier effect, it is necessary to measure both lattice and carrier
temperature. Indeed, what matters is the difference in temperature between the carriers
and the lattice. If the carriers are hot, but the lattice is equally hot, there is no hot-carrier
effect.

Varshni law Carrier and lattice temperatures affect the high-energy tail of the PL
spectrum the same way. However, lattice temperature also changes the bandgap of the
material, while carrier temperature does not. This change of bandgap is mainly due to
lattice dilatation (change of lattice constant) and change in electron-lattice interaction
strength [Varshni 1967]. This effect was summarized in the following phenomenological
equation:

Eg(T ) = Eg(T = 0 K)− αT 2

β + T
(2.26)

where α and β are material-dependent parameters. A comprehensive review of Varshni
parameters in most common III-V alloys can be found in [Vurgaftman et al. 2001].

This change in bandgap will result in a shift in PL peak energy. In III-V compounds,
α > 0 such that the bandgap (and hence the PL peak energy) decreases with increasing
lattice temperatures. This effect is often called red shift. One can thus hope to determine
the lattice temperature from the PL peak shift, while the carrier temperature can be
assessed from the high-energy slope of the spectrum.

In general, the precise link between the bandgap of a material and its PL peak position
is not straightforward. A usual derivation assuming α ∝

√
E − Eg, the PL peak position

can be computed at Epeak = Eg + kBTc/2. But we have already pointed out that real
PL data could not be explained by this idealized absorption coefficient (see section 2.1.4).
In real materials, spectral broadening needs to be taken into account (see for instance
[Katahara and Hillhouse 2014]). In this realistic configuration, the PL peak position
cannot be expressed analytically as a function of the bandgap and the temperature, but
could be assessed numerically.

Yet, we are interested in lattice temperatures slightly higher than ambiant TL ≳
Tamb = 300 K. In this range, Varhsni law is well approximated by a linear dependency in
most III-V materials, as β ≲ 300 K [Vurgaftman et al. 2001]. Therefore, even if we cannot
relate the bandgap to the PL peak, their variation with respect to room temperature
should be the same.

The precision of this method is limited first by the wavelength resolution of our PL
measurement setup. For our NIR HI setup, it is typically 2 nm, which translates into
an energy resolution around 2 meV for measurement wavelengths around 1000 nm. This
leads to a theoretical limit in the lattice temperature measurement of GaAs of 4 K (Fig-
ure 2.10c). However, in more complicated cases with strong hot-carrier effect, BF con-
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tribution or spectral bandwidth broadening, lattice temperature assessment will be much
less precise than this theoretical limit, and the precision should be assessed carefully.

Calibration by temperature-dependent photoluminescence For some materials,
Varshni parameters may not be available. In particular, the development of efficient
HCSCs may require the development of new materials (III-V QW for instance) of unknown
Varshni parameters. For these materials, we propose here a methodology based on PL
measurements to calibrate the PL peak shift with lattice temperature for any sample.

This method relies on a measurement of PL spectra at different lattice temperatures in
the range of interest. (i) Place the sample in a cryostat or on a heat plate. (ii) Measure the
temperature-dependent PL with temperature steps of 10 K. Make sure to wait sufficiently
long at each temperature to ensure that the sample is thermalized before starting the PL
measurement. (iii) Measure the PL peak shift at each temperature.

After performing this calibration step, one should be able to retrieve the lattice tem-
perature of a given sample simply by looking at the position of the PL peak.

To prove the feasability of the methodology described above, we measured PL spectra
of a GaAs sample for increasing temperatures in the range 293 − 423 K. The results of
this experiment are summarized in Figure 2.10. Is shown on Figure 2.10b, the PL peak
energy is not equal to the bandgap (computed from Varshni law). However, the PL peak
shift is equal to the bandgap shift predicted by Varshni law, as shown on Figure 2.10c.
This corroborates the validity of our method.

Note that, the difference between the PL peak energy and the bandgap is around
5 meV, which is not equal to kBT/2. This illustrates the difficulty to relate the position
of the PL peak to the bandgap. Note also that in this specific case, we find that that PL
peak shift is linear in the lattice temperature. However the methodology presented here
allows to estimate lattice temperature from PL peak shift even if the relation between
them is not linear.
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Figure 2.10: Determination of lattice temperature from PL peak position and compar-
ison with theoretical prediction using Varshni law. (a) Temperature dependent PL spectra
obtained for a GaAs sample. (b) Theoretical GaAs bandgap (α = 0.54 meV.K−1 and
β = 204 K) and experimentally measured PL peak position dependency on lattice temper-
ature. (c) Theoretical bandgap variation and experimentally measured PL peak shift with
increasing lattice temperature.
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2.4 Presentation of the InGaAsP sample used in this

work

Most of the experiments presented in this manuscript were performed on the same
InGaAsP/InGaAsP single QW called sample 5006 in the text. It was provided by FOTON
Institute and has already proven excellent hot-carrier capabilities [Nguyen et al. 2018].

2.4.1 Composition

This InGaAsP/InGaAsP single QW has a p-i-n structure, and its composition is given
in Table 2.1. An example of band structure computed under illumination is shown in
Figure 2.11. This sample was processed in mesas to divided into several cells of vary-
ing size. Each cell is contacted with gold electrodes on both sides. The presence of
electrical contacts allows optoelectronic characterization such as EQE measurements (see
section 2.1.4).

Composition Doping Thickness Role

InGaAs p++ 170 nm Contact layer
In.8Ga.2As.435P.565 p+ 50 nm
InP p+ 50 nm Cladding
In.8Ga.2As.435P.565 i 120 nm Barrier
In.78Ga.22As.81P.19 i 7.4 nm Quantum well
In.8Ga.2As.435P.565 i 130 nm Barrier
InP n+ 40 µm Substrate / Cladding

Table 2.1: Composition of sample 5006, the InGaAsP single QW studied in this manu-
script. Adapted from [Nguyen et al. 2018].
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Figure 2.11: Band diagram of sample 5006 at open-circuit condition, with an optical
excitation at 980 nm and 1890 W.cm−2. Reproduced from [Nguyen et al. 2018].
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Chapter 2. Experimental toolbox: characterization of hot carriers by photoluminescence

2.4.2 Absorptivity measurement

We measured the absorptivity of this sample at room temperature by EQE measure-
ment (see section 2.1.4). This experiment was conducted with a ThermoFisher FTIR-
FTPS. It is reported in Figure 2.12a.

The absorption in the region 0.8 ≤ E ≤ 1 eV is representative of the QW, with one
excitonic peak (Ex ≃ 0.82 eV) and two optical transitions (E1 ≃ 0.82 eV, E2 ≃ 0.9 eV).
The absorption above Eb ≃ 1.05 eV is due to the barriers and exhibits a typical increase in√
E − Eb in the range 1.05−1.15 eV, as expected for bulk absorptivity (see section 2.1.4).
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Figure 2.12: Absorptivity and low-intensity PL spectrum of sample 5006. (a) Absorptivity
measured by EQE. Dashed line represents a full fit commented in section 2.4.4. (b) Low
intensity PL spectrum. Dotted line is obtained by multiplying the EQE spectrum by a
blackbody-like contribution with T = 300 K and ∆µ = 0.7 eV. Small deviations can be
explained by power-dependent phenomena such as exciton screening of spectral linewidth
broadening.

2.4.3 Full fit model

We present here the model that was designed to fit PL emission of sample 5006. See
section 4.3.2 and section 5.5.1 for experimental results. As seen on Figure 2.12b, PL
spectra of this sample include contributions from the QW and from the barriers.

QW absorption coefficient As shown in section 2.1.4, QW emission can be modeled
by a step-like function. In this specific case, two optical transitions must be included
E1 ≃ 0.82 eV and E2 ≃ 0.89 eV. In addition, excitons must be taken into account (see
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Figure 2.12a). This results in the following model for QW absorption coefficient:

αw0(E) = ax exp

(
−(E − Ex)

2

2Γ2
x

)
+a1

1

1 + exp

(
−E − E1

Γ1

) × 2

1 + exp

(
−2π

√
Ry

|E − E1|

)
+a2

1

1 + exp

(
−E − E2

Γ2

)
(2.27)

where we took into account the Sommerfeld enhancement factor in the first level only
[Nguyen et al. 2018].

Barrier absorption coefficient For the barrier, we should in theory use a model
compatible with bulk emission, with an absorption coefficient αb0 ∝

√
E − Eb. However,

since we are not interested in estimating precisely the temperature of carriers in the
barrier, we use a simpler step-like function instead:

αb0(E) = ab
1

1 + exp

(
−E − Eb

Γb

)
Band filling BF contribution is included both for the QW and the barriers, such that
the internal absorptivity Ai of each layer (i = w or b) writes

Ai(E) = 1− exp(−αi0(E)di ×BF (E, Ti,∆µi))) (2.28)

Emission of the multilayer Finally, we model the whole stack with a single-pass
reabsorption model (see section 2.1.4), which yields

IPL(E) =
2(1−R)E2

h3c2

Aw(1− Ab)
1

1 + exp

(
E −∆µw

kBTw

)

+ [Ab(1− Aw)(1− Ab) + Ab]
1

1 + exp

(
E −∆µb

kBTb

)


(2.29)

2.4.4 Strategy to avoid overfitting

Our full fit model requires to estimate 16 different parameters for each PL spectrum.
Four are related to the carrier distribution: in the well (Tw, ∆µw) and in the barrier (Tb,
∆µb). Twelve are related to the material (ax, Ex, Γx, a1, E1, Γ1, a2, E2, Γ2, ab, Eb, Γb).
Several of these parameters are redundant. For instance, increasing ∆µ and a1 has almost
the same effect on the modelled PL spectrum. Therefore, it is not possible to determine
all 16 parameters exclusively from PL spectra. To avoid this overfitting, we determine as
many parameters as possible from an absorptivity (EQE) measurement.
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Some of the PL model parameters depend on excitation conditions. For instance,
spectral linewidths Γi are subject to linewidth broadening, a power-dependent effect [Es-
maielpour et al. 2017]. Similarly, bandgap renormalization may induce a power-dependent
decrease of the bandgap E1, and thus of the exciton energy Ex = E1 −Ry [Bennett et al.
1990]. The exciton absorption amplitude ax is subject to screening by the photogener-
ated free carriers [Chemla 1985]. Finally, carrier distributions will obviously depend on
excitation power. These parameters (ax, Ex, Γx, Γ1, Γ2, Γb, Tw, ∆µw, Tb and ∆µb) must
be fitted independently for every PL spectrum.

In contrast, the six remaining parameters (a1, Ry, a2, E2, ab and Eb) can be considered
independent of the excitation conditions. They may therefore be estimated from an
absorptivity measurement, and in particular by fitting the EQE spectrum reported in
Figure 2.12a. EQE being performed in low excitation condition, we fitted the absorptivity
model derived from Equation (2.29), assuming that Tw = Tb = 293 K and ∆µw = ∆µb ≪
Ex. Table 2.2 reports the fitted value of those six material parameters, which were used
to model all PL spectra.

Parameter a1 Ry a2 E2 ab Eb

Value 5.4 105 0.005 7.4 105 0.890 8.5 105 1.035
Unit m−1 eV m−1 eV m−1 eV

Table 2.2: Optical parameters of sample 5006 determined by EQE measurement. These
values were used to fit all PL spectra emitted by this sample throughout this manuscript.

Note that Rydberg was set to 5 meV because over-parametrization prevented us from
measuring it from the EQE spectrum. In the following, we will keep this value constant.
Fortunately, this parameter has little to no impact on the estimates of carrier temperature.
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Chapter 3

Theoretical toolbox: model for
hot-carrier solar cells

As stated in the general introduction, we will study non-ideal Hot-Carrier Solar Cells
(HCSCs) by modeling their operation. In this chapter, we present the main elements of
a classical detailed balance model for HCSCs. This model is directly inspired from the
seminal work of Ross and Nozik [Ross and Nozik 1982], although we add a phenomeno-
logical coefficient to represent finite thermalization rates. We will eventually extend this
model in chapter 6 to include the effect of uneven temperatures.

Here, we first recall how to model the main elements of a HCSC in section 3.1. Second,
we define the balance equations that allow to compute the thermodynamical state of a
HCSC at a given operation point in section 3.2. Third, we provide the expression of
the voltage of a HCSC depending on its thermodynamical state in section 3.3. Fourth,
we detail how our model can be utilized to compute the efficiency of a given HCSC.
Finally, we prove that our model allows to reproduce accurately the historical results of
Shockley-Queisser and Ross-Nozik.
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3.1. Description of hot-carrier solar cells constituting elements

3.1 Description of hot-carrier solar cells constituting

elements

In this section, we recall the main elements that are required to simulate a HCSC
in the particle-conservation model, namely sunlight, a hot-carrier absorber and energy-
selective contacts. These elements are summarized in Figure 3.1. The model described in
this section is inspired by [Le Bris and Guillemoles 2010], but we simplified the description
of thermalization and of selective extraction.

Electrode

Lattice
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Holes

Sunlight

Absorber

Carriers
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,
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Figure 3.1: Schematic representation of a HCSC. (a) Representation of all subsystems
(sunlight, absorber and energy-selective contacts) along with their parameters in the model.
(b) Representation of the microscopical processes included in the model for electrons and
holes. Blue indicates a cold system, while red indicates a hot system.

3.1.1 Sunlight and concentration factor

To simulate real life devices, we model HCSCs with Sun as a light source. We ap-
proximate sunlight by a blackbody radiation of temperature T⊙ = 5778 K. On earth, the
sun is seen with a solid angle Ω⊙ = 4π sin2(θ⊙/2) = 6.794 × 10−5 str. This means that
incoming photons from the sun form a cone of half angle θ⊙ = 4.650 × 10−3 rad (see
Figure 3.2).

Because HCSCs typically require large excitation powers, we assume that the system
is equipped with a concentration system. Under concentration, the HCSC sees the sun
with an effective angle θ′⊙. We parametrize the concentration with the concentration
factor C. Under concentration, the solar cell sees the sun with an effective half-angle
θ′⊙ ≥ θ⊙, and receives a solar flux increased by a factor C with respect to 1 sun condition
(see Figure 3.2). Because of etendue conservation, the concentration factor writes C =
(π sin2 θ′⊙)/(π sin2 θ⊙). When the sun covers the entire half space above the cell, θ′⊙ = π/2
and we obtain the maximum concentration factor Cmax = 1/ sin2(θ⊙) ≃ 46240.
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Figure 3.2: Schematic representation of a solar cell receiving solar flux (left) without
concentration and (right) with concentration.

Statement 3.1. (Incoming solar flux under concentration)
For a given concentration factor C, the solar flux incident on the HCSC is given by
the following blackbody radiation [Le Bris 2011]

ϕ⊙(C,E) = π sin2(θ⊙)C
2

h3c2
E2

(
exp

(
E

kBT⊙

)
− 1

)−1

(3.1)

where ϕ⊙ is expressed in s−1.m−2.J−1.

3.1.2 Absorber

The absorber of a HCSC absorbs photons and generates charge carriers. In this HCSC
model, we assume that electrons and holes share the same temperature. They may ex-
change energy with their surroundings through four different processes, described schem-
atically in Figure 3.1b.

1. Photons absorption. When a photon of energy E is absorbed, it promotes an
electron-hole pair at the same energy. The absorption is characterized by an ab-
sorbed flux Φabs (in s−1.m−2)

Φabs =

∫ ∞

Eg

ϕ⊙(C,E) dE (3.2)

and an absorber power Pabs (in W.m−2)

Pabs =

∫ ∞

Eg

E ϕ⊙(C,E) dE (3.3)

Those two quantities depend on the absorber bandgap Eg, but also on the concen-
tration factor C.
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2. Radiative recombinations (photons emission). As a consequence of reciprocity, if
the absorber is able to absorb light, it must be able to emit light as well. In the
so-called radiative limit, we assume that all recombinations are radiative. During a
radiative recombination, an electron-hole pair of energy E ′ recombines to generate
a photon of same energy. The rate at which photons are emitted is given by the
Generalized Planck Law (GPL) introduced in Statement 2.2. It depends on carrier
distributions inside the bands through the carrier temperature T and Quasi-Fermi-
Level Splitting (QFLS) ∆µ. We assume that the absorber has an ideal step-like
absorptivity A(E) = Θ(E−Eg), where Θ is the usual Heaviside function, such that
The emission of photons is characterized by an emitted flux Φrad (in s−1.m−2)

Φrad =

∫ ∞

Eg

2E2

h3c2

(
exp

(
E −∆µ

kBT

)
− 1

)−1

dE (3.4)

and power Prad (in W.m−2),

Prad =

∫ ∞

Eg

2E3

h3c2

(
exp

(
E −∆µ

kBT

)
− 1

)−1

dE (3.5)

which both depend on the bandgap Eg, and on carrier distributions through T and
∆µ.

3. Extraction of electrons and holes. To produce electrical work, electrons and holes
must be extracted out of the absorber. We consider that extraction is a property of
the contacts, and it will therefore be described in the following section.

4. Thermalization of carriers. As discussed in the general introduction, thermalization
by carrier-LO phonon interaction is difficult to simulate. In this work, we describe
thermalization by a purely phenomenological equation [Giteau et al. 2020].

Pth = Q(T − TL) (3.6)

where Pth is the power lost to thermalization, in W.m−2 and Q is called the thermal-
ization coefficient of the absorber and is usually expressed in W.cm−2.K−1.

Statement 3.2. (Parametrization of the absorber)
The absorber of the HCSC is described by four variables. The absorption properties
are governed by the bandgap Eg. Thermalization of carriers is described through
a phenomenological thermalization coefficient Q. Finally, carrier distributions are
parametrized by their effective temperature T and QFLS ∆µ.

3.1.3 Energy-selective contacts

In the modeling of the contacts, we follow the approach of Ross and Nozik [Ross and
Nozik 1982, Wurfel 1997]. We assume that the contacts are perfectly selective and that
they have infinite electrical conductivity. Therefore, the contacts do not limit the current
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flowing through the device, JN , which can take a priori any value. These energy-selective
contacts are characterized only by the extraction energy ∆Eext (see Figure 3.1a), because
the power extracted out of the absorber via the contacts writes

Pext = eJN∆Eext (3.7)

Statement 3.3. (Parametrization of the energy-selective contacts)
The energy-selective contacts are parametrized by one single variable: the difference
between the extraction energy of electrons and holes, ∆Eext.

3.2 Balance equations

In the particle conservation model, the thermodynamical state of the system (i.e. the
carrier distribution parameters T and ∆µ) are established based on balance equations. We
first describe the particle balance in section 3.2.1, then the power balance in section 3.2.2.

3.2.1 Particle balance

The number of carriers in the absorber is changed by the following three processes:
photon absorption, radiative recombinations and carrier extraction. In steady state, the
number of carriers stays constant, such that

Φabs(C,Eg)− Φrad(Eg, T,∆µ)− JN = 0 (3.8)

where

Φabs = The total solar flux absorbed by the system (in s−1.m−2, see Equation (3.2)).
Φrad = The photon flux emitted by the system (in s−1.m−2, see Equation (3.4)).
JN = The particle current running through the cell (in s−1.m−2). By convention, the

particle current is considered positive when electrons flow from the left to the
right (i.e. are extracted from the absorber). Since we use generator
conventions for the electrical current, such a positive particle current is
associated with positive electrical current.

3.2.2 Power balance

The energy contained in the HCSC is changed by the same three processes involved in
particle balance. In addition, one must take thermalization into account. In steady-state,
the HCSC is in such a state that

Pabs(C,Eg)− Prad(Eg, T,∆µ)− Pth(Q, T )− Pext(JN ,∆Eext) = 0 (3.9)

where
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Pabs = The power absorbed from sunlight (in W.m−2, see Equation (3.3)).
Prad = The power emitted by the HCSC (in W.m−2, see Equation (3.5)).
Pth = The thermalized power (in W.m−2, see Equation (3.6)).
Pext = The power lost by the absorber due to the extraction of electron-hole pairs (in

W.m−2, see Equation (3.7)). Note that this is not the electrical power output,
as part of this power cannot be converted to electrical work, and is lost as heat.

We restrict ourselves to the Boltzmann approximation in the absorber (∆µ ≪ Eg). In
this case, the emitted flux and power can be integrated explicitly and expressed analytic-
ally as a function of Eg, T and ∆µ. This allows to considerably speed up the computations.

Note however that the Boltzmann approximation cannot be used to describe the
absorbed flux and power. This is because we want to simulate devices with vanish-
ing bandgaps Eg → 0 eV. The Boltzmann approximation would hold here only if
Eg ≫ kBT⊙ ≃ 0.5 eV. Fortunately, this does not increase dramatically the computa-
tion time as the absorbed flux and power depend only on Eg and C and can be computed
once and for all for a given choice of HCSC structure.

3.3 Voltage of the hot-carrier solar cell

The voltage of the HCSC is, by definition, the amount of electrical work that one can
get by extracting an electron at one side and reinjecting it in the other side. As such, the
electrical power output of the HCSC, Pelec, writes

Pelec = eJN × V (3.10)

where eJN = Je is the electrical current, in A.m−2 and V is the voltage in V. This
equation can be expressed equivalently as Pelec = JN × eV , where JN is the particle
current in s−1.m−2 and eV is the work obtained per carrier, in J.

The voltage of the cell depends on the thermodynamical state of the absorber. It
can be computed by an entropy balance between the absorber and the contacts [Wurfel
1997, Limpert and Bremner 2015]. Details of this computation will be provided in sec-
tion 6.2.2 in the two-temperature case. Here, we simply recall the classical result obtained
in the particle conservation model with perfectly selective energy contacts and isentropic
extraction.

Statement 3.4. (Voltage of the HCSC)
For a HCSC with perfectly selective contacts and isentropic extraction, the work
obtained per carrier is [Ross and Nozik 1982]

eV = ∆µ
TL

T
+∆Eext

(
1− TL

T

)
(3.11)

3.4 Operation of the hot-carrier solar cell

We are interested in finding the maximum power point of the simulated HCSCs,
i.e. the operation point of the cell which produces the highest electrical power (Equa-
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tion (3.10)). This can be done by simulating the JV characteristic of the cell: we compute
the voltage V for every possible current JN with the procedure described in Statement 3.5.
From there, we can compute the electrical power delivered at every operation point and
identify the maximum power point.

Statement 3.5. (Physical engine underlying the HCSC particle conserva-
tion model)
The operation of a HCSC in the particle conservation model is defined by a set of
two equations: the particle balance (Equation (3.8)) and the power balance (Equa-
tion (3.9)). For a choice of concentration factor and bandgap, these equations depend
only on 3 variables: two describing the distribution of carriers in the bands (T , ∆µ),
and one being the current flowing through the device, JN .

We can therefore simulate the operation of the device at any given current JN by
solving the following system:{

0 = Φabs − Φrad(T,∆µ)− JN

0 = Pabs − Prad(T,∆µ)−Q(T − TL)− JN∆Eext

(3.12)

Once T and ∆µ are known from solving this system, it is possible to compute the
voltage of the cell from Equation (3.11).

To provide an example of such a simulation, we computed the operation of three
different cells with same bandgap Eg = 1 eV but different extraction energies. The
result is respresented on Figure 3.3. We represent the JV characteristic, but also the
temperatures as a function of the current, the chemical potentials, and we represent the
particle and power balances in a graphical way.

As can be seen on Figure 3.3b, the temperatures in the absorber depend strongly
on the operation point (current) and on the extraction energy ∆Eext. If the extraction
energy ∆Eext is larger than the average absorbed energy (⟨Eabs⟩ ≃ 1.87 eV in this case),
then the extraction will tend to decrease the average energy of the remaining carriers,
hence decrease the temperature. This process is called evaporative or thermionic cooling
[Mahan 1994, Suchet et al. 2017] and will be discussed in chapter 7. On the opposite, if
∆Eext < ⟨Eabs⟩, then extraction will tend to increase the temperature. This case may be
called symmetrically thermionic heating. In this configuration, carrier temperature may
exceed that of the Sun. This is not a contradiction because the HCSC is not a closed
system in interaction with the sun only.

In the best case scenario, the current that can be extracted out of the HCSC is limited
the finite absorbed flux: JN ≤ Jabs = eΦabs ≃ 600 A.m−2 in this case. However, for
large extraction energies ∆Eext, it is not always to find physical solutions for the system.
Indeed, the radiated flux and power are linked by a simple relation in the Boltzmann
approximation: Prad = (Eg + kBT )× Jrad. Using this relation, it is possible to rewrite the
power balance equation as

Prad = Pabs − JN∆Eext −Q(T − TL) = (Eg + kBT )Jrad (3.13)
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Figure 3.3: Representation of the operation of a HCSC under one sun illumination for dif-
ferent extraction energies ∆Eext. (a) JV characteristics and efficiency at maximum power
point, (b) Temperature. Black line indicates lattice temperature while red line indicates sun
temperature. (c) QFLS. Black line indicates the bandgap. (d) Particle balance. (e) Power
balance. Red dots indicate the maximum power point of the system. These cells were
simulated with the following parameters: Eg = 1 eV, Q = 10−6 W.cm−2.K−1. Note that
the particle and power balance are represented only in the case ∆Eext = ⟨Eabs⟩ ≃ 1.87 eV.
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As T ≥ 0, we find that {
Prad ≤ Pabs − JN∆Eext +QTL

Prad ≥ EgJrad = Eg(Jabs − JN)
(3.14)

where the first (resp. second) equation comes from the middle (resp. right) term of
Equation (3.13). These two constraint may be incompatible for specific values of ∆Eext

and JN . More precisely, the system will have no physical solution if and only if

{
∆Eext > ∆Ecrit

JN > Jcrit
with


∆Ecrit = Eg +

Pabs − EgJabs +QTL

Jabs

Jcrit =
Pabs − EgJabs +QTL

∆Eext − Eg

(3.15)

For instance, with Eg = 1 eV, C = 1, ∆Eext = 2.5 eV and Q = 1 × 10−6 W.cm−2.K−1,
this formula yields Jcrit ≃ 370 A.m−2, as exemplified in Figure 3.3b. Larger extraction
currents lead to unphysical solutions with negative temperatures.

This critical behavior is also present in the ideal model of Ross and Nozik (Q = 0),
and was predicted and criticized by Würfel in his seminal paper [Wurfel et al. 2005]. To
circumvent it, Würfel proposed another approach to model HCSCs, which relies on domin-
ant Auger recombinations such that the carrier QFLS is always zero. However, we usually
measure non-vanishing QFLSs when probing hot-carrier absorbers with continuous-wave
Photoluminescence (PL) spectroscopy, so our samples cannot be modeled by Würfel’s
approach.

3.5 Limiting cases

In this section, we prove that our HCSC model is able to reproduce classical results
from the literature. When reproducing previous computations, we must keep in mind that
we cannot expect to recover the exact same value for the optimal efficiency or optimal cell
design (bandgap, extraction energy). Indeed, these values depend on simulation choices
such as the model for the solar flux, which may vary slightly from author to author.

3.5.1 The ideal thermalized solar cell (Shockley-Queisser)

The most famous solar cell model is Shockley-Queisser model for a fully thermalized,
single-junction solar cell [Shockley and Queisser 1961]. In this model, electrons and holes
are supposed to be at lattice temperature due to infinitely fast thermalization. We should
therefore recover this model by simulating a HCSC with Q → +∞.

Figure 3.4 represents the efficiency of a solar cell with high thermalization coefficient
(Q = 102 W.cm−2.K−1) depending on its bandgap and on the concentration factor C. We
recover the classical result that, under one sun illumination, the optimal efficiency of a
monojunction solar cell is ηSQ ≃ 30 %, obtained at a bandgap Eg ≃ 1.26 eV. Similarly, at
full concentration, we recover ηSQ ≃ 40 % for a slightly lower bandgap of Eg = 0.98 eV.

Note that the operation of such a thermalized solar cell does not depend on the
extraction energy ∆Eext. This can be seen on the expression of the voltage. In the
case where T ≃ TL, Equation (3.11) becomes

eV = ∆µ (3.16)
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Figure 3.4: Efficiency of a thermalized solar cell (Q = 103 W.cm−2.K−1) as a function of
its bandgap Eg for different concentration factors C. Dots indicate the maximum efficiency
reached at each concentration factor.

Another way to understand this it to look at the power balance in the case of arbitrarily
large thermalization coefficient. In this case, the lattice is considered an infinitely large
heat reservoir, in strong thermal coupling with carriers. Therefore, even if carriers were to
be extracted at “unrealistic” energies ∆Eext ≫ ⟨Eabs⟩, the lattice would provide enough
thermal energy to compensate the extreme extraction power. This is represented in
Figure 3.5 for an unrealistic thermalized solar cell with Eg = 1 eV and ∆Eext = 3 eV.
It appears that, at large extracted currents JN > 250 A.m−2, carriers temperature drops
below lattice temperature (see Figure 3.5a), and therefore carriers receive heat from the
lattice (shown in dark red color in Figure 3.5b). Note that this extra energy cannot be
converted into work and will be lost as heat in the contacts.
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Figure 3.5: Operation of a thermalized solar cell with unrealistically high extraction energy
∆Eext = 3 eV (Eg = 1 eV and Q = 103 W.m−2.K−1). (a) Carrier temperature, (b)
representation of the power balance. Note how carriers receive heat from the lattice at
large extraction currents to compensate for the large extraction energy (in dark red).

Note also that this phenomenon occurs because we assumed infinite conductivity of
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Chapter 3. Theoretical toolbox: model for hot-carrier solar cells

the electrical contacts. A more physically consistent description of the current is provided
in [Le Bris and Guillemoles 2010, Equation (2)] in a Landauer-like approach. In this
case, the current is imposed by the difference in carrier distribution at both ends of the
energy-selective contact and by its transmission function. Consequently, if the extraction
energy is extremely large, the current becomes negligible because there are no carriers to
extract at such high energies.

3.5.2 The ideal hot-carrier solar cell (Ross-Nozik)

Another celebrated solar cell model is the one provided by Ross and Nozik [Ross and
Nozik 1982] for ideal HCSC, which assumes that there is no thermalization at all. We can
recover it by using a HCSC with Q → 0.
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Figure 3.6: Efficiency of an ideal HCSC (Q = 10−8 W.cm−2.K−1) as a function of its
bandgap for different concentration factors C.

As for the Shockley-Queisser model, we computed the efficiency of an ideal HCSC
(with Q = 10−8 W.cm−2.K−1) for varying absorber bandgap and concentration factor C.
The result is represented on Figure 3.6. We again recover the classical results that, under
one sun illumination, the optimal efficiency of an ideal HCSC is ηRN ≃ 67 %, for vanishing
bandgap Eg → 0 eV. Similarly, at full concentration, we also recover ηRN ≃ 86 % for a
vanishing bandgap.

In this case, the extraction energy ∆Eext has a tremendous impact on the cell efficiency
(see Equation (3.11)). The efficiency reported on Figure 3.6 was therefore computed by
optimizing the extraction energy at every step.

To visualize the impact of the extraction energy on the ideal HCSC efficiency, we com-
puted the efficiency while varying bandgap and extraction energy at the same time. The
result is presented in Figure 3.7. It shows that, in order to maintain an efficiency larger
than 60 % in 1 sun conditions or larger than 70 % under full concentration, the bandgap
must be smaller than 0.75 eV and the extraction energy must be carefully selected, ap-
proximately in the range 1.4− 2 eV. Note that the optimal extraction energy depends on
the bandgap, but apparently not on the concentration factor.
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Figure 3.7: Efficiency of an ideal HCSC as a function of its bandgap and its extraction
energy (a) under one sun illumination and (b) under full concentration.

3.5.3 From Ross-Nozik to Shockley-Queisser

Finally, we study the transition from ideal to thermalized HCSC by increasing the
thermalization coefficient. We display this computation for a non-ideal HCSC of bandgap
Eg = 0.1 eV in Figure 3.8. Few instabilities appear at highest concentration factors, but
they are not meaningful.
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Figure 3.8: Effect of the thermalization coefficient on the efficiency of a non-ideal hot-
carrier solar cell for different concentration factors C. (a) Efficiency as a function of Q
and (b) as a function of Q/C. Computations are done assuming Eg = 0.1 eV. Oscillations
at highest concentration factors are numerical instabilities.

First, this study confirms the intuition that the efficiency of a HCSC decreases when
thermalization becomes more effective (Figure 3.8a). In addition, increasing the concen-
tration increases the efficiency of HCSCs regardless of their thermalization coefficient.
This is a well known effect of concentration: increasing the concentration increases the
absorbed density of photons, but not their mean energy. Therefore, the QFLS in the
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Eg 0.1 0.5 1 1.5 2 3
Q/C 1.3× 10−2 9× 10−3 5× 10−3 2.8× 10−3 1.4× 10−3 3.3× 10−4

Table 3.1: Estimation of the maximum thermalization coefficient that allows to sur-
pass Shockley-Queisser limit (Equation (3.20)), as a function of the absorber bandgap.
The bandgap is expressed in eV while the thermalization coefficient is expressed in
W.cm−2.K−1.

absorber increases, but not the temperature. This results in a voltage boost (see Equa-
tion (3.11)) and consequently an increase of the efficiency.

Yet, the thermalization coefficient alone is not sufficient to compare the performances
of a given absorber. For instance, with Q = 10−1 W.cm−2.K−1, the HCSC would have
vanishing efficiency under one sun condition, but close to ideal behavior under full con-
centration. Therefore, the relevant parameter to compare a HCSC to Shockley-Queisser
and Ross-Nozik limiting cases is Q/C, as reported in Figure 3.8b. The range over which
the efficiency drops from maximum (Ross-Nozik) to minimum (Shockley-Queisser) is the
same at all concentration factors and corresponds roughly to 10−6 < Q/C < 10−2 (in
W.cm−2.K−1).

This threshold for Q/C actually depends on the bandgap of the absorber. In fact, a
HCSC will have increased efficiency with respect to Shockley-Queisser model if and only
if carriers are sufficiently hot with respect to the lattice. Looking at the power balance
equation at open-circuit voltage,

Q(T − TL) = Pabs(C,Eg)− Prad(C,Eg, T,∆µ) (3.17)

= CPabs(C = 1, Eg)− CPrad(C = 1, Eg, T,∆µ) (3.18)

= C[Pabs(C = 1, Eg)− ⟨E⟩rad︸ ︷︷ ︸
=Eg+kBT

(Jabs(C = 1, Eg)− JN︸︷︷︸
=0

)] (3.19)

Such that, eventually, T − TL ≥ 10 K at open-circuit voltage if and only if

Q

C
≤ 1

10
(Pabs(C = 1, Eg)− (Eg + kBTL)Jabs(C = 1, Eg)) (3.20)

≤ Jabs(C = 1, Eg)

10
(⟨E⟩abs − Eg − kBTL) (3.21)

This constraint is illustrated for different values of the bandgap in Table 3.1.

Result 3.1. (Relevant parameter to compare HCSCs)
The temperature reached in the absorber of a given HCSC depends not only on the
thermalization coefficient Q, but also on the concentration factor C and the bandgap
of the cell. To surpass Shockley-Queisser efficiency, the ratio Q/C must be lower than
a threshold defined in Equation (3.20), which depends on the bandgap. For reasonable
bandgaps Eg ≤ 1 eV, the threshold lies in between 10−2 and 5× 10−3 W.cm−2.K−1.

At realistic concentration factors C < 103, this means that hot-carrier absorbers
must have a thermalization factor below 5− 10 W.cm−2.K−1 to increase the perform-
ances of HCSCs. Most thermalization coefficients measured in III-V Quantum Wells

75



3.6. Conclusion

(QWs) have slightly larger thermalization coefficients Q ∼ 10− 100 W.cm−2.K−1 (see
section 1.3.2). This emphasizes the importance of continuing to search for materials
with even lower thermalization coefficients.

Note that a similar conclusion was reached in [Giteau et al. 2019], where the authors
studied the influence of light trapping on the performances of HCSCs. They showed that
the relevant parameter to compare HCSCs with different light path enhancement factors
F was Q/F . Therefore, it is likely that the correct parameter to study the thermalization
rate of a HCSC with light trapping and concentration will be Q/FC.

Finally, in Figure 3.9, we represent the efficiency of an optimal HCSC as a function
of its bandgap, for different thermalization coefficients. This figure illustrates how the
non-ideal HCSC model allows us to go continuously from Ross-Nozik model (Q → 0,
shown in black) to Shockley-Queisser (Q → +∞, shown in red). This figure reproduces
the results of [Le Bris et al. 2012, Figure 7].
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Figure 3.9: Effect of the bandgap on the Efficiency of a non-ideal HCSC, for different
thermalization coefficients Q. (a) With one sun illumination, (b) under full concentration.
The extraction energy ∆Eext is optimized at every point of the computation.

3.6 Conclusion

In this chapter, we presented a model of HCSC based on detailed balance equa-
tions in the radiative limit. We showed that our model was able to reproduce both
Shockley-Queisser and Ross-Nozik historical results, as well as all intermediate cases.
We showed that the relevant parameter to compare thermalization in HCSCs was the
ratio between the thermalization coefficient Q and the concentration factor C. In par-
ticular, the transition from a fully thermalized solar cell to an ideal HCSC occurs for
10−6 ≲ Q/C ≲ 10−2 W.cm−2.K−1. This HCSC model will be extended in chapter 6 to
the case of two-temperature HCSCs, where electrons and holes are not necessarily at the
same temperature.
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Chapter 4

Inhomogeneous temperatures:
thermoelectric transport of hot
carriers

In conventional solar cells, understanding carrier transport has been a key to increase
performances. Optimizing transport properties was a main driver of research on silicon
solar cells architectures. This research can be summarized in three points

1. achieving higher lifetimes and mobilities through the control of crystal purity and
interface passivation ;

2. ensuring better collection at the semiconductor-metal interface, which led to the
development of highly doped contacts ;

3. optimizing the geometrical design of the top grid to ensure good charge collection
while minimizing self-shading.

In Hot-Carrier Solar Cells (HCSCs), these considerations of mobility, lifetime and
interfaces are still very important. However, additional complexity comes from the fact
that carriers must be taken out of a hot absorber to a cold contact. This means that
carrier diffusion is not only ruled by carrier concentration gradients and electric fields,
but also by heat gradients. Such coupled transport is not usual in photovoltaics, but
comes naturally in thermoelectricity. Therefore, in this chapter, we attempt to describe
the transport of hot carriers in a formalism inspired by thermoelectricity.

Several authors already attempted to describe the extraction of carriers from a HCSC
in terms of thermoelectricity, both from the experimental and theoretical perspective.
For instance, [Limpert et al. 2015] analysed the voltage of a HCSC and distinguished
the contribution of the photovoltaic and thermoelectric effects. Similarly, [Konovalov and
Emelianov 2017] proposed a purely thermoelectric description of HCSCs with vanishing
bandgaps and semi-selective contacts. Finally, [Marti et al. 2022] discussed heat losses
during carrier extraction, showing that energy-selective contacts of a HCSC should have
unrealistically large thermoelectric figure of merit (ZT ≥ 8) to maintain efficiencies higher
than 80 %. From the experimental perspective, it was shown that the equilibrium between
a hot Quantum Well (QW) absorber and a cold barrier could be described by a pseudo
Seebeck coefficient [Rodiere et al. 2015]. Some authors also discussed the similarities
between hot-carrier extraction and photothermoelectric effect [Limpert et al. 2017].
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However, an overlooked problem is the transport within the absorber. Many can-
didates for hot-carrier absorber are based on III-V nanostructures. In such systems,
internal reflexions are to be expected, leading to inhomogeneous light absorption, hence
inhomogeneous temperatures [Limpert et al. 2017]. This was investigated experimentally
by means of hyperspectral Photoluminescence (PL) measurements in point illumination,
in the limiting case of vanishing currents and negligible carrier recombinations [Gibelli
et al. 2016c]. Some authors proposed a more advanced transport model of hot excitons
and trions, which includes radiative and non radiative recombinations [Park et al. 2021].
However, a comprehensive model of thermoelectric transport for hot carriers in the context
of HCSC has not yet been established.

This is because this system explores unusual conditions for thermoelectricity. First,
many thermoelectric investigations focus on determining material properties. In contrast,
in HCSCs, relevant thermoelectric properties are those of photogenerated populations
which depend on excitation condition, as in photo-Seebeck [Okazaki et al. 2012] and
photo-thermoelectric experiments [Gabor et al. 2011]. Second, the intense optical ex-
citation necessary for hot-carrier generation results in high carrier densities and strong
electrostatic coupling between electrons and holes, leading to ambipolar diffusion [Ruzicka
et al. 2010b]. Finally, we consider a situation with strongly inhomogeneous illumination,
which cannot be described with a constant chemical potential, as typically assumed in
most ambipolar derivations [Price 1955, Gurevich et al. 1995, Goldsmid 2016].

This chapter presents a novel framework for describing thermoelectric ambipolar trans-
port of hot carriers in the absorber, valid even in the degenerate case. In section 4.2, we
show that this framework resembles the usual thermoelectric transport equation, provided
we use effective ambipolar transport coefficients. Then in section 4.3, we propose an exper-
imental setup which aims at generating this thermoelectric transport and probing it with
purely optical methods. By using point-like excitation and hyperspectral imaging, we map
carrier densities and temperatures with micrometric resolution. Finally, in section 4.4, we
show that the ambipolar transport coefficients, and in particular Seebeck coefficient, can
be directly measured from this optical experiment. This chapter is adapted from [Vezin
et al. 2024b].
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Chapter 4. Inhomogeneous temperatures: thermoelectric transport of hot carriers

4.1 Highlights

Theoretical Highlight 4.1. (Ambi-
polar transport of hot carriers)

It is possible to describe the ther-
moelectric transport of hot carriers in
the ambipolar approximation. We prove
that the particle current writes

JN = −σamb,i

e2
∇µi −

σamb,iSamb,i

qi
∇T

where σamb,i and Samb,i are effective am-
bipolar transport coefficients defined in
Equation (4.29).

This equation allows the theoret-
ical description of hot-carrier transport
when either illumination or temperature
or both are inhomogeneous. It is valid
even in the degenerate case.

Experimental Highlight 4.1. (Map-
ping carrier distributions)

Using a hyperspectral imager, it
is possible to map optically the car-
rier temperature, chemical potential and
density [Rodière 2014, Chapter 3].
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Experimental Highlight 4.2. (Optical determination of ambipolar Seebeck
coefficient)
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This experiment allows us to measure
the ambipolar transport coefficients, and
in particular Seebeck coefficient (see Fig-
ure). Assuming (i) constant mobility and
(ii) slowly varying Seebeck coefficient, one
can show that

Samb,e ≃ −
−C

γe
n3 +

1 + g1
q2e

∇ (n.∇µe)

1

qe
∇ (n.∇T )
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4.2. Thermoelectric transport of hot carriers

4.2 Thermoelectric transport of hot carriers

In this section, we recall the usual description of thermoelectric transport based on
Boltzmann transport equation [Pottier 2007]. First, we introduce the general framework
of our study: continuity equation for particle conservation, and the linear regime for
the currents, in section 4.2.1. Then we introduce Boltzmann transport equation in the
relaxation time approximation, which allows to derive expressions of transport coeffi-
cients in section 4.2.2. Finally, we discuss the ambipolar transport relevant for HCSCs
in section 4.2.3, and point out the differences with textbook treatments of ambipolar
thermoelectric transport.

4.2.1 Particle conservation and linear regime

We introduce here the general framework in which we study carrier transport. In the
field of semiconductors, transport is often studied with drift-diffusion, which is a classical
description. This approach relies on the description of particle conservation through a
continuity equation (see Statement 4.1).

Statement 4.1. (Carrier conservation and continuity equation)
The continuity equation describing carrier conservation writes

∂tni = Gi −Ri −∇.JN,i (4.1)

where

i = Denotes either electrons (e) or holes (h)
ni = Concentration of carrier i (in m−3)
Gi = Generation rate of carrier i (in m−3.s−1). In our case study, we only

consider photogeneration, but in the general case, other processes such as
impact ionization may contribute.

Ri = Recombination rate of carrier i (in m−3.s−1). Recombination can be
attributed to several process, such as Shockley-Read-Hall recombinations,
radiative recombinations or Auger recombinations (see Toolbox 4.1).

JN,i = Particle current (in m−2.s−1)

In this section, we describe the diffusion of a given carrier type of charge q = ±e
without specifying it. Therefore we do not repeat the index i everywhere, but note
that equations presented below apply either on electrons or holes. We recall that the
conventions used in this chapter were introduced in section 2.1.1.

In the standard (isothermal) drift-diffusion approach, the particle current has two
contributions:

1. the drift of charge carrier due to the presence of an electric field (Ohm’s law)

JN,drift =
σ

q
E ;
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σ µ̄ D

Electrical conductivity σ qnµ̄
q2nD

kBT

Electrical mobility
σ

qn
µ̄

qD

kBT

Diffusion coefficient
kBTσ

q2n

µ̄kBT

q
D

Table 4.1: Relations between the electrical conductivity σ, the mobility µ̄ and the diffusion
coefficient D.

2. and the diffusion of carriers due to an inhomogeneous concentration (Fick’s law)
JN,diff = −D∇n = − nD

kBT
∇µ.

Drift and diffusion are actually two sides of the same coin. Thanks to Einstein relation
(σ = q2nD

kBT
), they can be merged by introducing the electrochemical potential µ̃ = µ+ qV .

In that case, the total drift-diffusion current writes

JN =
σ

q
∇µ̃ (4.2)

In the isothermal case, it is possible to parametrize the problem either by the electrical
conductivity σ, by the electrical mobility µ̄ or by the diffusion coefficient D. The equi-
valence between these descriptions is highlighted in Table 4.1.

To account for hot-carrier transport, we need to extend drift-diffusion to the non-
isothermal regime (i.e. when there is a temperature gradient). In this case, it is not
sufficient to describe only the particle flux, as there is also a heat flux in the system. Fol-
lowing Onsager matrix formalism, particle and heat fluxes are coupled (see Statement 4.2).
In this context, it is customary to parametrize the particle flux by the electrical conduct-
ivity and Seebeck coefficient [Gurevich et al. 1995, Pottier 2007, Goldsmid 2016] (see
Equation (4.6)).

Statement 4.2. (Onsager matrix formalism and transport coefficients)
Onsager matrix formalism is a general framework to study coupled fluxes. It relates
fluxes (of particle, energy, etc) to gradients of their conjugate thermodynamical po-
tential (electrochemical potential, temperature, etc).

Several equivalent descriptions exist in the case of thermoelectric transport, de-
pending on the variables that are most convenient to describe the system. The first
description expresses the particle current JN and energy current JE [Pottier 2007]

(
JN

JE

)
=

(
LNN LNE

LEN LNN

)−∇ µ̃

T

∇ 1

T

 (4.3)

In thermodynamics, it is often useful to introduce the heat flux J∗
Q = JE − µ̃JN .

In this case,
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(
JN

J∗
Q

)
=

(
L11 L12

L21 L22

)− 1

T
∇µ̃

∇ 1

T

 (4.4)

Finally, in semiconductor physics, the most familiar form involves transport
coefficients and gradients of electrochemical potential and temperature [Wachutka
1990, Gurevich et al. 1995]

(
JN

J∗
Q

)
=

 − σ

q2
−σS

q

−σST

q
−κ− σS2T

(∇µ̃
∇T

)
(4.5)

where σ is the electrical conductivity, S is the Seebeck coefficient and κ is the thermal
conductivity. The equivalence between transport coefficients (σ, S, κ) and Onsager
matrix elements {Lij} is given in Table 4.2.

In particular, the particle current writes

JN = − σ

q2
∇µ̃− σS

q
∇T (4.6)

Electrical conductivity σi
q2i
T
L11

q2i
T
LNN

Thermal conductivity κi
1

T 2

L11L22 − L2
12

L11

1

T 2

LEELNN − L2
NE

LNN

Seebeck coefficient Si
1

qiT

L12

L11

1

qiT

(
LNE

LNN

− µ̃i

)
Table 4.2: Expression of transport coefficients in terms of two families of Onsager matrix
elements.

4.2.2 Thermoelectric transport

4.2.2.1 General theory

We call thermoelectric transport the situation where a particle flux is induced by the
conjugate action of an electrochemical potential difference and a temperature difference.
In this section, we recall some standard results from linear transport theory [Pottier 2007]
which will be useful to our work.
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Statement 4.3. (Boltzmann transport equation)
Boltzmann transport equation is an approximate description of the evolution of a
many-body system using a single-particle distribution function f(r,k). It is a classical
equation that was introduced originally to study the out-of-equilibrium dynamics of
dilute gases. It writes [Pottier 2007]:

∂f

∂t
+ v(k).∇rf +

F

ℏ
.∇kf =

(
∂f

∂t

)
coll

(4.7)

where

r = The position in real space.
k = The wavevector in reciprocal space.
v = The velocity, which depends the band structure of the material.
F = The external force applied on the particles at position r and

wavevector k.(
∂f

∂t

)
coll

= The variation of f induced by collisions.

Statement 4.4. (Relaxation Time Approximation)
The relaxation time approximation relies on the fact that collisions tend to draw the
distribution function towards its equilibrium value f (0) with an effective relaxation
time τ(k). In other words, (

∂f

∂t

)
coll

= −f − f (0)

τ(k)
(4.8)

The equilibrium distribution is often assumed to be thermal. Therefore, for a gas

of fermions, f (0)(E, r) =

[
exp

(
E − µ̃(r)

kBT (r)

)
− 1

]−1

. The local electrochemical poten-

tial µ̃(r) and temperature T (r) are imposed by boundary conditions (illumination,
recombinations, etc).

From now on, we consider the configuration where the carrier density n(r) and tem-
perature T (r) are not constant, and particles may be subject to an electric field E(r) =
−∇V . In the following, we will use the shortcut ∇ = ∇r and focus on the particle
current.

JN =
2

(2π)3

∫
fvd3k (4.9)

By using the first-order development f = f (0) + f (1), with f (1) ≪ f (0), we find that,
in steady-state,

f (1)(r,k) = −τ(k)v(k).

(
∇µ̃+

ϵ(k)− (µ− Eg/2)

T
∇T

)(
−∂f (0)

∂ϵ

)
(4.10)
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This expression allows us to compute explicitly the current, as JN = 2/(2π)3
∫
f (1)vd3k

due to f (0) (resp. v) being even (resp. odd) in k. We find that JN can be written as

JN = −L11

T
∇µ̃− L12

T 2
∇T (4.11)

with 
L11 =

T

3

∫ ∞

0

v2ρ(ϵ)τ(ϵ)

(
−∂f (0)

∂ϵ

)
dϵ

L12 =
T

3

∫ ∞

0

(
ϵ− (µ− Eg

2
)

)
v2ρ(ϵ)τ(ϵ)

(
−∂f (0)

∂ϵ

)
dϵ

(4.12)

This allows us to compute explicitly the electrical conductivity and Seebeck coefficient
(see Statement 4.5).

Statement 4.5. (Mott relations)
Boltzmann transport equation can be rewritten in terms of the usual linear current
relations. This requires the relaxation time approximation, as well as a first order
development. In this framework, transport coefficients can be expressed explicitly as
[Pottier 2007, Goldsmid 2016]

σ =
q2

3

∫ ∞

0

v2ρ(ϵ)τ(ϵ)

(
−∂f (0)

∂ϵ

)
dϵ

S =− 1

qT

∫ ∞

0

(
ϵ− (µ− Eg

2
)

)
v2ρ(ϵ)τ(ϵ)

(
−∂f (0)

∂ϵ

)
dϵ∫ ∞

0

v2ρ(ϵ)τ(ϵ)

(
−∂f (0)

∂ϵ

)
dϵ

(4.13)

where ρ is the carrier density of states (note that ρe ̸= ρh in general).

This forms the general framework in which we study thermoelectric transport of car-
riers. To use these formula and compute the theoretical value of transport parameters,
few quantities need to be specified:

1. The group velocity v. It depends on the material but can be computed for any

known band structure, as v =
1

ℏ
∂E

∂k
.

2. same goes for the density of state ρ(ϵ).

3. ∂f (0)/∂ϵ depends only on the local carrier distribution through T and µ, but can be
computed provided we know these quantities (for instance from PL measurements,
see section 4.3).

4. τ is a phenomenological relaxation time. In this chapter, we will use a stand-
ard parametrization τ(ϵ) = A0ϵ

r0 , where A0 and r0 are free parameters1 [Pottier

1This form comes naturally by computing the collision integral in the case where electrons are scattered
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Chapter 4. Inhomogeneous temperatures: thermoelectric transport of hot carriers

2007, Goldsmid 2016]. Note that since τ appears both on the numerator and de-
nominator of S, the Seebeck coefficient is independent of A0. However, the electrical
conductivity (and mobility) is proportional to A0. We assume that r0,e = r0,h = r0,
but allow relaxation times of electrons and holes to differ via A0 (i.e. we allow
A0,e ̸= A0,h).

4.2.2.2 Transport coefficients of a QW in the parabolic band approximation

In the parabolic band approximation, these transport coefficients can be expressed
as a function of the effective mass m. We discuss here the case of a QW, for which
ρ = m/(2πℏ2), which will prove useful in section 4.4.

In the Boltzmann approximation, Equation (4.13) can be integrated explicitly, and we
obtain 

σ =
q2

12π
(kBT )

r0+1A0Γ(r0 + 2) exp

(
µ− Eg/2

kBT

)
S = −kB

q

(
µ− Eg/2

kBT
− (r0 + 2)

) (4.14)

In this case, the carrier density writes n = m
2πℏ2kBT exp

(
µ−Eg/2

kBT

)
. Consequently, we can

express the carrier mobility µ̄ as

µ̄ =
σ

qn
=

qℏ2

6
(kBT )

r0Γ(r0 + 2)
A0

m
(4.15)

When the system is degenerate, it is no longer possible to give an analytical expression
for σ, n and S. However, the case of very degenerate systems (or metals) with µ ≥
Eg/2 + 4kBT can be treated approximately, as shown in [Goldsmid 2016]. We obtain

σ =
8q2

3
√
2

(
2

h2

)3/2

A0(µ− Eg/2)
r0+1

S =
q

e

π2

3

kB
e
(r0 + 2)

kBT

µ− Eg/2

(4.16)

and in particular, S −−−→
µ→∞

0.

4.2.3 Ambipolar thermoelectric transport

Now that we have recalled the equations governing the thermoelectric transport of
independendant carriers, we can focus on the specific case of semiconductors. In semi-
conductors, carrier diffusion is bipolar, as two carrier types (electrons and holes) must be
considered.

Since holes and electrons are charged particles, they interact through the Coulomb
potential. Two usual limiting cases are considered in the literature: (i) the bipolar case, in
which the Coulomb interaction is neglected such that electrons and holes can be described

by ionized impurities (r0 = 3/2) or neutral impurities (r0 = −1/2) [Pottier 2007, Chapter 8.A]. The
generalization of this form with an arbitrary exponent does not seem to rely on physical grounds. However,
it allows to compute the electrical conductivity of a degenerate semiconductor easily as a function of r0
[Pottier 2007, Eq. (5.10)].
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4.2. Thermoelectric transport of hot carriers

independantly and (ii) the ambipolar case, in which the Coulomb interaction is intense,
so that carriers must be transported at the same rate.

Systems relevant for HCSC applications are semiconductors subject to intense photo-
generation so as to create the hot carriers. These excitation rates generate high carrier
densities, which will interact strongly via Coulomb interaction. Therefore, they must be
described in the ambipolar approximation (see Statement 4.6).

Statement 4.6. (Ambipolar transport and electroneutrality)

The transport of charges in a hot-carrier absorber must be described in the am-
bipolar approximation. Therefore, the electron and hole particle fluxes are equal
everywhere, and there is no net charge current

JN,e(r) = JN,h(r) ⇔ Je + Jh = 0 (4.17)

An important consequence of ambipolar transport is that local electroneutrality
must hold. Indeed, (i) electron and hole generation and recombination rates are equal
(Ge = Gh and Re = Rh) and (ii) the photogenerated population are much larger than
doping. Thus, if the carriers are confined in the absorber, we must have

ne(r) = nh(r) (4.18)

In the following, we first recall the standard treatment of ambipolar thermoelectric
transport that can be found in most textbooks [Goldsmid 2016]. Then, we present the
derivation adapted to the situation of HCSCs and discuss the differences with the textbook
treatment.

4.2.3.1 Textbook derivation

The textbook treatment of ambipolar transport in thermoelectric semiconducting sys-
tems is done in the absence of illumination. In the dark, the electrochemical potential of
electrons and holes is the same, i.e. the Quasi-Fermi-Level Splitting (QFLS) is negligible.
In other words, with our conventions (see section 2.1.1), ∇µ̃e = −∇µ̃h ≡ ∇µ̃. In this
case, using Equation (4.6), the total electrical current writes

Je + Jh = (σe + σh)∇µ̃− (σeSe + σhSh)∇T = 0 (4.19)

where the last equality reflects the ambipolar assumption.
Therefore this system is described with an ambipolar Seebeck coefficient that can be

written as a weighted average of the electron and hole Seebeck coefficients [Goldsmid
2016]

Samb =
|∇µ̃|
|∇T |

=
σeSe + σhSh

σe + σh

(4.20)

In principle, this derivation is done in the dark, in the absence of a QFLS and electrical
conductivities and Seebeck coefficients depend only on the doping of the material and
on the lattice temperature. However, the condition ∇µ̃e = −∇µ̃h holds true in the
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case of a homogeneous illumination with constant QFLS across the device. Therefore,
Equation (4.20) is still valid under homogeneous illumination. In this case, sometimes
called photo-Seebeck effect [Okazaki et al. 2012], the Seebeck coefficients will depend
not only on the material, but also on the illumination conditions through the carrier
distributions.

This fundamental remark is illustrated in Figure 4.1a, which shows the variation of

Se, Sh and Samb with the reduced QFLS η =
∆µ− Eg

kBT
. Note that in this representation,

we assume electroneutrality to compute µe and µh from ∆µ and T = 300 K.
By definition, Se < 0, Sh > 0, and σe,h > 0. Therefore, the ambipolar Seebeck coef-

ficient Samb must lie in between Seebeck coefficients of electrons and holes. The weights
in the average of Samb depend on the ratio between the electrical conductivities σe/σh.
As was already discussed in previous section, σi is proportional to the relaxation time of
carrier i (σi ∝ A0,i). Therefore, Samb depends on the ratio of electron and holes relaxation
times A0,e/A0,h. Therefore we represent several values of this ratio in Figure 4.1a. Strictly
speaking, Samb depends also on the scaling of the relaxation time, r0. However, this vari-
ation is much weaker than the one with the relaxation time ratio, and is not represented
here.

The expression of the ambipolar Seebeck coefficient can be simplified in the non de-

generate regime Equation (4.14). In this case, Si = −kB
qi

(
µi − Eg/2

kBT
− (r0 + 2)

)
is linear

in µi and hence in ∆µ using electroneutrality. Also because of electroneutrality, Equa-
tion (4.20) can be expressed as a function of the carrier mobilities µ̄i ∝ A0,i/mi, and
therefore

Samb =

A0,e

me

Se +
A0,h

mh

Sh

A0,e

me

+
A0,h

mh

(4.21)

Therefore, the non-degenerate ambipolar Seebeck coefficient is a linear function of the
QFLS, and its slope is controlled by the ratio (meAh)/(mhAe).

4.2.3.2 Derivation for an inhomogeneous illumination

We present here our original contribution. We imagine a case where illumination is
not homogeneous. An extreme example is a PL experiment with point illumination, as
depicted in Figure 4.3.

Because the illumination is not homogeneous, the QFLS is not constant and therefore
the electrochemical potentials of electrons and holes are not parallel one to the other. In
this case, the particle currents write

JN,i = −σi

qi
E − σi

q2i
∇µi −

σiSi

qi
∇T (4.22)

To investigate this system, we first relate the gradient of chemical potential of elec-
trons and holes by using electroneutrality. Because HCSCs operate at large excitation
powers, we keep the general form of electroneutrality and do not make use of Boltzmann
approximation (see Appendix B for details).

∇µh = g1(µe, µh, T )∇µe + g2(µe, µh, T )∇T (4.23)
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Figure 4.1: Ambipolar Seebeck coefficients computed from Boltzmann transport equation in
the relaxation time approximation (Equation (4.13)) assuming (a) standard homogeneous
illumination or (b) inhomogeneous illumination as developed in this chapter. In panel
(a), we report three different values of the hole relaxation time: A0,h = A0,e (plain),
A0,h = 5A0,e (dashed) and A0,h = 20A0,e (dotted). The derivation is done using the
parameters of sample 5006 (see section 2.4), with T = 300 K and r0,e = r0,h = −1.

where

g1(µe, µh, T ) =
me

mh

∫ ∞

0

∂h

∂µ
(x, µe, T )dx∫ ∞

0

∂h

∂µ
(x, µh, T )dx

(4.24)

g2(µe, µh, T ) =

me

mh

∫ ∞

0

∂h

∂T
(x, µe, T )dx−

∫ ∞

0

∂h

∂T
(x, µh, T )dx∫ ∞

0

∂h

∂µ
(x, µh, T )dx

(4.25)

h(x, µ, T ) =
1

1 + exp

(
x+

Eg/2− µ

kBT

) (4.26)

The functions g1 and g2 have complex expressions, but they can be evaluated numerically
provided that carrier distributions (i.e. parameters µe, µh and T ) are known. Figure 4.2
presents the variations of g1 and g2 with the reduced QFLS η. Note that in the non-
degenerate regime, g1 = 1 and g2 = −kB ln(mh/me), such that we recover the standard
electroneutrality relation µh = µe − kBT ln(mh/me) [Wurfel and Wurfel 2016].

Using this simplification, we evaluate the electrostatic field necessary to ensure that
transport is ambipolar (i.e. without net transport of charges). A similar derivation
was proposed by [Price 1955] in the homogeneous case, and we extend it here to our
inhomogeneous situation. We obtain

E =
1

e

g1σh − σe

σe + σh

∇µe +

(
σeSe + σhSh

σe + σh

+
σh

σe + σh

g2
e

)
∇T (4.27)
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Figure 4.2: Representation of the functions involved in the electroneutrality relation (see
Equation (4.23)). (a) g1 and (b) g2, displayed as a function of the reduced QFLS, assuming
T = 300 K. Different ratios of effective mass mh/me are represented. Dashed lines
indicate the asymptotes for a non-degenerate system.

Note that we could obtain a similar expression with ∇µh. However, since transport is
ambipolar, it is strictly equivalent to consider electrons or holes.

Result 4.1. (Ambipolar transport coefficients)
Injecting the expression of the electric field in Equation (4.6), we find that the am-
bipolar hot-carrier current can be written without the explicit electric field [Vezin
et al. 2024b]. This requires to introduce ambipolar electrical conductivities σamb,i and
Seebeck coefficients Samb,i

JN = JN,e = JN,h = −σamb,i

e2
∇µi −

σamb,iSamb,i

qi
∇T (4.28)

where 
σamb,e =

σeσh

σe + σh

(1 + g1), σamb,h =
σeσh

σe + σh

(1 + 1/g1)

Samb,e =
e(Se − Sh)− g2

e(1 + g1)
, Samb,h =

e(Sh − Se)− g2/g1
e(1 + 1/g1)

(4.29)

This is the main result of this theoretical investigation. It shows that in the context
of HCSCs, a full description of the ambipolar transport of electrons and holes resembles
the usual thermoelectric equations with effective ambipolar coefficients. This deriva-
tion was done in the context of HCSCs, but could also be useful to study photother-
moelectric experiments, and particularly those of the carrier-gradient type [Limpert
et al. 2017].

Note that in our case, contrary to the textbook treatment of homogeneous thermoelec-
tric transport (see section 4.2.3.1), it is not possible to attribute a single effective electrical
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4.3. Imaging carrier distributions with photoluminescence

conductivity nor Seebeck coefficient to electrons and holes. This is a consequence of elec-
troneutrality. In the homogeneous treatment, we assumed that ∇µe = −∇µh. In the
inhomogeneous case developed here, electroneutrality imposes a completely different re-
lation ∇µe = ∇µh + kB ln(mh/me)∇T (presented here in the non degenerate case).

Figure 4.1b represents the Seebeck coefficient of electrons and holes computed from
Equation (4.13) with r0 = 1, as well as the corresponding ambipolar Seebeck coefficient in
the inhomogeneous case. Note how this situation differs from the homogeneous derivation
displayed in Figure 4.1a. First, inhomogeneous ambipolar Seebeck coefficients no longer
depend on the electrical conductivities. Therefore they not depend on the pre-factors of
the relaxation time A0,e and A0,h. Second, in the non-degenerate case (η ≪ −1),

Samb,i =
kB
2e

[
sign(−qi)(η − 2(r0 + 2)) + ln

(
mh

me

)]
(4.30)

Consequently, the inhomogeneous ambipolar Seebeck coefficients exhibit a universal slope
±kB/(2e) as a function of η.

We now understand how to describe theoretically the transport of hot carriers in in-
homogeneous illumination conditions. In the following, we will use this theory to measure
hot-carrier diffusion with a hyperspectral PL experiment performed with a point illumin-
ation. We first report the experiment design in section 4.3, and explain how to analyse the
data to map carrier distributions. Then, we discuss how to derive transport coefficients
from this experiment in section 4.4. In particular, we determine the ambipolar Seebeck
coefficient and validate the theory presented above.

4.3 Imaging carrier distributions with photolumines-

cence

In this section, we propose a PL experiment to image hot-carrier transport in a QW
absorber. This data will be used to validate the ambipolar transport formalism established
in the previous section (see section 4.4).

Imaging broadband PL has been used to measure isothermal diffusion [Paget et al.
2012]. The addition of spectral resolution makes it possible to map simultaneously carrier
density and temperature [Rodière 2014]. Such a hyperspectral technique was used to
probe hot-carrier transport before [Gibelli et al. 2016c], but only with a rudimentary
transport model.

4.3.1 Description of the experiment

Using our absolutely calibrated hyperspectral imager described in section 2.2, we re-
cord spatially resolved PL spectra. Therefore, with one single acquisition, we can map the
temperature and QFLS in a hot-carrier absorber [Esmaielpour et al. 2020]. A schematic
of this experiment is provided in Figure 4.3.

Point illumination In order to see carrier diffusion, we need to use a laser illumination
as small as possible (so-called point illumination). Indeed, if the laser sport size is much
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smaller than the carrier diffusion length, there will be a sizeable difference between the
PL spot size and the laser spot size. This configuration is represented in Figure 4.3.

Laser

∇𝑇∇𝜇

PL emission

r
Carrier densityLaser Temperature

Figure 4.3: Schematic representation of the hyperspectral PL experiment allowing to meas-
ure hot-carrier transport. We use a point illumination to photogenerate hot carriers at the
center of the sample. In this configuration, carriers move due to a concentration gradient
(∇µ) and a temperature gradient (∇T ). We collect spatially and spectrally resolved PL
to probe the carrier distribution at different distances from the center.

Therefore, we upgraded our experimental setup to achieve a laser spot as small and
circular as possible. The details of this configuration are provided in section 2.2.1.

Spectrometer and sample We investigate the sample described in section 2.4, which
is an InGaAsP/InGaAsP single QW which exhibits strong hot-carrier effect. We studied
this material using a NIR hyperspectral imager equipped with a NIRvana 640 (InGaAs
camera). This setup has a spectral resolution of 2 nm. In combination with the objective
lens described above, this system has a spatial resolution (sparrow criterion) of 1.7 µm
imposed by diffraction. However, the resolution of the camera is below this limit, as the
pixel are ∼ 450 nm in size.

Experiment plan and data analysis To probe several different excitation regimes
and to characterize the hot-carrier effect in this sample, we used 9 excitation intensities
ranging from 6.3 × 103 to 2.3 × 105 W.cm−2 (i.e. several 104 to few 106 suns). For each
excitation intensity, we measured a hyperspectral cube of size ∼ 30× 30 µm, and spectral
range 1050− 1600 nm (2 nm resolution).

Since the InGaAs camera has low Signal to Noise Ratio (SNR) (see section 2.2.3),
we used the High Dynamical Range (HDR) method described in section 2.2.2. Every
acquisition was repeated 5 times with exposure times ranging from 1 to 50. This allowed
us to push the SNR close to 10−5, which allowed us to resolve proper PL spectra up to
∼ 10 µm (see Figure 4.4b).

By ensuring that the laser beam was circular even after being focused, we could take
advantage of the invariance by rotation of the system to integrate radially the PL spectra.
This allowed to increase the SNR even further, and to reduce the diffusion problem to
only one dimension, which is much simpler.
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4.3. Imaging carrier distributions with photoluminescence

Thanks to all these steps, we were able to analyse spectra ranging from 0 to 13 µm,
i.e. 30 spectra per excitation intensity. Our dataset is therefore composed of 270 PL
spectra. Few spectra are represented in Figure 4.4.

Figure 4.4a represents spectra at the center of the PL spot for a selected set of excit-
ation intensities. Figure 4.4b represents spectra at 5 different radii of the PL spot for a
given excitation intensity Iexc = 4.1×104 W.cm−2. The peak around 0.82 eV is attributed
to the emission of the QW, while the peak at 1.05 eV is consistent with emission from
the barrier [Nguyen et al. 2018]. The elbow visible around 0.89 eV is attributed to the
emission of an excited state of the QW.

The shape of QW emission spectrum depends strongly on the excitation intensity,
which is indicative of a stronger hot-carrier effect and/or band filling effect at high laser
intensities. Similarly, the shape of QW emission spectrum depends on the distance to the
laser, which is indicative of a stronger hot-carrier effect and/or band filling effect in the
center.

These spectra were analysed using a full fit technique, whose details can be found in
section 2.3.4.
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Figure 4.4: PL spectra of sample 5006. (a) Spectra at the center of the laser spot for
different excitation intensities. Not all excitation intensities are represented for clarity.
(b) Angularly integrated spectra for increasing radii at a single excitation intensity Iexc =
4.1×104 W.cm−2. Pale envelope represents the dispersion of the spectra aggregated during
angular integration. Dashed lines represent the result of a full fit.

4.3.2 Carrier distribution profiles

4.3.2.1 Results and discussion

From the measurement of T (r) and ∆µ(r), and owing to local electroneutrality, we
deduce the local carrier density n(r) = ne = nh and the corresponding chemical potentials
µe(r) and µh(r). These measurements are all reported in Figure 4.5. Note that we do not
make assumptions on the degeneracy of the system in this case. Hence we compute the
carrier density and the chemical potentials of electrons and holes with the full Fermi-Dirac
distributions.
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Figure 4.5: Spatial variations of (a) carrier temperature, (b) QFLS, (c) electrons chemical
potential, (d) holes chemical potential, (e) carrier concentration for increasing excitation
intensities Iexc. Legend is shown in (f). Colored dots represent the boundaries of region II
defined in section 4.4.3 for all excitation intensities. Dashed lines indicate room temper-
ature Tamb = 293 K in (a), QW bandgap (Eg = 0.82 eV) in (b), position of the conduction
band (EC = 0.41 eV) in (c) and position of the valence band (EV = 0.41 eV) in (d). Pale
green region indicates the estimated errorbars for the highest excitation intensity. Similar
errorbars are expected at all intensities but are not represented to enhance readability.
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Figure 4.5a shows the spatial profiles of carrier temperature for increasing laser intens-
ities. Temperature is shown to increase with increasing excitation intensity, as we expect
from a hot-carrier absorber – except for a few incoherent spectra at highest intensity and
close to the center. In this range of power, carrier temperature reach more than 1000 K.
It is also shown to decrease as we look further and further away from the center.

Result 4.2. (Hot-carrier diffusion length)
At distances larger than 10 µm, carriers are thermalized with the lattice at room
temperature regardless of the excitation intensity [Vezin et al. 2024b]. At high excit-
ation intensities, carrier temperature remains above room temperature for typically
6− 8 µm, much larger than the laser radius. Therefore we report hot-carrier diffusion
length in the order of few µm, several times the value previously reported in mono-
layers (∼ 500 nm) [Ruzicka et al. 2010a, Yuan et al. 2017], in perovskites thin films
(∼ 230 nm) [Guo et al. 2017] and in nanowires (∼ 300 nm) [Fast et al. 2022].

The QFLS profiles for increasing excitation intensity are presented in Figure 4.5b.
Unsurprisingly, the QFLS increase with increasing power, and decreases with increasing
distance to the generation region. However, few points at largest injection are incoherent
because of noise introduced by our HDR method.

Electron (resp. hole) chemical potential are presented in Figure 4.5c (resp. Fig-
ure 4.5d). At high excitation intensities, the electrons form a completely degenerate elec-
tron gas as their chemical potential is well above the conduction band (EC ≃ 0.41 eV).
However, the hole distribution remains non degenerate due to the discrepancy in effective
masses. Note that despite the visible drop of µh close to the center and at high intensity,
carrier density is decreasing with increasing distance to the center (see Figure 4.5e). This
is simply because the drop of µh is compensated by a large increase of carrier temperature
in this region.

Finally, spatial profiles of carrier density are presented in Figure 4.5e. Carrier density
is increasing with increasing excitation intensity, as absorbing more photons will promote
more carriers in the bands. Additionnally, carrier density decreases with increasing dis-
tance to the center. This is expected from a point illumination experiment, as carriers
are photogenerated at the center, and then diffuse to further distances while recombining.
Note that if the thermoelectric transport is strong enough, it is possible in principle to
observe a carrier density smaller at the center than at the edge [Park et al. 2021]. In the
experiment reported here, such an extreme effect did not occur.

4.3.2.2 Uncertainties

We distinguish two types of uncertainty, represented schematically on Figure 4.6. The
first one consists of position-dependent uncertainties. For instance, noise in the PL spectra
and partial overfitting introduce a random uncertainty of approximately 1− 2 % over the
determination of carrier temperature and QFLS. The uncertainty on temperature was
estimated based on the region r > 10 µm, where carriers are thermalized at ambient
temperature. Since PL signal is roughly proportional to exp((∆µ − Eg)/(kBT )), carrier
temperature and QFLS are anti-correlated by the fitting procedure. Therefore, random
noise on the carrier temperature translates into a random noise on the QFLS.
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Figure 4.6: Schematic representation of the two uncertainty sources affecting the determ-
ination of transport coefficients.

The second consist of global uncertainties, which affect all measurements similarly,
irrespective of the position and excitation intensity. These uncertainties are less crucial,
since they will not be magnified by the computation of gradients. The uncertainty on
the determination of the absorption coefficient (see section 2.1.4) leads to an estimated
± 20 meV uncertainty in the QFLS.

4.4 Measuring transport coefficients

To measure the transport coefficients from our PL experiment, we distinguish three
different regimes from which we extract different information (see Fig. 4.7).
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Figure 4.7: Normalized spatial profiles of laser, carrier concentration and carrier tem-
perature, measured at high excitation intensity Iexc = 5.7 × 104 W.cm−2. Vertical lines
highlight three regimes: (III) isothermal diffusion, where electrical conductivity may be
measured, (II) thermoelectric diffusion, where Seebeck coefficient may be measured, (I)
region dominated by generation and not used in this study.

In the central region (I), the generation term in the continuity equation (Equation (4.1))
is significant and carrier density is highest. We estimate that this region spans until the
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4.4. Measuring transport coefficients

laser intensity reaches 5 % of its maximal intensity, namely r = 2.7 µm. Because of
difficulties to model the generation rate with precision in such a complex structure, we
discard this region from our analysis.

Far from the center (III) (typically 3.6 − 7.7 µm), carriers have relaxed towards the
lattice temperature, and the concentration profile is determined by isothermal diffusion. In
this isothermal region, it is possible to measure both the recombination rate (section 4.4.1)
and electrical conductivity up to a multiplicative constant (section 4.4.2). Note that the
begining of this isothermal region depends greatly on excitation power, as hotter carriers
tend to diffuse further (see Figure 4.5a).

In between these regions (II), carriers experience a significant temperature gradient
and their transport is induced not only by the charge concentration gradient, but also by
thermoelectric effects, which grants access to Seebeck coefficient.

The boundaries of these regions are represented for every excitation intensity in
Fig. 4.5.

4.4.1 Recombination

Toolbox 4.1. (Standard recombination rates)
There are three main recombination routes for carriers in semiconductors.

The first one is the celebrated Shockley-Read-Hall recombination, which describes
trap-assisted recombinations. This kind of recombination is described by [Shockley
and Read 1952]

RSRH =
nenh − n̄2

i

τenh + τhne

≃ n

τe + τh
(4.31)

where

n̄i = Intrinsic carrier density (n̄i ∝ exp(−Eg/kBT ))
τi = Recombination time of carrier i

The simplification is obtained because, in our case, ne = nh = n ≫ ni. It explains
why SRH recombination is sometimes called monomolecular recombination.

The second recombination rate is the radiative recombination, which describes the
emission of a photon by a electron-hole pair. A precise description of this recombin-
ation rate is provided by the Generalized Planck Law (GPL) (see Equation (2.19)).
However, this form is not practical as it depends on a large number of parameters. In
Boltzmann regime, the GPL reduces to

Rrad =

∫ π

θ=0

[∫ ∞

E=0

IPL(E)dE

]
2π cos θdθ ≃ Bnenh = Bn2 (4.32)

Hence it is sometimes called quadratic or bimolecular recombination.

The third and last recombination rate is Auger recombination, which describes the
recombination of a electron-hole pair to promote an electron high in the conduction
band. It is of course possible to promote a light hole in the valence band instead
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Chapter 4. Inhomogeneous temperatures: thermoelectric transport of hot carriers

of an electron. However, the promotion of a heavy hole is forbidden by momentum
conservation. The description of Auger process can become very complex, especially
when several conduction/valence bands are taken into account [Agrawal and Dutta
1993]. We stick here to a simple description with only one band

RAuger ≃ Cen
2
enh + Chnen

2
h = Cn3 (4.33)

To distinguish whether recombinations are mostly monomolecular, bimolecular or
trimolecular, we turn to the region III, far from the center, where diffusion is isothermal
(∇T = 0) and photogeneration is negligible.

In this region, carrier conservation (Equation (4.1)) writes

R = ∇.
(σamb,e

e2
∇µe

)
(4.34)

Using the relation σi = qiµ̄ini and Equation (4.29), the ambipolar electrical conduct-
ivity can be written in terms of carrier mobilities µ̄i as

σamb,e = (1 + g1)
2(−µ̄e)µ̄h

µ̄h − µ̄e

en ≡ (1 + g1)γen (4.35)

Assuming that γe is slowly with the carrier densities (in comparison to n), the dominant
term in the conservation equation is

R ≃ γe
e2
∇. ((1 + g1)n∇µe) (4.36)

Since we measured the spatial profiles of n, µe and µh (see Figure 4.5), we can compute
the right hand side of this equation. This term can then be compared to typical scalings
of the recombination rate (see Toolbox 4.1), as presented on Figure 4.8.

Result 4.3. (Dominant Auger recombinations)
Figure 4.8 indicates that Auger recombinations are dominant in our system. This is
actually consistent with the high carrier densities measured in our PL experiment, as
n ∼ 1017 − 1018 cm−3 (see Figure 4.5e).

4.4.2 Electrical conductivity

Once radiative recombinations are determined, electrical conductivity can be meas-
ured. Indeed, since Auger recombinations dominate, Equation (4.36) becomes

Cn3 =
γe
e2
∇. ((1 + g1)n∇µe) (4.37)

Therefore if we know the value of C, we can determine γe. For our specific quaternary
QW, it is difficult to find tables of the Auger recombination rate. It would be possible to
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Figure 4.8: Diffusion rate and recombination rate in the isothermal regime (Equa-
tion (4.34)), assuming various dominant recombinations mechanisms (monomolecular,
bimolecular or Auger). Far from the center, carrier conservation imposes that blue and
orange lines should collapse one to another. Profiles are established based on a high in-
tensity acquisition Iexc = 1.1× 105. W.cm−2).

compute the value of C [Agrawal and Dutta 1993], but this is beyond the scope of this
manuscript. Therefore we will restrict ourselves to the determination of the ratio C/γe,
which means that we will only know the conductivity up to a multiplicative constant.

Figure 4.9 presents the determination of C/γe. As is visible on this figure, the exper-
imental noise means that there is an uncertainty of ± 15− 20 % over the determination
of C/γe.

We find that the ratio C/γe decreases with increasing excitation intensity, and has
typical order of magnitude 10−22 − 10−20 m4.V.s−1.A−1. This is consistent with typical
values of the Auger coefficient in InGaAsP quantum wells C ∼ 10−27 cm6.s−1 [Smith et al.
1985] and mobility µ̄e ∼ 103−4 cm2.(Vs)−1 [Agrawal and Dutta 1993].

4.4.3 Seebeck coefficient

4.4.3.1 Computation and uncertainties

The ambipolar Seebeck coefficient can be computed from the analysis of region II. This
time, the temperature gradient is no longer negligible. We assume that the variations of
Samb,e are sufficiently small, such that the contribution of ∇Samb,e to transport is negli-
gible. Under this assumption, Equation (4.1) can be rewritten to express the ambipolar
Seebeck coefficient from measured quantities as:

Samb,e ≃ −
−C

γe
n3 +

1

e2
∇. ((1 + g1)n∇µe)

1

qe
∇. ((1 + g1)n∇T )

(4.38)

where the quantity C/γe has been estimated as presented in section 4.4.2. To compute
uncertainty on this ambipolar Seebeck coefficient, we consider the following error sources:
(i) random noise on the temperature profiles and random shift of the QFLS profiles
as explained in section 4.3.2 (ii) uncertainty on the estimate of C/γe as explained in
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Figure 4.9: Diffusion rate and Auger recombination rate determined from PL measure-
ment. The parameter C/γe is obtained by balancing the right and left hand side of Equa-
tion (4.36) at large distances (r > 8 µm). This example is obtained with high excitation
intensity Iexc = 1.1× 105 W.cm−2. Orange line represents the best fit for r > 8 µm, while
pale yellow region indicates the ± 20 % uncertainty.

section 4.4.1. Instead of computing a cumbersome error propagation, we simulate noisy
profiles of T , µe and n, and compute the ambipolar Seebeck coefficient on these profiles.
By taking the standard deviation of Samb,e over several realizations, we obtain the errobars
shown in Figure 4.10.
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Figure 4.10: Ambipolar Seebeck coefficient Samb,e determined from PL measurements (from
Equation (4.38)), plotted versus the corresponding reduced QFLS η. Grey region indicates
the values modelled from Boltzmann transport equation (see Equation (4.13)) with −2 ≤
r0 ≤ 0.

4.4.3.2 Results

Experimental determination of the ambipolar Seebeck coefficient at all the relevant
excitation conditions is presented in Figure 4.10 and plotted versus the reduced QFLS
η. Points with uncertainty larger than 4kB/e are discarded. Note that the four lowest
excitation intensity files exhibit a rather small temperature gradient. Therefore, after
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4.5. Conclusion

adding noise to the temperature profiles, the uncertainties over the determination of
Samb,e became very high. This explains why those four files are not shown on the figure.
This fact also explains why we explore such a small region for η. Symmetrically, the points
at highest excitation intensity (shown in grey and green) have much larger temperature
gradient, hence lower errorbars than the others.

The ambipolar Seebeck coefficient takes values between −3 and 1 kB/e, which is the
typical order of magnitude of Seebeck coefficients in QWs [Hicks et al. 1996]. Such a
large value is surprising however for an ambipolar Seebeck coefficient. That is because
the usual derivation of ambipolar Seebeck coefficient is done in dark conditions and leads
to Samb = (σeSe+σhSh)/(σe+σh) [Goldsmid 2016]. In such case, the Seebeck coefficients
of electrons and holes compensate each other. However, this chapter treats the case of
strong photogeneration, and therefore our ambipolar Seebeck coefficient is different in
nature. In our case, Seebeck coefficients of electrons and holes add up, as reported in
Equation (4.29). Therefore, we expect that our ambipolar Seebeck coefficient should be
of the same order of magnitude than the one of electrons and holes.

4.4.3.3 Quantitative discussion

For a more quantitative discussion, we make use of Boltzmann transport equation
in the relaxation time approximation, which has been presented in section 4.2.2. In
the approach described in Equation (4.13), the ambipolar Seebeck coefficient Samb,e is
parametrized by one single free parameter r0.

Because of the dispersion on our data points, it is not possible to determine the
exact value of r0. However, our experimentally determined values are consistent with
−2 ≤ r0 ≤ 0 (see Figure 4.10).

The comparison of our results with Boltzmann transport equation also allows us to
study the asymptotic behavior of the ambipolar Seebeck coefficient. In the non-degenerate
regime (η ≪ −1), the ambipolar Seebeck coefficient is given by Equation (4.30), and
therefore should vary linearly with the reduced QFLS, with a universal slope kB/2e. This
means in particular that the ambipolar Seebeck coefficient should be larger at lower η,
hence for lower excitation intensity, as is the case with photo-Seebeck [Okazaki et al. 2012].
However, if the excitation is not high enough, carriers will stay cold and out optical method
will not permit to measure the Seebeck coefficient, as was already discussed previously.

Result 4.4. (Validation of our hot-carrier ambipolar transport theory)
Using the theory of hot-carrier ambipolar transport developed in section 4.2, we were
able to measure the ambipolar Seebeck coefficient of sample 5006 from a purely optical
method [Vezin et al. 2024b]. We report values between −3 and 1 kB/e, consistent
with the relaxation time approximation with a scaling −2 ≤ r0 ≤ 0.

4.5 Conclusion

This chapter lays the theoretical framework necessary to study thermoelectric and
ambipolar transport of photogenerated hot carriers. Starting from Boltzmann equation
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in the relaxation time approximation, we described this hot-carrier transport with effective
ambipolar transport coefficients valid even in the degenerate regime. Then we proposed
a purely optical method to image hot-carrier transport. It consists of measuring PL with
an absolutely calibrated hyperspectral imager in point illumination configuration. We
showed that we could determine the recombination rate, electrical conductivity and the
ambipolar Seebeck coefficient in sample 5006, which is an InGaAsP/InGaAsP single QW.
Results were qualitatively consistent with numerical estimates obtained from Boltzmann
transport equation in the relaxation time approximation.

This study opens new perspectives to understand the properties of non-ideal HCSCs,
where transport phenomena may limit device efficiency. Specifically, it enables the descrip-
tion of inhomogeneous HCSCs, where carrier transport is influenced by inhomogeneous
hot-carrier distributions. This question will be considered in chapter 6.

Perspectives

• In order to determine experimentally the value of the electrical conductivity and
Seebeck coefficient, it is necessary to assume that carrier mobility is constant. How-
ever, this assumption does not hold when carrier temperature changes, nor when
the system becomes degenerate. Therefore, it would be interesting to lift this as-
sumption. This could be achieved for instance by computing the mobility scaling
law with respect to temperature, as is proposed in [Höpfel et al. 1986].

• Another interesting development to this study would be the inclusion of diffusion
effects in the definition of the thermalization coefficient. In the presence of diffu-
sion, some of the energy is taken away from the generation spot instead of being
thermalized. This reduces the apparent temperature at the generation spot, and
hence leads to an overestimation of the thermalization coefficient. A similar effect
has been investigated in the context of carrier lifetime measurement. When the laser
spot size is smaller than carrier diffusion length, diffusion lowers the steady-state
carrier density at the laser spot, leading to an underestimation of the carrier life-
time [Vidon 2022, Chapter 3]. Theoretically, it should be possible to distinguish the
contributions of diffusion and thermalization in the energy conservation equation,
and therefore propose a definition of the thermalization coefficient independent of
diffusion effects. Experimentally, we could study the evolution of the thermalization
coefficient with laser spot sizes ranging from a fraction of the hot-carrier diffusion
length to several times this value.

• Finally, it would be interesting to simulate the establishment of a chemical potential
and temperature gradient for a known illumination profile. This would pave the way
towards the description of realistic HCSCs with inhomogeneous carrier concentration
and temperature in the absorber. The equations necessary to solve this problem are
well known [Wachutka 1990], but solving them numerically is a technical challenge.
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Chapter 5

Distinct temperatures:
discriminating electrons from holes
temperatures

In III-V materials, electrons and holes generally do not have the same effective mass.
Therefore they are likely to have different temperatures. Indeed, the energy of absorbed
and emitted photons is unevenly distributed among them. Similarly, the fact that they
have different dispersion relations imply that their coupling with phonons – and hence
their thermalization rates – will be different. By contrast, carrier-carrier interactions such
as Coulomb interaction and Auger recombinations tend to equate the carrier temperatures.
The temperatures reached in steady-state will result from a trade-off between all these
contributions.

As a consequence, many investigations in III-V materials in the 80s - 90s reported
different temperatures for electrons and holes. The coexistence of two temperatures was
first predicted in GaAs by numerical simulations [Asche and Sarbei 1984]. They showed
that, in the transient regime, electrons should equilibrate at a higher temperature than
holes for a few picoseconds, due to weak electron-hole interaction. Many subsequent
models, known as two-temperature models, introduced different temperatures for electrons
and holes. These models aimed to incorporate a growing number of effects, such as various
carrier-carrier interactions, carrier degeneracy, and quantum confinement [Leo and Collet
1991, Taylor et al. 1992, Hayes and Phillips 1994]. Some of them even account for
non-thermal distributions [Osman and Ferry 1987, Ferry et al. 1988].

Simultaneously, several experiments investigated two-temperature effects. First, con-
tinuous wave Photoluminescence (PL) was used to show that the effective temperature of
the electron-hole plasma depends on the majority carrier type in GaAs/AlGaAs hetero-
structures [Shah et al. 1985]. Then, the combination of continuous-wave PL and electrical
mobility measurements allowed to distinguish the temperature of electrons and holes for
the first time [Höpfel et al. 1986, Pan et al. 1986]. However, this technique had limita-
tions. It was applicable only to highly doped samples or weak photogeneration regimes.
Additionally, it required the sample to have electrical contacts. After these pioneering
works in steady-state by Shah et al., electron and hole temperatures were exclusively
studied with time-resolved methods, including ultrafast time-resolved photoluminescence
[Polland et al. 1987, Snoke et al. 1992, Chébira et al. 1992, Zhou et al. 1992, Gong
et al. 1993] and transient absorptivity spectroscopy [Bradley et al. 1989, Alexandrou
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et al. 1995, Langot et al. 1996]. In most cases, these authors reported that electrons were
hotter than holes.

The challenge of spectroscopy-based two-temperature measurements lies in the fact
that that spectroscopy techniques are simultaneously sensitive to electron and hole dis-
tributions. To disentangle the contribution from each carrier, the authors usually rely
on identifying spectral regions where variations of the signal come dominantly from one
carrier type. This typically requires heavily doped samples, as in the case of band-edge
PL [Chébira et al. 1992, Zhou et al. 1992], band-edge absorption [Langot et al. 1996] or
electron-acceptor PL measurements [Snoke et al. 1992]. Another possibility is to probe
transitions including high-energy hole states, for instance conduction band - spin-orbit
split-off valence band transitions [Alexandrou et al. 1995].

Therefore, the only methods reported in literature to determine electron and hole
temperatures in steady-state require that the sample has electrical contacts. In this
chapter, we propose the first experimental method to determine simultaneously electron
and hole temperatures purely from continuous-wave PL measurements.

We first recall the expression of PL emission in a two-temperature model [Gibelli
et al. 2016b] in section 5.2. By analysing this emission law, we highlight the fact that
two-temperature determination is made possible by the presence of Band Filling (BF) in
section 5.3. Our technique is thus restricted to regimes of strong excitation, where BF
is significant, i.e. when electrons and holes are close enough to being degenerate (see
section 5.3.2 for a detailed discussion). After introducing some methodological details in
section 5.4, we apply this two-temperature measurement technique to PL spectra acquired
from an InGaAsP/InGaAsP single QuantumWell (QW). We report electron temperatures
of ∼ 1000 K at largest excitation intensity, while holes remain close to room temperature
(see section 5.5.1).

This chapter is adapted from [Vezin et al. 2024c].
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Chapter 5. Distinct temperatures: discriminating electrons from holes temperatures

5.1 Highlights

Theoretical Highlight 5.1. (Proof
of concept)
It is theoretically possible to determ-
ine electron and hole individual temper-
atures from continuous-wave PL spec-
troscopy. This technique relies on the
measurement of band filling and there-
fore requires a good knowledge of the ab-
sorptivity. In addition, it can be used
only if the system is sufficiently close
to degeneracy, when the Quasi-Fermi-
Level Splitting (QFLS) is few kBT below
the gap. Since hot-carrier absorbers are
characterized at large excitation intens-
ities, this limitation should not be very
restrictive.

Experimental Highlight 5.1. (Ex-
perimental evidence)
Our technique was used on PL spec-
tra from sample 5006 (InGaAsP QW).
We showed that electrons could become
as hot as 1000 K, while holes remained
much colder, close to lattice temperat-
ure.
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Experimental Highlight 5.2. (Signature of electron-hole interactions)
The increase of hole temperatures, though small, is too large to be explained only by
photon absorption. This is the demonstration that holes must receive energy from the
electrons, by Coulomb interaction, Auger recombinations or by LO phonon-mediated
interactions.
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5.2. Two-temperature Generalized Planck Law

5.2 Two-temperature Generalized Planck Law

Light emission by a semiconductor is generally described by the Generalized Planck
Law (GPL) [Wurfel 1982], which considers that electrons and holes are at thermal equi-
librium. In chapter 2, we have shown that this law could be generalized to distinct
temperature for electrons and holes, under the assumption of parabolic bands (see Equa-
tion (2.18)). In this section, we simply recall the expression of this two-temperature
GPL.

Statement 5.1. (Two-temperature Generalized Planck Law)
If electrons and holes can be described by Fermi-Dirac distributions of temperature
Ti and chemical potential µi, then the photon flux emitted by the system is described
by the two-temperature GPL [Gibelli et al. 2016b]

IPL(E) =
2π

h3c2
A(E)

E2

exp

(
E −∆µeff

kBTeff

)
− 1

(5.1)

where h is Planck constant, c is the speed of light in vacuum, kB is Boltzmann constant.
E is the energy of the emitted photon, A(E) is the absorptivity of the system, and
Teff (resp. ∆µeff) is the effective temperature (resp. QFLS) of the system.

The effective temperature and QFLS are defined as [Pan et al. 1986, Gibelli et al.
2016b] 

1

Teff

=
1− ξ

Te

+
ξ

Th

∆µeff

kBTeff

=
µe

kBTe

+
µh

kBTh

− Eg

kB

(
1

2
− ξ

)(
1

Th

− 1

Te

) (5.2)

where ξ = me/(me+mh) is called the effective mass mismatch and Eg is the bandgap
of the absorber.

This shows that the PL spectrum of a system composed of two thermal distribution
of electrons and holes at different temperatures can be described by a single effective
temperature and a single effective QFLS. Thus, distinguishing Te and Th solely from this
formula is impossible, as was pointed out by many authors [Höpfel et al. 1986, Chébira
et al. 1992]. The key to simultaneously determining Te and Th is a proper description
of the absorptivity’s dependence on carrier distributions. This dependence is captured
through the BF term, which will be discussed in the following section.

Toolbox 5.1. (Conversion table)
In this chapter and in the following, we will often go back and forth between the carrier
distribution parameters (Te, µe, Th, µh) and effective parameters that are easier to
describe light emission (Teff , ∆µeff , r). We provide here a conversion table valid in the
Boltzmann approximation and assuming electroneutrality (see Appendix B).
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where D is the dimensionality of the system (D = 2 for QWs and D = 3 for bulk
absorbers). In the case of a degenerate system, all equations still hold except the last
two, which no longer have analytical expressions.

5.3 Band filling allows for the simultaneous determ-

ination of electron and hole temperatures

In this section, we present how it is theoretically possible to determine simultaneously
electron and hole distributions from a single PL spectrum. At the high excitation rates
necessary to produce hot-carriers, the absorptivity A(E) of the system depends on carrier
populations through population-dependent effects such as BF, bandgap renormalization
[Bennett et al. 1990], exciton screening [Chemla 1985] or spectral linewidth broadening
[Esmaielpour et al. 2022]. Some of these population-dependent effects carry additional
information on the carrier populations.

In particular, we present how BF allows to distinguish electron and hole temperature
from PL spectra (see section 5.3.1). Then, we determine a quantitative threshold for the
QFLS, above which two-temperature determination is possible (see section 5.3.2).

5.3.1 Two-temperature band-filling effect

As was already discussed in section 2.1, BF is a population-dependent effect repres-
enting the change in absorption coefficient α(E) due to the non-negligible occupation of
electron and hole levels close to their respective chemical potential. In general, BF writes
[Bennett et al. 1990]

α(E) = α0(E)× (1− fh(Eh)− fe(Ee)) (5.4)

where α (resp. α0) is the absorption coefficient of the system in the presence (resp.
absence) of BF, while Ee (resp. Eh) is the energy of the electron (resp. hole) involved in
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the absorption of a photon of energy E (see Figure 2.1).

Statement 5.2. (Band-filling in the two-temperature model)
We assume that (i) electrons and holes follow thermal distributions and (ii) the bands
are parabolic so that the energy E of an incoming photon is shared between electrons
and holes as Ee = Eg/2 + (1− ξ)(E − Eg) and Eh = Eg/2 + ξ(E − Eg). Under these
conditions, the BF contribution writes

1− fh(Eh)− fe(Ee) = sinh

(
E −∆µeff

2kBTeff

)
/

[
cosh

(
E −∆µeff

2kBTeff

)
+

cosh

(
1

2

[
E

kB

(
1− ξ

Te

− ξ

Th

)
− µe

kBTe

+
µh

kBTh

− Eg

kB

(
1

2
− ξ

)(
1

Te

+
1

Th

)])]
(5.5)

As can be seen in Equation (5.5), the BF contribution cannot be expressed only
in terms of effective temperature and QFLS. Therefore, thanks to this term, the two-
temperature GPL depends individually on Te and Th through the BF contribution to the
absorptivity A(E) [Vezin et al. 2024c].

The magnitude of BF effect depends on carrier populations: if the chemical potential
of carriers is too low, carrier population will be small and BF effect will be negligible.
Therefore we are interested in establishing the regime in which this effect is sufficient to
distinguish electron and hole temperatures. This will be the topic of the following section.

5.3.2 Conditions to distinguish electron and hole temperature

5.3.2.1 Qualitative analysis

To illustrate the role of BF and of the independent temperatures of electrons and holes,
we simulate PL spectra of the InGaAsP QW described in section 2.3.4 and in section 4.3.
In principle, four carrier distribution parameters (Te, Th, µe and µh) are necessary to
simulate a two-temperature spectrum. However, electroneutrality provides a relation
between these four parameters, such that only three are independent (see Appendix B).
In this section, we choose to use the effective temperature Teff , the reduced QFLS η =
∆µeff − Eg

kBTeff

and the temperature mismatch r = Te/Th. The correspondence between Te,

Th, µe, µh and Teff , ∆µeff , r has been presented in Toolbox 5.1.
First, to visualize the effect of BF, we simulated PL spectra using different values of the

reduced QFLS and of the temperature mismatch. The result can be seen on Figure 5.1a.
When the reduced QFLS is sufficient (η ≥ −4 for instance), the spectra exhibit a clear
dependence on r, which is visible in the low-energy part of the PL spectrum, close to the
PL peak. On the contrary, when the reduced QFLS is too low (η = −8 for instance),
spectra with different temperature mismatch r can hardly be distinguished.

This is simply because the system is not degenerate in this case, making BF negligible.
To illustrate this, we represent the BF contribution for the same conditions as the PL
spectra in Figure 5.1b. By definition, 1 − fe − fh = 1 when the carrier population in
the bands is negligible. Therefore, BF contribution can be considered negligible when
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Figure 5.1: Visualization of the effect of BF on PL spectra. (a) Simulated PL spectra of an
InGaAsP QW for different reduced QFLS (η = −8 (dotted), −4 (dashed) and 0 (plain))
and different temperature mismatch r = Te/Th, at same Teff = 500 K. (b) Simulated BF
in the same conditions. Note that the energy scale (x axis) is slightly larger than in panel
(a).

1 − fe − fh > 0.9. This condition is represented in a pale orange color in Figure 5.1b.
BF contribution is always significant for energies E ≤ ∆µ + 6kBT , but PL signal drops
rapidly below the bandgap. Therefore, when ∆µ ≤ Eg − 6kBT , there is no significant
contribution of BF to the PL signal.

5.3.2.2 Quantitative analysis

We now want to establish a quantitative threshold for η above which two-temperature
measurement is possible. To do so, we compare the impact of r on the spectrum with
typical measurement noise. Our Hyperspectral Imager (HI) setup has a typical additive
gaussian noise σ = 0.25 % (see section 2.2). Therefore, a gaussian noise of mean 0 and
standard deviation σ×max(IPL) is added to all the PL spectra simulated in this section.

We first computed a collection of spectra at different values of η with a nominal value
rnom = 1.8. For every η, we computed the objective function (defined in section 5.4.2
and in particular Equation (5.8)) between this nominal spectrum and a set of simulated
spectra with different temperature mismatch 0.25 < r < 4. This objective function,
normalized to the minimum achievable value due to the presence of noise, is represented
in Figure 5.2.

When η ≤ −8, the objective function between spectra with 1 ≤ r ≤ 4 is less than
the variations induced by noise, and they cannot be distinguished. On the contrary, for
η ≥ −4, it becomes possible to distinguish spectra with r = rnom ± 10 % (red dashed
lines). This confirms our intuition that η must be “large enough” to ensure that we
can distinguish two spectra with different temperature mismatch r. However, the precise
value of the threshold depends on many arbitrary choices such as the desired precision on
r, the shape of the spectrum, the choice of objective function, the Signal to Noise Ratio
(SNR), etc. Therefore it may vary from η ≥ −7 to η ≥ −3. We write this condition as
η ≳ −5 (see the glossary for a definition of the different symbols used).
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Figure 5.2: Objective function computed between a reference spectrum with Teff = 500 K
and r = 1.8 (Te = 540 K and Th = 300 K) and spectra of varying r (y axis), as a function
of the reduced QFLS (x axis). Red dashed lines highlight the region r = rnom±10 %. Green
dashed line indicate the threshold above which two-temperature determination is possible.

Result 5.1. (Condition to distinguish electron and hole temperature)
Electron and hole temperatures may be distinguished from assessing the BF contribu-
tion to PL spectra if, and only if, the QFLS is larger than than a few kBT below the
gap. Determining the temperature mismatch with a 10 % precision typically requires
∆µeff ≳ Eg − 5kBTeff . This detection threshold depends on the required precision, on
the SNR, on the spectrum shape, etc. Note that this condition is necessary but not
sufficient. It is derived under the assumption of perfectly known absorptivity, which
may not hold in real experiments. This will be further discussed in section 5.5.

5.4 Experimental two-temperature determination in

sample 5006 – Methodological details

In the previous section, we studied theoretically how two-temperature determination
was possible from assessing the BF contribution to PL spectra. We worked with simu-
lated spectra to prove the feasibility of the method in a somewhat idealized where the
absorptivity was perfectly known.

In this section, we provide methodological details to make this two-temperature de-
termination possible on experimental data. We first describe the sample and the spec-
trometer used in section 5.4.1. Then, we explain how we designed a composite objective
function that allows to in section 5.4.2. Finally, we discuss how to assess the uncertainties
associated with such a complex two-temperature determination method in section 5.4.3.
Results will be presented in section 5.5.1 and discussed in section 5.5.2.
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Figure 5.3: PL spectra of sample 5006, acquired at increasing excitation intensity. Dashed
lines represent the result of a two-temperature full fit.

5.4.1 Sample and experimental conditions

We applied our two-temperature determination technique on PL spectra from sample
5006 (InGaAsP/InGaAsP single QW described in section 2.4). For this study, we used
the same PL spectra as in section 4.3. But this time, we used only the most intense
spectrum obtained at the center of the illumination spot.

These spectra are shown on Figure 5.3. QW emission can be seen around Eg = 0.82 eV,
with a secondary optical transition visible around E2 = 0.89 eV. The barrier emission
can be seen above 1.05 eV. A clear change in slope at high energy in QW emission is
indicative of hot-carrier and BF effect, as will be explained below. Features related to
two-temperature effect are not immediately visible, but will be discussed in section 5.5.

In terms of fitting, we again used the full fit approach described in section 2.4.3. As
discussed in section 2.4.4, we use an External Quantum Efficiency (EQE) measurement
to fit 6 material parameters and reduce the risk of overfitting. This time we described the
BF term of the barrier with the two-temperature model presented in section 5.3.1. Since
there are no hot carriers in the barrier, we kept a one-temperature model for the BF in
the barrier. The introduction of the two-temperature BF term means that there are 2
additional parameters to our model (Te, Th, µe and µh instead of simply Teff and ∆µeff).
However, thanks to electroneutrality, only one of them is independent (see Appendix B).

5.4.2 Choice of objective function to minimize

5.4.2.1 Objective functions definition

In spectroscopy in general, and in hot-carrier community in particular, it is customary
to fit PL spectra with a logarithmic scale. Indeed, a change in carrier temperature results
in a change of the high-energy slope, which can be easily identified in logarithmic scale
(see section 2.3.1). Additionally, PL spectra span over several orders of magnitude, such
that a linear scale would not be sensitive to spectral regions of low intensity, in particular
the high-energy part. Therefore, the usual objective function used to fit 1-temperature
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models is defined as

[dlog (IPL, I
exp
PL )]2 =

∑
ELB≤Ei≤EUB

(log IPL(Ei)− log IexpPL (Ei))
2

N⟨log IexpPL ⟩2
(5.6)

where

IPL = The modeled spectrum.
IexpPL = The measured spectrum that we aim to reproduce with the model.
ELB = The lower bound of the energy interval over which the fit is performed.
EUB = The upper bound of the energy interval over which the fit is performed.
N = The number of points measured in the spectrum.
⟨·⟩ = The average over the measurement points.

Note that the normalization by N⟨log IexpPL ⟩2 is not necessary, but it makes it easier to
compare different objective functions.

For the 2-temperature fit, the low-energy part of the PL spectrum becomes very im-
portant. Indeed, it is the region in which one can observe the effect of BF and hence of
the temperature mismatch between electrons and holes. A linear objective function would
be more sensitive to small discrepancies of the temperature mismatch:

[dlin (IPL, I
exp
PL )]2 =

∑
ELB≤Ei≤EUB

(IPL(Ei)− IexpPL (Ei))
2

N⟨IexpPL ⟩2
(5.7)

To combine the advantages of those two objective functions, we designed a composite
objective function consisting of a logarithmic scale at high energy and a linear scale at
low energy. The separation between those two regions is controlled by a hyperparameter
E0, while the relative weights are controlled by another hyperparameter λ:

[d (IPL, I
exp
PL )]2 =

1

1 + λ2

[ ∑
ELB≤Ei≤E0

(IPL(Ei)− IexpPL (Ei))
2

N≤⟨IexpPL ⟩2≤

+ λ2
∑

E0<Ei≤EUB

(log IPL(Ei)− log IexpPL (Ei))
2

N>⟨log IexpPL ⟩2>

] (5.8)

where

N≤ = The number of measurements points at energy lower than E0.
N> = The number of measurements points at energy greater than E0.
⟨·⟩≤ = The average over the subset of points at energy lower than E0.
⟨·⟩> = The average over the subset of points at energy greater than E0.

5.4.2.2 Performance comparison

To make a choice between the different available objective functions, we need to com-
pare their performances on experimental PL spectra. Since we do not know the expected
value of the parameters (and in particular of the temperatures) for each spectrum, we
chose to rely on a dispersion indicator. For each spectrum, we compute the standard
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Figure 5.4: Dispersion over the estimated carrier temperature obtained with each objective
function.

deviation over the estimated temperatures (in %) obtained by varying the energy lower
bounds from 0.77 eV to 0.83 eV. Then, we average these standard deviations over all PL
spectra to obtain our final dispersion indicator.

In this study, we set E0 = 0.90 eV, in the middle of the QW emission, and EUB =
1.14 eV. However, the hyperparameter λ varies from 1 to 100. We also tried the pure
linear and pure logarithmic objective function over the entire range [ELB, EUB] for the
sake of comparison.

The comparison of the dispersion obtained with these different objective functions is
presented on Figure 5.4. It appears that the objective function with lowest dispersion
is the pure linear one. However, in our investigations on other samples, we noticed that
this linear objective function would systematically overestimate the carrier temperature
because it is not sensitive enough to the high-energy part of the PL spectra. The next
best objective function is the composite objective function with λ = 10. Therefore we
used this composite objective function to fit the PL spectra presented in section 5.4.2.

Note that the mean dispersion over the estimated temperature is typically 5 − 10 %
with this objective function. Note also that the dispersion over hole temperature is
systematically the largest, more than twice the dispersion over Teff . This is linked to the
large effective mass imbalance in this material (ξ ≃ 0.09). This imbalance means that
the relative weight of hole temperature in the effective temperature is much smaller than
the weight of electron temperature (see Equation (5.2)). Therefore, the fit will be less
sensitive to the value of Th than Te.

Result 5.2. (Optimal objective function for the two-temperature determ-
ination)
Precise two-temperature determination requires the fitting of two distinct energy
ranges: (i) the high-energy side to ensure that we can determine the effective temper-
ature, and (ii) the low-energy side so that we are sensitive to individual temperatures.
This leads us to propose a composite objective function to compare spectra, which is
logarithmic in the high-energy range and linear in the low-energy range (see Equa-
tion (5.8)).
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5.4.3 Uncertainties

The 11 parameters of our two-temperature full fit model cannot be determined in-
dependently, as the fitting procedure induces a correlation between their values. This
is a well-known overfitting issue. To assess the magnitude of the overfitting error, it is
possible to perform a sensitivity analysis. It consists in repeating each fit several times by
changing some conditions around a reference situation. For each repetition, we compare
the fit goodness (i.e. the value of the objective function evaluated between the modeled
and the measured spectrum) to the reference fit goodness. We consider the new fit ac-
ceptable if its fit goodness is not higher than 3 % above the reference one. The resulting
uncertainty on the parameter values is taken as the difference between the maximum and
minimum value obtained in all the acceptable repetitions.

Note that the acceptability threshold (3 % in our case) is arbitrary. However, we
observed that the objective function between an experimental PL spectrum and its best
fit varies of several tens of percent from one spectrum to the other. Therefore, any
variation below a few percents is not significant.

Reference case. The reference situation was obtained by setting the energy range for
the fit to ELB = 0.80 eV and EUB = 1.14 eV. We also set the hyperparameter λ = 10
(see section 5.4.2). All 11 fitting parameters were completely free, although we forced the
exciton absorption peak Ax to decrease with increasing excitation intensity to account for
exciton screening [Chemla 1985]. Similarly, we imposed that the bandgap of the material
would decrease to mimic bandgap renormalization [Bennett et al. 1990]. Finally, we
imposed that spectral linewidths Γs would increase with increasing excitation intensity
[Esmaielpour et al. 2022]. The resulting full fit is shown in Figure 5.3.

Influence of the fitting interval. Then, we studied the influence of the energy range
by changing ELB in the range 0.80 ± 0.3 eV. We did not change EUB as the high-energy
region, and in particular barrier emission has no impact on the determination of electron
and hole temperatures in the QW.

Influence of exciton screening. Finally, we changed manually the magnitude of the
exciton absorption peak Ax by ±30 % around the value obtained in the reference situation.
Indeed, exciton screening is a power-dependent effect that changes the absorptivity in the
low-energy part of the PL spectrum, precisely where the two-temperature determination
is possible. Therefore the relative contribution of exciton screening and two-temperature
effect are difficult to disentangle and this leads to increased uncertainty on the temperat-
ure determination.

Note that to make a complete sensitivity analysis, we should have included also:

1. the influence of the linewidth broadenings Γx and Γ1, as well as of the exciton energy
level Ex. Indeed, these three parameters also have an influence over the shape of
the low-energy part of the spectra.

2. the cross-sensitivity of tested parameters, instead of looking at the influence of one
single parameter.
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However, the two-temperature full fit analysis performed here is very demanding in com-
putational power. Such a complete sensitivity analysis would require to fit thousands of
spectra, which is not reasonable on a laptop.

5.5 Experimental two-temperature determination in

sample 5006 – Results and discussion

5.5.1 Results

In Figure 5.5, we report the results of the 2-temperature full fits as a function of the
excitation intensity Iexc.

Carrier temperatures in the QW are displayed in Figure 5.5a. As intensity increases,
the effective temperature increases from ambient to about 900 K. Similarly, electron tem-
perature increases from ambient temperature to about 1000 K. However, hole temperature
exhibits no clear trend and stays below 500 K at all intensities.

For low excitation powers Iexc ≤ 2× 104 W.cm−2, electron and hole temperatures are
not distinguishable from the effective temperature due to large uncertainties. However,
for larger excitation powers Iexc > 2 × 104 W.cm−2, holes are found to be significantly
colder than electrons.

Result 5.3. (Two-temperature determination)
We report the first purely optical simultaneous determination of electron and hole
temperatures in steady state. We showed that electrons reach temperatures above
1000 K at largest excitation intensities, while holes remain below ∼ 500 K [Vezin
et al. 2024c]. This suggests that holes remain cold while electrons become hot, as
was previously reported by many authors in transient regime [Asche and Sarbei 1984,
Bradley et al. 1989] and fewer in steady-state [Pan et al. 1986, Whiteside et al. 2019].

QFLS and carrier chemical potentials are represented in Figure 5.5b. At low intensity
Iexc ≤ 3 × 104 W.cm−2, the QFLS and both chemical potentials increase for increasing
intensity. However, at larger intensity, the QFLS and the electron chemical potential
decrease. This decrease is associated with a large increase of both Teff and Te, such
that carrier density is still increasing (see Figure 5.5e). Note that the measurement of
these chemical potentials offers another proof that Te > Th. Indeed, at high intensity, it
appears clearly that ∆µeff < µe + µh. Because of electroneutrality and Equation (5.2),
this is equivalent to Te > Th.

The inset of Figure 5.5b represents the value of the reduced QFLS η. Note that η ≥ −3
for all measured intensities. Therefore, as stated in section 5.3.2, we are in the regime in
which two-temperature determination is possible a priori. However, as the uncertainty
over Te and Th is around 100 − 200 K, it is not possible to distinguish them until Teff

surpasses 500 K. This happens only for intensities Iexc > 2 × 104 W.cm−2. Such a large
uncertainty over Te and Th is caused by the many power-dependent effects affecting the
absorptivity. These effects prevent us from knowing the exact shape of the absorptivity.
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Figure 5.5: Parameters obtained from the two-temperature full fit at all excitation intensit-
ies. (a) Temperatures. Pale regions indicate the boundaries as described in section 5.5.2.1.
(b) QFLS and carrier chemical potentials. Inset represents the reduced QFLS η. (c) Amp-
litude of the exciton absorption Ax. (d) Energy transitions in the QW. (e) Carrier density
in the QW. (f) Spectral linewidths of the QW.
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Therefore, two-temperature determination would be more precise on samples with more
stable absorptivity.

We report the estimated value of the exciton absorption peak amplitude in Figure 5.5c.
The amplitude of the exciton peak decreases with increasing excitation intensity, which
is an indication of exciton absorption screening [Chemla 1985]. The large error bars
covering several orders of magnitude at highest intensity are due to the fact that the
exciton contribution to the PL spectra is negligible at such high intensity. In fact, as soon
as Ax < 5× 104 m−1, the exciton peak contribution becomes negligible as compared with
the contribution of the first level of the QW and the fitting algorithm cannot distinguish
values lower than this threshold.

We also report the value of the QW energy levels in Figure 5.5d. This figure is mostly
governed by constraints given to the fitting routine. Indeed, we imposed that E2 would be
constant and equal to 0.89 eV, that Rydberg energy Ry = E1−Ex would also be constant
and equal to 5 meV and that Ex could only decrease to mimic band-gap renormalization.
We measure ∆Ex ≃ 25 meV between highest and lowest excitation intensities. This is
the typical order of magnitude expected in GaAs at such a carrier density n ∼ 1018 cm−3

[Bennett et al. 1990].

Finally, the QW spectral linewidths are presented in Figure 5.5f. All linewidths tend
to increase with increasing excitation intensity because more phonons are emitted at high
excitation [Esmaielpour et al. 2022]. Note that we do not report the two last points for
Γx. Indeed, as explained above, the exciton absorption peak is negligible in this regime,
such that the linewidth of excitonic peak cannot be measured.

5.5.2 Discussion

5.5.2.1 Energy exchanges

Insight about energy exchanges in this system can be obtained by looking at physical
boundaries for carrier temperatures. First, since electrons and holes gain energy from the
incoming light, their temperatures must be greater than lattice temperature TL. Second,
if electrons and holes do not exchange energy, their mean energy (hence temperature) is
limited by the fact that the absorbed photons have a finite mean energy [Gibelli et al.
2016b]. Finally, electron and hole temperatures are linked to the effective temperature
by a hyperbolic relation (Equation (5.2)). For a given value of Teff , the upper bound on
Th imposes a lower bound on Te and reciprocally. Therefore, three different constraints
apply on the carrier temperatures:

TL ≤ Te ≤ (1− ξ)Tmax

TL ≤ Th ≤ ξTmax

1

Teff

=
1− ξ

Te

+
ξ

Th

(5.9)

where Tmax = 2 (⟨Eabs⟩ − Eg) /3kB and ⟨Eabs⟩ = Elas = 1.265 eV is the average energy of
absorbed photons. This set of equations is depicted schematically in Figure 5.6.

We computed these boundaries for all fitted values of Teff , and reported the result
in pale colors in Figure 5.5a. Note that the boundaries derived for electron and hole
temperatures depend strongly on the effective mass mismatch ξ. In this InGaAsP QW,
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Figure 5.6: Schematic representation of physical constraints on Te and Th for a given
value of Teff ≃ 2TL and ξ ≃ 0.09. Red (resp. green) lines show the lower (resp. upper)
bound for electron and hole temperatures given by Equation (5.9). Pale colors indicate the
accessible temperature range, as shown in Figure 5.5a.

the extreme mass mismatch ξ ≃ 0.09 implies a very restrictive constraint on Te and Th,
as shown in Figure 5.7c.

The fitted value of electron temperature (orange points) is always comprised in the
physically available range (light orange region). However, hole temperature is almost
systematically above the boundaries (light green region). This means that electron-hole
interactions cannot be completely neglected. In fact, holes capture a fraction of the
electron energy (through Coulomb scattering or Auger recombination for instance), and
can therefore reach higher temperatures than what would be allowed purely from photon
absorption, as described in [Bradley et al. 1989, Leo and Collet 1991].
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Figure 5.7: Restricted boundaries for electron and hole temperatures as a function of the
effective temperature Teff , assuming no electron-hole interaction, for different values of
the mass mismatch: (a) ξ = 0.33, (b) ξ = 0.17, (c) ξ = 0.09. For this plot, Eg = 0.82 eV
and Elas = 1.265 eV. In panel (c), hole temperature is comprised between 300 and 310 K,
and is therefore not distinguishable from lattice temperature.
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Chapter 5. Distinct temperatures: discriminating electrons from holes temperatures

Result 5.4. (Energy redistribution between electrons and holes)
We showed that holes are hotter than what would be allowed purely by photon ab-
sorption. This means that they have exchanged some energy with electrons, through
Coulomb interaction for instance [Vezin et al. 2024c]. Such an energy redistribution
has been described theoretically [Leo and Collet 1991] and experimentally [Bradley
et al. 1989] in time-resolved PL experiments. However, it had never been evidenced
with PL in steady-state before.

5.5.2.2 Carrier thermalization in the two-temperature model

As discussed in the general introduction, carrier thermalization is often described by a
thermalization coefficient Q, such that the temperature elevation is roughly proportional
to the thermalized power Ith (see Equation (1.3)). The generalization of this property to
systems with two temperatures is not straightforward, as will be shown in this section.

We follow the detailed balance derivation proposed by several authors [Kumekov and
Perel 1988, Tsai 2018], which allows to derive an exact expression of the thermalization
rates based on Fermi Golden Rule. Taking into account the emission and absorption of
LO phonons by both carrier types, as well as the decay of LO phonons into acoustic
phonons, we show that the steady-state phonon population writes

Nq =

Nq(Te)

τ eq
+

Nq(Th)

τhq
+

Nq(TL)

τLOq

1

τ eq
+

1

τhq
+

1

τLOq

(5.10)

where

Nq(T ) =

[
exp

(
Eq

kBT

)
− 1

]−1

is the equilibrium phonon population at temperature

T .
τ iq = The interaction time of LO phonons with carrier i.
τLOq = The decay time of LO phonons into acoustic phonons by Klemens

mechanism.

Therefore, following Equation (1.4) the energy loss rate of electrons in steady state
writes

(
dE

dt

)
e

=
∑
q

Eq

τ eq

Nq(Te)−Nq(Th)

τhq
+

Nq(Te)−Nq(TL)

τLOq

1

τ eq
+

1

τhq
+

1

τLOq

(5.11)

and using the familiar linear expansion for Nq(Ti)−Nq(Tj) [Giteau et al. 2020], we show
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that

(
dE

dt

)
e

=
∑
q

Eq

τ eq

 1

1 +
τ eq
τhq

+
τ eq
τLOq

Eq

kBT 2
h

(Te − Th)

exp

(
Eq

kBTh

)
(
exp

(
Eq

kBTh

)
− 1

)2

+
1

1 +
τLOq

τ eq
+

τLOq

τhq

Eq

kBT 2
L

(Te − TL)

exp

(
Eq

kBTL

)
(
exp

(
Eq

kBTL

)
− 1

)2


(5.12)

This can be put under the form(
dE

dt

)
e

= Qeh(Te − Th) +QeL(Te − TL) (5.13)

where Qeh and QeL are complex functions of the carrier distributions (µe, µh, Te, Th), and
LO phonon dispersion relation. Note that Qeh and QeL have the dimension of thermaliz-
ation coefficients, and can be expressed in W.cm−2.K−1.

This equation is fundamental, because it states that the thermalization rate of elec-
trons depends not only on the difference of temperature between electrons and the lattice,
but also on the difference of temperature between electrons and holes. The latter is a
term of electron-hole interaction mediated by LO phonons. It can be understood with
the following picture. When electrons are hotter than holes, they emit more LO phon-
ons. Holes may reabsorb part of these LO phonons emitted by electrons. Consequently,
electrons lose energy to holes through LO phonons.

Result 5.5. (Energy redistribution mediated by LO phonons)
In the two-temperature model, carrier energy loss rates can be written as a term of
relaxation towards lattice temperature plus a term of relaxation towards the other
carrier temperature. This carrier-carrier interaction mediated by LO phonons may be
instrumental to understand carrier thermalization in the two-temperature model. In
particular, it might explain the energy redistribution observed in the previous section.

5.6 Conclusion

In this chapter, we proposed the first purely optical method to determine simultan-
eously electron and hole temperatures from photoluminescence in steady-state. This tech-
nique relies on the measurement of BF effect. Therefore, it applies only to systems close
enough to degeneracy (typically ∆µeff ≳ Eg − 5kBTeff). This condition is not expected to
be restrictive for most hot-carrier absorber which are submitted to intense photogenera-
tion. In addition, the determination of electron and hole temperatures requires a good
knowledge of the absorptivity of the system, otherwise the contribution of BF may not
distinguishable.
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We successfully applied this technique on sample 5006 (InGaAsP/InGaAsP single
quantum well) at room temperature. We report electron temperatures around 1000 K at
largest excitation intensity, while holes remain much colder, close to the lattice temperat-
ure. The small increase in hole temperature was shown to be too large to be explained by
photon absorption. Therefore, we evidenced energy redistribution between electrons and
holes. We suggested that phonon-mediated electron-hole interactions could potentially
explain this effect. However, further in-depth investigation of two-temperature thermal-
ization is required.

As will be discussed in the following chapter, proper two-temperature characterization
of hot-carrier absorbers may help increase slightly the performances of Hot-Carrier Solar
Cells (HCSCs).

Perspectives

• Reduce the uncertainty over the determination of carrier temperatures. This re-
quires to study a sample with more stable absorptivity.

• Investigate in greater details the two-temperature thermalization model. Can it
explain the carrier temperature dependence with excitation power? To this extent,
studying PL spectra acquired with more homogeneous laser spot would be conveni-
ent to reduce energy diffusion effects.

• The possibility to distinguish electron and hole temperatures opens interesting per-
spectives with respect to hot-carrier transport. Indeed, the study proposed in
chapter 4 assumed that electrons and holes had the same temperature. However,
a more general theoretical framework with unequal temperatures would be rather
straightforward, especially if holes are assumed to stay at lattice temperature. The
biggest difficulty is on the experimental side, as uncertainty over electron and hole
temperatures is still too large to allow us to measure reliable gradients.
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Chapter 6

Operation, design and resilience of a
two-temperature hot-carrier solar
cell

In the previous two chapters, we have shown that temperatures in the absorber of a
Hot-Carrier Solar Cell (HCSC) could be uneven. In chapter 4, we generated and studied
a temperature gradient in a hot-carrier absorber. In chapter 5, we investigated the case
of different temperatures for electrons and holes. In fact, both effects imply that the
temperature of electrons extracted at one end of the device and of holes extracted at the
other end will be different (see Figure 6.1). In this chapter, we investigate the effect of
such uneven temperatures on the operation and design of HCSCs, and in particular on
their efficiency.

x

T

Hot electron

Cold hole

CB

VB

(a)

x

T

Hot electron

Cold hole

CB

VB

(b)

Figure 6.1: Similarities between (a) a HCSC with different temperature for electrons and
holes and (b) a HCSC with a gradient of temperature. CB (resp. VB) stands for conduc-
tion (resp. valence) band.

To do so, we investigate primarily the situation depicted in Figure 6.1a, where electrons
and holes have different but homogeneous temperature. We first propose an extension of
the model presented in chapter 3, that accounts for different homogeneous temperatures
for electrons and holes. This model differs from previous isothermal approaches [Ross
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and Nozik 1982, Wurfel 1997, Le Bris and Guillemoles 2010, Limpert et al. 2015] by the
fact that we explicitly distinguish electrons and holes, which are assumed to form thermal
distributions with different temperatures. It is largely inspired by [Gibelli et al. 2019],
but we simplified many elements of the model to be able to obtain more explicit results.
In particular,

1. we consider the energy-selective contacts as ideal because we want to focus on the
effect of the two temperatures and we do not try to be as realistic as possible. This
simplification notably allows us to establish an expression for the voltage of the cell.

2. we do not include electron-hole interactions.

In this chapter, we focus on computing the energy-conversion efficiency of the system in
various conditions. In particular, we will study the notion of resilience to two-temperature
effects: is it important to consider two-temperature effects when designing a HCSC? How
do two-temperature HCSCs behave when they are used in non-optimal configurations?

In this chapter, we first describe the two-temperature model in section 6.2. We then use
this model to compute the operation of an example two-temperature HCSC in section 6.3.
Then, we discuss specifically the impact of the two-temperature effect on the performances
of HCSCs in section 6.4 and show that the two-temperature effect actually increases the
efficiency of such devices by about 2 percentage points at best. We further analyze the
sensitivity of HCSCs with respect to the position of their extraction levels. While in
one-temperature HCSCs, only the difference between electron and hole extraction energy
is significant, in two-temperature HCSCs, the precise position of these levels is crucial for
maintaining high efficiencies.

Results from this chapter are currently being reviewed in EPJ Photovoltaics.
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Chapter 6. Operation, design and resilience of a two-temperature hot-carrier solar cell

6.1 Highlights

Theoretical Highlight 6.1. (Two-temperature HCSC model)
We describe the equations that allow to model a two-temperature HCSC. This model
is a generalization of the one proposed in chapter 3, where we distinguish electrons
from holes in the power balance.

Numerical Highlight 6.1. (Impact
of the two-temperature effect on
the efficiency of HCSCs)
Two-temperature HCSCs exhibit higher
efficiencies – 2 percentage points at
best – as compared with their one-
temperature counterparts. However,
this effect vanishes for ideal HCSCs
with vanishing thermalization coeffi-
cients. Therefore, the optimal efficiency
of two-temperature HCSCs is the same
as one-temperature ones, about 86 %
under full concentration.

Numerical Highlight 6.2. (Resili-
ence of two-temperature HCSCs)
HCSCs are resilient to two-temperature
effects, in the sense that HCSCs de-
signed based on incorrect knowledge of
the individual temperatures of electrons
and holes would have, at worse, and ef-
ficiency reduced by about 2 percentage
points. However, two-temperature HC-
SCs are sensitive to the position of each
energy-selective contact, and not only on
their difference, as is the case for one-
temperature HCSCs.
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6.2. Two-temperature hot-carrier solar cell modelling

6.2 Two-temperature hot-carrier solar cell modelling

In this section, we present the two-temperature HCSC model, which is represented
schematically in Figure 6.2. We first describe the balance equations governing such a
system. Then we provide a complete derivation of the voltage of the two-temperature
HCSC in the case of isentropic extraction. Finally, we show that the two-temperature
model can simulate any one-temperature HCSC, provided that the correct parameters are
used.

Lattice

Electrons

Holes

Sunlight

Absorber
Carriers

,

,

,

,

Electrode

Figure 6.2: Schematic representation of a two-temperature HCSC. All parameters are rep-
resented explicitly. Colors are representative of the expected temperature of each subsystem
(blue for cold, red for hot).

6.2.1 Balance equations in the two-temperature model

Just like for the one-temperature HCSC model presented in chapter 3, we consider a
system illuminated by the sun (with concentration factor C). The absorber is a semicon-
ductor of bandgap Eg, described within the Boltzmann approximation, in which carriers
may (1) absorb photons, (2) emit photons by radiative recombination, (3) be extracted
isentropically by perfectly selective contacts and (4) thermalize with the lattice. However,
this time, we distinguish the effect of these 4 processes on electrons and holes. Electrons
and holes distributions are still thermal distribution, but may have different temperature
Te and Th, and different chemical potentials µe and µh.

6.2.1.1 Particle balance

All the processes changing the number of particles in the two-temperature HCSC are
symmetrical for electrons and holes. Therefore, the particle balance writes the same for
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Chapter 6. Operation, design and resilience of a two-temperature hot-carrier solar cell

the two subsystems. In steady state, the number of electrons should stay constant, such
that

Φabs − Φrad − JN = 0 (6.1)

where

Φabs =
∫∞
Eg

ϕ⊙(E) dE is the total solar flux absorbed by the system (in s−1.m−2). It

depends on the bandgap of the absorber Eg and on the concentration factor C.

Φrad =
∫∞
Eg

2π
h3c2

E2
(
exp E−∆µeff

kBTeff
− 1
)−1

dE the photon flux emitted by the system (in

s−1.m−2), described by the two-temperature GPL (see Equation (2.18)). It
depends on the bandgap of the material Eg, but also on the effective
temperature Teff and QFLS ∆µeff (see Equation (5.2)).

JN = the particle current running through the cell (in s−1.m−2).

The particle balance of the two-temperature HCSC relies on the same 4 variables than
the one of the one-temperature HCSC, namely: the concentration factor C, the bandgap
of the absorber Eg, the effective temperature Teff and the effective QFLS ∆µeff .

6.2.1.2 Power balance

In the two-temperature HCSC, it is necessary to write one power balance for electrons
and one for holes. Indeed, as was highlighted in chapter 5, none of the processes that
change electrons or holes energy are symmetrical for the two carrier types. In steady-state,

Pabs,i − Prad,i − Pth,i − Pext,i = 0 (6.2)

where

i = Denotes either electrons (e) or holes (h).
Pabs,i =

∫∞
Eg

Ei(E)ϕ⊙(E) dE is the power absorbed by carrier type i (in W.m−2). It

depends only on the bandgap Eg, on the concentration factor C and on the
effective mass mismatch ξ through the term Ei(E) (see Equation (2.3)).

Prad,i =
∫∞
Eg

Ei(E)ϕrad(E) dE is the power emitted by the subsystem composed of

carriers i (in W.m−2). It depends on the bandgap of the material Eg, on the
effective temperature Teff and QFLS ∆µeff through the term ϕrad(E), but also
on the effective mass mismatch ξ through the term Ei(E).

Pth,i = Qi(Ti − TL) is the power thermalized by carriers i (in W.m−2). A priori,
electrons and holes have different thermalization coefficients.

Pext,i = JNEext,i is the power lost by carriers i due to the extraction (in W.m−2). Eext,i

is the extraction energy of carrier i. A priori, electrons and holes have
different extraction energies, as represented in Figure 6.2.

It appears that the description of the power balance in the two-temperature HCSC is
more complex than for the one-temperature HCSC. This time, it is necessary to distinguish
thermalization coefficients and extraction energies of electrons and holes. In addition, it
is necessary to introduce the effective mass mismatch ξ. However, the only term that
depends on Te and Th individually in these equations is the thermalized power. All other
terms depend only on the effective temperature.

127



6.2. Two-temperature hot-carrier solar cell modelling

Within the effective mass approximation, electrons and holes participating in absorb-
ing a photon of energy E all have the same energy, given by Equation (2.3). Using this
relation, the absorbed and emitted powers can be put under the following simple form:

Pabs,e = (1− ξ)Pabs −
(
1

2
− ξ

)
EgΦabs (6.3)

Pabs,h = ξPabs +

(
1

2
− ξ

)
EgΦabs (6.4)

And emitted fluxes Prad,i have similar expressions (simply replace “abs” by “rad” in the
formula).

It may appear surprising that the power radiated by electrons (resp. holes) depends
only on the effective temperature Teff , and not directly on electron (resp. hole) temper-
ature Te (resp. Th). However, that is simply a consequence of the fact that we assumed
perfect absorptivity A(E) = Θ(E−Eg) in the two-temperature GPL (see Equation (5.1)).

6.2.2 Voltage of two-temperature hot-carrier solar cells

To compute the voltage of a two-temperature HCSC, we assume that electrons and
holes are described by thermal distributions, characterized by Te, µe, Th and µh. These
four variables form the thermodynamical state of the absorber. By convention, electrons
are extracted at the right contact (at room temperature and with a chemical potential
µe,R), and holes are extracted in the left contact (with chemical potential µh,L). Note
that the latter process is equivalent to reinjecting electrons in the absorber from the left
contact, with a chemical potential µe,L = −µh,L.

The voltage of an electrical device V is linked to the work that one can extract from
an electron circulating across the system. By definition, this is linked to the chemical
potential of the electrodes as

eV =
Pelec

JN
= µe,R + µh,L (6.5)

By writing the thermodynamical equilibrium of the two-temperature HCSC, it is pos-
sible to compute µe,R and µh,L as a function of the thermodynamical state in the absorber.
We write the variation of energy in the absorber, dUabs

e , and in the contact dU con
e at the

right side of the system, where an electron is removed from the absorber and injected in
the contact. By definition,{

dUabs
e = −Eext,e = −µe + TedS

abs
e

dU con
e = +Eext,e = +µe,R + TLdS

con
e

(6.6)

where

Eext,e = The extraction energy of electrons at the right contact.
µe = The chemical potential of electrons in the absorber.
Te = The temperature of electrons in the absorber.
TL = The temperature of carriers in the contact. In this chapter, we assume that

TL = 300 K.
dSabs

e = The variation of entropy in the absorber at the right contact.
dScon

e = The variation of entropy in the right contact.
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Similarly, at the left contact, where an electron is injected from the contact to the
absorber (i.e. a hole is injected from the the absorber valence band to the contact valence
band), one gets {

dUabs
h = −Eext,h = −µh + ThdS

abs
h

dU con
h = +Eext,h = +µh,L + TLdS

con
h

(6.7)

where the signs of Eext,h, µh and µh,L have been changed because we describe electrons in
the valence band as holes with opposite energy and chemical potential (see section 2.1.1).

Since the exchange of particles is supposed to be isentropic, no entropy is created in
the system, such that

dSabs + dScon = 0 ⇔ dSabs
e + dSabs

h = −dScon
e − dScon

h (6.8)

By injecting Equation (6.6) and Equation (6.7), we obtain

µe − Eext,e

Te

+
µh − Eext,h

Th

= −Eext,e − µe,R + Eext,h − µh,L

TL

(6.9)

i.e. eV = Eext,e

(
1− TL

Te

)
+ µe

TL

Te

+ Eext,h

(
1− TL

Th

)
+ µh

TL

Th

(6.10)

Result 6.1. (Voltage of a two-temperature hot-carrier solar cell)
The voltage of a two-temperature HCSC is given by

eV = Eext,e

(
1− TL

Te

)
+ µe

TL

Te

+ Eext,h

(
1− TL

Th

)
+ µh

TL

Th

(6.11)

In general, this equation involves the chemical potentials and extraction energies
of electrons and holes independently. In the special case where Te = Th = Teff , we
recover the usual voltage of a one-temperature HCSC, which only depends on the total
extraction energy ∆Eext = Eext,e + Eext,h and on the QFLS ∆µeff = µe + µh

eV = ∆Eext

(
1− TL

Teff

)
+∆µeff

TL

Teff

6.2.3 Retrieving one-temperature hot-carrier solar cells

Our two-temperature model allows to simulate any one-temperature HCSCs. Indeed,
by carefully selecting the two-temperature model parameters, we can ensure that electron
and hole temperatures are equal at all operation points (i.e. at all JN). At open-circuit
voltage (JN = 0), one finds that Te = Th if and only if{

Qe = (1− ξ)Q

Qh = ξQ
(6.12)
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where Q is a free parameter that can take any positive value. And then to have Te = Th

for any arbitrary value of the current, we find that:
Eext,e =

Eg

2
+ (1− ξ)(∆Eext − Eg)

Eext,h =
Eg

2
+ ξ(∆Eext − Eg)

(6.13)

where ∆Eext is another free parameter.
This shows that it is possible to build a HCSC which will have Te = Th at all operating

points, no matter how strong the mass mismatch is. In this configuration, the two-
temperature HCSC becomes strictly equivalent to the one-temperature model defined in
chapter 3. In particular, in this configuration, the cell is parametrized by a single effective
thermalization coefficient Q and a single extraction energy ∆Eext.

Note that the parametrization of this particular two-temperature HCSC depends on
the mass mismatch ξ, but it can be shown that its operation does not. In particular, the
effective temperature, the voltage, the efficiency, etc. will not depend on ξ but only on
the value of Q and ∆Eext.

6.3 Operation of two-temperature hot-carrier solar

cells

Now that we have defined the equations ruling two-temperature HCSCs, we are in-
terested in finding their maximum power point. This can be done by simulating the JV
characteristic of the cell, similarly to what was presented for one-temperature HCSCs in
chapter 3. For all possible values of the current JN , we compute the voltage with the
procedure described in Result 6.2. From there, we can identify the operation point that
maximizes the electrical power output of the HCSC: Pelec = eJNV .

Result 6.2. (Physical engine underlying our two-temperature HCSC model)
A two-temperature HCSC is defined by a set of seven “material” parameters: C,
Eg, ξ, Eext,e, Eext,h, Qe and Qh. The internal state of the HCSC is defined by four
thermodynamical variables describing the carrier distributions (Te, µe, Th and µh).

For a given extraction current JN , the thermodynamical state of the absorber may
be determined by solving a system of four equations:

1. The particle balance

0 = Φabs − Φrad(Teff ,∆µeff)− JN (6.14)

2. Two power balance equations (one for electrons and one for holes){
0 = Pabs,e − Prad,e(Teff ,∆µeff)−Qe(Te − TL)− JNEext,e

0 = Pabs,h − Prad,h(Teff ,∆µeff)−Qh(Th(Teff , Te)− TL)− JNEext,h

(6.15)

where the relation Th(Teff , Te) is given by the definition of the effective temperat-
ure. Note that these three first equation depends only on three variables: Teff , Te
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and ∆µeff (see Toolbox 5.1 for a conversion table), so we can already determine
three of the four variables with this set of equations.

3. Finally, we close the system with electroneutrality relation. As we assumed that
the carrier distributions could be described by the Boltzmann approximation,
electroneutrality writes (see Appendix B):

µe

Te

=
µh

Th

+
3

2
kB ln

(
mhTh

meTe

)
+

Eg

2

(
1

Te

− 1

Th

)
(6.16)

Once Te, µe, Th and µh are known from solving this system for a specific value of
the current JN , the voltage of the cell is given by Equation (6.11):

eV = Eext,e

(
1− TL

Te

)
+ µe

TL

Te

+ Eext,h

(
1− TL

Th

)
+ µh

TL

Te

We provide an example of cell simulation in Figure 6.3. We represent the JV charac-
teristic, but also electron and hole temperatures as a function of the extraction current,
the chemical potentials, and we represent the particle and power balances in a graphical
way.

We purposely represent a case with high electron extraction energy and low hole
extraction energy, such that electron temperature decreases with increasing extraction
current, while hole temperature increases. At open-circuit voltage, electron temperature
is higher than that of holes due to the fact that electrons have lower effective mass and that
thermalization coefficients are equal. However, as the current increases, hole temperature
becomes larger than electron temperature, and can even become hotter than the Sun. As
was already explained in section 3.4, this is not contradictory.

Also as in section 3.4, we observe that the system does not always have physical
solutions, especially at large current and extraction energies. For two-temperature HC-
SCs, there are two constraints as both electron and hole temperatures must be positive.
The condition obtained in the one-temperature case (Equation (3.15)) can be extended
straightforwardly, and we get that the system admits no physical solution if and only if

{
Eext,e > Ecrit,e or Eext,h > Ecrit,h

JN > min(Jcrit,e, Jcrit,h)
with



Ecrit,e =
Eg

2
+

Pabs,e − (Eg/2)Jabs +QeTL

Jabs

Ecrit,h =
Eg

2
+

Pabs,h − (Eg/2)Jabs +QhTL

Jabs

Jcrit,e =
Pabs,e − (Eg/2)Jabs +QeTL

Eext,e − Eg/2

Jcrit,h =
Pabs,h − (Eg/2)Jabs +QhTL

Eext,h − Eg/2
(6.17)

In Figure 6.3, we represent a case where Eext,e > Ecrit,e . Therefore, the extracted current
is limited by Jcrit,e ≃ 440 A.m−2 rather than by Jabs ≃ 600 A.m−2, and for JN → Jcrit,e,
we notice that Te → 0 K.
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Figure 6.3: Representation of the operation of a two-temperature HCSC under one sun
illumination: (a) temperatures, (b) QFLS, (c) JV characteristics, (d) particle balance, (e)
power balance. Plain black line indicates the absorbed current Jabs = eΦabs ≃ 600 A.m−2.
This cell was simulated with the following parameters: Eg = 1 eV, ξ = 1/3, Qe = Qh =
1× 10−6 W.cm−2.K−1, Eext,e = 1.3 eV, Eext,h = 0.7 eV.
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6.4 Impact of the two-temperature effect on the op-

eration of hot-carrier solar cells

In this section, we propose to evaluate the impact of two-temperatures on the operation
of HCSCs. To do so, we need a reference one-temperature HCSC as point of comparison.
There exist many different ways of defining the reference HCSC. For instance, it could
be a cell with same effective temperature or same total thermalized power, and these
definitions are not equivalent. Therefore, we start by describing how we define the designs
to compare in section 6.4.1. Second, we compute the efficiency of a HCSC with and
without two-temperature effects in section 6.4.2, and show that the two-temperature
HCSC is always more efficient than the one-temperature one (at fixed Teff). Finally, we
study the sensitivity of two-temperature HCSCs to their design in section 6.4.3. We
show that the position of each energy-selective contact matters when designing the two-
temperature, but that it is not mandatory to assess precisely the temperature mismatch
in the absorber to design efficient HCSCs.

6.4.1 One and two-temperature designs

We imagine that we want to build a HCSC with a given material as absorber. In
this configuration, all properties of the absorber (bandgap Eg, effective mass mismatch ξ,
thermalization coefficients Qe and Qh) are imposed by the choice of material. Therefore,
we call design of the HCSC the choice of position for its energy-selective contacts. To find
the optimal design of this HCSC, we test all possible combinations of Eext,e and Eext,h until
we find the combination with highest efficiency. The HCSC optimal design depends on the
temperature of carriers in the absorber, and therefore on the thermalization coefficients
Qe and Qh.

However, in general, thermalization coefficients cannot be found in tables, and we must
measure them, for instance with continuous-wave Photoluminescence (PL) spectroscopy.
Indeed, PL experiments are conducted at open-circuit (JN = 0), and it is generally
possible to know the absorbed flux and power. From there, measuring electron and
hole temperatures with PL spectroscopy (see chapter 5) is equivalent to measuring the
thermalization rates, because all other parameters in the balance equations governing the
system are known (see Result 6.2).

When using two-temperature analysis on PL spectra, it is possible to measure the true
thermalization coefficients, that we write Q2T

e and Q2T
h . The optimal design obtained for

this set of thermalization coefficients is called 2T design, and the resulting efficiency of
the HCSC is called 2T efficiency, written as η2T .

However, standard PL analysis does not provide that much information on the sample,
as represented in Figure 6.4. It only grants access to the effective temperature Teff . With
such knowledge, it is not possible to recover the true values of Qe and Qh. Instead, we
would obtain the values Q1T

e and Q1T
h such that Te = Th = Teff at open-circuit, as shown in

Figure 6.4b. Based on these “incorrect” values of the thermalization coefficients, we can
compute what we call here the 1T design (see Figure 6.4c), which is the optimal design
of a cell assuming that Qe = Q1T

e and Qh = Q1T
h . The efficiency of the device composed

of the real absorber equipped with contacts placed following the 1T design is called 1T
efficiency, η1T .
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Figure 6.4: Steps to design a HCSC from one temperature PL analysis. (a) Representation
of the absorber with unknown thermalization coefficients. (b) From a one-temperature
PL analysis, we determine the thermalization coefficients such that Te = Th = Teff in
the absorber. (c) Using the thermalization coefficients determined in (b), we deduce the
optimal position of the extraction energies (1T design). (d) Finally, we compute the 1T
efficiency of the device by using its true thermalization coefficients, obtained from a two-
temperature PL analysis.

6.4.2 Sensitivity of hot-carrier solar cells to the two-temperature
effect

In this section, we assume that a certain absorber has been characterized by PL under
1 sun conditions, and that its effective temperature at open-circuit Teff is known. We
are interested in comparing the 1T and 2T designs for different values of the temperature
mismatch r = Te/Th at open-circuit. We will first report the efficiencies, then the position
of the extraction energies, and finally we will study the variations of electrical figures of
merit with r.

6.4.2.1 Efficiency

Figure 6.5 presents the efficiencies of the two designs computed with Eg = 1 eV
and Teff = 2000 K under one sun illumination. This situation corresponds to Q ≃ 2 ×
10−5 W.cm−2.K−1.

Notice how the 2T efficiency is always higher than the 1T efficiency. This is expec-
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Figure 6.5: Comparison of the efficiencies of HCSCs based on the 1T and 2T designs as a
function of the temperature mismatch r for an effective mass mismatch (a) ξ = 1/2 and (b)
ξ = 1/11. Computations are performed assuming an effective temperature Teff = 2000 K
at open-circuit and a bandgap Eg = 1 eV.

ted, as both efficiencies are computed by simulating a HCSC with the same absorber,
but different contacts. As the 1T design is computed assuming incorrect values of the
thermalization coefficients, it is necessarily less efficient than the 2T design, which is the
optimum computed with correct thermalization coefficients.

More surprisingly, the 1T efficiency is always higher when r ̸= 1 than when r = 1.
This means that the two-temperature effect is beneficial even for HCSCs which have been
designed disregarding this effect.

However, the two-temperature effect disappears both for the 1T and 2T designs when
Qe,h → 0 and Qe,h → ∞. This can be understood as follows:

• When Qe,h → 0, thermalization losses become negligible. But in this case, the only
term allowing to distinguish Te and Th in the equations disappear (see Result 6.2).
Therefore the operation of the two-temperature HCSC no longer depends on the
value of r.

• When Qe,h → ∞, the fast thermalization ensures that Te ≃ Th ≃ 300 K, such that
there cannot be two temperatures in the absorber.

Therefore, the two-temperature effect does not change the efficiency of ideal HCSC, nor
of ideal thermalized solar cells.

In the symmetrical case (ξ = 1/2, see Figure 6.5a), it does not matter which carrier is
hotter than the other. However, when effective masses are not the same (see Figure 6.5b),
this is no longer the case. It appears that the HCSC is more efficient when the hottest
carriers are the lighter ones. In the case presented here, electrons are the lightest carriers
so this corresponds to r > 1.

Result 6.3. (The two-temperature effect is beneficial for non-ideal HCSCs)
Two temperature effect allows an increase in efficiency of HCSCs. In best case scenario,
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when electrons and holes have identical effective masses and strongly different temper-
atures and when Teff ≃ 2000 K at open-circuit, the increase of efficiency can be up to
2 percentage points as compared with the case r = 1. However, the two-temperature
effect does not increase the optimal efficiency of HCSCs, as its contribution becomes
negligible when Q → 0.

6.4.2.2 Optimal design of the two-temperature hot-carrier solar cell

To understand why the two-temperature effect is beneficial to the efficiency of HCSCs,
we represent the optimal designs mentioned in the previous paragraph. We report in
Figure 6.6 the value of the extraction energies for the 1T and 2T designs as a function
of the temperature mismatch. For this effective temperature Teff = 2000 K and bandgap
Eg = 1 eV, the extraction energy of the 1T design is ∆Eext = 1.686 eV, which corresponds
to Eext,e = Eext,h = 0.843 eV in the symmetrical case, and to Eext,e = 1.124 eV and
Eext,h = 0.562 eV when ξ = 1/11 (see Equation (6.13)). Since the 1T design does not
depend on the value of r, we only report the difference between the 1T and 2T designs.
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Figure 6.6: Difference in extraction energies between the 1T and 2T designs, as a function
of the temperature mismatch r and for an effective mass mismatch (a) ξ = 1/2 and (b)
ξ = 1/11. Computations are performed assuming an effective temperature Teff = 2000 K
at open-circuit and a bandgap Eg = 1 eV.

When r = 1, 1T and 2T designs are the same, as expected. However, both electron and
hole optimal extraction energies in the 2T design depend on the observed value of r. This
is simply a consequence of the fact that electron and hole temperatures depend on r. The
optimal extraction energy of a given carrier is an increasing function of its temperature,
which was a well-known fact for one-temperature HCSCs [Le Bris and Guillemoles 2010].

However, the total extraction energy ∆Eext = Eext,e + Eext,h is minimal when r = 1,
and increases as r departs from 1 in both directions. This is consistent with the fact that
the efficiency of the 2T design is higher when r ̸= 1. Indeed, if every other parameter was
constant, increasing ∆Eext would increase the voltage of the cell and hence the efficiency.
This explanation is tentative, because the increase of ∆Eext has the same shape as the one
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of η2T . However, temperatures in the absorber clearly depend on r, so the explanation
cannot be that simple. To obtain more insight into the mechanisms behind this increase
in efficiency, we computed the electrical figures of merit of two-temperature HCSC, which
are presented in the following section.

Result 6.4. (Efficiency and optimal design of a two-temperature HCSC)
In all our computations, the optimal efficiency of the 2T design was shown to be
slightly larger than the corresponding 1T design. The largest observed difference in
efficiency between these two designs is ∼ 1 points, and the largest difference in design
of the energy-selective contacts is ±50 meV.

6.4.2.3 Electrical figures of merit

When comparing the efficiency of different solar cells, it is customary to consider three
electrical figures of merit:

1. The open-circuit voltage, Voc (in V), is the voltage when no charges are extrac-
ted (JN = 0).

2. The short-circuit current, Jsc (in A.m−2), is the current circulating in the cell
when no electrical bias is applied.

3. The fill-factor, FF (dimensionless), is the ratio between the output power of
the solar cell and the product JscVoc.

By definition, the output power of the solar cell writes Pelec = Jsc × Voc ×FF . Therefore,
the variations of these figures of merit at constant absorbed power are directly linked to
variations of the efficiency.

We represent the variations of these three figures of merit, first for the 1T design in
Figure 6.7a, then for the 2T design in Figure 6.7b. As we considered the case ξ = 1/2,
we only report the case r ≥ 1, which is symmetrical of the case r ≤ 1.

For the 1T design, only the fill factor changes with r. Therefore the effect of the
two-temperature effect alone is to increase the fill factor. The maximum increase of the
fill factor is about 2 %, which corresponds to an increase of 1 percentage point of the
efficiency.

When we further optimize the design of energy-selective contacts by going to the 2T
design, we can almost maintain the increase in fill factor, while increasing also the open-
circuit voltage by about 2 % (see Figure 6.7b). This results in another increase of 1 point
of the total efficiency. These results are perfectly consistent with the increase in efficiency
for the 1T and 2T designs, shown in Figure 6.5a.

Note that the short circuit current never depends on r. This is simply because we
assumed a perfect absorptivity, such that in most configurations, Jsc = Jabs = eΦabs. The
only exceptions are cases where one of the extraction energies is above its critical value
(see Equation (6.17)), but that should not happen for designs close to the optimum.

More surprising is the fact that the open-circuit voltage does not depend on r for
the 1T design. Indeed, all thermodynamical variables controlling the voltage (see Equa-
tion (6.11)) change with r. However, for some reason, their changes compensate one
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Figure 6.7: Variation of the electrical figures of merit of (a) 1T design and (b) 2T design,
shown as a percentage with respect to their value at r = 1. Computations are done
assuming ξ = 1/2. In panel (a), lines for Voc and Jsc are indistinguishable.

another. This could certainly be linked to more fundamental aspects of two-temperature
HCSCs in future research.

Result 6.5. (Effect of the temperature mismatch on HCSCs)
For a fixed design of HCSC, temperature mismatch results in an increase of the fill-
factor.

6.4.3 Resilience of two-temperature hot-carrier solar cells

6.4.3.1 Sensitivity to extraction energies

When designing a one-temperature HCSC according to Ross-Nozik model, the spe-
cific position of each energy-selective contact has no impact. Only their difference does.
However, for two-temperature HCSCs, the efficiency depends strongly on the position
of each contact, and it becomes important to select the right position. To illustrate
this idea, we represent the efficiency of a two-temperature HCSC at a fixed value of
∆Eext = Eext,e + Eext,h, but depending on the position of Eext,e in Figure 6.8.

It confirms that the efficiency depends on the position of the contacts. However, the
sensitivity depends strongly on the effective mass mismatch and the effective temperature
in the absorber. The symmetrical cell is only weakly sensitive to the position of the
contacts, and a variation of ±100 meV around the maximum translates into a change in
efficiency of ∼ 5 percentage points. In comparison, the asymmetrical cell is much more
sensitive to the position of the contact, especially for cells close to ideality with large
effective temperatures. In such cases, a change in 100 meV of the position of the contacts
can entail a change in efficiency larger than 20 percentage points. This effect is attributed
to the sensitivity to the position of the hole extraction energy Eext,h = ∆Eext − Eext,e

rather than of the electron extraction energy. Indeed, for such an asymmetrical cell, holes
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Figure 6.8: Efficiency of a two-temperature HCSC as a function of the position of the
electron extraction level Eext,e for an effective mass mismatch (a) ξ = 1/2 and (b) ξ =
1/11. Computations are performed under one sun illumination, assuming Eg = 1 eV,
∆Eext = 2 eV, Qe = Qh and for different effective temperatures at open circuit.

are much colder than electrons, and therefore they must be extracted close to the bottom
of the valence band.

Generally speaking, the sensitivity to the position of the contacts decreases when the
thermalization coefficient increases. In the limit of very large thermalization coefficient
(Teff → 300 K), we recover the result of Shockley-Queisser that the efficiency of the cell
no longer depends on the position of the contacts.

Note also how the optimal position of the energy-selective contacts depends on the
thermalization coefficient Q in the asymmetrical case. This is again an illustration of the
fact that the optimal extraction energy of carriers depend on their temperature.

Result 6.6. (Sensitivity of the two-temperature HCSC to its design)
Two-temperature HCSCs are sensitive to the position of their extraction energies.
This is particularly the case of almost ideal HCSCs with vanishing thermalization
coefficient. In this case, a change of 100 meV of the extraction energy can lead to a
change in efficiency larger than 20 points. This result emphasizes on the importance
of carefully designing energy-selective contacts for highly efficient two-temperature
HCSCs.

6.4.3.2 Resilience to incorrect determination of the temperature mismatch

Our final investigation on the two-temperature effect is towards the determination of
the temperature mismatch r. We understand how to design the two-temperature HCSC
for a given value of r, but how well will this cell operate if our estimate of r was wrong
in the first place? In other words: is it crucial to measure precisely the temperature of
electrons and holes?

Figure 6.9 presents the efficiency of a cell that was designed assuming an incorrect
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value of r = r0 at open circuit, but that operates at a different value of r. The difference
in efficiency is only of 2 percentage points at worse, which means that estimating precisely
the value of the temperature mismatch is not crucial to design a two-temperature HCSC
with high efficiency. In particular, as shown in Figure 6.9a, the 1T design is suitable for
any temperature mismatch.
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Figure 6.9: Efficiency of a two-temperature HCSC designed assuming (a) r = 1, (b) r = 5,
as a function of the real temperature mismatch r. Computations are performed under one
sun illumination and assuming Eg = 1 eV, Teff = 2000 K and ξ = 1/2.

Result 6.7. (Resilience of two-temperature HCSCs to incorrect determin-
ation of the temperature mismatch)
When designing a two-temperature HCSC, it is not necessary to assess very precisely
electron and hole temperatures. Assuming Te = Th would only result in an efficiency
drop of about 2 percentage points at worse. In conclusion, HCSCs are resilient to
incorrect determination of the temperature mismatch.

6.5 Conclusion

In this chapter, we showed that it was possible to extend the usual HCSC model to
include different temperatures for electrons and holes. Our findings indicate that the
two-temperature effect increases HCSCs performances, and can amount to an increase in
efficiency of up to 2 percentage points. However, this effect becomes negligible for ideal
HCSCs with vanishing thermalization coefficients such that two-temperature HCSCs have
the same optimal efficiency than one-temperature ones.

We studied the resilience of two-temperature HCSCs and showed that, contrary to one-
temperature HCSCs, they are sensitive to the position of each energy-selective contact,
and not only on their spacing. However, the optimal design of two-temperature HCSCs as
well as its efficiency do not depend much on the temperature mismatch in the absorber.
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Therefore a proper determination of this temperature mismatch is not required when
designing HCSCs.

Perspectives: In this chapter, we introduced a methodology for deriving model para-
meters from PL measurements, thus providing a tool for evaluating the potential of hot-
carrier absorbers. However, our model so far is incompatible with real-world absorbers,
who may have non-ideal absorptivity and non-ideal radiative efficiency. In addition, hot-
carrier absorbers such as sample 5006 may be subject to band filling, and therefore they
cannot be described in the Boltzmann approximation. As a consequence, we would like
to improve our model to account for more realistic absorbers by including effects such as

1. Non-ideal absorptivity. In particular, assessing the performances of absorbers with
A < 1 and including Band Filling (BF) would be interesting.

2. Degeneracy. The model could easily be rephrased in terms of generic Fermi-Dirac
distributions for electrons and holes. However, solving it numerically would prove
much more intensive in terms of computations, unless we tabulate the values of the
integrals necessary to compute the state of the system.

3. Non radiative recombinations.

4. Electron-hole interactions. There exist two types of electron-hole interactions. Elastic
interactions such as Coulomb interaction simply redistribute the kinetic energy
between carriers, and change Te and Th but not Teff . On the contrary, non-elastic
interactions such as Auger recombinations and impact ionization will change both
the effective temperature and the effective QFLS.

Another interesting development would be to study the impact of Seebeck coefficient
on the operation of a HCSC subject to a temperature gradient. To address this question,
we would like to simulate the operation of a cell as depicted in Figure 6.1b. Formally
speaking, the voltage of this cell would write as for a two-temperature cell with homo-
geneous temperatures (Equation (6.11)). However, the internal state of the absorber is
completely different and necessitates that the balance equations are expressed as integrals
over the thickness of the absorber.
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Chapter 7

From hot to cold: thermionic and
extractive cooling

In this manuscript, we have extensively discussed the question of hot carrier charac-
terization. However, all the Photoluminescence (PL) analysis tools introduced so far are
also adapted to the study of cold carriers (i.e. colder than the lattice).

Such cold carriers arise when high-energy carriers are selectively removed through
a high-energy contact, or above a high thermionic barrier. This interesting case is re-
miniscent of evaporative cooling in cold atoms physics [Ketterle and Druten 1996] and
thermionic cooling in semiconductors physics [Mahan 1994]. The fact that carrier ex-
traction by energy-selective contacts reduces the temperature in the absorber is a well-
know detrimental effect for Hot-Carrier Solar Cells (HCSCs), as was shown in chapter 3,
chapter 6. However, it offers a signature of hot-carrier selective extraction, as was pro-
posed by [Suchet et al. 2017]. Note however that carriers are not expected to drop below
lattice temperature in standard HCSC operation regimes.

To study the extreme case of cold carriers, our usual characterization techniques must
be adapted, as shown in Figure 7.1. In the cold carrier configuration, light is no longer the
primary excitation of the system. Instead, carriers are put out of equilibrium by forcing
them to flow through the system, i.e. by electrical excitation. Light is only used as a
perturbation allowing to probe carrier temperature, and therefore must be kept at a low
power.

When carriers are cold, they drain heat from the lattice and hence the system works
as a cooler. This idea was investigated in GELATO project (ANR-21-CE50-0017), which
is a collaboration between LIMMS in Tokyo, LPENS in Paris, IPVF in Palaiseau and
IM2NP in Marseille. GELATO aims at designing thermionic cooling nano-devices. It was
shown, both theoretically [Bescond et al. 2018] and experimentally [Yangui et al. 2019],
that the effect of thermionic extraction could result in a drop of carrier temperature of
several tens of kelvins in the absorber. However, the change in lattice temperature had
never been measured experimentally.

In this chapter, we first present one on the architectures that were investigated in the
GELATO project, the so-called asymmetric double barrier heterostructures (section 7.2).
We then make use of the experimental tools developed for hot carrier characterization
to measure simultaneously the temperature of cold carriers and that of the the lattice
(section 7.3). We prove that carriers are indeed cooled by thermionic cooling, while the
lattice stays at ambient temperature. Finally, we show in section 7.4 that the system
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Figure 7.1: Comparison between the experimental PL configurations for the characteriza-
tion of (a) hot and (b) cold carriers. Pear color indicates photons, blue indicates carriers
and red indicates heat/phonons.

under consideration is actually close to a HCSC. Therefore we test whether it supports
hot-carrier effect, and show that it does not.
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7.1 Highlights

Experimental Highlight 7.1. (Sim-
ultaneous determination of carrier
and lattice temperature)
We show that lattice and carrier temper-
ature can be measured simultaneously
from PL measurements. In this ex-
ample, carrier temperature is measured
with Photoluminescence Ratio (PLR)
method, while lattice temperature is as-
sessed based on the PL peak shift.

Experimental Highlight 7.2. (Cool-
ing efficiency of GELATO nano-
coolers)
While carriers are cooled by several tens
of kelvins, the lattice stays at ambient
temperature. This comes from the weak
carrier-phonon coupling and weak car-
rier density in the Quantum Well (QW),
as well as from the high thermal con-
ductivity of the thermionic barrier.

7.2 Asymmetric double barrier heterostructure

GELATO project studies structures called asymmetric double barrier heterostructures,
which where historically proposed by [Chao et al. 2005]. In section 7.2.1, we present the
design of these samples with GaAs/AlGaAs heterostructure. We then present an experi-
ment designed to test whether this system can cool the lattice significantly in section 7.2.2.

7.2.1 Sample design

An asymmetric double barrier heterostructure is represented in Figure 7.2. It is com-
posed of a GaAs QW in contact with an AlGaAs thermionic barrier. Doped GaAs lay-
ers serve as emitter and collector of electrons and ensure good electrical contact with
gold contacts. Holes are not represented here but they have a similar band structure.
These samples are grown (by molecular beam epitaxy) and processed in the team of Prof.
Hirakawa, in Tokyo.

When a current flows through the device, carriers are first injected in the QW by
resonant tunneling. This energy-selective injection is key to the operation of the device,
as it allows to inject low-energy electrons in the QW [Zhu et al. 2021]. Carriers in the
QW are then extracted by thermionic emission over the barrier. Only high-energy carriers
of the QW can be extracted. Consequently, the average carrier energy in the QW, and
hence its temperature is reduced. Cold carriers thus generated will drain heat from the
lattice.

7.2.2 Description of the experiment

To assess whether cold carriers can significantly cool down the lattice, we perform a
bias-dependent PL experiment.

Data reported below are collected from a cell of size 180× 180 µm, with an opening of
size 70× 70 µm. We connect the cell to a Keithley Sourcemeter (model 2400) and impose
an electrical bias from −2 V (reverse bias) to +2 V (forward bias). For each bias, we
record the value of the current flowing through a device, as well as a PL spectrum.
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Figure 7.2: Schematic representation of the asymmetric double barrier heterostructure.
(a) Band structure of the conduction band, reproduced from [Yangui et al. 2019]. (b) 3D
vue of the sample with its contacts. A square window is left open on each top contact to
allow characterization by PL. Courtesy of Hirakawa Lab.

PL is obtained by exciting the system with a green laser 532 nm and collect the PL
with an Acton SP-2760 spectrometer equipped with a Pixis100B CCD camera (both from
Princeton Instruments). This spectrometer has a 2 nm spectral resolution. We use a
laser intensity Iexc ≃ 200 W.cm−2. This is 30 to 600 times less than the intensities used
in chapter 4 and chapter 5 to generate hot carriers. In this setup, photogeneration is a
“weak” perturbation of the system, and is only used as a probe. PL spectra are calibrated
following the procedure explained in section 2.2.3. Note that, in this case, the calibration
is only relative and therefore PL spectra are expressed in arbitrary units.

7.3 Simultaneous determination of carrier and lattice

temperature

In this section, we analyse the influence of carrier extraction on both carrier and
lattice temperatures. We first report the bias-dependent PL spectra, along with the
methodology to extract carrier and lattice temperature in section 7.3.1. Then we discuss
the performances of GELATO nanocoolers in section 7.3.2.

7.3.1 Bias-dependent photoluminescence spectra

Figure 7.3a presents a collection PL spectra acquired on the asymmetric double barrier
heterostructure for various electrical biases. These PL spectra are composed of three
peaks.

The main peak at 1.43 eV is attributed to the GaAs emitter. The second peak at
1.53 eV is attributed to the QW. Finally, a weak third peak is visible at 1.73 eV, and
corresponds to the emission of the thermionic barrier.

The QW peak exhibits a strong bias-dependent behavior. At small positive biases,
resonant tunneling between the emitter and the QW occurs and the carrier density in the
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Figure 7.3: Bias-dependent measurement of the asymmetric double barrier heterostructure
at room temperature. (a) Selection of a few representative PL spectra. (b) JV character-
istic.

well increases. However, when the bias is too large (V > 0.6 V), then thermionic emission
over the AlGaAs barrier takes over and the QW is depleted.

Carrier temperature is measured with Photoluminescence Ratio (PLR) method (see
section 2.3.2). The reference spectrum is taken as the unbiased spectrum (V = 0 V, shown
in black). Since PL excitation intensity is relatively weak, this spectrum is assumed to
be representative of a carrier distribution at ambient temperature T = TL = 293 K.
The boundaries for the temperature determination are represented in pale grey color in
Figure 7.3a. The uncertainty on carrier temperature is computed by repeating the fit
several times with different energy boundaries. The lower and upper energy boundary are
both allowed to vary in a range ±10 meV.

Lattice temperature is measured using the methodology presented in section 2.3.6, and
relies on the determination of the PL peak shift. In this case, we measure the variation
of the GaAs PL peak, which visibly depends on bias. Given the spectral resolution of our
spectrometer, the uncertainty on lattice temperature determination is ±2 K.

7.3.2 Temperatures determination and discussion

Both carrier and lattice temperature variations with bias are represented in Figure 7.4.

A significant decrease in carrier temperature at small forward biases (0.5 − 1 V) is
observed. This confirms that selective extraction changes the carrier temperature in the
QW. The minimum temperature reached in the QW is about 30 K below ambient. The
extent of carrier cooling is consistent with theoretical predictions as well as with previous
measurements on similar sample [Bescond et al. 2018, Yangui et al. 2019].

However, the lattice temperature does not change significantly in this range of biases.
This is to be expected, for several reasons. First, QWs exhibit weak carrier-phonon
interaction [Ryan et al. 1984, Pelouch et al. 1992, Rosenwaks et al. 1993] such that carrier
and lattice temperature can be effectively decoupled. Second, GaAs and AlGaAs have a
high thermal conductivity (∼ 46 W.m−1.K−1), which prevents large lattice temperature
variations [Bescond et al. 2018]. Third, heat capacity of electrons in the QW is orders of
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Figure 7.4: Variation of carrier temperature Teff and lattice temperature TL, both measured
from PL measurements, as a function of electrical bias. The unbiased spectrum (V = 0 V)
serves as a reference.

magnitude lower than that of the lattice, and therefore it is unlikely that electrons can
induce a significant change of lattice temperature.

At large bias (both negative and positive), an increase of both carrier and lattice
temperature is visible. This can be linked to Joule effect, as the lattice temperature
increase is proportional to the electrical power provided to the system (see Figure 7.5).
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Figure 7.5: Increase in lattice temperature as a function of the electrical power provided
to the system. The red line indicates a linear fit compatible with Joule effect.

At large negative biases, carrier and lattice temperatures are the same, which is expec-
ted as there should be no thermionic extraction in this case. However, at large positive
bias, carrier temperature appears to increase faster than lattice temperature. This is due
to the fact that Photoluminescence Ratio (PLR) method is no longer valid in this range.
Indeed, the QW emission becomes negligible (see Figure 7.3a), and therefore the spectrum
is representative of the emission from the GaAs emitter, which does not have the same
absorptivity as the QW.
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Result 7.1. (Thermionic vs lattice cooling)
The asymmetric double barrier heterostructure allows to cool carriers in the GaAs
QW by up to 30 K. However, the lattice temperature variation is negligible (< 1 K).
Therefore, this sample is not an efficient cooler for the lattice.

7.4 Hot-carrier characterization

The asymmetric double barrier heterostructure actually resembles a HCSC. Indeed,
we have just seen that carrier-phonon interactions in the QW were weak enough to allow
carriers to cool down below lattice temperature. In addition, the thermionic AlGaAs
barrier is a semi-selective contact. Therefore we could potentially be able to generate hot
carriers in this structure and study it as a HCSC.

To this extent, we conducted a power-dependent PL study, much like the one presented
in chapter 5, but this time using the same green laser introduced before. The result can
be found in Figure 7.6.
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Figure 7.6: Characterization of the hot-carrier effect in the asymmetric double barrier het-
erostructure from continuous-wave PL measurements. (a) Power-dependent PL spectra.
(b) Carrier and lattice temperature determined from the spectra. Errorbars are computed
based on the same methodology as in section 7.3.2.

Figure 7.6 shows the power-dependent PL spectra measured with an excitation in-
tensity ranging from 2.5 × 103 to 1.8 × 104 W.cm−2. The high-energy slope of the QW
emission seems to depend on the excitation power, which could be attributed to hot car-
riers. However, a clear red shift can be seen. The latter is indicative of lattice heating,
an effect that will also affect the high-energy slope of the spectrum.

Therefore we need to study precisely the magnitude of each effect to see whether some
hot-carrier effect can be seen in addition of the lattice heating. As in section 7.3.1, we
estimate carrier temperature with PLR method and lattice temperature with PL peak
shift method. The reference spectrum in this case is the one with lowest intensity, which
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7.5. Conclusion

is assumed to be representative of PL emission at room temperature Teff = TL = 293 K.
The result of this analysis is presented in Figure 7.6b.

As expected from the apparent red-shift of the PL spectra, the lattice temperature
increases by almost 30 K at largest excitation intensity. As for carrier temperature, it first
increases at the same rate than lattice temperature. Then, for Iexc > 7.5× 103 W.cm−2,
carrier temperature starts to increase faster than lattice temperature. However, the dif-
ference between carrier and lattice temperature at largest excitation intensity is at best
15− 20 K, which is not large enough to characterize a hot-carrier effect.

Result 7.2. (The asymmetric double barrier heterostructure is not a good
HCSC)
The asymmetric double barrier heterostructure does not host hot carriers and therefore
is not a good HCSC. This is probably due to the presence of a 300 nm GaAs emitter
layer on top of the sample. This thick layer absorbs most of the incident laser power,
as the 532 nm laser penetration depth in GaAs is around 50 nm. As it is a bulk layer,
it has fast carrier thermalization rates and therefore it thermalizes most of the incident
laser power. Consequently, lattice is heated rather than carriers.

7.5 Conclusion

In this chapter, we demonstrated that it was possible to measure simultaneously the
temperature of the carriers and of the lattice.

We applied this technique to bias-dependent PL measurements of the asymmetric
double barrier heterostructures investigated in GELATO project. We report a significant
thermionic cooling of the carriers, which can become as cold as 30 K below ambient
temperature. However, this does not translate in a visible cooling of the GaAs emitter,
which stays at ambient temperature up to our experimental precision (∼ 2 K). Therefore
the coolers designed in this project are efficient at cooling the carriers but not the lattice.

We also applied this technique to the determination of hot-carrier effect in the same
sample. This showed that the system was subject to lattice heating at elevated excitation
intensities rather than a real hot-carrier effect. Therefore this sample is not a good HCSC
candidate.

Perspectives:

1. It may be possible to study the variation of QW peak emission to obtain lattice
temperature in the QW. Pby via a full fit of some sort. One of the difficulties here
is that there are two excitonic peaks, which can be attributed to heavy and light
hole bands.

2. For more efficient HCSC: remove the GaAs emitter so that photogeneration occurs
directly in the QW.
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Chapter 8

Conclusion and perspectives

8.1 Conclusion

This PhD manuscript focused on the advanced characterization and modeling of Hot-
Carrier Solar Cells (HCSCs). So far HCSC realizations have underwhelming efficiencies.
This motivates us to investigate how real life systems depart from ideal assumptions com-
monly used in HCSCs modelling. In particular, we explored the notion of uneven tem-
peratures, examining systems where carrier temperature was inhomogeneous or differed
between electrons and holes.

This work reports two major contributions. In the first one (chapter 4), we investig-
ated the joined transport of heat and charges in the absorber. Doing so, we epitomize the
connection between hot-carrier photovoltaics and thermoelectricity. We developed a new
framework to describe this transport, which is particularly suitable for large photogener-
ated carrier densities. Indeed it is valid in the degenerate case and assumes ambipolar
transport. We proposed hyperspectral Photoluminescence (PL) measurements using point
illumination to test this model. This experiment demonstrated that it was possible to
measure transport coefficients, and in particular the ambipolar Seebeck coefficient, from
purely optical measurements. The measured values were shown to be consistent with
Boltzmann transport equation in the relaxation time approximation.

In a second study (chapter 5), we devised a contactless, purely optical method, to
determine electron and hole temperatures separately. This method relies on the precise
measurement of the band filling contribution to continuous-wave PL spectra. It is there-
fore limited to regimes of large carrier density, where the Quasi-Fermi-Level Splitting
(QFLS) is typically only a few kBT below the bandgap. While this regime is restrictive
for conventional devices, it corresponds to the expected operation range of HCSCs. Test-
ing this method on an InGaAsP / InGaAsP quantum well with a large mass mismatch
(mh ≃ 10me), we reported hot electron temperatures up to 1000 K, while holes remained
below 500 K. The small increase in hole temperature is too large to be explained purely
by photon absorption, and is thought to be a signature of electron hole interactions.

Building on the ability to distinguish between electron and hole temperatures, we
developed a model in chapter 6 to compute the efficiency of a HCSC with distinct electron
and hole temperatures. In such a two-temperature system, the voltage depends on the
individual positions of electron and hole extraction levels, not just on their difference.
However, we found that HCSCs are resilient to two-temperature effects. Specifically,
designing a suboptimal system based on erroneous measurement of electron and hole
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temperatures would result in an efficiency drop of only 2 percentage points at worse. In
addition, we showed that two-temperature effects are actually beneficial for the operation
of HCSCs, and could lead to an enhancement of the cell efficiency of about 2 percentage
points.

Finally, in chapter 7, we demonstrated that hot-carrier spectroscopy tools could be
used to study the influence of electrical extraction over a thermionic barrier. This method,
although applied here to cold carriers in the context of thermionic cooling, can also be used
to investigate the influence of hot-carrier extraction on the remaining carrier distributions
in the absorber.

8.2 Further improvements

The results presented here have several limitations, and we suggest three potential
improvements:

1. Throughout this manuscript, the analyses of PL spectra from sample 5006 assumed
an idealized band structure with symmetrical energy bands for electrons and holes.
Implementing a more realistic band structure with multiple bands for holes (heavy,
light, split-off) and a single electron band could enhance the accuracy of the de-
termination of carrier temperatures and chemical potentials.

2. The determination of Seebeck coefficient assumes constant electrical mobility, which
is not accurate for degenerate systems. Accounting for mobility variations with tem-
perature and QFLS could help reduce noise in the Seebeck coefficient measurements.

3. To investigate the potential efficiency of more realistic absorbers, the two-temperature
cell model presented in chapter 6 needs to be refined. Incorporating factors such as
non-ideal radiative efficiency and absorptivity could be achieved without additional
computational cost. Additionally, a more accurate treatment of carrier distribu-
tions using Fermi-Dirac statistics could be beneficial. The computational burden of
this approach could be significantly reduced by computing temperature and QFLS
tables prior to running cell simulations.

In addition, it would be interesting to test the experimental methods proposed in
chapter 4 and chapter 5 on additional samples. However, both methods require to generate
a temperature increase of at least several hundred kelvins, which is not that common even
in III-V quantum wells. Therefore finding other suitable candidate materials is a challenge
in itself.

8.3 Perspectives

In this manuscript, we exposed several effects that could be included in HCSCmodeling
to understand their non ideal behavior. This research has also led to the formulation of
new questions that we believe are worthy of future investigation.

1. Simulation of HCSCs with temperature gradients. Because of internal reflec-
tions and interferences, we expect that many nanostructured hot-carrier absorber
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may host temperature gradients [Limpert et al. 2017]. In such systems, carrier
transport will be affected by the presence of temperature gradients, as described
in chapter 4. We would like to examine the influence of Seebeck coefficient on the
performances of such a device: does thermoelectric transport increase or reduce the
energy-conversion efficiency of inhomogeneous devices? To address this question,
significant changes of the HCSC model presented in chapter 6 are necessary (see
section 6.5).

2. Impact of hot-carrier transport on thermalization coefficients. When the
laser excitation profile is smaller than the diffusion length of hot carriers, some power
is carried away from the generation region. This could lead to an overestimation
of thermalization coefficients in point illumination. Note that a similar effect has
been investigated in the context of carrier lifetime measurement. When the laser
spot size is smaller than carrier diffusion length, diffusion lowers the steady-state
carrier density at the laser spot, leading to an underestimation of the carrier lifetime
[Vidon 2022, Chapter 3].

3. Thermalization properties of two-temperature distributions. Although
two-temperature effects are not critical to HCSC performances, understanding the
mechanisms of two-temperature thermalization could offer fundamental insights into
carrier relaxation processes. As predicted in chapter 5, it would be interesting to
experimentally demonstrate and characterize the electron-hole interaction mediated
by LO phonons.
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Publications, conferences and
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A.3 Auto-publication and internal reports

1 S. Collin et al., “Solar photovoltaic in France: reality, potential and challenges.
Some questions and some answers.”, Mar. 2022, (Public report)
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Appendix B

Details on electroneutrality

In this manuscript, we often use electroneutrality as an additional constraint on the
carrier distributions, to reduce the number of variables required to describe carrier distri-
butions. In this appendix, we derive electroneutrality relations used in this manuscript,
and discuss why electroneutrality holds in sample 5006.

B.1 Electroneutrality relations

B.1.1 Single layers

By definition, electroneutrality states that there are as many electrons as there are
holes in the system. If electrons and holes follow thermal distributions, this writes

ne(Te, µe) =

∫ ∞

0

dϵDe(ϵ)f(ϵ, Te, µe) =

∫ ∞

0

dϵDh(ϵ) = nh(Th, µh) (B.1)

where

Di = The density of states of carrier i. In the parabolic band approximation,
Di,2D(ϵ) = mi/(2πℏ2) (in the QW) and Di,3D(ϵ) =

√
2ϵ(m/ℏ2))3/(2π2) (in the

barrier).
Ti = The temperature of carrier i.
µi = The chemical potential of carrier i, which is equal to the electrochemical

potential as there is no electrical potential in the case considered here.

f =

[
exp

(
ϵ− µ

kBT

)
− 1

]−1

is the Fermi-Dirac distribution.

In the most general case, this electroneutrality relation cannot be solved explicitly,
but it can be put in the following dimensionless form:

(meTe)
D/2

∫ ∞

0

xD/2−1dx

1 + exp

(
x+

Eg/2− µe

kBTe

) = (mhTh)
D/2

∫ ∞

0

xD/2−1dx

1 + exp

(
x+

Eg/2− µh

kBTh

)
(B.2)

where D is the dimension of the system, and we used the fact that Di(ϵ) ∝ mD/2ϵD/2−1.
This integral can be further simplified in two cases.
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B.2. Electroneutrality in sample 5006

1. Boltzmann approximation. When the system is not degenerate and µi ≪ Eg/2,
we can neglect the ”+1” in the denominator and perform the integration explicitly.
We obtain

(meTe)
D/2 exp

(
µe − Eg/2

kBT

)
= (mhTh)

D/2 exp

(
µh − Eg/2

kBT

)
(B.3)

i.e.
µe

Te

=
µh

Th

+
D

2
kB ln

(
mhTh

meTe

)
+

Eg

2

(
1

Te

− 1

Th

)
(B.4)

2. For a two-dimensional system. In this case, even if Boltzmann approximation
is not valid, we can integrate explicitly the electroneutrality relation. We obtain

meTe ln

[
1 + exp

(
−Eg/2− µe

kBT

)]
= mhTh ln

[
1 + exp

(
−Eg/2− µh

kBT

)]
(B.5)

Note that in QWs, it is usual to have several conduction and/or valence bands
corresponding to successive bound states of the QW. If we denote by {Ei}i=1,...,n

the energies of the conduction bands and by {Ej}j=1,...,m the energies of the valence
bands, the previous formula can be generalized

meTe

n∑
i=1

ln

[
1 + exp

(
−Ei − µe

kBTe

)]
= mhTh

m∑
j=1

ln

[
1 + exp

(
−Ej − µh

kBTh

)]
(B.6)

B.1.2 Multilayers

If there are several layers, and if those layers can exchange carriers, then electroneut-
rality cannot be written over a single layer anymore, and must be replaced by a balance
across all layers: ∑

j

ne,j(Te,j, µe,j) =
∑
j

nh,j(Th,j, µh,j) (B.7)

where j indexes layers.

B.2 Electroneutrality in sample 5006

Sample 5006 is an intrinsic III-V heterostructure (see section 2.4). Therefore, it must
have as many electrons as holes in order to be electrically neutral. In addition, we char-
acterize it with PL in strong excitation regime. Therefore, even if there was some un-
intentional doping, the impurity concentration would be negligible as compared with
photogenerated populations (n ≳ 1017 cm−3, see section 4.3.2).

Sample 5006 is not a single layer, as it is composed of a QW and two barriers. However,
the band-edge mismatch between the QW and the barrier is approximately the same for
electrons and holes (see Figure 2.11). Therefore, carriers exchange between the QW
and the barrier should be symmetrical for electrons and holes. We thus expect that
electroneutrality holds in the QW and in the barrier individually.

Finally, even when we investigate the properties of this sample with strongly inhomo-
geneous illumination (in chapter 4), carrier densities are sufficiently high so that carrier
diffusion is ambipolar, and hence electroneutrality holds locally.
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Appendix B. Details on electroneutrality

As seen from its PL spectra, sample 5006 is a QW with two optical transitions E1 ≃
0.82 eV and E2 ≃ 0.89 eV. Therefore, we assume that there are two bands for electrons
and two bands for holes, placed symmetrically with band-edges E1/2 and E2/2 each. It
is likely that this assumption is too simplistic, and that electrons actually have only one
confined state while holes have several (at least 3: light, heavy and split-off band). It
would be interesting to see if the proper inclusion of this QW band structure would change
our conclusions regarding the analysis of PL spectra.
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B.2. Electroneutrality in sample 5006
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Appendix C

Effects limiting the accuracy of
hyperspectral acquisitions

In this appendix, we describe briefly two effects that limit the accuracy of Hyperspec-
tral Imager (HI) acquisitions: chromatic aberrations (Appendix C.1) and the so-called PL
glow effect (Appendix C.2). For each effect, we describe solutions that were implemented
during this PhD.

C.1 Chromatic aberration

Chromatic aberration is the fact the focal plane of an optical system depends on the
wavelength. When collimated laser beams of different wavelengths go through a chromatic
objective lens, they are focused in two different planes, as illustrated in Figure C.1 (panel
(a)). On the contrary, if the system is achromatic, the two laser beams will be focused in
the same focal plane, as can be seen in panel (b).

Chromatic 
objective lens

Achromatic 
objective lens

Focus of a
collimated
laser beam

PL 
configuration Or

(a)

(c)

(b)

(e)(d)

Figure C.1: Chromatic aberration and ways to mitigate it.

Chromatic aberration is an issue for PL experiments because, in general, the excitation
light has a much shorter wavelength than the emitted PL. Therefore, with a chromatic
objective lens, it is not possible to focus properly the laser and the PL signal simultan-
eously, as shown in panel (c). This is particularly problematic for HIs when high spatial
resolution is required. In configuration (c), PL is out of focus and appears blurry, because
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C.2. Photoluminescence glow

the light collected by the objective lens is not properly collimated. This blur can be
mistaken for a diffusion effect, and therefore is detrimental for optical measurements of
carrier transport, as was proposed in chapter 4 for instance.

There exists two solutions to this problem.

1. Control the laser beam divergence at the entrance of the objective to displace the
point of convergence of the laser excitation in the focal plane of the PL signal. This
is represented in panel (d).

2. Use an achromatic objective lens, as represented in panel (e). This solution is much
easier than the first one, but achromatic objective lenses are expensive.

In our study of hot-carrier transport in chapter 4, we used both techniques to ensure
that laser spot and PL where simultaneously at focus: the divergence of the laser beam
was controlled via a beam expander, while the objective used was apochromatic over the
range 400− 1800 nm.

C.2 Photoluminescence glow

C.2.1 Characterization

PL glow effect was observed when measuring PL signal close to the edge of a GaAs
sample. We noticed that our HI would measure a sizeable PL signal from spatial regions
where there was no sample. This is illustrated in Figure C.2.
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Figure C.2: PL glow observed on HIs. (a) Reflection map of the edge of a GaAs sample.
(b) Normalized PL signal observed at the edge of the sample. Note how this signal extends
in the region with no sample.

This glow signal can be as large as 1 % of the signal at the center of the laser spot, and
decays slowly (typically one order of magnitude over ∼ 70 µm). As there are no charge
carriers in the region x > 110 µm, this PL signal coming from the void is necessarily
an artifact. In fact, it is as if the PL signal measured at a certain position (x0, y0),

164



Appendix C. Effects limiting the accuracy of hyperspectral acquisitions

Imeas
PL (x0, y0), depends on the “real” signal ItruePL (x0, y0) plus a “leaking” term that depends
on the signal at every other position.

Imeas
PL (x0, y0) = ItruePL (x0, y0) +

∫
x,y

ItruePL (x, y)× g(x− x0, y − y0) dx dy (C.1)

where g is a convolution function to be characterized.
This artifact (magnitude, scaling with distance) was not characterized precisely, but a

similar effect was identified with four different objective lenses and two different samples.
Hence we think that it comes from the HI itself, and not from the rest of the setup.
Possible causes are (i) chromaticity of HI collection path, which is composed of several
lenses and mirrors, (ii) internal reflections in the collection path, (iii) systematic issues in
focusing the PL (unlikely).

C.2.2 Possible correction

PL glow can be mistaken for a PL signal coming from carriers that have travelled far
from the center. Therefore, it is an issue when measuring carrier diffusion in punctual
illumination configuration, as was done in chapter 4. In this section, we will present the
manifestation of the PL glow effect in our data, and propose a solution to remove it.
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Figure C.3: PL glow correction used in chapter 4. (a) Temperature profiles obtained before
the correction. (b) Temperature profiles obtained after the correction.

Manifestation of the PL glow When we fitted PL spectra at increasing distance to
the center, we noticed that the temperature at large distance did not go back to lattice
temperature, in particular for high intensity acquisitions. Such uncorrected temperature
profiles are presented in Figure C.3a.

This effect is consistent with PL glow. Indeed, if the signal from the center leaks to
regions far from the center, temperatures measured far from the center will be artificially
high. In addition, PL glow effect depends on the intensity of the spectrum at the center,
and on its shape – hence its temperature. Therefore, we expect that the artificial increase
in temperature far from the center should be larger for acquisitions at higher excitation
intensity Iexc and/or higher temperatures at the center.
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C.2. Photoluminescence glow

Temporary solution As stated above, we do not have a precise characterization of the
PL glow yet. Therefore, we tried to correct this parasitic signal with a simplistic approach.
We first defined a spectrum representative of the acquisition as Iref =

∫
r
IPL(r) 2πrdr.

Then, we subtracted a fraction of this representative spectrum from each spectrum meas-
ured at radius r, with the correction strength varying linearly with the radius.

IcorrPL (r) = Imeas
PL (r)− (αr + β)Iref (C.2)

The parameters α and β were set by hand, and we found α ≃ −7 × 10−3 µm−1 and
β ≃ 0.12.

The result of this correction can be seen on Figure C.3b. It allowed to greatly reduce
the difference in temperature far from the center. Note that we carefully assessed the
sensitivity of the determination of transport parameters to this correction, and found
that it was negligible as compared with other error sources.
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Appendix D

Absolute calibration of hyperspectral
imagers

In chapter 2, we emphasized on how important it was to calibrate properly PL spec-
tra. In this annex, we provide methodological details on the absolute calibration (in
Appendix D.1). We also describe the implementation implementation in Python that I
wrote during my PhD (in Appendix D.2).

D.1 Absolute calibration of an hyperspectral imager

D.1.1 Wavelength calibration of the spectrometer

The first step to perform when calibrating any spectrometer is to check that the
software attributes the correct wavelength for any given angle of the diffraction grating.
This step is called wavelength calibration. Typically, it requires to measure two or more
known wavelengths and make sure that they appear where they should on the wavelength
axis. This can be done for instance with a spectral lamp of known spectrum. For the NIR
HI used in this manuscript, we use a Xe lamp with distinctive emission rays at λ = 980 nm
and λ = 1263 nm.

D.1.2 Old absolute calibration procedure

The purpose of absolute calibration is to recover the absolute PL intensity, in SI unit,
from a measurement on the camera expressed in counts. In most general case, the signal
measured by a camera collecting PL during an exposure time texp, collecting light over a
surface S and a solid angle Ω and in an energy window [E0 − δE/2, E0 + δE/2] is

N(E0)︸ ︷︷ ︸
counts

=

∫ texp

t=0

∫
x,y∈S

∫
Ω

∫ E0+δE/2

E0−δE/2

IPL(t, x, y,Ω, E)︸ ︷︷ ︸
s−1.m−2.sr−1.J−1

r(x, y,Ω, E)︸ ︷︷ ︸
counts.ph−1

dt dx dy dΩ dE (D.1)

where r is the response function of the spectrometer, i.e. the number of counts per emitted
photon.

Dark substraction First, let us note that N is not directly given by measuring counts
on the camera. Indeed, all cameras are subject to dark noise, such that N = Nacq−Ndark.
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D.1. Absolute calibration of an hyperspectral imager

Generally, dark noise is composed of an offset and of random fluctuations around this
offset (see Figure 2.6). Both depend on the camera setup (exposure time, readout speed,
gain mode, etc). Dark substraction corrects the offset but not the random fluctuations.
Therefore, the Signal to Noise Ratio (SNR) is controlled by random fluctuations.

Normalization with exposure time In continuous-wave PL, the signal does not de-
pend on time. Therefore the integral with respect to time simply yields a factor texp.
In a regime where the camera signal is linear in the exposure time, (Nacq − Ndark)/texp,
expressed in counts.s−1 does not depend on the specific value of texp used.

Normalization with pixel size (spatial calibration) HIs collect PL signal with a
spatial resolution of typically few hundred nanometers. Over such a short distance, the
PL can be considered constant. Therefore, the integral over the surface simply yields a
factor Spix, surface of each pixel. By measuring the length in pixel of an object of known
size, for instance a USAF target, we measure the pixel size and hence Spix. This step is
called spatial calibration.

Normalization with collection angle We have seen in section 2.1 that PL emission is
lambertian. Therefore, IPL(Ω) dΩ = IPL,0 cos θ dΩ = IPL,0 cos θ sin θ dθ dϕ. Assuming that
the response function r does not depend on photons direction Ω, the integral over dΩ yields
a factor π sin2 θobj, where 0 ≤ θobj ≤ π/2 is the objective collection half-angle. This can
be more conveniently rephrased in terms of objective numerical aperture NA = sin θobj.
Therefore, the integral over dΩ yields a factor πNA2.

Normalization with energy resolution Assuming that PL intensity is constant over
the spectral window, the integral over the energy simply yields a factor δE. This energy
resolution is imposed by the grating used. Grating resolutions are more often described
in terms of wavelength δλ = λ2 δE/(hc). Our HIs have a spectral resolution of δλ = 1 nm.

At this stage, we have shown that, under a few assumptions,

N(x, y, E)

texp · Spix · πNA2 · δE
= IPL(x, y, E)r(x, y, E) (D.2)

where the right hand side of the equation does not depend on the choice of exposure time,
pixel size, collection angle and energy resolution of the spectrometer. The last step is to
measure the response function r of the spectrometer.

Transmission calibration Correcting for the spectral response of the setup is partic-
ularly important for hot-carrier characterization, which requires to know the shape of the
spectrum with good accuracy (see section 2.3). The response of the spectrometer depends
strongly on the quantum efficiency of the detector used, but also on its configuration in
terms of filters, lenses, mirrors, etc. Therefore, it must be measured at every change of
configuration.

Practically, we estimate the response of the system by measuring a reference known
spectrum Iref . This spectrum can be provided by electroluminescence of a reference cell,
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Appendix D. Absolute calibration of hyperspectral imagers

or by any lamp with known spectrum. The acquisition of the reference spectrum is called
transmission acquisition. It allows to estimate the relative response function, r, as

r(x, y, E) ∝ Nref(x, y, E)

Iref(x, y, E)
(D.3)

With this relative response function, we obtain a relative calibration. For the absolute
calibration, a final step of power calibration is necessary.

Power calibration When the calibration is relative, we know the shape of the PL
spectrum but not its absolute intensity. To obtain the absolute intensity of the whole
spectrum, it is sufficient to determine it at a given energy. This can be done by measuring
the number of counts obtained with a laser emission of known power Plas and energy
Elas within the spectral range of the reference spectrum. This laser corresponds to an
input photon flux nlas = Plas/Elas in s−1. It produces an integrated number of counts∫
x,y

∫
E
Nlas(x, y, E) dx dy dE = texp,las nlas r(Elas). This gives us the absolute response

function at the laser energy and hence over the whole spectral range of interest.

D.1.3 New absolute calibration procedure

As shown in the previous section, absolute calibration requires many steps, and relies
on several independent measurements (dark substraction, normalization with pixel size,
collection angle and energy resolution, transmission calibration). At every step, the user
may make a mistake. This is why a simpler calibration procedure was proposed by
Baptiste Bérenguier, our research engineer. I helped him develop this new calibration
procedure, in particular by developing a code presented in the next section. Unfortunately,
I cannot describe the new calibration procedure in this manuscript, as we just deposited
a Déclaration d’Invention which has not been validated yet.

D.2 Implementation in Python

At the beginning of my PhD, there was many versions of the calibration code available.
Indeed, almost every user developed its own version depending on his/her specific need.
Absolute calibration is a crucial step of our research, so we proposed a way to unify all
previous codes in a single standard version. This unified calibration code relies on the
calibration procedure described in Appendix D.1.3 We put an emphasis on developing a
code that would prevent user mistakes and that would not require any prior knowledge on
calibration. In this section, we provide details on the implementation of this calibration
code, which was done in Python. It is illustrated in Figure D.1.

Class Data The first step was to build an object that would be able to represent all
possible PL data types. Four such types exist: cubes (2 spatial dimensions, 1 spectral
dimension), images (2 spatial dimensions, no spectral dimension), spectra (1 spectral
dimension, no spatial dimension), number (no spatial nor spectral dimensions). This
class is called Data. We interfaced it with both output formats of our HIs (.h5 and
.fits).
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Compatibility between acquisitions Calibration depends on many parameters of
the HI setup such as the gain mode or the readout speed of the camera. For a proper
calibration, these parameters must be the same for all acquisitions (the cube to calib-
rate, its dark cube, the transmission cube and the transmission dark cube). Therefore,
all parameters relevant for calibration are loaded in Data class and the compatibility
between all Data used in the calibration is carefully ensured by a set of methods called
isCompatibleXXX where XXX are keywords to specify different compatibility types. This
allows to prevent improper calibrations coming from comparison of HI acquisitions that
should not be compared together.

Automatic file assignment For users who may want to calibrate a large number
of acquisitions, I implemented an automatic file assignment procedure in the function
assignData. This function can be used in two distinct cases : (i) to find which dark acquis-
ition is compatible with a given acquisition (see assignDark) and (ii) to find which trans-
mission acquisition is compatible with this acquisition (see assignTrans). The proper
definition of the term “compatible” is quite complex and is contained in isCompatibleXXX.

Interpolation Another very useful feature of this code is that it automatically per-
forms cumbersome interpolation steps. Say that we want to calibrate a HI cube, with two
spatial dimensions and one spectral dimensions. However, because dark was assumed to
be invariant with spectral dimension, we only acquired a dark image, with two spatial
dimensions and no spectral dimension. In this configuration, we would like to substract
the dark image to every image forming the acquired cube. Similarly, we may want to
calibrate several cubes acquired with different regions of interest (i.e. restricted spatial
dimensions). In this case, it may be useful to acquire a single transmission cube on the full
sensor, and use this single acquisition to calibrate all acquisition in a row. This requires
to extract the relevant regions of interest from the transmission cube. Both situations
can be conveniently handled via the method interpolate, which is reproduced below.

def interpolate(self ,otherData):

"""

Interpolates the data contained in self such that they match the

cube otherData [i.e. same ROI , same binning and same wavelengths ].

Note that if self misses some dimensions of otherData , those are

EXTRApolated and not INTERpolated.

Parameters

----------

otherData : instance of Data class

Has to be a cube.

Represents the dataset that we want to match in terms of

wavelength , ROI and binning.

Returns

-------

dataOut : instance of Data class

Is a cube.

New dataset that is an interpolation of self to match otherData

"""
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if not self.isConsistent ():

raise TypeError("’self’ is not consistent.")

if not otherData.isConsistent ():

raise TypeError("’otherData ’ is not consistent.")

if not self.isCompatibleXYZ(otherData):

raise TypeError("You are trying to interpolate data that are not

compatible.")

dataOut = self.copy()

if self.dtype == ’constant ’:

# first construct the wavelengths

dataOut = dataOut._extrapolateWvl(otherData)

# then construct the spatial dimensions

dataOut = dataOut._extrapolateSpatialDim(otherData)

if self.dtype == ’spectrum ’:

# first match the wavelengths

dataOut = dataOut._interpolateWvl(otherData)

# then construct the spatial dimensions

dataOut = dataOut._extrapolateSpatialDim(otherData)

elif self.dtype == ’image’:

# first match the pixels

dataOut = dataOut._interpolateROI(otherData)

dataOut = dataOut._interpolateBin(otherData)

# then construct the wavelength dimension

dataOut = dataOut._extrapolateWvl(otherData)

elif self.dtype == ’cube’:

dataOut = dataOut._interpolateROI(otherData)

dataOut = dataOut._interpolateBin(otherData)

dataOut = dataOut._interpolateWvl(otherData)

# NB: be careful with the order of the interpolation steps , as they

# do not commute (especially _Bin needs to be performed after

# _ROI)

return dataOut

We do not report here the technical details of the implementation of interpolateXXX

and extrapolateYYY methods. Simply note that ROI stands for “Region Of Interest”
and Bin stands for “Binning”.

Calibration Thanks to the auxiliary functions described above, the calibration func-
tion (called calibrate in the code) writes very simply.

def calibrate(dataRaw ,dataTrans ,dataRef):

"""

Calibrates the raw data obtained from an hyperspectral measurements.

/!\\ dataRaw and dataTrans must be dark -corrected before this

function.

Parameters

----------

dataRaw : instance of Data class

Raw data (dark -substracted , in count.s-1).

dataTrans : instance of Data class
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Transmission data , i.e. measurement of the calibration lamp in a

specific configuration of the setup (dark -substracted , in

count.s-1).

dataRef : instance of Data class

Spectrum of the calibration lamp (output of

readFunctions.readRefSp).

Returns

-------

dataCalib : instance of Data class

calibrated cube corresponding to the input raw data.

"""

# Check that both cubes are consistent

if (not dataRaw.isConsistent ()) or (not dataTrans.isConsistent ()):

raise ValueError("Data or trans is not consistent. Calibration

cannot be performed.")

# Check that both cubes are rectified

if dataRaw.rectify and dataTrans.rectify:

# compute the response cube

dataResp = getResponseData(dataRaw ,dataTrans ,dataRef) # in ph.m-

2.sr -1.count -1

# compute the calibrated cube

dataCalib = correctResponse(dataRaw ,dataResp)

else:

raise ValueError("Data file or trans file are not rectified.

Please perform"+\

" rectification prior to calibration.")

return dataCalib

where getResponseData performs the computation of r(x, y, E) = texp,ref Iref(E)/Nref(x, y, E)
(and the necessary interpolations) and correctResponse simply multiplies the result by
Nacq(x, y, E)/texp,acq.
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Figure D.1: Flowchart representation of the calibration code. Inputs are shown in yellow,
functions in purple and outputs in green. More details can be found on this Whimsical
chart.
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Annexe E

Résumé en français

Les cellules solaires à porteurs chauds sont un concept inventé dans les années 80 pour
augmenter l’efficacité de conversion de l’énergie solaire au-delà de 66% [Ross and Nozik
1982, Vezin et al. 2024a], là où les cellules solaires ≪ conventionnelles ≫ sont limitées à
environ 30% d’efficacité [Shockley and Queisser 1961]. À ce jour, les quelques tentatives de
construire des cellules à porteurs chauds ont mené à des rendements décevants, de l’ordre
de 10% [Nguyen et al. 2018]. Il est donc nécessaire de complexifier notre compréhension
des cellules solaires à porteurs chauds, par exemple en étudiant des effets non-idéaux. Dans
cette thèse, nous étudions deux effets dits ≪ d’écart de température ≫ : (i) l’existence d’un
gradient de température dans l’absorbeur (température inhomogène) et (ii) l’existence de
deux températures différentes pour les électrons et les trous. Nous étudions ces deux cas
de figure à la fois d’un point de vue expérimental, par des mesures de photoluminescence
en régime continu, et d’un point de vue théorique par la modélisation.

Dans le premier cas, nous proposons une description théorique du transport de por-
teurs chauds dans un gradient de température, en revenant à la théorie du transport
linéaire d’Onsager [Vezin et al. 2024b]. Nous montrons que le transport de porteurs
chauds est ambipolaire, thermoélectrique et photogénéré, mais qu’il s’exprime dans un
formalisme proche du transport ambipolaire thermoélectrique classique [Goldsmid 2016],
à la condition d’introduire des coefficients de transport adaptés. Ensuite, nous propo-
sons une expérience basée sur une mesure hyperspectrale de photoluminescence en régime
continu pour caractériser le transport latéral de porteurs chauds dans un puits quan-
tique de (In,Ga,As)P. Nous montrons que, dans ce matériau, les porteurs chauds sont
capables de diffuser sur plusieurs microns, alors que la plupart des caractérisations dans
les matériaux 2D ou les nanofils rapportent des longueurs de diffusion de quelque cen-
taines de nanomètres. En outre, nous montrons que nous sommes capables d’estimer le
taux de recombinaison et la conductivité électrique à un facteur multiplicatif près, ainsi
que de mesurer absolument le coefficient Seebeck ambipolaire de cette structure.

Dans le second cas, nous commençons par prouver que la température des électrons
et des trous sont toutes deux accessibles par une simple mesure de photoluminescence
en régime continu. En effet, l’absorptivité d’un échantillon dépend de la distribution des
porteurs dans chacune des bandes grâce à l’effet de ≪ band filling ≫. Dans un régime
de forte excitation, où les électrons et/ou les trous sont dégénérés, ce terme de ≪ band
filling ≫ dépend individuellement de la température des électrons et des trous. En utilisant
ce principe sur des spectres de photoluminescence issus du puits quantique de (In,Ga,As)P,
nous mesurons des températures électroniques supérieures à 1000 K tandis que les trous
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restent à des température inférieures à 400 K [Vezin et al. 2024c]. En effet, dans les
matériaux III-V, les trous sont généralement plus lourds que les électrons, et gagnent
donc moins d’énergie lors de l’absorption d’un photon.

Enfin, nous étudions l’impact de ces deux effets d’écart de température sur l’opération
des cellules à porteurs chauds. Nous montrons tout d’abord que le voltage d’une cel-
lule sujette à l’un ou l’autre de ces deux effets s’exprime de la même manière, car le
voltage ne dépend que de la distribution des porteurs au niveau du contact sélectif.
Dans un second temps, nous construisons un modèle de bilan détaillé pour une cellule
à porteurs chauds à deux températures – où les électrons et les trous peuvent avoir des
températures différentes, bien qu’homogènes. Dans ce cas, nous montrons que la différence
de température entre les électrons et les trous (à température effective fixée) conduit à
une augmentation de l’efficacité de la cellule, de l’ordre de 1 à 2 points dans le meilleur des
cas – et négligeable pour une cellule idéale avec des taux de thermalisation tendant vers 0.
Cet effet étant limité, il n’est pas nécessaire de caractériser avec précision la température
des électrons et des trous pour construire une cellule à porteurs chauds efficace.

Dans la continuité logique de cette thèse, il serait intéressant de construire un modèle
de cellule solaire à porteurs chauds sujette à un gradient de température entre ses bornes,
pour comprendre si le transport thermoélectrique pourrait impacter les performances de
la cellule. En outre, cette thèse ouvre des perspectives pour mieux comprendre la physique
des porteurs chauds, et en particulier :

1. ayant montré que les électrons et les trous pouvaient être maintenus à des températures
différentes, nous nous demandons quels sont les mécanismes de relaxations domi-
nants dans une telle situation. En particulier, comment modéliser la redistribution
d’énergie entre les électrons chauds et les trous froids ?

2. ayant étudié le transport des porteurs chauds dans le cadre d’une expérience de pho-
toluminescence en illumination ponctuelle, nous aimerions quantifier à quel point
ce transport pourrait parasiter les mesures de taux de thermalisation. En effet, il
est courant d’utiliser une configuration d’illumination ponctuelle pour augmenter
la puissance surfacique de l’illumination et ainsi générer des porteurs plus chauds.
Dans la limite où la taille du laser devient plus petite que la longueur de diffu-
sion des porteurs chauds, ces derniers diffusent hors de la zone de génération. Ils
emportant avec eux une fraction de l’énergie apportée par le laser, ce qui résulte
en une température de porteurs plus faible au point de mesure. Cet effet est bien
connu pour les estimations de temps de vie de porteurs dans les semiconducteurs
[Vidon 2022], et mériterait d’être mis en évidence dans le cadre des porteurs chauds
également.
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Titre : Mesure des écarts de température par photoluminsecence dans les cellules solaires à porteurs
chauds : vers une étude des dispositifs non idéaux.

Mots clés : Photovoltaı̈que, Porteurs chauds, Photoluminescence, Modélisation, Transport

Résumé : Les cellules solaires à porteurs chauds
promettent des rendements théoriques supérieurs à
66%. Néanmoins, les dispositifs réels ont des ren-
dements nettement inférieurs, de l’ordre de 10%.
Pour comprendre cette différence, il est nécessaire
de complexifier notre compréhension des cellules
solaires à porteurs chauds en introduisant des ef-
fets non-idéaux. Dans cette thèse, nous étudions
deux effets ≪ d’écart de température ≫: (i) l’exis-
tence d’un gradient de température dans l’absorbeur
(température inhomogène) et (ii) l’existence de deux
températures différentes pour les électrons et les
trous.
Dans le premier cas, nous proposons une descrip-
tion théorique du transport adaptée à cette situation
particulière. Nous montrons que le transport est am-
bipolaire et thermoélectrique, et proposons une ex-
pression théorique pour les coefficients de transport.
Ensuite, nous proposons une expérience basée sur
une mesure hyperspectrale de photoluminescence
en régime continu pour caractériser les coefficients
de transport. Nous mesurons en particulier le coef-
ficient Seebeck ambipolaire d’un puits quantique de
(In,Ga,As)P.

Dans le second cas, nous commençons par prou-
ver que la température des électrons et des trous
sont toutes deux accessibles par une simple me-
sure de photoluminescence en régime continu. En
effet, l’absorptivité d’un échantillon dépend des dis-
tributions des électrons et des trous grâce au terme
de ≪ band filling ≫. Cette technique nécessite que
l’échantillon soit soumis à une excitation intense, de
sorte que les électrons et les trous soient dans un
régime dégénéré.
Enfin, nous avons étudié l’impact de ces deux ef-
fets sur l’opération des cellules à porteurs chauds.
Nous avons d’abord calculé le voltage d’une cellule
sujette à l’un ou l’autre de ces deux effets d’écart de
température, et montré qu’ils sont identiques. Ensuite,
nous avons montré que la différence de température
entre les électrons et les trous (à température effec-
tive fixée) conduit à une augmentation de l’efficacité
de la cellule, de l’ordre de 1 à 2 points maximum.
Cet effet étant limité, il n’est pas nécessaire de ca-
ractériser avec précision la température des électrons
et des trous, la connaissance de la température effec-
tive semble suffisante.

Title : Uneven temperatures in hot-carrier solar cells: optical characterization and device modelling.

Keywords : Photovoltaics, Hot-carrier solar cells, Photoluminescence, Modelling, Transport

Abstract : Hot-carrier solar cells promise theoretical
efficiencies exceeding 66%. However, actual devices
exhibit significantly lower efficiencies, around 10%. To
understand this discrepancy, it is necessary to com-
plicate our understanding of hot-carrier solar cells by
introducing non-ideal effects. In this thesis, we study
two “uneven temperature” effects: (i) the existence of
a temperature gradient within the absorber (inhomo-
geneous temperature) and (ii) the existence of two dif-
ferent temperatures for electrons and holes.
In the first case, we propose a theoretical descrip-
tion of transport adapted to this specific situation. We
show that the transport is ambipolar and thermoe-
lectric, and we propose a theoretical expression for
the transport coefficients. Next, we suggest an ex-
periment based on hyperspectral photoluminescence
imaging in steady-state to characterize transport coef-
ficients. In particular, we measure the ambipolar See-
beck coefficient of an (In,Ga,As)P quantum well.
In the second case, we begin by proving that

electron and hole temperatures s are both acces-
sible through steady-state photoluminescence spec-
troscopy. Indeed, the absorptivity of a sample de-
pends on the distributions of electrons and holes due
to the ”band filling” effect. This technique requires that
the sample be subjected to intense excitation, ensu-
ring that the electrons and holes are in a degenerate
regime.
Finally, we studied the impact of these two uneven
temperature effects on the operation of hot-carrier so-
lar cells. We first calculated the voltage of a cell sub-
ject to either of these effects and showed that they
result in identical cell voltage. We then demonstra-
ted that the temperature difference between electrons
and holes (at a fixed effective temperature) leads to
an increase in cell efficiency, by about 1 to 2 points
maximum. This effect being limited, precise characte-
rization of electron and hole temperatures is unneces-
sary to design hot-carrier solar cells.
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