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Abstract

The Earth’s magnetic field is generated within the Earth’s core, where convective motions of
the electrically conducting liquid iron result in a dynamo action. This process, called the geody-
namo, has been maintaining a magnetic field for billion of years. Paleomagnetic evidence shows
that the behaviour of the geodynamo has changed during geological times. These behaviour
changes are visible through variations in the strength and stability of the magnetic dipole. Vari-
ations in the heat flux at the core-mantle boundary (CMB) due to mantle convection have been
suggested as one possible mechanism capable of driving such a change of behaviour.

Numerical models of mantle convection and of the geodynamo have made significant im-
provements in the recent years. Coupling mantle convection models and geodynamo models can
give insights into how the geodynamo reacts to variations in the CMB heat flux. Our current un-
derstanding of this thermal coupling between the mantle and the core is nonetheless restricted by
limitations in numerical models on both the mantle and core side. On the mantle side, the orien-
tation of the mantle with respect to the spin axis has to be better constrained in order to exploit
recent simulations reproducing about 1 Gyr of mantle convection. Constraining this orientation
requires to align the maximum inertia axis of the mantle with the spin axis of the Earth, causing
solid-body rotations of the mantle called true polar wander (TPW). On the core side, numerical
simulations are still far from the parameter regime of the Earth, and it is not clear whether the
reversing mechanism observed in these models is relevant for the Earth’s core.

This work aims at acquiring a more complete understanding of how lateral heterogeneities
of the CMB heat flux affect the geodynamo. In a first part, we explore the impact of TPW on
the CMB heat flux using two recently published mantle convection models: one model driven
by a plate reconstruction and a second that self-consistently produces a plate-like behaviour. We
compute the geoid in both models to correct for TPW. An alternative to TPW correction is used for
the plate-driven model by simply repositioning the model in the original paleomagnetic reference
frame of the plate reconstruction. We find that in the plate-driven mantle convection model, the
maximum inertia axis does not show a long-term consistency with the position of the magnetic
dipole inferred from paleomagnetism. TPW plays an important role in redistributing the CMB
heat flux, notably at short time scales (≤ 10 Myr). Those rapid variations modify the latitudinal
distribution of the CMB heat flux. A principal component analysis (PCA) is computed to obtain
the dominant CMB heat flux patterns in the models.

In a second part, we study the impact of heterogeneous heat flux conditions at the top of the
core in geodynamo models that expands towards more Earth-like parameter regimes than previ-
ously done. We especially focus on the heat flux distribution between the poles and the equator.
More complex patterns extracted from the mantle convection models are also used. We show that
an equatorial cooling of the core is the most efficient at destabilizing the magnetic dipole, while a
polar cooling of the core tends to stabilize the dipole. The observed effects of heterogeneous heat
flux patterns are explained through the compatibility of thermal winds generated by the heat flux
pattern with zonal flows. Notably, heat flux patterns have a more moderate effect when westward
zonal flows are strong, with a destabilization of the dipole only for unrealistically large ampli-
tudes. A parameter controlling the strength and stability of the magnetic dipole that is consistent
with the reversing behaviour of the geodynamo is suggested.
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Résumé

Le champ magnétique terrestre est généré par la convection du fer liquide dans le noyau, éléc-
triquement conducteur, produisant un effet dynamo. Ce processus, appelé géodynamo, maintient
un champ magnétique depuis des milliards d’années. Les données paléomagnétiques montrent que
le comportement de la géodynamo a changé au cours des temps géologiques. Ces changements
de comportement sont visibles à travers les variations de l’amplitude et de la stabilité du dipôle
magnétique. Les variations du flux de chaleur à la limite entre le noyau et le manteau (CMB) dues
à la convection mantellique ont été suggérées comme un mécanisme capable d’entraîner un tel
changement de comportement.

Les modèles numériques de convection mantellique et de la géodynamo ont connu des amé-
liorations significatives ces dernières années. Le couplage entre ces deux types de modèle peut
donner des indications sur la façon dont la géodynamo réagit aux variations de flux de chaleur
à la CMB. Notre compréhension actuelle de ce couplage entre le manteau et le noyau est néan-
moins restreinte par les limitations des modèles numériques. Du côté du manteau, l’orientation
du manteau par rapport à l’axe de rotation doit être mieux contrainte afin d’exploiter les récentes
simulations reproduisant environ 1 Gyr de convection mantellique. Pour contraindre cette orienta-
tion, l’axe de plus grand moment d’inertie du manteau doit être aligné avec l’axe de rotation de la
Terre, ce qui provoque des rotations du manteau appelées "true polar wander" (TPW). Du côté du
noyau, les simulations numériques sont encore loin du régime de paramètre de la Terre, et il n’est
pas certain que le mécanisme d’inversion observé dans ces modèles soit pertinent pour le noyau
de la Terre.

Ce travail vise à mieux contraindre la façon dont les hétérogénéités de flux de chaleur à la
CMB affectent la géodynamo. Dans une première partie, nous explorons l’impact du TPW sur
le flux de chaleur à la CMB en utilisant deux modèles de convection mantellique récemment
publiés : un modèle contraint par une reconstruction de plaque et un second produisant de manière
autocohèrente un comportement de tectonique des plaques. Le géoïde est calculé pour corriger le
TPW. Une alternative à la correction du TPW est utilisée pour le modèle contraint par la position
des plaques en repositionnant simplement le manteau dans le référentiel paléomagnétique. Dans
ce modèle, l’axe de plus grand moment d’inertie n’est pas cohérent avec la position du dipôle
magnétique déduite du paléomagnétisme. Le TPW joue un rôle important dans la redistribution
du flux de chaleur, notamment à des échelles de temps courtes (≤ 10 Myr). Ces variations rapides
modifient la distribution latitudinale du flux de chaleur à la CMB. Une analyse en composantes
principales est effectuée pour obtenir les motifs de flux de chaleur dominant dans les modèles.

Dans une deuxième partie, nous étudions l’impact des conditions hétérogènes de flux de cha-
leur au sommet du noyau dans des modèles de géodynamo qui s’étendent vers des régimes de
paramètres plus proches de celui de la Terre que ce qui a été fait précédemment. L’effet de la
distribution du flux de chaleur en latitude est notamment étudié. Des motifs de flux complexes ex-
traits des modèles de convection mantellique sont également utilisés. Nous montrons qu’un refroi-
dissement équatorial du noyau est le plus efficace pour déstabiliser le dipôle magnétique, tandis
qu’un refroidissement polaire tend à stabiliser le dipôle. Les effets observés des flux de chaleur
hétérogènes s’expliquent par la compatibilité entre les motifs de flux et les écoulements zonaux.
Notamment, les motifs de flux de chaleur ont un effet plus modéré lorsque les écoulements zo-
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naux vers l’ouest sont forts, avec une déstabilisation du dipôle seulement pour des amplitudes
improbables. Un paramètre contrôlant l’amplitude et la stabilité du dipôle magnétique, cohérent
avec l’existence d’inversions magnétiques pour la Terre, est proposé.
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Chapter 1. Introduction

The aim of this thesis is to study the effect of heat flux heterogeneities at the top of the
core on the geodynamo and magnetic reversals. Our understanding of the geomagnetic field and
core dynamics has greatly benefited from observations and paleomagnetic measurements of the
magnetic field, as well as from the development of direct numerical simulations of the geodynamo.
The dynamical processes within the Earth are nevertheless still puzzling in many respects, and we
are still far from having a complete understanding of core dynamics. In this chapter, we will
introduce the geophysical context specific to this thesis and describe the aims of this work.

1.1 The core-mantle coupled system

1.1.1 Structure and evolution of the Earth’s core and mantle

The present-day Earth can be separated into three main layers of very different properties.
These layers can be seen as discontinuities in the radial profile of density within the Earth in
the Preliminary Reference Earth Model (PREM, Dziewonski and Anderson, 1981) displayed in
Fig. 1.1. At the very centre of the Earth lies a solid inner core (Jacobs, 1953) made of iron,
nickel, and a small amount of lighter elements, usually thought to be a combination of Oxygen,
Sulphur, Silicon, Carbon and Hydrogen (see Hirose et al. (2021) for a review). This metallic
sphere has a radius rIC = 1220 km. The inner core is forming from the crystallization of a liquid
metal layer directly above it, called the outer core. This liquid spherical shell has an outer radius
rOC = 3480 km. The outer core has a similar composition to the solid inner core but is thought
to be continuously enriched in light elements as the inner core crystallizes, some light elements
staying preferably in the liquid (Alfè et al., 2002). Above the outer core lies a solid layer made
of silicate rocks, called the mantle, that expands from rOC to the surface of the Earth at a radius
rE = 6371 km. The mantle is a complex and highly heterogeneous layer. This layer is usually
separated into an upper mantle and a lower mantle with a transition at around 670 km depth
(Birch, 1961), although a number of radial and 3D structures are observed (Dziewonski et al.,
1977; Durand et al., 2017; Ritsema and Lekić, 2020). The outermost 10 km to 40 km of the
mantle corresponds to the crust that is chemically distinct from the underlying mantle (Wedepohl,
1995). The differentiation of the Earth into a metallic core surrounded by a silicate mantle is
thought to have occurred quickly, less than 100 Myr after the formation of the solar system (Walter
and Trønnes, 2004). After the last giant impact that formed the moon and melted the mantle
approximatively 4.5 Gyr ago, the mantle slowly cooled and solidified. The time scale of mantle
crystallization is expected to be 10 Myr to a few hundreds of million years (Solomatov, 2015),
though a basal magma ocean at the bottom of the mantle could have lasted for a longer period
(Labrosse et al., 2007; Ballmer et al., 2017b). In contrast to the mantle, core crystallization is
thought to have started later in Earth’s geological history. The exact nucleation time of the inner
core is however still debated and has profound consequences on Earth’s evolution (Labrosse et al.,
2001; Driscoll and Davies, 2023).

As the Earth cools down, heat has to be transported from the inside to the outside of the Earth.
Within the mantle, this results in convective motions. The surface expression of mantle convec-
tion is notably visible through plate-tectonics, and hot-spot volcanism. Convective motions are
nonetheless thought to encompass the whole mantle, down to the core-mantle boundary (CMB)
(Van der Hilst et al., 1997; Montelli et al., 2006). Seismic tomography enables to a certain extent
to distinguish these mantle flows. Downward movements are associated with subducting slabs
that can penetrate in the lower mantle (Wada and King, 2015), while upward movements are
associated with mantle plumes (Montelli et al., 2006).

Below the mantle, the outer core is also convecting. In the present-day, this convection is
mostly driven by the inner core crystallization that releases light elements and latent heat at the
bottom of the core (Loper, 1978). This results in an increased buoyancy of the fluid at the bottom
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Figure 1.1 – Radial profile of the density within the Earth in the PREM model (Dziewonski and Anderson,
1981). The corresponding structures within the Earth are drawn on the right hand side of the figure. The
horizontal lines highlights the inner core boundary (ICB) at a radius rIC = 1220 km, the core-mantle bound-
ary (CMB) at a radius rOC = 3480 km, and the transition between the lower mantle and the upper mantle at
670 km depth.

of the core that starts to rise upward. As the outer core is made of an electrically conductive
material, these convective motions generate a magnetic field through magnetic induction. This
process, called the geodynamo, is responsible for the observed geomagnetic field. In addition to
being useful for navigation and shielding the atmosphere from solar winds, the geomagnetic field
is the best available observation to constrain outer core dynamics. The magnetic field variations
can notably be used to constrain the flow at the top of the core (Bloxham and Jackson, 1991; Pais
and Jault, 2008; Finlay and Amit, 2011), and its characteristics give an insight on the dynamical
state of the outer core as we will see in section 1.2.

1.1.2 Core-mantle thermal coupling

Mantle and core dynamics are coupled in several ways. A first type of coupling is related
to the interactions between the mantle and the core leading to variations in the rotation rate of
the mantle. These variations are measured as perturbations to the Length of Day (LOD) of the
order of milliseconds. Mechanisms leading to such coupling are detailed in Roberts and Aurnou
(2012). These mechanisms are related to torques acting on the mantle due to viscous traction
(Brito et al., 2004), topographic effects (Hide, 1989), gravitational coupling (Davies et al., 2014),
and electromagnetic coupling (Roberts, 1972). A second type of core-mantle coupling involves
chemical interactions expected at the CMB. Buffett and Seagle (2010) for example suggested the
possibility of a compositional stratification at the top of the core due to diffusion of light elements
from the mantle into the core. Mechanisms for core-mantle chemical interactions and implications
for core dynamics are, however, still unclear (Buffett, 2015). In this thesis, we will focus on a
third kind of core-mantle coupling related to thermal interactions. In order to introduce this type
of coupling, we will first discuss the temperature at the CMB TCMB. This temperature varies as a
function of latitude (λ ) and longitude (φ ) and can be decomposed as

TCMB(λ ,φ) = ΘCMB +δTCMB(λ ,φ) (1.1)

where ΘCMB and δTCMB denote the average temperature and the lateral perturbations to this aver-
age respectively. The average temperature at the CMB can be estimated by measuring the melting
temperature of iron at the inner-core boundary (ICB) conditions, and assuming that temperatures
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within the core follow an adiabatic profile. We will here take ΘCMB = 4050 K (Anzellini et al.,
2013). As suggested by Bloxham and Gubbins (1987), the lateral temperature perturbations can
be estimated at the top of the core by assuming a balance between the Coriolis force and buoyancy,
yielding

ΩUc ∼ αgδTCMB (1.2)

where Ω is the angular rotation rate of the Earth, Uc is the flow velocity at the surface of the core,
α is the thermal expansion coefficient of the outer core, and g ≃ 10 m s−2 is the acceleration of
gravity. Considering Uc = 4× 10−4 m s−1 (Finlay and Amit, 2011) and α = 10−5 K−1 (Olson,
2015), we can obtain the estimate δTCMB ∼ 10−4 K. This lateral temperature variability is negli-
gible compared to the average temperature, and we can thus conclude that the CMB temperature
can be largely considered homogeneous and equal to TCMB = ΘCMB. These small deviations from
the mean result from the large flow velocities in the outer core that equilibrate very efficiently
thermal heterogeneities.

Mantle convection flows are significantly slower than core flows, with typical velocities of
the order of Um ∼ 10−9 m s−1 (Bercovici, 2015). Because of these slower flow velocities, much
larger temperature heterogeneities can be withstood by the mantle. Lateral temperature variations
of the order of a few hundreds of Kelvin are expected in the mantle from seismic tomography
observations (Mosca et al., 2012) and numerical models (Dannberg et al.). As we just saw that
the temperature is homogeneous over the core surface, these temperature variations in the lower
mantle translate into lateral variations of the thermal gradient between the core and the mantle.
This thermal gradient, ∂T

∂ r

∣∣∣
CMB

, enters in the definition of the heat flux per unit surface at the
core-mantle boundary defined by

qCMB(λ ,φ) =−k
∂T (λ ,φ)

∂ r

∣∣∣∣
CMB

, (1.3)

where k is the thermal conductivity at the core-mantle boundary. This thermal conductivity is
also expected to vary laterally due to poorly constrained effects of temperature, composition, and
phase transitions. We will here consider k to be a constant all over the core-mantle boundary for
simplicity. By integrating qCMB over the CMB surface, we obtain the total heat flux at the CMB:

QCMB =
∫

S
qCMB dS. (1.4)

Estimates for the present-day CMB heat flux gives QCMB = 5–17 TW, corresponding to qCMB =

33–110 mW m−2 where qCMB stands for the spatial average of qCMB (Nimmo, 2015; Landeau
et al., 2022; Davies et al., 2022). This value is important for core dynamics, as it controls the
stability of the top of the core with respect to thermal convection. Thermal convection can occur
if the CMB heat flux is larger than the isentropic heat flux conducted along the adiabatic gradient.
The adiabatic temperature gradient is given by ∂Ta

∂ r =−αgTa
cp

where Ta(r) is the adiabatic temper-
ature in the core and cp is the specific heat capacity of the outer core. The isentropic heat flux at

the CMB, defined as qis
CMB = −k ∂Ta

∂ r

∣∣∣
CMB

, can be written

qis
CMB =

kαgTa(rOC)

cp
. (1.5)

The condition for thermal convection to operate is thus qCMB > qis
CMB. If on the contrary qCMB <

qis
CMB, the top of the core will be thermally stratified, preventing convection of thermal origin.

Values of the isentropic heat flux depend on the thermal conductivity at the top of the core. A
large range of values have been suggested for this parameter (see Williams (2018) for a review). If
we choose for k a lower bound of 20 W m−1 K−1 (Konôpková et al., 2016; Hsieh et al., 2020) and
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a higher bound of 200 W m−1 K−1 (Pozzo et al., 2012; Ohta et al., 2016), the isentropic heat flux
lies in the range qis

CMB = 10–95 mW m−2 using cp = 850 J kg−1 K−1 (Olson, 2015). This range
is slightly lower than the range for the CMB heat flux. Nevertheless, these ranges largely overlap
and it is thus not clear whether the top of the core is stable or unstable with respect to thermal
convection on average. Moreover, amplitudes of CMB heat flux lateral variations are expected
to be large, with peak-to-peak amplitudes that could be larger than the average (Nakagawa and
Tackley, 2008). As a result, the superadiabatic heat flux, defined as qsup

CMB = qCMB−qis
CMB, could be

highly heterogeneous at the top of the core, possibly leading to a global or regional stratification
at the top of the core (Christensen, 2018; Mound et al., 2019).

1.2 Insights from magnetic observations

1.2.1 The present-day magnetic field

Joseph Larmor first suggested in 1919 the possibility of a dynamo effect produced by con-
vective motions within the Sun and the Earth (Larmor, 1919). Because of this link between
convective movements and the generated magnetic field, the geomagnetic field is the most impor-
tant data available for geophysicists to constrain outer core dynamics. The use of seismology to
map heterogeneities within the outer core as it is done in the mantle is rendered impossible by the
too small lateral variations in temperature and composition. The magnetic field observed at the
Earth’s surface is a vector B. From the CMB to the lower atmosphere, the Earth can be considered
as electrically insulating, preventing electric currents to occur. According to Ampere’s law, this
results in ∇×B = 0. It is thus convenient to write the magnetic field as

B =−∇V (1.6)

where V is the magnetic potential. This potential can be expressed as a function of latitude (λ ),
longitude (φ ), and radius (r) as

V (r,λ ,φ) = RE

∞

∑
l=1

l

∑
m=0

(
RE

r

)l+1

[gm
l cos(mφ)+hm

l sin(mφ)] P̃l,m(sin λ ) (1.7)

where l and m are the spherical harmonics degree and order, and P̃l,m is the semi-normalized
associated Legendre polynomials (Lowes, 1974). The gm

l and hm
l coefficients are called the Gauss

coefficients of the magnetic field. The degree l controls the typical length scale L at a given radius
r over which the magnetic field associated with the Gauss coefficients varies through the relation
L = 2πr/l. Coefficients with large l are thus associated with small scales of the magnetic field.
Equation 1.7 holds within the electrically insulating layers of the Earth. The mantle is likely to
not be a perfect insulator, especially in a thin layer at the base of the mantle just above the CMB
(Alexandrescu et al., 1999). The mantle can nevertheless be considered to be insulating to a good
approximation compared to the core. In this case, the magnetic field potential can be obtained
at the CMB. However, we are limited to degrees lower or equal to 13 due to the contamination
of the observed field by crustal magnetisation. The power per degree l, called Rl , can notably be
obtained through the relation

Rl(r) = (l +1)
(

RE

r

)2l+4 l

∑
m=0

[
(gm

l )
2 +(hm

l )
2
]
. (1.8)

The Gauss coefficients can be estimated from measurements by ground observatories and dedi-
cated satellites, giving a picture of the present-day magnetic field. In Fig. 1.2 is displayed the
radial component of the magnetic field (Br) and the spherical harmonic power spectrum in the
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CHAOS-7 model (Finlay et al., 2020). The magnetic field has a dominantly axial dipolar struc-
ture with mostly negative Br in the northern hemisphere and mostly positive Br in the southern
hemisphere. In the power spectrum, this translates into a power significantly larger in the l = 1
component (corresponding to the magnetic dipole) than in smaller scale components. The dipo-
lar nature of the magnetic field is already a constraint on core dynamics, as it implies that flows
within the core clearly favour the generation of an axial dipole over smaller scale components
of the magnetic field. The magnetic field is nevertheless more complicated than a pure axial
dipole. Reversed patches of positive and negative polarity are for instance seen in the southern
and northern hemisphere respectively.

1.2.2 Secular variations of the magnetic field

The magnetic field geometry changes over time on a wide range of time scales, offering in-
sights into core dynamics (Constable and Constable, 2023). These time variations of the magnetic
field are called secular variations. For the last decades, satellite observations have enabled a pre-
cise mapping of the magnetic field, with a good space and time resolution. Variations in the
magnetic field can be related to the flow through the induction equation

∂B
∂ t

= ∇× (u×B)+η∇
2B, (1.9)

where u is the flow velocity and η is the magnetic diffusivity. This equation states that time
variations of the magnetic field arise from advection of the magnetic field by the flow (first term
on the right hand side) and from diffusion of the magnetic field (second term on the right hand
side). The relative amplitude of the two terms on the right hand side of equation 1.9 is quantified
by the magnetic Reynolds number, defined as

Rm =
UcDc

η
∼ ||∇× (u×B)||

||η∇2B||
, (1.10)

where Dc is the thickness of the core. In the Earth’s core, using Uc = 4×10−4 m s−1 and η = 1
m2 s−1 (Olson, 2015) gives Rm ∼ 1000. The effect of the diffusion term (η∇2B) on the secular
variations of the magnetic field is usually ignored due to this large value of Rm, an hypothesis
called the “frozen flux” approximation. Under this approximation, the radial part of the magnetic
field Br can be related to the flow at the surface of the core through

∂Br

∂ t
=−∇h(uhBr) (1.11)

where uh is the velocity vector in a horizontal plane at the CMB and ∇h is the nabla operator
in the horizontal plane (Bloxham and Jackson, 1991). Given Br and its time variations, solving
this equation ofr uh is not straightforward, and the solution is highly non-unique (Backus and
Bullard, 1968). Additional hypotheses on the nature of the flow such as quasi-geostrophy, and
more recently the usage of numerical simulations of the geodynamo, nevertheless enable to reveal
more and more detailed features of the flow at the core surface (Pais and Jault, 2008; Gillet et al.,
2010; Fournier et al., 2011; Gillet et al., 2022). These surface flow inversions offer constraint
on core dynamics. Reviews on surface flow inversion and surface flow features can be found in
Holme (2015) and in Finlay et al. (2023). Though flow inversions give access, in theory, only to
the flow at the surface of the core, some insight can also be gained on the internal dynamics of the
core. Observations of waves at the core surface for example enable to estimate the amplitude of
the magnetic field within the core (Gillet et al., 2010), yielding B ∼ 4 mT. From this information
one can obtain an estimate of the total magnetic energy in the core that can be compared to the
total kinetic energy. The ratio of magnetic to kinetic energy can then be estimated to Eb/Eu ≃
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B2

ρµ0U2
c
≃ 7000 for the present day, where ρ = 1.1×104 kg m−3 is the density of the core (Olson,

2015) and µ0 is the magnetic permeability of vacuum. This ratio could have been smaller in
the past, notably during reversals. Nevertheless, the fact that the energy of the magnetic field is
much larger than the energy of the flow that produces it is an important feature of the geodynamo.
The flow within the core can also be constrained by assuming quasi-geostrophy of the flow (i.e.
invariance along the direction parallel to the Earth’s spin axis). Following this assumption notably
suggests the existence of a large eccentric anticyclonic gyre inside the core, which explains the
observed westward drift of magnetic field patches (Pais and Jault, 2008).
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Figure 1.2 – Magnetic field at the CMB from the CHAOS-7 model (Finlay et al., 2020). a) Radial com-
ponent of the magnetic field at the CMB in January 2019. b) Spherical harmonic power spectrum of the
magnetic field at the CMB.

1.2.3 Paleomagnetic observations and long-term evolution of the geodynamo

Continuous observations of the full vector of the geomagnetic field started in the 19th century
thanks to the development of magnetic observatories. Regular measurements of the magnetic
field direction have been nevertheless made prior to the development of magnetic observatories
in Europe (Malin and Bullard, 1981; Alexandrescu et al., 1996). These measurements constrain
the angle between the magnetic North pole and the geographic North pole (called the declination
δ ) and the angle between the magnetic field and the horizontal plane (called the inclination I).
Measurements of the magnetic field made on ships during naval expeditions are also crucial data
to constrain the magnetic field morphology, and have been used to build magnetic field models
going as far back in time as the late 16th century (Jackson et al., 2000).

To obtain informations on the Earth’s magnetic field at earlier periods, it is possible to rely
on the remanent magnetization recorded in ferromagnetic minerals. These minerals can notably
be magnetized at high temperatures by the ambient geomagnetic field. As minerals cool down
below the Curie temperature, the magnetization is locked and preserved. The study of remanent
magnetization and the magnetic field in the geological past is called paleomagnetism (see for
example Butler (1992) for a detailed introduction to remanent magnetization and its use in paleo-
magnetism). Paleomagnetism provides a view on the deep past of the geomagnetic field. A first
significant information provided by paleomagnetism is an estimation of the age of the geodynamo,
constrained by the oldest samples carrying the signature of a magnetic field. It is currently thought
that the geodynamo was already active between 3.25 Ga and 3.5 Ga (Biggin et al., 2011; Brenner
et al., 2022). Remanent magnetization measurements in zircons suggest that a dynamo was acting
4.2 Ga (Tarduno et al., 2015), though the reliability of these measurements is questioned (Taylor
et al., 2023). The existence of a magnetic field for such a large part of Earth’s history has impor-
tant implications for the way the geodynamo is powered. Notably, though most of the present-day
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power for the geodynamo is thought to results from the inner core crystallization (Loper, 1978), a
different powering mechanism must have been at play before the inner core nucleation. This has
significant consequences on the state of the core and values of fundamental physical parameters,
such as the thermal conductivity of the outer core (Driscoll and Davies, 2023).

Measurements of remanent magnetization do not offer a view of the past magnetic field as
precise as the one offered today by magnetic observatories and satellites. These measurements
nevertheless provide an accurate constraint on the polarity of the magnetic field. Assuming that
the magnetic field stayed dominantly dipolar as it is observed today, measurements of remanent
magnetization indeed gives the direction of the magnetic dipole. Observation of a 180° change
in the magnetic dipole orientation in rock samples made by Brunhes in the early 20th century led
him to suggest that the magnetic dipole has undergone polarity reversals (Brunhes, 1906). The
magnetic field is said to have a normal polarity if it is the same as today, an reversed polarity
if it is opposite. Since then, evidence have accumulated on the existence of magnetic reversals,
and numerous occurrences of reversals have been documented (Cox et al., 1964). These polar-
ity changes are very well seen in the basaltic oceanic crust as successive bands of same polarity
parallel to mid-oceanic ridges. Each period with a given magnetic polarity is called a magnetic
chron. The succession of chrons registered in the oceanic crust played a crucial role in the de-
velopment of the sea floor spreading theory and the understanding of plate tectonics (Vine and
Matthews, 1963). The remanent magnetization of the oceanic crust enables to constrain precisely
the polarity reversals for the last 200 Myr. The successive magnetic chrons in the last 118 Myr are
shown in Fig. 1.3. An important feature of magnetic reversals visible in Fig. 1.3 are the variations
in the frequency of reversals occurrence, or equally in the duration of magnetic chrons (Gallet and
Hulot, 1997; Lowrie and Kent, 2004). The average duration of a magnetic chron is of about 250
kyr in the last 5 Myr, while much longer periods without reversals are recorded. Such a period
is notably observed between 121 Ma and 83 Ma during the Cretaceous. This particular chron
is called the Cretaceous normal superchron, as the polarity was the same as at the present-day.
Such large variations in the reversal frequency imply that the stability of the magnetic dipole has
significantly varied through geological times. This observation offers another constraint on the
geodynamo and, importantly, on its evolution.

1.2.4 Evidence for core-mantle thermal coupling

A thermal coupling between the core and the mantle has been suggested as an explanation
for several magnetic observations. The possible existence of a thermal coupling signature in
magnetic measurements for recent times was suggested by Bloxham and Gubbins (1985). This
thermal coupling is invoked to explain the location of static magnetic flux patches and the secular
variations of the magnetic field (Bloxham and Gubbins, 1987; Kelly and Gubbins, 1997; Mound
and Davies, 2023). Thermal wind models have also been developed to explain the flows at the
core surface based on estimations of the present-day heat flux patterns (Aubert et al., 2007; Amit
et al., 2008).

These observations suggest that the geodynamo is strongly affected by thermal heterogeneities
at the present-day. The thermal conditions in the lower mantle are expected to vary on timescales
of the same order as the overturn timescale of the mantle. Calling Dm = rE − rCMB the thickness
of the mantle, this time scale is Dm/Um ∼ 100 Myr. We can thus wonder whether such variations
leave an imprint in the paleomagnetic observations. Interestingly, variations in the reversal fre-
quency occur on time scales of tens of million years, similar to the mantle overturn time scale,
leading to the suggestion of a relationship between mantle convection, variations in the CMB
heat flux conditions, and reversal frequency (Hide, 1967; Cox, 1975; Jones, 1977). The idea of a
mantle control on the reversal frequency has led to a vast literature. A periodic destabilization of
the thermal boundary layer in the lower mantle related to eruptions of thermal plumes has been
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Figure 1.3 – Succession of magnetic chrons in the last 118 Myr (taken from Butler (1992)). Periods shown
in black and white correspond to normal polarity and reverse polarity respectively.

for example suggested by Loper and McCartney (1986) as a common cause for variations in the
reversal frequency and mass extinctions. Courtillot and Besse (1987) found a correlation between
a redistribution of the CMB heat flux by global rotations of the mantle (i.e. true polar wander) and
the reversal frequency. A relationship between the reversal frequency and plate tectonics is also
found, suggesting a delayed effect of plate tectonics on the CMB heat flux through subducting
slabs (Gaffin, 1987; Pétrélis et al., 2011; Hounslow et al., 2018). A review on the evidence for
mantle control on the geodynamo as seen by paleomagnetism can be found in Biggin et al. (2012).

1.3 Heat flux pattern across the core-mantle boundary

1.3.1 Heat flux pattern as seen by seismic tomography

Understanding the thermal coupling between the core and the mantle requires an accurate
knowledge of the CMB heat flux. Obtaining Earth-like CMB heat flux patterns is a difficult
problem in itself. The present-day lower mantle structure is known to a certain extent thanks
to seismic tomography. By studying seismic waves propagating through the lower mantle, it is
possible to map the seismic properties such as seismic velocities or attenuation of seismic waves
in the lower mantle. Seismic properties can then be interpreted as structures in the mantle, and
can be related to temperature or compositional variations (see Anderson and Dziewonski (1984)
for an early description of seismic tomography and Rawlinson et al. (2010) for a more recent
review; a detailed overview of seismic tomography can be found in Nolet (2008)). The seismic
velocity pattern in the lower mantle is dominated by two large antipodal structures characterized
by low-velocity anomalies for shear waves (Masters et al., 2000; Ritsema and Lekić, 2020) and
compressional waves (Dziewonski et al., 1977; Koelemeijer et al., 2016), termed as Large Low
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Velocity Provinces (LLVPs). The two LLVPs are observed below Africa and below the Pacific
region. These seismological informations are precious to study the lower mantle, but not suffi-
cient to have a precise idea of the CMB heat flux pattern. A common hypothesis to determine
the shape of the CMB heat flux from seismic observations is to consider that temperatures in the
lower mantle are simply proportional to the shear wave speed (Glatzmaier et al., 1999; Olson and
Christensen, 2002; Olson et al., 2010). The heat flux pattern obtained this way from the tomo-
graphic model of Masters et al. (2000) is shown in Fig. 1.4(a). The relation between thermal
heterogeneities and seismic velocity heterogeneities has, however, been shown to be more com-
plex when phase changes and compositional variations are considered (Nakagawa and Tackley,
2008; Choblet et al., 2023). Probabilistic tomographic inversions enable in theory to isolate ther-
mal and compositional heterogeneities, but with significant spectral limitations as they are limited
to even spherical harmonic degrees (Trampert, 2004; Mosca et al., 2012). Determining the exact
shape of the present-day heat flux pattern is thus still a challenge, and the tomographic pattern is
still commonly used to study core-mantle thermal coupling (Mound and Davies, 2023; Terra-Nova
and Amit, 2024).

a) b)

Figure 1.4 – Heat flux patterns typically considered to thermally couple the mantle and the core. a) Tomo-
graphic pattern proportional to the seismic velocities in the lower mantle as seen by seismic tomography
(non-dimensional units, taken from Amit et al. (2015a)). b) Heat flux pattern at the present-day in the HF1
model of Zhang and Zhong (2011). This heat flux pattern is an output of a mantle convection model driven
by a plate reconstruction.

1.3.2 Heat flux from mantle convection models

An alternative solution to obtain Earth-like CMB heat flux conditions is to use numerical
models of mantle convection. These models solve for temperature in the mantle, and can thus
describe the evolution of the CMB heat flux through time in self-consistent models (Nakagawa
and Tackley, 2008) or in plate-driven models (Zhang and Zhong, 2011). Self-consistent models
provide statistical information about the CMB heat flux such as the effect of compositional het-
erogeneities on the CMB heat flux (Nakagawa and Tackley, 2008) or the stability of basal mantle
structures (Ballmer et al., 2017a; Citron et al., 2020). In plate-driven cases, the models predict a
present-day CMB heat flux pattern that can be used as an alternative to the tomographic pattern,
though the tomographic pattern is generally used to assess the quality of the obtained pattern. The
present-day heat flux pattern in the HF1 model of Zhang and Zhong (2011) is shown for instance
in Fig. 1.4(b). Heat flux patterns extracted from mantle convection models have the advantage
of being much better resolved than tomographic patterns, enabling to consider smaller scales. An
important advantage is the possibility to follow the pattern evolution on long time scales, as we
will show in chapter 2, while seismic tomography only provides one snapshot. The HF1 model
obtained by Zhang and Zhong (2011) provides, for instance, heat flux maps at the CMB for the
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last 500 Myr. However, the accuracy of these models strongly depends on the model parame-
ters and on the reliability of plate reconstructions that are poorly constrained prior to the Pangea
breakup some 200 Myr ago (Merdith et al., 2017; Seton et al., 2023).

1.4 The reference frame of the core

1.4.1 The spin axis in mantle convection models

Mantle convection models discussed in the previous section are not affected by Earth’s rota-
tion. This can be shown by computing the ratio between the viscous forces acting in the mantle
and the Coriolis forces that arise due to the rotation. This ratio is given by the Ekman number,
called E, defined as

E =
ν

ΩD2 ∼ ||ν∇2u||
||ΩΩΩ×u||

(1.12)

where ν is the kinematic viscosity, D is the thickness of the convective shell, and ΩΩΩ = Ωẑ is the
angular rotation vector with ẑ the unit vector in the direction of Earth’s spin axis. In the mantle,
ν ∼ 1017 m2 s−1 (Ricard, 2015) yields E ≃ 2× 108. This high Ekman number indicates that
Coriolis forces are negligible compared to viscous forces in the mantle. Coriolis forces are thus
neglected in mantle convection models. In the outer core ν ∼ 10−6 m2 s−1 (Olson, 2015) and
E ≃ 3×10−15, suggesting a very strong effect of rotation in the dynamics. For this reason, core
dynamics is expected to be organized along a preferential axis, corresponding to the spin axis
(Busse, 1975). It should be noted that the mantle is not completely unaffected by Earth’s rotation.
Centrifugal forces, the second component of forces induced by rotation, indeed cause the Earth to
have an elliptical figure, with an “equatorial bulge” (Bullard, 1948). This equatorial bulge does
not have any dynamical effect on mantle convection, but it affects the orientation of the mantle
with respect to the spin axis as we will discuss below.

Due to the negligible effect of rotation in mantle dynamics, the position of the spin axis relative
to the mantle is usually not constrained in numerical models of mantle convection. Instead, models
are often given in a reference frame minimizing net rotations of the surface or of the mantle as
a whole (Zhong et al., 2008; Tackley, 2008). In these models, a constraint on the position of the
spin axis is thus necessary to properly define the thermal coupling with the core.

1.4.2 Maximum inertia axis and True Polar Wander

Self-consistent models

In self-consistent mantle convection models that are not forced by a plate reconstruction at
the surface, only one constraint can be obtained on the position of the spin axis. This constraint
relies on the alignment of the maximum inertia axis of the mantle with the spin axis. Due to the
effect of Earth’s rotation, the mantle rotates to align its maximum inertia axis with the spin axis, a
configuration that minimizes the kinetic energy. These net rotations of the mantle are called “True
Polar Wander” (TPW). The existence of TPW has been suggested for a long time (Darwin, 1877;
Gold, 1955; Goldreich and Toomre, 1969), and it is observed at the present-day with rotation rates
of about 1 ° Myr−1 (Gross and Vondrák, 1999). This TPW is illustrated in Fig. 1.5, taken from
Evans (2002). Density anomalies arising in the mantle and the boundary deflections they generate
modify the inertia tensor of the Earth. TPW occurs when the maximum inertia axis deviates from
the spin axis. Note in Fig. 1.5 the equatorial bulge of the Earth. As the Earth rotates due to TPW,
this equatorial bulge has to adjust in order to stay at the Equator. The adjustment of the equatorial
bulge requires time for the Earth to deform, delaying the TPW-induced rotation by several million
of years, and potentially implying an offset between the maximum inertia axis and the spin axis of
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a few degrees (Cambiotti et al., 2011). Considering this time delay requires to solve the Liouville
equation, which controls the rotational behaviour of the Earth (Ricard et al., 1993). For simplicity,
this time delay is nevertheless often ignored when computing TPW, and the maximum inertia axis
is simply considered to be aligned with the spin axis (Steinberger and O’Connell, 1997; Zhong
et al., 2007; Rouby et al., 2010). In mantle convection models, the position of the maximum
inertia axis can be determined by computing the degree 2 geoid as defined in equation 2.1. A
detailed description on the geoid and on how TPW can be corrected in mantle convection models
can be found in section 2.2.2 and section 2.2.3 respectively.

Figure 1.5 – Illustration of TPW (taken from Evans (2002)). White patches have a lower density than the
mean, dark grey patches have a larger density. a) Density anomalies in the mantle arise and drive flows that
deform the boundaries in the mantle. b) The mantle rotates under the action of TPW to align the maximum
inertia axis with the spin axis of the Earth.

Plate-driven models

In theory, the spin axis orientation in plate-driven mantle convection models can also be ob-
tained by aligning it with the maximum inertia axis. In practice, this determination of the spin axis
faces two main limitations. First, the surface conditions in plate-driven models have been shown
to produce unsatisfactory geoid in mantle convection models, and a number of adjustments are
usually required to obtain a more “Earth-like” geoid and dynamic topography (i.e. topography
caused by flows in the mantle). These adjustments can notably include considering a free-slip
condition at the top of the mantle (Davies, 1988), a reduced viscosity at the plate margin (Mao
and Zhong, 2021), using fitted models of the density distribution in the lithosphere (Steinberger,
2016), or simply suppressing density or viscosity heterogeneities in the upper part of the man-
tle (Flament, 2019). Under such assumptions, plate-driven mantle convection models have been
shown to reproduce well the present-day geoid (Ghosh et al., 2010). However, these calculations
rely on a large number of hypotheses, and the applicability of such hypotheses to the Earth’s past
is not clear. Moreover, as we will see in chapter 2, updating the positions of plates and subduction
zones in the models can cause unrealistically large time variability of the geoid.

The second limitation arises from the fact that plate-driven models are supposed to reproduce
past positions of continents. This means that the spin axis should be oriented so that continents
have the observed latitudes at the present-day and in the past. It is thus possible to determine
whether the geoid computed in the model is consistent with the plate reconstruction. Given the
aforementioned difficulty to reproduce the present-day geoid and the lack of constraint on plate
reconstructions in the far geological past, a significant disagreement between the two constraints
can be expected. This is illustrated by the limited success of models trying to reproduce the
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past TPW paths (Steinberger and O’Connell, 1997; Rouby et al., 2010). However, this suggests
that the positions of continents can be considered as another constraint on the reference frame of
the core. This reference frame in which continents have the correct paleolatitudes is called the
“paleomagnetic reference frame”.

1.4.3 The paleomagnetic reference frame

Using geological and paleomagnetic observations, it is possible to constrain the continents
position in the past with respect to the spin axis. For the most recent times (later than 200 Ma),
refined models can be set up due to the large amount of geological data (Seton et al., 2012). Mod-
els for earlier times can be obtained, though their reliability is less certain (Merdith et al., 2021;
Seton et al., 2023). In these models, continents latitude are constrained by paleomagnetic mea-
surements. Assuming that the paleomagnetic field recorded by samples was dominantly dipolar
and aligned with the Earth’s spin axis, the paleolatitude of the sample λs can be related to the
inclination of the paleomagnetic field through (Butler, 1992)

tan I = 2tanλs. (1.13)

The longitudes are, however, unconstrained by paleomagnetism due to the axisymmetric nature of
the assumed magnetic dipole, leading to model-dependent interpretations of plate tectonics in the
far past (Seton et al., 2023). Plate reconstruction models that satisfy paleolatitudes of continents
are said to be in the paleomagnetic reference frame. This reference frame has the advantage of
being given with respect to the spin axis (assimilated to the magnetic dipole axis). Using such
a reconstruction in mantle convection models thus constrains the orientation of the mantle with
respect to the spin axis. This is notably the case in the mantle convection model used to obtain the
HF1 heat flux model (Zhang et al., 2010). However, plate reconstructions in the paleomagnetic
reference frame include a significant amount of net rotations of the surface that can be interpreted
either as differential rotation of the surface with respect to the deeper mantle, or as solid-body
rotations of the mantle (including TPW) (Coltice et al., 2017; Müller et al., 2022). For this reason,
plate reconstructions used to drive mantle convection models are usually expressed in a “mantle
reference frame”, in which continent positions are given with respect to the underlying mantle
instead of the spin axis. Such reference frame can be obtained either by limiting net rotations of
the surface (Müller et al., 2022), or by correcting TPW and longitudinal drift (Torsvik et al., 2014).
Mantle convection models constrained by a plate reconstruction in a mantle reference frame are no
longer in the reference frame of the core. It is possible to rotate the models in the reference frame
of the core if the relation between the mantle reference frame and the paleomagnetic reference
frame is known. We describe in more details how the paleomagnetic reference frame can be used
to constrain the orientation of the mantle with respect to the spin axis in section 2.2.3.

1.5 Studying core-mantle thermal coupling using numerical geody-
namo models

1.5.1 Numerical models of the geodynamo

The first numerical models of the geodynamo in a 3D spherical shell have been developed
already 30 years ago (Glatzmaier and Roberts, 1995; Kageyama et al., 1995; Kuang and Bloxham,
1997). These models solve for the magnetohydrodynamic (MHD) equations in a 3D spherical
shell. Numerical models enable to reproduce magnetic fields that resemble the geomagnetic field
in many ways, showing a dipole-dominated structure, a dominantly westward drift, and magnetic
reversals (Dormy et al., 2000; Kono and Roberts, 2002). As we will detail more in section 4.2.1,
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most numerical models of the geodynamo can be described by 4 non-dimensional parameters. For
thermal convection, these parameters are

E =
ν

ΩD2 , (1.14)

Pm =
ν

η
, (1.15)

Pr =
ν

κ
, (1.16)

Ra =
gFD2

4πκν2ρ
. (1.17)

where κ is the thermal diffusivity of the outer core, and F is the buoyancy flux available to drive
convection. All these numbers control the importance of one term in the equations relative to an-
other. We already discussed the Ekman number E in section 1.4.1 and showed that it controls the
relative importance of viscosity and rotation in the dynamics. The magnetic Prandtl number Pm
controls the relative importance of viscosity and magnetic diffusion. The Prandtl number Pr sim-
ilarly controls the importance of viscosity compared to thermal diffusion. Finally, the Rayleigh
number Ra controls the strength of buoyancy forces relative to effects retarding convection. Con-
vection is only possible when the Rayleigh number is higher than a critical value called Rac that
is much larger than one (Zhang and Busse, 1987). These definitions are given for purely thermal
convection, but similar definitions for compositional convection can be obtained by replacing κ

with the compositional diffusivity. In this case, the equivalent of the Prandtl number is called
the Schmidt number (Sc), and a compositional Rayleigh number can be defined. Convection in
the Earth’s core can originate from both thermal and compositional forcing, leading to a double
diffusive convection controlled by 6 parameters instead of the 4 given above (Tassin et al., 2021).
For simplicity, we will use here the definitions for thermal convection alone. Ideally, these pa-
rameters should be set in numerical models to values as close as possible to the Earth. We have
seen that, in the Earth’s core, E ≃ 3×10−15. Using the previously given values for the viscosity
(ν = 10−6 m2 s−1) and for the magnetic diffusivity (η = 1 m2 s−1) yields Pm ≃ 10−6 for the
Earth. Values for the Rayleigh number and the Prandtl number are more difficult to estimate, and
they both depend on whether the convection is compositionally or thermally driven. The Rayleigh
number is nevertheless thought to be much larger than the critical Rayleigh number (i.e. the con-
vection is very turbulent). For simplicity, the Prandtl number is usually assumed to be equal to 1
(Yadav et al., 2016; Schaeffer et al., 2017; Aubert et al., 2017), though the choice of this number
has been shown to have non-negligible dynamical implications (Simitev and Busse, 2005). The
choice for E and Pm is limited by the available computational power, and values as low as those
expected for the Earth are still not accessible. Recent studies presented dynamo simulations that
approach these values with Ekman numbers down to E = 10−8 and magnetic Prandtl number of
about Pm ∼ 10−1 (Aubert, 2019). However, such simulations require the artificial use of hyper-
diffusivity and cannot be run for a long time, preventing the study of the long-term behaviour of
the geodynamo such as the occurrence of reversals and the frequency of their occurrence.

1.5.2 Magnetic reversals in geodynamo models

The occurrence of reversals in numerical models that share similarities with the ones observed
in paleomagnetic data (Coe et al., 2000; Olson et al., 2011) led to the hope that numerical models
of the geodynamo could help understanding the reversing mechanism (Sarson and Jones, 1999).
One of the first simulated reversals is shown in Fig. 1.6. The axial dipolar structure of the
magnetic field is clear before and after the reversal, while the field structure is more complex
during the reversal.
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Magnetic reversals are commonly found in numerical dynamo models at the transition be-
tween dynamos operating with a strong and stable magnetic dipole and dynamos with weak and
unstable dipoles (called multipolar dynamos) (Kutzner and Christensen, 2002). When other pa-
rameters are kept fixed, the transition occurs when the power available to drive the convection
(controlled by the Rayleigh number) is increased. The mechanism causing these reversals is un-
clear, though the need for a strong convection suggests that large fluctuations of the magnetic field
are necessary to trigger them. A puzzling feature of magnetic reversals in numerical simulations
is that they occur for a ratio of magnetic to kinetic energy close to one, much lower than the ex-
pected value for the Earth (Tassin et al., 2021). This energy ratio approximates the ratio of the
Lorentz forces within the core to inertial forces (Schwaiger et al., 2019). We have seen that this
ratio is much larger than unity in the Earth’s core, supporting a negligible role of inertial forces
in the core. The fact that magnetic reversals are obtained in numerical models when the kinetic
energy reaches a similar amplitude to the magnetic energy indicates that inertia probably plays
a significant role in the reversing mechanism in numerical geodynamo models. Importantly, this
means that the observed reversals in numerical models are possibly not triggered by the same
mechanism as in the geophysical case.

Figure 1.6 – Figure taken from Glatzmaier and Coe (2015) showing the radial component of the magnetic
field at the surface (top row) and at the CMB (middle row), and the magnetic field averaged in the azimuthal
direction within the core (bottom row) for four time steps before, during, and after a magnetic reversal. The
mean magnetic field in the bottom row is shown as the poloidal and toroidal field lines on the left and on
the right respectively.
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1.5.3 Heat flux heterogeneities in geodynamo models

The effect of heat flux heterogeneities at the top of the core on the geodynamo has been
studied shortly after the development of the first numerical models, focusing on the magnetic field
structure (Olson and Christensen, 2002; Bloxham, 2002) and on magnetic reversals (Glatzmaier
et al., 1999). In their pioneering work, Glatzmaier et al. (1999) notably demonstrated that heat flux
heterogeneities could indeed trigger significant variations in the stability of the magnetic dipole,
as was suggested by earlier studies based on the similarity between the timescales of mantle
convection and the timescale of variations in the reversal frequency (Hide, 1967; Cox, 1975;
Jones, 1977). Figure 1.7 is taken from that study. In this figure is shown the magnetic dipole
trajectory, latitude, and amplitude for 4 different heat flux patterns at the top of the core. This
figure clearly shows how the stability of the magnetic dipole varies with heat flux heterogeneities.
A high polar heat flux (case d) is notably found to favour a strong and stable dipole. In contrast,
a high equatorial heat flux (case c) favours reversals. This is also the case of an equatorially
antisymmetric heat flux (case a). Such significant effect of heat flux heterogeneities on the stability
of the magnetic dipole has motivated numerous further studies (Kutzner and Christensen, 2004;
Coe and Glatzmaier, 2006; Takahashi et al., 2008; Olson et al., 2010; Olson and Amit, 2014; Amit
et al., 2015a; Sahoo et al., 2016; Sahoo and Sreenivasan, 2017; Terra-Nova and Amit, 2024).

Thanks to these studies, the fact that heat flux heterogeneities can affect the reversal frequency
of the magnetic field is now widely accepted. The exact relationship between the shape of the
CMB heat flux and the reversal frequency is, however, complex and not fully understood. The
destabilizing nature of a large equatorial heat flux as shown in Fig. 1.7 is probably the most
widely shared effect among published studies. An attempt to generalize various effects obtained
in previous studies has been made by Olson and Amit (2014), who put forward a “geographic
control” and an “inertial control” of heat flux heterogeneities on the reversal frequency. The
geographic control explains a destabilization of the magnetic dipole by an equatorial cooling due
to the strengthening of equatorial downwelling that concentrates magnetic fluxes at the equator
and thus reduce the strength of the axial dipole. The inertial control relies on a strengthening of
convection within the core by heat flux heterogeneities, which has been shown to favour reversals
in numerical dynamo models (Kutzner and Christensen, 2002).

1.5.4 Coupling mantle convection models with geodynamo models

The development of numerical mantle convection models have started two decades earlier
than the development of geodynamo models (Torrance and Turcotte, 1971; McKenzie et al., 1974;
Machetel et al., 1986; Bercovici et al., 1989). The evolution of these models to reproduce a plate-
like behaviour (Trompert and Hansen, 1998; Tackley, 2000a,b) and include it in a spherical shell
geometry to reproduce realistic mantle convection behaviours (Tackley, 2008; Zhong et al., 2008)
nevertheless occurred in parallel to the development of numerical geodynamo models. This has
led to the possibility of coupling mantle convection models with geodynamo models, through
variations in the CMB heat flux.

In Fig. 1.8 are schematized two possibilities for a thermal coupling between mantle convection
models and geodynamo models. The ideal situation as shown in Fig. 1.8(a) is the one of a fully
coupled model in which both mantle convection and the geodynamo are solved at the same time.
Such kind of model should also in principle include a growing inner core. It is nevertheless
not possible to run a realistic geodynamo model for hundreds of million of years of the Earth’s
evolution as it is done in mantle convection models due to numerical restrictions. Thanks to
the much longer characteristic timescales of mantle convection compared to core dynamics, it is
nevertheless possible to extract several snapshots of the CMB heat flux from mantle convection
models and apply these snapshots at the top of the core in geodynamo models. Such models are
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Figure 1.7 – Figure taken from Glatzmaier et al. (1999) showing the trajectory, latitude, and amplitude of
the magnetic dipole for different CMB heat flux heterogeneities (shown at the top).

“instantaneous” with respect to mantle evolution, and are thus representative of one single mantle
state.

This procedure has been used by Olson et al. (2013) to couple the HF1 heat flux model of
Zhang and Zhong (2011) with geodynamo models. Using this coupling, they studied how the
reversal frequency was affected by variations in the CMB heat flux. In this study, the authors
did not succeed to accurately reproduce the evolution of the reversal frequency. They neverthe-
less showed that a time-dependent CMB heat flux pattern provided a better fit of the reversal
frequency than a steady pattern. Simpler core-mantle couplings have also been attempted consid-
ering a uniform heat flux condition at the top of the core and varying the control parameters of
the geodynamo model such as the convective power, the size of the inner core, or the rotation rate
following evolution models of the core (Driscoll and Olson, 2009b, 2011; Driscoll, 2016). These
models are successful at reproducing significant variations with time in the reversal frequency and
the strength of the magnetic dipole, implying that variations in heat flux heterogeneities could be
unnecessary to explain the observed variations.

1.5.5 Limitations of previous studies

The results mentioned above on core-mantle thermal coupling in geodynamo models obvi-
ously rely on the accuracy of the models on both the mantle and the core sides. On the mantle
side, so far, only the HF1 heat flux model provided by Zhang and Zhong (2011) has been used to
constrain dynamo models attempting to reproduce the past of the geodynamo in the work of Olson
et al. (2013). It should be noted that the HF1 model is one among 7 different models of CMB heat
flux covering the same period by Zhang and Zhong (2011), notably testing the effect of adding
phase changes or removing dense chemical piles at the base of the mantle. Choblet et al. (2016)
provide other heat flux time series on a similar timescale extensively varying the rheology and the
size of the chemical piles. These time series of CMB heat flux covering about half a billion years
of Earth’s geological history is a rich potential input for core dynamicists aiming at core-mantle
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Figure 1.8 – Schematic of the thermal coupling between mantle convection models and geodynamo models.
a) Ideal fully coupled model with convection solved simultaneously in the mantle and in the core. Mantle
convection imposes a time-dependent CMB heat flux. The size of the inner core is also time-dependent. b)
“Instantaneous” geodynamo models driven by snapshots extracted from a mantle convection model. The
mantle convection model is first simulated independently. The geodynamo models are run in a second time,
with fixed boundary conditions and a fixed inner core size.

thermal coupling. Nevertheless, new models of the CMB heat flux are required to explore other
hypotheses and configurations.

A first noticeable caveat in the HF1 heat flux model is that it is obtained using a mantle
convection model driven by a plate reconstruction in a paleomagnetic reference frame. This choice
can be problematic as it assimilates solid-body rotation of the mantle such as TPW with rotation
of the surface only. The underlying mantle can more or less follow the rotation depending on the
amount of lateral viscosity variations in the upper mantle (Rudolph and Zhong, 2014). This also
means that the maximum inertia axis of the mantle in this model is likely to be not aligned with
the spin axis as it should be the case for the Earth. Using a plate-driven model moreover does not
enable to obtain a CMB heat flux distribution that results from a fully self-consistent feedback
between surface tectonics and deep mantle processes. Finally, though the 500 Myr of mantle
convection reproduced by the HF1 model already covers a long and relatively well constrained
geological period, the appearance of plate reconstructions covering the Earth’s far past calls for
models covering a longer period (Merdith et al., 2017).

On the core side, uncertainties are even more fundamental. The parameter regime reached in
numerical simulations is still far from the expected regime for the Earth. The Ekman number and
the magnetic Prandtl number are orders of magnitudes too high. These two numbers control the
relative importance of viscosity and rotation or magnetic diffusion, respectively. The too large
values of E and Pm in numerical simulations thus suggest a non-negligible role of viscosity in
numerical models, a role that has notably been evidenced by Soderlund et al. (2012). Retrieving
a negligible role of viscosity, as expected for the Earth’s core, requires in theory to decrease both
E and Pm. Recent simulations have been approaching this regime (Yadav et al., 2016; Schaef-
fer et al., 2017; Aubert et al., 2017; Aubert, 2019), but they require huge computational resources
rendering a detailed study of core-mantle thermal coupling, including the reversal behaviour, chal-
lenging. Previous works focusing on the effect of CMB heat flux heterogeneities on the reversal
frequency were motivated by the Earth-like reversing dynamos obtained using numerical models.
Nevertheless, as we mentioned earlier, reversals in numerical models are likely to be triggered
by inertial forces. This suggests that the reversing mechanism in numerical geodynamo models
could be irrelevant for the Earth’s core, in which inertial forces are thought to be negligible. This
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conclusion is important as it implies that previously reported effect of the CMB heat flux on mag-
netic reversals, such as the inertial control put forward by Olson and Amit (2014), could also be
irrelevant.

1.6 Aim and structure of the thesis

This thesis aims at improving our understanding of how variable heat flux heterogeneities at
the core-mantle boundary could have affected the reversing behaviour of the geodynamo through-
out Earth’s geological history. For this purpose, we extend previous studies on the effect of CMB
heat flux heterogeneities on magnetic reversals, by trying to consider the limitations put forward
above. This work can be decomposed into two main goals, each focusing on one side of the CMB:
(i) on the mantle side, the goal is to obtain realistic heat flux patterns at the CMB in the reference
frame of the core using mantle convection models; (ii) on the core side, we want to gain a bet-
ter understanding of how simple and more complex heat flux heterogeneities affect geodynamo
models that are relevant for the Earth.

We will explore objective (i) by exploiting mantle convection models that reproduce about 1
Gyr of mantle convection related to a self-consistent or imposed plate tectonics models. The pos-
sibility to constrain the position of the spin axis in these models will notably be assessed. We will
focus on the way TPW affects the CMB heat flux distribution in these models. Finally, dominant
heat flux patterns will be extracted from the models. Objective (ii) will be investigated by running
numerical geodynamo models in a more relevant regime than previously done. We will vary the
heat flux patterns at the top of the core in these models focusing on how the reversing behaviour
of the geodynamo is affected. We will use simple heat flux patterns in a first step to tentatively
establish mechanisms by which heat flux heterogeneities affect the magnetic dipole stability. In a
second step, we will take advantage of the mantle convection models used in the first part to apply
realistic CMB heat flux patterns and compare their effects to that of the simpler patterns. We will
use a range of geodynamo models to determine how these effects differ depending on the model
characteristics.

The manuscript is organized as follow. In chapter 2, two mantle convection models are rotated
into the reference frame of the core by correcting for TPW or using paleomagnetic constraints.
The effect of TPW on the CMB heat flux and the reliability of the determination of the core
reference frame are discussed. The dominant heat flux patterns are extracted using a statistical
analysis. In chapter 3 the spectral content of the CMB heat flux and its longitudinal displacements
are further studied. The effect of simple heterogeneous CMB heat flux patterns on numerical
geodynamo models is studied in chapter 4 focusing on mechanisms by which the magnetic dipole
can be destabilized. In chapter 5 we conduct a similar study to chapter 4 using complex heat
flux patterns extracted from the mantle convection models studied during this thesis. Finally,
we conclude in chapter 6 by summarising the main results and limitations of this work, and by
suggesting perspectives for future studies.
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Chapter 2. On the impact of true polar wander on heat flux patterns at the core-mantle boundary

This chapter is dedicated to the impact of true polar wander on the heat flux at the core-mantle
boundary in numerical mantle convection models. Numerical models of mantle convection are
usually given in a reference frame that differs from the reference frame of the core. This is because
global rotations of the mantle do not affect its dynamics, and are thus treated in a simplified
manner (e.g. no net rotation of the surface or of the whole mantle for instance). It is however
important to use mantle convection outputs in the reference frame of the core to study the coupling
between the two systems. The rotation of the mantle convection models in the reference frame
of the core can be done by computing the true polar wander, which is the adjustment of Earth’s
rotation axis due to variations in the inertia of the mantle. In this chapter, we do this correction
for two numerical models simulating mantle convection for ∼ 1 Gyr with plate tectonics at the
surface. We rotate the outputs of the models in the core reference frame either by ensuring that
the maximum inertia axis of the mantle stays parallel to the rotation axis or by rotating the outputs
in a paleomagnetic reference frame. The effect of this correction on the redistribution of heat
flux heterogeneities is discussed, focusing especially on the distribution between the poles and
the Equator. A Principal Component Analysis is used to extract dominant heat flux patterns in the
models.

Section 2.1 to section 2.5 is the reproduction of the article “On the effect of true polar wan-
der on heat flux patterns at the core-mantle boundary” (T. Frasson, S. Labrosse, H-C. Nataf, N.
Coltice, N. Flament ) published in Solid Earth (Frasson et al., 2024).

2.1 Introduction

Temperature heterogeneities in the lower mantle impose a heterogeneous heat flux at the top of
the core, across the core–mantle boundary (CMB). This CMB heat flux is an important variable of
Earth’s thermal evolution and dynamics, especially for core convection and the geodynamo. The
mean CMB heat flux controls the core cooling rate, which determines the power available for the
geodynamo. Both the CMB heat flux mean value and lateral variations affect dynamo behaviour
in numerical simulations, with strong effects on magnetic reversal frequency and on the angle
between spin and magnetic dipole axes (Glatzmaier et al., 1999; Kutzner and Christensen, 2004;
Olson et al., 2010). Large heat flux heterogeneities can even prevent dynamo action (Olson and
Christensen, 2002). It is therefore important to evaluate what could be the evolution of the CMB
heat flux on geologic timescales in order to assess consequences for the geodynamo.

Because viscosity is much larger in Earth’s mantle than in Earth’s outer core, the CMB is an
isothermal boundary for the mantle, while the core sees the CMB as an imposed laterally vary-
ing heat flux. This heat flux changes on mantle convection timescales, which are much larger
than core dynamics timescales. Our understanding of the CMB heat flux, and notably its spa-
tial distribution, depends on our knowledge of lower-mantle structure and dynamics. Seismic
tomography offers a view of the lowermost mantle, revealing more and more complex structures
(e.g. Dziewonski et al., 1977; Lay and Helmberger, 1983; Garnero and Helmberger, 1995; Su and
Dziewonski, 1997; Durand et al., 2017 ; see Ritsema and Lekić, 2020 for a review). Around the
Equator, two antipodal large low-velocity provinces (LLVPs) are particularly conspicuous and are
interpreted as thermochemical piles (Garnero and McNamara, 2008). They form a characteris-
tic structure dominated by spherical harmonic degree 2. LLVPs are correlated with the degree 2
geoid, with positive geoid anomalies being observed over each LLVP (Dziewonski et al., 1977).
Recent works suggest a chemically distinct composition at the base of these structures, stabiliz-
ing them by imposing a negative buoyancy (Richards et al., 2023). Such stable structures in the
lower mantle would act as a thermal insulator for the core and have significant implications for the
CMB heat flux (Nakagawa and Tackley, 2008; Liu and Zhong, 2015). At scales too small to be
resolved in global tomographic models, ultralow-velocity zones (ULVZs) have also been observed
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using dedicated approaches (e.g. Garnero and Helmberger, 1995; Rost et al., 2005). Despite these
improvements, it is still difficult to have a clear view of the CMB heat flux pattern. Thermal
and chemical effects are notably difficult to distinguish in tomographic models (Trampert, 2004;
Mosca et al., 2012), which only provide a present-day snapshot of Earth’s history.

Records of eruption sites of hotspots suggest that LLVPs could have remained fixed for the
past 300 Myr at least (Burke et al., 2008; Torsvik et al., 2010; Dziewonski et al., 2010), providing
a stable large-scale heat flux pattern through time. This view of stable LLVPs has, however,
been challenged by recent seismic tomography models (Davaille and Romanowicz, 2020) and
mantle flow reconstructions (Flament et al., 2022). Past CMB heat flux estimates have been
obtained from reconstructions of mantle flow driven by observed plate motions for the past 450
Myr (Zhang and Zhong, 2011; Olson et al., 2015), and more recently for the past 1 Gyr (Flament
et al., 2022). These models show that the CMB heat flux pattern is governed by plate motion
through subducted slabs, which cool the lower mantle. Large lowermost-mantle chemical piles
stay warmer than the surrounding mantle, thereby increasing overall lateral heterogeneities of
CMB heat flux. CMB heat flux reconstructions can thus be used to constrain core evolution and
magnetic field generation. Olson et al. (2015) used a plate-driven mantle convection model to
drive a thermal evolution model of the core, while Zhang and Zhong (2011) found equatorial heat
flux minima around 270 and 100 Myr ago, which coincide with Kiaman and Cretaceous magnetic
superchrons, respectively.

These models are useful to explore the past of mantle convection. They are, however, limited
by the accuracy of plate reconstructions, which remain poorly constrained before the assembly of
Pangea (Müller et al., 2022; Seton et al., 2023). Alternatively, CMB heat flux estimates can be
obtained from self-consistent models, without prescribed surface velocities (Liu and Zhong, 2015;
Coltice et al., 2019). This approach is less “Earth-like” than models with prescribed plate motion
in that it does not aim to reproduce Earth’s actual past. However, it makes it possible to obtain
statistically realistic information on mantle convection depending on input parameters. Using this
kind of model, Nakagawa and Tackley (2008) notably showed that lateral variations in the CMB
heat flux could be as large as the mean CMB heat flux.

Earth’s spin plays a crucial role in core dynamics. If we are to explore the impact of realistic
CMB heat flux patterns on the geodynamo, it is essential that these patterns be produced in a
reference frame that preserves the spin axis. Mantle convection simulations do not depend on
the position of Earth’s spin axis since rotational forces are negligible in the mantle, and surface
and CMB boundary conditions are not affected by a global rotation of the mantle with respect
to its spin axis. However, mass redistribution and boundary topographies caused by convection
modify the moments of inertia of the mantle (Munk and MacDonald, 1960; Phillips et al., 2009),
which can be obtained from the degree 2 coefficients of the geoid (Schaber et al., 2009). The
mantle therefore rotates in order to keep its axis of greatest inertia along the spin axis (Goldreich
and Toomre, 1969). This is called true polar wander (TPW). This TPW is usually not considered
in mantle convection models, which means that the z axis of the reference frames of the models
is not aligned with the Earth’s spin axis. The TPW can, however, be obtained in the models
by computing the inertia tensor of the mantle. TPW emerging from mantle convection models
has notably been studied to retrieve the past track of the spin axis (Steinberger and O’Connell,
1997; Schaber et al., 2009), or to investigate the link between supercontinents and TPW in mantle
convection models (Zhong et al., 2007; Phillips et al., 2009). Using this computed TPW, it is
possible to rotate the model outputs so that the maximum inertia axis stays aligned with a fixed
spin axis. This method is the only way to reposition the model in the reference frame of the
spin axis in self-consistent models. TPW can also be corrected using this method in plate-driven
models. In this case, however, the past locations of continents can also be used to constrain the
position of the mantle relative to the spin axis. If the plate reconstruction is in a paleomagnetic
reference frame, the latitudes of continents relative to the spin axis are fixed and no correction is
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required. Despite this advantage, plate reconstructions in a paleomagnetic reference frame can be
problematic when used as boundary conditions in mantle convection models because they include
a significant amount of net rotation (Müller et al., 2022). Plate-driven mantle convection models
thus classically use plate reconstructions placed in a mantle reference frame following various
methods (Coltice et al., 2017; Cao et al., 2021; Müller et al., 2022; Flament et al., 2022). In this
framework, only the present-day continent distributions are consistent with the position of the
spin axis, and the previous positions of the spin axis are lost.

This work aims at describing the CMB heat flux produced by two up-to-date mantle convec-
tion models in the reference frame relevant for core dynamics. One of these models is driven by
a plate reconstruction (Müller et al., 2022), while the other one is entirely self-consistent and free
to evolve (Coltice et al., 2019). For each model, we notably provide representative CMB heat flux
maps that can be used in geodynamo simulations. These maps are obtained using a principal com-
ponent analysis (PCA), which brings out dominant CMB heat flux patterns. We extract CMB heat
flux and geoid from the two different mantle convection models, compute TPW from the degree
two of the geoid, and rotate the simulation frame accordingly to position CMB heat flux maps in
the reference frame relevant to core dynamics. For the plate-driven mantle convection model, an
alternative correction is performed by rotating the model in the paleomagnetic reference frame of
the plate reconstruction. This alternative correction is similar to what was done by Dannberg et al.,
i.e. running the mantle convection model using the plate reconstruction of Merdith et al. (2021)
in the paleomagnetic reference frame (PMAG case in Müller et al. (2022)). Section 2.2 describes
the methods used for the successive steps of the analysis. Results are presented in section 2.3 and
discussed in section 2.4. We conclude in section 2.5.

2.2 Methods

2.2.1 3D mantle convection models

Our study rests upon an analysis of two published 3D mantle convection simulations. Both
models simulate mantle convection in a 3D spherical shell including tectonic plates at the surface
and chemical piles at the bottom. They differ, however, in the way plate tectonics is handled. The
first model (similar to case NNR of Müller et al. (2022)), named MF in the following, is driven
by plates with structure and kinematics derived from geological observations. This model thus
aims at reproducing the actual history of Earth’s mantle convection using constraints from surface
kinematics and the position of subduction zones. The second model (Coltice et al., 2019), named
MC in the following, produces a plate-like behaviour without imposing any surface kinematics.
Plate-like structures and subduction zones are obtained in a fully self-consistent way using a
pseudo-plastic rheology and a strongly temperature-dependent viscosity. This model does not
aim to reproduce the actual past or future history of mantle convection. Instead, it provides an
alternative convection history with statistically realistic parameters. The following paragraphs
describe the characteristics of the models relevant for this study.

MF model

Model MF was computed using the code CitcomS (Zhong et al., 2008; Bower et al., 2015)
under the extended Boussinesq approximation. The model is driven at the surface by imposing
plate velocities, the positions of subduction zones, and the age of the oceanic lithosphere. These
constraints are taken from the plate reconstruction of Merdith et al. (2021) expressed in the no-
net-rotation reference frame as in Müller et al. (2022). This no-net-rotation reference frame only
differs from the original paleomagnetic reference frame of the plate reconstruction by net global
rotations of the surface. The model is initialized at 1.25 Gyr ago (Ga) with a 250 Myr warm-
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up phase during which tectonic velocities, subduction zone positions, and lithospheric ages are
derived from the tectonic reconstruction at 1 Ga. The initial condition at 1.25 Ga consisted of slabs
inserted down to 1000 km depth and a 113 km thick basal layer of material with excess density
δρp = 95.2 kg m−3. The continents have a density deficit of δρc = -140 kg m −3 on average
(Flament et al., 2014). After the warm-up phase, surface boundary conditions are updated in
1-million-year increments with linear interpolation at each numerical time step. The model is
similar to case NNR of Müller et al. (2022), with differences listed below. The Rayleigh number
(based on the thickness of the mantle) is equal to 108 with an internal heating rate of 30 TW.
The excess density of the basal layer was δρp/ρ100 = 1.7%, where ρ100 = 5546 kg m−3 is the
average density in the bottom 100 km of the mantle in the Preliminary Reference Earth Model
(PREM) (Dziewonski and Anderson, 1981). Phase changes are considered at depths of 410 km,
670 km and 2740 km and assumed to occur over a 40 km depth range. At 410 km depth, the
density change is 3% of ambient mantle density and the Clapeyron slope is equal to 4 MPa K−1

(Billen, 2008, and references therein). At 670 km depth, the density change is 7% of ambient
mantle density and the Clapeyron slope is −2 MPa K−1 (Billen, 2008, and references therein). At
2740 km depth, the density change is 1.1% of ambient mantle density and the Clapeyron slope is
12 MPa K−1 (Nakagawa and Tackley, 2014).

This model predicts CMB heat flux based on a reconstruction of past positions of tectonic
plates and associated mantle flow. The evolution of the thermochemical basal boundary layer
is dictated by subducting slabs, which are introduced at the surface following the plate model.
Heat flux patterns are thus directly related to the past 1 Gyr of mantle convection history, which
depends on the plate tectonic reconstruction imposed as surface boundary condition. Whilst the
past 200 Myr are well constrained notably from magnetic anomalies and hotspot tracks preserved
in the oceanic crust, plate motions are more uncertain for earlier geological times. The advantages
of model MF are that it generally matches the present-day structure of the mantle (Flament et al.,
2022; Müller et al., 2022), and is designed to reconstruct Earth’s mantle convection based on
available constraints.

MC model

Model MC reproduces in total 1131 Myr of mantle evolution using the code StagYY in a 3-D
yin-yang geometry (Tackley, 2008) and under the Boussinesq approximation. This model has
been set up to reproduce Earth-like mantle convection features, with particular attention to plate-
like behaviour. Coltice et al. (2019) presented results from this model focusing on plate tectonics.
Here, we use the same model to study the CMB heat flux. At the base of the mantle, chemical
piles are modelled as a material denser than the surrounding mantle. Continents are modelled as
a compositionally distinct material that is less dense and more viscous than the ambient mantle,
with 200 km thick interiors and 125 km thick rims. The reference density ρ0 and viscosity η0

have dimensional values 4000 kg m−3 and 1022 Pa s, respectively. The negative compositional
density anomaly inside continents is δρc = −225 kg m−3, and the compositional density excess
in basal piles is δρp = 137 kg m−3. The dimensional internal heating rate is 33 TW.

The initial state of the simulation is an equilibrated mantle circulation obtained with two
fixed antipodal 500 km thick chemical piles around the Equator and fixed continents assembled
in a Pangea-like supercontinent placed above the “Atlantic” pile. At the start of the simulation,
continents and piles are allowed to move freely. The relaxation to a new statistically steady state
takes about 300 Myr. The first 300 Myr are thus not considered in the following analysis.

In contrast with model MF, plate kinematics are not imposed in this model. A plate-like be-
haviour is self-consistently produced using a pseudo-plastic rheology and a temperature-dependent
viscosity (Tackley, 2000a,b). An uppermost 14 km thick weak layer in oceanic regions makes it
possible to obtain asymmetric subduction zones (Crameri et al., 2012). Model MC reproduces a

25



Chapter 2. On the impact of true polar wander on heat flux patterns at the core-mantle boundary

statistically realistic mantle convection that fits the observations of global features (plate dimen-
sions and velocities, surface heat flux, hypsometry, plume buoyancy flux) as well as local features
(continental breakup, rifting, back-arc extension, mantle plumes) as shown in Coltice et al. (2019).
The extreme temperature dependence of viscosity in the model gives rise to plumes that display
kinematic, thermal and buoyancy properties similar to Earth’s plumes (Arnould et al., 2020).

Regarding the objective of this work, the main advantages of model MC are the Earth-likeness
of surface processes and its long time evolution. It captures the effect of realistic plate tectonics
on a CMB heat flux that varies in space and time over nearly 1 Gyr. Model MC notably contains a
complete cycle of breakup and assembly of a supercontinent, which is thought to modulate CMB
heat flux (Olson et al., 2013; Amit et al., 2015a). The similarity between model MC and the Earth
at the bottom of the mantle is less certain. Nevertheless, the presence of chemical piles allows
for strong, large-scale temperature heterogeneities, as revealed by seismic tomography (Trampert,
2004; Mosca et al., 2012).

2.2.2 Geoid

TPW is controlled by the change in the Earth’s moment of inertia around its spin axis. The
moment of inertia is obtained from the degree 2 components of the geoid, which we thus need to
compute for our mantle flow models. The geoid is the equipotential surface of gravity measured
or computed around a reference level, which is sea level for the Earth and the top of the model
for simulations. It can be computed by integration of lateral density variations across the mantle
model. Additional contributions arise from lateral mass heterogeneities produced by deflections
of interfaces, in particular the surface and CMB. These deflections are not explicit in the models
(which assume spherical boundaries) but can be computed from element τrr of stress tensor τττ

at interfaces, where r is the radial coordinate. Geoid computation is an intrinsic capacity of
both codes CitcomS and StagYY. It follows Zhang and Christensen (1993) and is implemented
as in Zhong et al. (2008). Interface topographies and density heterogeneities are projected on
spherical harmonics Y m

l . Surface geoid and interface topographies are computed for each spherical
harmonic degree l and order m using the flow solver, complemented by an effective pressure term
that accounts for self-gravitation. Because of the large viscosity lateral variations, this procedure
is required over simpler methods based on geoid kernels assuming radial viscosity distributions
(Richards and Hager, 1984; Ricard et al., 1984; Hager et al., 1985). The reader is referred to
Zhong et al. (2008) for a more detailed description of the method. Geoid spherical harmonic
coefficients cl,m and sl,m are computed at each time step. Geoid undulations N(λ ,φ) can then be
expressed as a function of latitude λ and longitude φ as

N(λ ,φ) = R
∞

∑
l=2

l

∑
m=0

[ cl,m cos mφ + sl,m sin mφ ]Pm
l (sinλ ), (2.1)

where R is Earth’s radius and Pm
l the associated Legendre polynomials of degree l and order m.

Geoid in model MF

Model MF is forced at the surface by the plate model. To compute the geoid at a given time
step, we solve the Stokes flow with self-gravitation at this time step with a free-slip condition
at the surface as usually done in plate-driven models (Steinberger, 2016; Flament, 2019; Mao
and Zhong, 2021). Two geoid outputs are computed for this model. The first one, called “total
geoid” is computed as described above, retaining complete density and viscosity heterogeneities
of model MF without any modifications to the density or viscosity fields. The computation of the
geoid is very sensitive to large lateral viscosity variations in the mantle (Čadek and Fleitout, 2003;
Flament, 2019). Model MF is driven by a plate reconstruction model, updated every 1 Myr, which
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notably imposes the positions of viscous slabs. The update of the slab positions strongly affects
this “total geoid”, creating discontinuities in the time evolution of the geoid. To tackle this issue,
we compute a second geoid, called “no-LVV geoid”, for which we discard density and viscosity
lateral variations in the upper 350 km. This is done by setting all temperatures at a given depth in
this range to their mean value before computing the geoid with the Stokes flow solver with self-
gravitation. The density and viscosity distribution in the mantle below 350 km is not modified.
In rare cases, the flow solver does not converge. Such a case is found at time -190 Myr in model
MF for the “no-LVV geoid” case. We then simply interpolate the geoid computed at times -185
and -195 Myr. The “total geoid” is rather different from the “no-LVV geoid” because cold slabs
in the upper mantle strongly increase the local viscosity, which has a large effect on the surface
dynamic topography it produces and hence on the geoid (Flament, 2019). Radial viscosity profiles
are classically used to compute the geoid using geoid kernels (Richards and Hager, 1984; Rouby
et al., 2010; Steinberger et al., 2019b). In our plate-like models, the largest lateral variations of
viscosity occur in the upper mantle. Removing the effects of these lateral variations in the upper
mantle thus enables us to compute a geoid that is closer to the one computed from radial geoid
kernels. A third geoid has been computed by cancelling only the lateral variations of density
above 350 km depth. The geoid produced in this case is very close to the “total geoid” and the
TPW path does not significantly differ. We thus discarded this case for this study.

Geoid in model MC

Model MC is fully self-consistent: no forcing is imposed at the surface, where a stress-free
boundary condition is applied. The “total geoid” computed in MC evolves smoothly. It is thus not
necessary to remove the effect of lateral variations in the upper mantle to obtain a smoother geoid
evolution as was the case in model MF, and only the “total geoid” is computed for this model.
The geoid computation is done within a benchmarked module of the StagYY code previously used
for the Earth’s case (Cammarano et al., 2011; Guerri et al., 2016) as well as for Venus (Rolf et al.,
2018). Though the time step between two successive snapshots of the CMB heat flux is 1 Myr
in model MC, we only have access to the geoid every 5 Myr to 11 Myr. In order to obtain the
position of the pole every 1 Myr, we performed a linear interpolation of the computed geoids.

2.2.3 True polar wander implementation

TPW is governed by the conservation of Earth’s angular momentum, yielding Liouville’s
equation (Ricard et al., 1993). Here we use a simplified approach to compute TPW by consider-
ing the Earth’s spin axis to align instantaneously with the maximum inertia axis (Steinberger and
O’Connell, 1997; Zhong et al., 2007). This method neglects the viscous delay due to the Earth’s
equatorial bulge adjustment (Cambiotti et al., 2011). Those principal axes are obtained from the
geoid computed in the mantle convection simulations. The inertia tensor I due to mass redistri-
bution in the mantle is built from the degree 2 coefficients of the geoid, following MacCullagh’s
formula (Schaber et al., 2009):

I = MR2

√
5
3


c2,0√

3
− c2,2 −s2,2 −c2,1

−s2,2
c2,0√

3
+ c2,2 −s2,1

−c2,1 −s2,1 −2
c2,0√

3

 , (2.2)

where M and R are Earth’s mass and radius, respectively. The principal inertia axes are then
obtained through a diagonalization of this matrix. The maximum inertia axis corresponds to
the largest eigenvalue, while the two equatorial principal axes correspond to the smallest and
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intermediate eigenvalues. Computing the maximum inertia axis gives two new poles, one on each
side of the planet. Which of the two poles is the “north pole” is arbitrary and is chosen at the
beginning of the simulation.

TPW is then implemented iteratively by rotating the mantle at each time step to ensure that
the spin axis follows the position of the maximum inertia axis. The rotation direction is chosen so
that the new north pole remains in the same hemisphere as the previous one, effectively limiting
TPW amplitudes to a maximum of 90° per iteration. Since TPW is governed by the geoid, we
have two different TPW paths for model MF. In the following, the TPW associated with the total
geoid is called “total TPW”, while TPW associated with the no-LVV geoid is called “no-LVV
TPW”.

This TPW implementation corresponds to a change in the reference frame in which data are
represented. This new reference frame permanently wanders with respect to the initial simulation
frame; we thus call it the wandering frame in the following. The simulation is not related to any
forcing in model MC other than the initial conditions. The only preferential relation between the
simulation frame and the wandering frame is thus through the initial conditions in model MC. In
contrast, the simulation frame corresponds to the mantle reference frame of the plate reconstruc-
tion in model MF. If both the plate reconstruction and the resulting mantle convection simulation
were perfectly tuned to the Earth, the wandering frame should merge with the simulation frame (to
within a rotation in longitude) at the end of the simulation, i.e. for the present time. In past times,
the two frames are expected to diverge because of the effect of TPW. In practice, a non-negligible
shift exists between the simulation and the wandering frames at the end of the simulation in both
the “total TPW” and “no-LVV TPW” cases.

An alternative case is considered for model MF by rotating the model results into the paleo-
magnetic reference frame. This case is more comparable to the work of Dannberg et al., in which
the plate reconstruction of Merdith et al. (2021) is used in the paleomagnetic reference frame to
drive convection. To do so, we compute the net rotations from the reconstruction of Merdith et al.
(2021) in the paleomagnetic reference frame using the software GPlates, and rotate the model
outputs accordingly. In this case, the wandering frame is the paleomagnetic reference frame. This
alternative correction enables us to position the surface of the mantle model in a reference frame in
which the magnetic dipole as seen by paleomagnetism is aligned with the z axis. In this reference
frame, the surface and interior undergo solid-body roFtation. As a result, in our case MF∗, the
rotation of the deep mantle is the combination of the net rotation of the deep mantle in model MF
and the solid-body rotation to set the model in the paleomagnetic reference frame. This behaviour
is what would be expected if all the net rotations of the surface in the paleomagnetic reference
frame were due to a solid-body rotation of the mantle. In practice, this net rotation of the surface is
an undistinguishable combination of solid-body rotation (part of which is due to TPW) and differ-
ential rotation between the lithosphere and the mantle. By forcing all the surface net rotations to
entrain a solid-body rotation in case MF∗, the coupling between the surface net rotations and the
deep-mantle net rotations is overestimated. We note that the coupling between the net rotations
of the lithosphere and the deep mantle is also likely overestimated in Dannberg et al. due to the
absence of continental keels and stress-dependent rheology in their models (Julianne Dannberg,
personal communication, February 22, 2024). Contrary to the TPW corrections based on the
geoid, this alternative approach is not a self-consistent way of rotating the model outputs in the
reference frame of the spin axis. It moreover has the disadvantage of imposing lateral displace-
ments of the deep mantle, entrained by a net rotation of the surface (Rudolph and Zhong, 2014;
Müller et al., 2022). We nevertheless consider this case as we are mostly interested in the latitu-
dinal distribution of the CMB heat flux, and this correction gives the model outputs in a reference
frame in which continents have the correct latitudes regarding paleomagnetic constraints.

In total, six cases are considered in the subsequent analysis of CMB heat flux patterns. Their
characteristics are summarized in Table 2.1. Cases MF0 and MC0 are directly derived from
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models MF and MC, ignoring TPW. Cases MF1 and MC1 are obtained by correcting for the “total
TPW” computed from the “total geoid” in both models. Case MF2 is derived from model MF
corrected from the “no-LVV TPW”, computed from the “no-LVV geoid”. Case MF∗ is obtained
from model MF by rotating the outputs in the original paleomagnetic reference frame of the plate
reconstruction.

Name Surface conditions Model duration ∆tsnap Nsnap δρp δρc Correction

MF0 Plate reconstruction 1000 Myr 5 Myr 201 +95.2 kg m−3 -140 kg m−3 None

MF1 Plate reconstruction 1000 Myr 5 Myr 201 +95.2 kg m−3 -140 kg m−3 Total TPW

MF2 Plate reconstruction 1000 Myr 5 Myr 201 +95.2 kg m−3 -140 kg m−3 No LVVs TPW

MF∗ Plate reconstruction 1000 Myr 5 Myr 201 +95.2 kg m−3 -140 kg m−3 Paleomagnetic

MC0 Free-slip 831 Myr 1 Myr 832 +137 kg m−3 -225 kg m−3 None

MC1 Free-slip 831 Myr 1 Myr 832 +137 kg m−3 -225 kg m−3 Total TPW

Table 2.1 – Characteristics of the six cases analysed in this study. ∆tsnap is the time step between two
successive snapshots of the CMB heat flux. Note that in model MC the time step between two geoid
outputs is larger than ∆tsnap. Nsnap is the total number of CMB heat flux snapshots. δρp an δρc are
the excess density of chemical piles and deficit density of continents, respectively. The value of δρc in
model MF is an average over all continents (see Flament et al. (2014) for more details on the modelling of
continents in model MF). The durations of cases MC0 and MC1 correspond to the total duration of model
MC minus the first 300 Myr (relaxation time).

Spherical harmonic transforms and rotations are performed using the library SHTns (Scha-
effer, 2013). SHTns provides an efficient implementation of spherical harmonic rotations based
on the stable recursive evaluation of Wigner’s d-matrix proposed by Gumerov and Duraiswami
(2015), which is accurate up to very large degrees (> 104).

2.2.4 Principal component analysis of CMB heat flux

We use a principal component analysis (PCA) to obtain the dominant heat flux patterns at the
bottom of the mantle in the different models. PCA is a data analysis tool that can be applied to a
dataset comprising several observations, with each observation depending on several variables. It
is used to express the dataset in a new orthonormal basis in order to limit the number of variables
needed to explain the data. This is done by computing new variables (called principal compo-
nents), which are combinations of the initial variables. A full mathematical description of PCA
theory is given by Abdi and Williams (2010); see also Pais et al. (2015) for an application to core
flows and details of the method. Considering a dataset containing I observations described by J
variables, the PCA consists of a singular value decomposition of the I × J data matrix D as

D = WSP, (2.3)

where W, S and P have respective dimensions I ×K, K ×K and K × J, with K = min(I,J) the
rank of the data matrix. P is a basis of K new variables (or principal components), called pk with
k ∈ J1 ; KK, which are linear combinations of the initial J variables. The amount of data variance
explained by pk decreases with increasing k. This variance is quantified by a score, called sk,
corresponding to the singular values in the diagonal matrix S. The square of sk gives the variance
explained by pk. The projections of the I observations on this new basis are stored in the W
matrix.
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In the framework of this study, PCA is used to obtain the principal components corresponding
to heat flux patterns that explain most of the heat flux signal at the CMB as a function of time.
The dataset consists of the spherical harmonics coefficients of qCMB for each snapshot of the
mantle convection model, truncated at a maximum degree lmax = 50. PCA requires data to be
centred, which means in our case that the mean of each spherical harmonic coefficient on the
whole time series has to be removed. This operation is equivalent to removing the mean heat flux
pattern q(λ ,φ) from the time series. Following previously described notations, the kth principal
component (PC) consists of a J-dimension vector pk(l,m) of spherical harmonic coefficients, a
score called sk, and a time-dependent weight wk(t). We note p̃k(λ ,φ) as the heat flux pattern
reconstructed from the pk(l,m) spherical harmonic coefficients. For each component, a time-
dependent amplitude Ak can be defined as Ak(t) = wk(t)× sk. Because of data centring, the heat
flux patterns of the PCs have to be interpreted as perturbations to the mean heat flux pattern.

Once PCA is performed, time-dependent CMB heat flux maps can be reconstructed as

qCMB(λ ,φ , t) = q(λ ,φ)+
K

∑
k=1

wk(t)sk p̃k(λ ,φ). (2.4)

The first components give the highest contribution to the full variability of CMB heat flux. They
provide plausible CMB heat fluxes that can also be applied as boundary conditions in dynamo
calculations.

2.3 Results

2.3.1 Model descriptions

Let us first present and discuss important characteristics of the two mantle simulations we
exploit. The radial profiles of viscosity and temperature in model MF and MC are shown in Fig.
2.1. The steeper temperature gradient at the base of the mantle in model MF imposes a CMB
heat flux about 4 times larger in model MF than in model MC. Selected snapshots of topography,
basal heat flux, and geoid undulations, are shown in Fig. 2.2 and Fig. 2.3 for models MF and MC,
respectively.

Both models reproduce the well-known bimodal topography of the Earth, reflecting the differ-
ence between continental and oceanic lithosphere. Oceanic ridges and trenches are well marked.
Some plate boundaries can be easily recognized in line “0 Myr” of model MF in Fig. 2.2, and
topography snapshots at -300 Myr, -600 Myr, and -900 Myr are identical (to within a 180° rotation
in longitude) to the “no-net-rotation” plate reconstruction shown in Fig. 3 of Müller et al. (2022).
Let us recall that mantle simulation MF is driven by plates while plates spontaneously form and
move in mantle simulation MC, and note that MC plates look similar to those of model MF (Fig.
2.3).

CMB heat flux maps of both models show large-scale variations that strongly correlate with
the presence of basal chemical piles (delineated by black lines). The heat flux is low beneath these
piles, which act as thermal insulators. In both models, chemical piles are shaped and pushed by
cold slabs that reach the CMB. The CMB heat flux is dominated by large-scale heterogeneities as
shown by the spectra in Fig. 2.4. The CMB heat flux in model MC is mostly dominated by the
degree 2, while it is dominated by degrees 2, 3, and 6 in model MF.

Movies showing the time evolutions of the fields shown in Fig. 2.2 for model MF and Fig. 2.3
for model MC are available in the Supplement, as are movies of the CMB heat flux in the different
cases. The full snapshots of the geoids, the CMB heat flux, the topography, and the composition at
the CMB are also available in HDF5 format (every 2 Myr for MC0 and MC1), as are scripts to per-
form PCA and the TPW correction from the snapshots (https://doi.org/10.5281/zenodo.10868304,
Frasson et al., 2024).
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Figure 2.1 – Viscosity and temperature profiles in model MF and MC. The profiles in model MF are
the present-day (t = 0 Myr) horizontal-averaged profiles. The profiles in model MC are time-averaged
and horizontal-averaged profiles. Viscosity profiles are computed from pressure and temperature profiles.
Chemical anomalies are not taken into account here (continents and chemical piles). Model MC uses the
Boussinesq approximation, while model MF uses the extended Boussinesq formulation in which the effect
of compression is considered; hence, the lower mantle temperature is larger in model MF.

2.3.2 Geoid

Our study requires computing the geoid in the models in order to deduce the resulting TPW.
The geoid stems from a delicate balance between bulk density heterogeneities and flow-induced
interface undulations. The geoid computed in model MC (first column in Fig. 2.3) and the total
geoid in model MF (first column in Fig. 2.2) have similar amplitudes. They both display small-
scale negative anomalies above active subduction zones. In model MF, subductions are often
associated with broader negative geoid anomalies. In model MC, subducting slabs are, on the
contrary, associated with positive anomalies on larger scales (see snapshots at -505 Myr and -757
Myr in Fig. 2.3). It is notably the case for the present-day time on Earth, with geoid highs above
Andine and Indonesian subduction zones (Crough and Jurdy, 1980; Hager, 1984). The chemical
piles are mostly associated in both cases with large-scale negative geoid anomalies (see snapshots
at -600 Myr in Fig. 2.2 and snapshots at -254 Myr in Fig. 2.3). At the beginning of model MF,
the piles are associated with positive anomalies in the total geoid, as can be seen in the snapshot
at -900 Myr. This positive signal above the piles only lasts for the first 150 Myr of the simulation.
This change in sign of the geoid anomalies above the piles could thus be an effect of the initial
conditions. The correlation between the piles and the geoid is stronger in model MC, in which
the density excess of the piles is larger than in model MF. In both models, the piles are shaped by
the subducting slabs as they reach the lower mantle. As on Earth, deciphering the role of deep hot
domes and subducting plates in the geoid signal thus remains a fundamental issue (Rouby et al.,
2010). This is beyond the scope of this study.

The surface conditions of model MF are updated every 1 Myr. The total geoid being strongly
affected by the positions of subducting slabs, the update of the surface conditions implies fast
variations of the geoid from one snapshot to the next. We evaluate this effect by computing the
no-LVV geoid, shown in the second column of Fig. 2.2. We recall that this alternative geoid
is computed after removing density and viscosity lateral variations in the upper 350 km of the
mantle. As expected, the sharp signature of subduction disappears. This no-LVV geoid has a
much smoother time evolution, since it is not affected by the high-frequency surface updates.
The large-scale pattern is also modified, and the geoid amplitudes are larger than in the total geoid
case. Removing the contribution from the shallower mantle also increases the correlation between
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the geoid and the chemical piles, with mostly positive geoid anomalies appearing above the piles.
This correlation between the piles and positive geoid anomalies is opposite to what is observed
in model MC and in model MF with the total geoid. It is, however, more representative of the
observations on the present-day Earth, with two broad positive geoid anomalies above the LLVPs.
Despite these differences in behaviour, the no-LVV geoid and the total geoid in model MF are
generally similar at the beginning of the simulation (see snapshot at -900 Myr) and to a lesser
extent at the end of the simulation (see snapshot at 0 Myr). The impacts on the CMB heat flux of
the different geoid behaviours are discussed in section 4.4.

Figure 2.2 – Model MF. Maps of geoid undulations (first column: total geoid; second column: no-LVV
geoid), surface topography (third column), and CMB heat flux (last column) at selected times. The maps
are shown in a Mollweide projection. Black lines in the heat flux maps delineate the edges of basal chemical
piles. The heat flux is low beneath chemical piles.

2.3.3 TPW correction

TPW is applied by computing the successive positions of the maximum inertia axis and ro-
tating the simulation frame to align this axis with the spin axis. The successive positions of the
maximum inertia axis in the simulation frames of models MF and MC for cases MF1, MF2, and
MC1 are shown in Fig. 2.5. These successive positions represent the TPW path in each case. The
wandering frames would be identical to the simulation frames if the maximum inertia axis stayed
fixed at either pole in the simulation frames. The rotation between the wandering frame and the
simulation frame is the largest when the spin axis plots at the Equator.

Let us analyse the TPW paths for model MF, computed either from the total geoid (MF1) or
the no-LVV geoid (MF2). The present-day position (black-circled magenta disk in Fig. 2.5) of
the maximum inertia axis is similar in both cases. Since model MF satisfies plate configuration
at t = 0, this axis should plot at one pole of the simulation if it faithfully reproduced actual
mantle configuration. This is not precisely the case, but we observe that the spin axis for MF1
mostly remains at high latitudes after -600 Myr, implying a relatively small correction between
the wandering frame and the simulation frame. Though the final position of the maximum inertia
axis in MF2 is similar to that in MF1, the paths followed by the poles quickly diverge back in
time. Contrary to MF1, the maximum inertia axis stays at relatively low latitudes for the whole

32



Chapter 2. On the impact of true polar wander on heat flux patterns at the core-mantle boundary

Figure 2.3 – Model MC. Maps of geoid undulations (left panels), surface topography (centre panels), and
CMB heat flux (right panels) at selected times. The maps are shown in a Mollweide projection. Black lines
in the heat flux maps delineate the edges of basal chemical piles. Heat flux is low beneath chemical piles.
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Figure 2.4 – Time-averaged spherical harmonic spectra of the CMB heat flux in model MF and MC. The
spectra are given relative to the power of the l = 0 coefficient.
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Figure 2.5 – TPW paths in cases MF1, MF2, and MC1 in a Mollweide projection. Colour disks represent
the successive positions of the maximum inertia axis in the simulation frames. The colour scale gives the
time before the end of the simulation in millions of years (Myr). Black-circled magenta disk shows the
position of the maximum inertia axis at the end of the simulation. The inertial interchange TPW event
(IITPW) in case MF1 is highlighted by the black arrow.

simulation in MF2. During the first 150 Myr of the simulation, the poles of the wandering frames
in MF1 and MF2 are almost antipodal, meaning that the inertia axes are almost aligned. This is
consistent with the similar geoid patterns in both cases at -900 Myr shown in Fig. 2.2. Note that
the TPW path for MF1 is very irregular due to a large time variability in the total geoid, induced
by the updates of subduction zones every 1 Myr. This scatter of the position of the spin axes
mostly implies erratic deviation from a mean path. It can, however, trigger larger discontinuities.
Such a large deviation occurs at -260 Myr. A second occurrence of spin-axis instability occurs
between -425 and -405 Myr. Interestingly, this unstable period starts with an inertial interchange
TPW (IITPW) event between -425 and -420 Myr. This event is highlighted by a black arrow in
Fig. 2.5. An IITPW event occurs when the maximum inertia axis and the intermediate inertia
axis switch order, resulting in a ∼ 90° rotation between the two successive time steps. Such kinds
of events have been suggested as an explanation for fast apparent polar wander in the Cambrian
and Ediacaran periods (Kirschvink et al., 1997; Robert et al., 2017). No significant TPW event
is observed in MF2 at this time, suggesting that this IITPW event in MF1 is triggered by shallow
heterogeneities.
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Figure 2.6 – Angular distance between the maximum inertia axis computed in MF1 and MF2 and the axis
of the magnetic dipole (corresponding to the z axis of the paleomagnetic reference frame of Merdith et al.
(2021)). A small angle means high consistency between the geoid and the position of the magnetic pole.

Turning to model MC, we recall that this model is not related to any plate reconstruction.
Hence no particular relationship is expected between the simulation frame and the wandering
frame. However, the two frames are linked due to the relationship between chemical piles and
the geoid in the model. Chemical piles are introduced at the Equator at the beginning of the
simulation and remain at low latitudes by spreading around the Equator. These piles are mostly
associated with geoid lows throughout the simulation. They thus tend to move from low latitudes
towards high latitudes due to the TPW correction. As a result, the maximum inertia axis tends to
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form a ∼ 90° angle with the z axis of the simulation frame as observed in Fig. 2.5.
In cases MF1 and MF2, the positions of the maximum inertia axes can be compared to the

position of the pole in the paleomagnetic reference frame. By doing so, we can evaluate the con-
sistency between the paleomagnetic constraints and the geoid produced by the mantle convection
model rotated in the paleomagnetic reference frame as is done for case MF∗ . We recall that run-
ning such a mantle convection model is not desirable as it implies large lateral movements of the
whole mantle (Müller et al., 2022). However, it has the advantage of ensuring that the continent
positions are consistent with the paleomagnetic constraints. The deviation between the positions
of the inertia axis computed in MF1 and MF2 and the spin axis in case MF∗ can be used to evalu-
ate the consistency between the moment of inertia and the paleomagnetic reference frame. If this
deviation is small, the inertia axis and the magnetic dipole are nearly aligned as expected for the
Earth. If the deviation is large, the inertia axis is not aligned with the magnetic dipole and the
geoid is thus inconsistent with the orientation of the plate reconstruction. The angular deviations
between the maximum inertia axes (computed in MF1 and MF2) and the spin axis in MF∗ are
shown in Fig. 2.6. The deviation between the maximum inertia axis and the spin axis widely
varies during the course of the simulation. The deviation is large for both MF1 and MF2 at the
beginning of the simulation. Between -785 and -425 Myr, the deviation is significantly smaller
for MF2 than for MF1. For the last part of the simulation, MF1 shows a smaller deviation than
MF2 except during the pole instability at -260 Myr. Neither the total geoid in case MF1 nor the
no-LVV geoid in MF2 thus give a geoid consistent with the position of the spin axis in case MF∗.
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Figure 2.7 – TPW velocity in ° Myr−1 as a function of time in cases MF1, MF2, and MC1. The light
red dashed lines in cases MF1 and MF2 show the displacement rate of the spin axis in case MF∗. This
displacement rate corresponds to the velocity at which the magnetic dipole axis rotates in the reference
frame of model MF. The horizontal dashed lines give some values from the literature: velocities during
past TPW events in the last 200 Myr (Besse and Courtillot, 2002); present-day TPW velocities (Gross and
Vondrák, 1999); maximum TPW velocity value for the present-day mantle (Tsai and Stevenson, 2007);
maximum modelled TPW velocity for an inertia interchange event (Greff-Lefftz and Besse, 2014).

The time evolution of TPW velocities (in ° Myr−1) for the different cases is shown in Fig.
2.7. Those velocities are compared to values of TPW velocities from the literature represented as
horizontal dashed lines: Besse and Courtillot (2002) gave a typical velocity of 0.27° Myr−1 during
TPW events in the last 200 Myr; Gross and Vondrák (1999) measured a present-day TPW velocity
of 0.98° Myr−1; Tsai and Stevenson (2007) found 2.4° Myr−1 as a maximum TPW velocity
reachable for the present-day mantle; Greff-Lefftz and Besse (2014) obtained TPW velocities up
to 10° Myr−1 during an IITPW event in simplified mantle convection models. The displacement
rate of the spin axis of the wandering frame in case MF∗ is shown in case MF1 and MF2 as the
light red curve. As for the TPW velocity, this rotation rate gives the rate at which the mantle
material is rotated in latitude in case MF∗. This displacement rate is not affected by net rotations
in longitude occurring in case MF∗, as these azimuthal rotations do not imply a displacement of
the spin axis. In all our cases, TPW velocities are roughly contained between 0.01° Myr−1 and
10° Myr−1. Note that because of the 5 Myr time step between two successive snapshots in model
MF, TPW velocities cannot be higher than 18° Myr−1 for MF1 and MF2. Similarly in MC1, TPW
velocities are limited to between 9° Myr−1 and 18° Myr−1 depending on the time step between
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two successive geoid snapshots. The average TPW velocity is ∼ 1.79° Myr−1 in MF1. This is
much faster than in MF2 and MC1, with averaged TPW velocities of ∼ 0.42° Myr−1 and ∼ 0.58°
Myr−1, respectively. This faster TPW is related to the greater scatter of successive inertia axis
positions in MF1 compared to MF2 and MC1. The faster TPW velocities are thus directly related
to the updating of surface conditions that implies a large time variability of the total geoid in the
MF simulation. The highest peak at -420 Myr in MF1 reaches 17.5° Myr−1. This corresponds
to a rotation of 87° over 5 Myr (one time increment). Such a large rotation is due to the IITPW
event occurring between -425 Myr and -420 Myr. This velocity is greater than the one obtained by
Greff-Lefftz and Besse (2014) for an IITPW event in simplified mantle models, although Robert
et al. (2017) obtained similar values for the maximum velocity reached for a specific IITPW event
during Ediacaran times. One should, however, keep in mind that we neglected the time delay due
to the equatorial bulge adjustment in our TPW correction (Ricard et al., 1993).

The average rotation rate in MF∗ is 0.33° Myr−1. Except for the velocity peaks around -770
Myr, -570 Myr, and -280 Myr, the rotation rate in case MF∗ is similar in amplitude to the TPW
velocity in MF2. The TPW velocity in MF1 is, however, consistently higher than the rotation rate
of the spin axis in case MF∗. The fastest displacement of the spin axis occurs between -440 and
-410 Myr. During this period, the spin axis moves at a rate of about 1° Myr−1, corresponding
to the present-day TPW velocity (Gross and Vondrák, 1999). This period of fast rotation in MF∗

coincides with a period of fast TPW in MF1, during which the IITPW event occurs. It also
correlates with a relatively fast TPW period in MF2, though not as fast as other TPW events.
Though we compare the rotation rate of the spin axis in MF∗ to TPW velocities, we stress that the
net rotations in MF∗ are not directly TPW velocities. They strictly correspond to the displacement
velocity of the magnetic dipole axis as defined in the reconstruction of Merdith et al. (2021) in the
no-net-rotation reference frame of model MF.

2.3.4 CMB heat flux

Time variability of large-scale patterns

Most studies exploring the effect of CMB heat flux heterogeneity on the geodynamo have
focused on large-scale patterns of spherical harmonic degrees 1 and 2 (Glatzmaier et al., 1999;
Olson and Christensen, 2002; Kutzner and Christensen, 2004; Olson et al., 2010). These low
degrees are strong in the averaged power spectrum of the CMB heat flux in both MF and MC
models, notably the degree 2. We thus first examine the time evolution of these patterns in the
different cases. The CMB heat flux is decomposed in spherical harmonics following

qCMB (λ ,φ) =
∞

∑
l=0

l

∑
m=−l

zl,mPm
l (sinλ )eimφ . (2.5)

For m = 0, the imaginary part of the complex coefficients zl,m is null and we only consider the
real part of the coefficient. For m > 0, the zl,m coefficients have both real and imaginary parts. We
thus compute the module of the coefficient, multiplied by a

√
2 factor to account for the m < 0

complex conjugate coefficients. The amplitude of degree 1 and 2 spherical harmonic coefficients
of CMB heat flux is shown in Fig. 2.8 for cases MF0, MF1, MF2, and MF∗, and in Fig. 2.9
for cases MC0 and MC1. As expected, low-degree patterns evolve rather smoothly, on mantle
convection timescales of several hundred million years, in cases MF0 and MC0.

We have seen that CMB heat flux variations are strongly controlled by the distribution of
basal chemical piles in our models. When piles are at high latitudes, for example at -600 Myr
in case MF0 (see Fig. 2.2), the CMB heat flux is greater around the Equator, yielding a negative
z2,0 coefficient. Inversely, with mostly equatorial piles at time -500 Myr, case MC0 has a strong
positive z2,0 coefficient at that time. The end of MF0 is dominated by the degree 2 and order
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Figure 2.8 – Time evolution of degree 1 and 2 spherical harmonic coefficients of the CMB heat flux in cases
MF0, MF1, MF2, and MF∗. Cases MF1 and MF2 are derived from MF0 by correcting for the TPW using
the total geoid and the no-LVV geoid in model MF, respectively. Case MF∗ is derived from model MF0 by
rotating model MF in the paleomagnetic reference frame of Merdith et al. (2021).

Figure 2.9 – Time evolution of degree 1 and 2 spherical harmonic coefficients of CMB heat flux in cases
MC0 and MC1. Case MC1 is derived from case MC0 by correcting it for the TPW.
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2 component. This pattern is expected at the end of the MF0 case, as model MF reproduces the
present-day positions of the observed antipodal LLVPs below Africa and the Pacific (see Fig. 2.2).

True polar wander strongly impacts the behaviour of large-scale CMB heat flux patterns. We
first note that TPW modifies the hierarchy of these patterns. For example, while the z2,1 coefficient
dominates between -425 Myr and -210 Myr in MC0, its contribution becomes very weak in MC1.
TPW also changes the sign of these coefficients. Spreading of the piles at the Equator in model
MC translates into a large positive z2,0 coefficient (weaker heat flux around the Equator) in MC0.
This coefficient becomes negative in MC1 because the piles are moved towards higher latitudes by
the TPW. Similarly, z2,0 is negative most of the time in MF0 but remains positive due to TPW in
MF2. This is not the case in MF1, suggesting that the piles are more correlated with the no-LVV
geoid than with the total geoid. The coefficients in MF∗ are the same as those in MF0 at the end
of the model, as there is no change in frame for the present day in MF∗. Changes in the hierarchy
and sign of coefficients, however, occur for past times, notably before the large displacement of
the spin axis between -450 and -400 Myr. The degree 2 order 0 notably changes sign at -435 Myr,
in the middle of this event.

More importantly, our study reveals that TPW changes large-scale patterns of CMB heat flux
on timescales much shorter than typical mantle convection timescales. This is well illustrated by
several sign reversals of the z2,0 coefficient in case MF1, which occur over time lapses shorter
than 10 Myr. This is the case during the IITPW event between -425 and -420 Myr. The large
number of fast changes in the spherical harmonic coefficients for MF1 is due to the rather rapid
variations of the total geoid computed from model MF. Nevertheless, slightly less rapid events
are also visible in MF2, MF∗, and MC1. The variations of the degree 2 coefficients in MF∗ are
particularly rapid around -435 Myr, despite this case having the lowest rotation rates of the spin
axis. While the coefficients in MF∗ are very similar to case MF0 after this event, they largely
differ before. This is the case of the degree 2 order 0 that changes sign and of the degree 2 order
2 that suddenly weakens after this event.

Principal component analysis of the CMB heat flux

As mentioned earlier, exploration of the effect of CMB heat flux heterogeneities on the geo-
dynamo has previously mostly focused on degrees 1 and 2. An alternative is to explore the ef-
fect of heterogeneities inferred from seismic tomography of the lowermost mantle (Olson et al.,
2010; Mound and Davies, 2023). However, the latter approach is only appropriate to describe the
present core–mantle coupling, assuming the conversion of seismic tomography to temperature is
well understood. In order to assess past geodynamo behaviour, one would like to test the effect
of plausible past CMB heat flux patterns and amplitudes. Snapshots of the heat flux maps we
computed could be used for this purpose. Another possibility is to examine what the dominant
heat flux patterns are and how they evolve in time. This is what we propose, using a principal
component analysis (PCA).

PCA results consist of a set of components ranked by decreasing contribution to the total
CMB heat flux variations. Each component is described by a heat flux pattern and an amplitude.
The amount of variance νk explained by the kth PCA component is given by the square of the
associated score: vk = s2

k .
The variance explained by the first three PCs is shown in Fig. 2.10. These components

account for 58% and 66% of the total variance in cases MF0 and MC0, respectively. The amount
of variance explained by the first three components is lower in the cases rotated in the spin-axis
frame. For model MF, the first three components explain 39%, 42% and 40% of the total variance
in cases MF1, MF2 and MF∗, respectively. This value reaches 48% for MC1. These lower values
in rotated cases are due to the addition of a source of time variability in the CMB heat flux due
to the net rotations occurring in the wandering frame. Among the rotated cases, the explained

38



Chapter 2. On the impact of true polar wander on heat flux patterns at the core-mantle boundary

MF0 MF1 MF2 MF * MC0 MC1
a

0

20

40

60

80

100

v
* k
 (%

)

k=1

k=2
k=3

k>3

Figure 2.10 – Variance explained by the first three PCs normalized by the total variance in the different
cases.

variance is the lowest in MF1. This can be related to rotation rates of the wandering frame, which
are the fastest on average in case MF1, increasing the time variability.

Figure 2.11 – Patterns of the first three PCs of the CMB heat flux p̃1, p̃2 and p̃3 in cases MF0, MF1, MF2,
and MF∗. The averaged heat flux pattern is given in the top line for each case. The maps are shown in a
Mollweide projection.

The patterns of the first three PCs are shown in Fig. 2.11 for cases MF0, MF1, MF2, and MF∗

and in Fig. 2.12 for cases MC0 and MC1. Those patterns are perturbations to the average heat
flux pattern, also shown in the figures for each case.

The associated amplitudes of the first three PCs are shown in Fig. 2.13 for cases MF0, MF1,
MF2, and MF∗ and in Fig. 2.14 for cases MC0 and MC1. The amplitudes of the first PCs mostly
vary on large time scales. However, the rotated cases display amplitude variations at much higher
frequencies due to the time variability added by TPW. This is particularly visible for case MF1,
which displays the largest rotation rate of the wandering frame.

2.4 Discussion

Recent models offer the possibility to study mantle convection related to plate tectonics on
timescales of the order of 1 Gyr. These models reproduce plate tectonics either self-consistently
(Coltice et al., 2019) or using plate reconstructions that have been extended to cover the last 1 Gyr
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Figure 2.12 – Patterns of the first three PCs of the CMB heat flux p̃1, p̃2 and p̃3 in cases MC0 and MC1.
The averaged heat flux pattern is given in the top line for each case. The maps are shown in a Mollweide
projection.
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Figure 2.13 – Time-evolution of the amplitudes of the first three PCs of the CMB heat flux for cases MF0,
MF1, MF2, and MF∗.
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Figure 2.14 – Time-evolution of the amplitudes of the first three PCs of the CMB heat flux for cases MC0
and MC1.

by recent works (Merdith et al., 2021). Both kinds of models enable studying the relation between
surface tectonics and the structure of the lower mantle (Cao et al., 2021; Flament et al., 2022). The
CMB heat flux is of particular interest for the geodynamo (Glatzmaier et al., 1999; Kutzner and
Christensen, 2004; Olson et al., 2010). However, these models have to be rotated in a reference
frame that preserves the spin axis in order to study the relation between CMB heat flux and the
geodynamo. In this study, we analysed two such large recent mantle convection simulations by
correcting these models for the TPW in order to obtain the CMB heat flux in the frame appropriate
for the geodynamo.

2.4.1 Impact of TPW on the CMB heat flux

In the two mantle convection models studied here, we find that correcting for the TPW (or
rotating the model in a paleomagnetic reference frame in case MF∗) induces fast variations of the
CMB heat flux, even at low spherical harmonic degrees. These fast variations, illustrated in Fig.
2.8 and Fig. 2.9, can induce changes in the hierarchy of spherical harmonic modes and in the sign
of the coefficients. The TPW induced variations do not originate from a change in the flux pattern
but rather from a global rotation of a given pattern. Though mantle convection is completely
unaffected by global rotations of the mantle, it can be of great importance for the core. The
latitudinal distribution of the CMB heat flux has indeed been shown to play a role in geodynamo
simulations (Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Olson et al., 2010). TPW
has been suggested by several authors as a source of time variation for the geodynamo, notably
concerning the reversal frequency of the magnetic dipole (Courtillot and Besse, 1987; Zhang
and Zhong, 2011; Biggin et al., 2012). These fast TPW-induced time variations could thus be
related to abrupt changes in the magnetic dipole behaviour such as the emergence or the end
of superchrons. It is all the more important to consider these variations that they can occur on
timescales potentially faster than typical variations originating solely from mantle convection.
As well as short timescales, the CMB heat flux outputs in the different cases include small length
scales. Those small scales can be seen in the heat flux snapshots of Figs. 2.2 and 2.3, and they also
appear in the patterns of the first PCs in Figs. 2.11 and 2.12. Attempts to relate geodynamo models
with mantle convection have previously been made using either degree 1 or 2 fixed heat flux
patterns or tomographic patterns derived from seismic tomography (Olson et al., 2010; Terra-Nova
et al., 2019; Mound and Davies, 2023). These attempts either overlook the effect of small scales
in the CMB heat flux or focus on a present-day heat flux pattern, which may not be representative
of the history of Earth’s mantle convection.
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2.4.2 Effect of chemical piles on the CMB heat flux

The positions of chemical piles and subducted slabs in the lower mantle dominate the large-
scale CMB heat flux signal of both MF and MC models. Piles keep the mantle material warm
below them, while subducted slabs cool the surrounding mantle. Piles can also be correlated
with large-scale geoid anomalies and be affected by TPW. The behaviour of the combined system
formed by piles and slabs is thus of prime importance regarding the CMB heat flux and the way
it is redistributed by TPW. It has been suggested by studying the locations of plume generation
zones in the lower mantle that the chemical piles have stayed fixed over at least 300 Myr (Burke
et al., 2008; Torsvik et al., 2010; Dziewonski et al., 2010). Such stability requires the piles to
not be significantly altered by mantle convection and to be associated with a long-term positive
geoid anomaly. If this is indeed the case, TPW only occurs around an axis which passes through
the two antipodal piles (Dziewonski et al., 2010; Torsvik et al., 2014). In this case, the positions
of the piles relative to the Equator would not be affected, and the TPW would not significantly
modify the large-scale CMB heat flux pattern. Instead, the CMB heat flux would be dominated
by a strong degree 2 order 2 component. As can be seen in Figs. 2.8 and 2.9, the degree 2 order 2
component of the CMB heat flux does not dominate during the whole duration of the simulation
in any of the cases. The z2,2 coefficient, however, dominates for most of the simulation in cases
MF2 and MF∗. In cases MF0 and MF∗, the degree 2 order 2 pattern largely dominates for the
last 240 Myr of the model. This is consistent with the expectations of stable piles at the Equator.
The degree 2 order 2 pattern slowly fades out when coming back in time in both cases, as it is
transferred to a degree 2 order 0 pattern. A strong degree 2 order 2 pattern, however, reappears at
-440 Myr in MF∗. The piles also play a key role in the distribution in latitude of the CMB heat
flux. In case MC1, the negative geoid anomalies above chemical piles cause the piles to move
towards the poles. In Fig. 2.9, this results in a negative degree 2 order 0 spherical harmonic
coefficient of the CMB heat flux (large equatorial heat flux) throughout the whole simulation. In
case MF2, the geoid anomaly above chemical piles is mostly positive, forcing the piles to stay at
low latitudes while polar regions are cooled by subducting slabs. In Fig. 2.8, the degree 2 order
0 coefficient of the CMB heat flux thus stays positive (low equatorial heat flux). In case MF1, for
which the correlation between the geoid and chemical piles is weaker, the z2,0 coefficient changes
sign during the simulation. This is also the case in MF∗, for which the correction does not depend
on the position of the piles.

2.4.3 PCA of the CMB heat flux

The different PCAs we computed give the dominant heat flux patterns for each case. The
PCs of the CMB heat flux largely reflect the positions of the piles. The insulating effect of the
piles indeed dominates the large scales of the CMB heat flux. The dominant length scales of
the heat flux patterns tend to decrease with the increase in the PC number, but the length scale
separation between the first three components is rather weak. It is particularly true for the TPW-
corrected cases. This is due to the addition of a source of complexity in these cases, which results
in more different large-scale components required to explain the CMB heat flux time series. This
additional source of complexity in the dataset also translates into a smaller amount of variance
explained by the first PCs as shown in Fig. 2.10.

2.4.4 Limitations and perspectives

Geoid scattering in plate-driven models

The strong instabilities of the total geoid in model MF due to the imposed changes in surface
conditions represent an important drawback of this geoid. These instabilities translate into fast
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motions of the poles. Though the rotation rate in case MF1 using this total geoid lies within
expected values for the Earth, the pole wanders significantly faster than in the other cases that are
not affected by this problem. The pole instabilities create high-frequency variations of the CMB
heat flux throughout the whole simulation that are probably unrealistic. Our attempt to remove
the surface contribution to the geoid by computing the no-LVV geoid is successful at cancelling
the high-frequency variations in the geoid. The geoid pattern is, however, strongly impacted. The
anomalies associated with subduction zones and chemical piles are notably affected, cancelling
the first one and changing the sign of the second. This implies a widely different TPW path in
case MF2 compared to case MF1. This path largely differs from the displacement of the magnetic
dipole in both cases, which shows the inconsistency between the total geoid and the paleomagnetic
reference frame and between the no-LVV geoid and the paleomagnetic reference frame in our
plate-driven mantle convection model. A possibility would be to eliminate spurious fast variations
of the geoid while securing agreement between the inertia axis of the mantle circulation model
and the Earth’s spin axis, as given by the magnetic dipole axis or (better) by paleogeographic
constraints. Such constraints could be implemented in a data assimilation scheme (Bunge et al.,
2003; Bocher et al., 2016).

Reference frame of the plate reconstruction

Plate-driven models introduce another complexity due to the choice of reference frame in
which the plate reconstruction is considered. Depending on the reference frame, the surface can
undergo net rotations, as is the case in the plate reconstruction of Merdith et al. (2021) given
in a paleomagnetic reference frame. The correct way to handle net rotations of the surface in
plate-driven mantle convection models is still in debate. Some of these net rotations are due to
differential rotations between the lithosphere and the mantle, while other parts of the net rotations
are due to a solid-body rotation of the whole mantle (Rudolph and Zhong, 2014; Coltice et al.,
2017). Our model MF is driven by a plate reconstruction in a no-net-rotation reference frame.
A different choice could have been made, as it is unclear that this reference frame is the most
geophysically appropriate (Müller et al., 2022). For case MF∗, we chose to rotate the output
of model MF in the paleomagnetic reference frame by simply applying the net rotations of the
surface in the paleomagnetic reference frame to the whole mantle. This method implies potentially
unrealistically large lateral displacement of the deep mantle and assumes that all the displacements
of the paleomagnetic pole relative to continents are due to a solid-body rotation of the mantle.
Another possibility would be to directly drive the convection model with the plate reconstruction
in the paleomagnetic reference frame, as done by Dannberg et al., with the drawback that it forces
spurious flow in the deep mantle. We do not consider imposing no net rotation at the CMB as in
Steinberger et al. (2019a) to be an appropriate alternative. Note, however, that this indetermination
does not exist in self-consistent mantle convection models.

PCA patterns and rotation in longitude

From the point of view of core dynamics, rotations in longitude of a given CMB heat flux
pattern are irrelevant. The PCA computed here would, however, see two identical patterns rotated
in longitude as two distinct components. The analysis conducted in this study could thus be
improved by gathering patterns that are similar by rotations in longitude into the same component.

2.5 Conclusion

The two main goals of this work are to investigate how TPW can affect the CMB heat flux
in term of space and time behaviour and to provide heat flux maps representative of ∼1 Gyr of
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mantle evolution in a reference frame useful for geodynamo models. Notwithstanding current
limitations in predicting the geoid from forward mantle convection models, we show that TPW
can greatly affect the large scales of the CMB heat flux by changing the hierarchy between low-
degree spherical harmonics modes, by changing the sign of these modes, and by adding time
variations on timescales shorter than often considered to be realistic. We performed a principal
component analysis to obtain the dominant heat flux patterns at the CMB in the different con-
sidered cases. These patterns represent long-timescale behaviour, and they preserve small length
scales that could be important for dynamo action. These patterns can thus be used as an alternative
to snapshots to study implications of mantle convection models for geodynamo models.

This work also highlights the need to better constrain long-term mantle convection models
using the moment of inertia of the mantle. Aiming for core–mantle coupling, self-consistent
mantle convection models have to be repositioned in a frame that keeps the maximum inertia axis
aligned with the rotation axis. This correction can also be used in plate-driven models. In this case,
however, it is also possible to rotate the mantle convection model in a paleomagnetic reference
frame if the relation between the paleomagnetic reference frame and the mantle reference frame
of the model is known. This second option is not consistent with the model itself and does not
ensure that the maximum inertia axis is aligned with the rotation axis. In this case, the potential
differential rotation between the lithosphere and the deep mantle is poorly constrained. The next
generation of models driven by reconstructed plate motions could consider including consistency
with true polar wander as a constraint for data assimilation.
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We saw in the previous chapter how True Polar Wander affects large scales of the CMB heat
flux, and we obtained dominant heat flux patterns using a Principal Component Analysis. In this
chapter, we will present complementary analyses of the CMB heat flux to have a more complete
view of the spectral content of the CMB heat flux and how it is redistributed by TPW. Contrary to
rotations in latitude, longitudinal rotations of the CMB heat flux are not relevant for core dynam-
ics, as they do not change the heat flux distribution with respect to the Earth’s spin axis. We will
thus suggest a way to correct for these rotations and show how it affects the Principal Component
Analysis. Section 3.1 is dedicated to the spectral content of the CMB heat flux, while we suggest
a way to correct rotations in longitude for the PCA in section 3.2.

3.1 CMB heat flux spectral content

We saw in chapter 2 how TPW affects the spatial distribution of the CMB heat flux. We show
notably that global rotations due to TPW redistribute the CMB heat flux, changing the hierarchy
of large scale spherical harmonics. Here, we investigate in more details how the spectral content
of the CMB heat flux can be affected by TPW. Figure 2.4 shows the time averaged power spectra
as a function of the spherical harmonic degree l for the CMB heat flux in models MF and MC.
Because TPW only implies global rotation of the CMB heat flux, these spectra as a function of
the degree l are not affected by TPW. In other words, global rotations do not change the length
scales of the CMB heat flux. However, TPW can redistribute the spherical harmonic power at a
given degree l between the different orders m. This effect can be seen in Fig. 2.8 and Fig. 2.9: the
power at a given degree l does not change depending on the TPW correction, but the distribution
between the orders m can be largely affected. In this chapter, we focus on the redistribution in
term of spherical harmonic order of the CMB heat flux after TPW correction.

3.1.1 Computation of the spherical harmonic power

We will use the CMB heat flux obtained from the 6 mantle convection cases described in table
2.1. The discussion on how these cases are obtained can be found in section 2.2.1. The spherical
harmonic coefficients of the CMB heat flux zl,m are defined in equation 2.5. We compute the
power per spherical harmonic coefficient as a function of time t by

pl,m(t) =

{
|zl,m(t)|2 if m = 0

2|zl,m(t)|2 if m > 0
. (3.1)

We then compute the time average of this power per coefficients, written pl,m. From this power
per coefficient, we can define the power per degree l and per order m as

pl =
l

∑
m=0

pl,m (3.2)

pm =
lmax

∑
l=0

pl,m (3.3)

with lmax the maximum spherical harmonic degree of the decomposition. Here, we truncate the
CMB heat flux using lmax = 100. The time-average spherical harmonic power spectra per degree
pl correspond to the spectra shown in Fig. 2.4. As we are interested in the variations of the
spectral content caused by the TPW correction, we will also use the relative difference between
two spectral powers. We thus define

δ pl,m(X −X0) =
pl,m(X)− pl,m(X0)

pl,m(X0)
(3.4)
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where δ pl,m(X −X0) is the variations in the power per coefficients between case X and the refer-
ence case X0.

3.1.2 Power spectra of the CMB heat flux

Figure 3.1 shows the time averaged power per order for the cases derived from the MF model
and from the MC model. As for the spherical harmonic degrees, the spectrum is dominated by
the low orders in all the cases. The MC1 spectra shows lower contributions of the low order and
larger contributions of the high orders than MC0. The difference is more subtle for the MF model,
though a slightly lower contribution of the high orders can be noticed for the TPW corrected cases
compared to MF0.

Figure 3.2 shows the time averaged power per coefficients normalized by the mean power in
each degree l for the different cases. This figure shows which order m dominates for each degree
l. Though very limited difference are visible on the total spectra shown in Fig. 3.1 between the
TPW corrected and uncorrected cases, the power distributions as a function of l and m are strongly
affected. Case MF0 is mostly dominated by the highest values of m for a given degree, with large
powers for m ∼ l. Correcting for TPW redistributes the power to lower orders in MF1, MF2 and
MF∗ at small scales (l ≳ 10). This redistribution is particularly significant in MF2, for which
low orders become dominant at small scales. On large scales, the power distribution is similar in
MF1 to MF0. For MF2 and MF∗, we note a stronger l = 2, m = 2 component consistent with the
long term stability of this component shown in Fig. 2.8. Contrary to MF0, high orders are small
compared to lower orders for MC0. After TPW correction, orders m ∼ l dominate in MC1 in a
more pronounced way than for MF0. For degrees larger than 10, the spherical harmonic power is
almost exclusively in the high orders coefficients.

Figure 3.3 shows the relative variations in the spherical harmonic power per coefficient be-
tween the TPW corrected cases and the uncorrected cases. The decrease of the power for m ∼ l
after TPW correction in the MF1, MF2 and MF∗ cases are well visible. This is compensated by
an increase of the contributions of the lower orders. The picture is opposite for MC1, with a large
increase in the power for high orders at a given degree and a relatively homogeneous decrease in
the contributions for lower orders. In all the cases, the variations in the spherical harmonic are
different for m ∼ l than for m lower than l. To better quantify these variations, we compute the
power per l −m

pl−m = ∑
l,m

l−m=Cst

pl,m. (3.5)

The variations in the spherical harmonic power per l −m are shown in Fig. 3.4. The different
redistribution of the power after TPW correction between the MF model and the MC model ap-
pears clearly on this figure. The three cases corrected from the MF0 case show a decreased power
for l −m ≲ 14–20 and an increased power for higher l −m. In contrast, the power is increased in
MC1 compared to MC0 for l −m < 22 and decreased for higher l −m.

3.1.3 Relation between TPW and the power redistribution

The spherical harmonic power of the CMB heat flux is redistributed between low values and
large values of l −m. In the MF model, the MF0 case is dominated by small l −m and TPW
redistributes the power to lower orders (higher l −m) that becomes dominant in MF2. In the MC
model, the MC0 case is dominated by large l−m and the power is redistributed to lower values of
l −m in MC1. For a given degree l, the peak amplitude of a spherical harmonic function moves
from the poles for m = 0 to the Equator for m = l. Heat flux patterns have thus a stronger sig-
nal localized at the Equator or at the poles when the contribution of the m ∼ l coefficients are
respectively large or small. The cases MC0 and MF2 with the lowest contributions of the l ∼ m
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Figure 3.1 – Time averaged spherical harmonic power spectra as a function of the order m for the 6 mantle
convection cases defined in table 2.1.
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l+1 for the 6 mantle convection cases (see table 2.1). The colour scale has been saturated to a
maximum value of 2 to improve the readability.
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Figure 3.3 – Variations in the spherical harmonic power per coefficient for the MF1, MF2, MF∗ and MC1
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readability. The definition of δ pl,m is given equation 3.4.
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coefficients have the chemical piles at the Equator (see Fig. 2.3 for MC0 and discussion in section
2.4.2 for MF2). The piles impose a low heat flux relatively homogeneously below them, explain-
ing the small contributions of high orders harmonics. The contributions of these high orders is
conversely the most important for MC1, in which the piles are mostly at the poles (see discussion
in section 2.4.2). The redistribution of the spherical harmonic power by the TPW is thus all the
more important that the TPW is correlated to the positions of chemical piles. Interestingly, the
MF∗ shows a larger power redistribution than the MF1 case, despite being a priori uncorrelated
with the chemical piles. This means that convection driven by continents position as inferred from
paleomagnetism in Merdith et al. (2021) tends to push the piles towards the Equator in model MF.
This is consistent with the strong degree 2 order 2 component (indicative of an equatorial position
of the piles) and the reduced period with a negative degree 2 order 0 component (indicative of
a polar position of the piles) in Fig. 2.8 for case MF∗. These results can be interpreted as an
argument in favour of a long term stability of the chemical piles as suggested by the locations of
plume generation zones and the present-day positive geoid signal above the piles (Burke et al.,
2008; Torsvik et al., 2010; Dziewonski et al., 2010). This argument should be nevertheless tem-
pered for at least two reasons. First, chemical piles do not stay at the Equator during the whole
simulation in case MF∗, as showed by the periods with a negative degree 2 order 0 component
in Fig. 2.8. More importantly, the plate reconstructions prior to the formation of Pangea are still
highly uncertain due to the reduced amount of available data (Merdith et al., 2017; Seton et al.,
2023), and the reconstruction used here represents only one possible scenario of ancient plate
tectonics.

3.2 Longitudinal rotations in the Principal Component Analysis

3.2.1 Illustration of the problem

We have shown previously the importance of rotation in latitudes of the CMB heat flux. The
redistribution in latitude of the CMB heat flux notably strongly affects the time-average heat
flux pattern, and the relative amount of polar and equatorial cooling. These rotations in latitude
are important for core dynamics that is strongly influenced by Earth’s rotation. The distribution
of heat flux heterogeneities with respect to the rotation axis is thus determinant. Longitudinal
rotations of a given pattern do not affect this distribution, and are thus irrelevant for core dynamics.
We illustrate how these rotations can affect the results of the PCA in Fig. 3.5. We consider a heat
flux pattern at a time t (Fig. 3.5a) with a single high heat flux patch. Let us assume that, at a later
time t +∆t the same pattern is obtained in the mantle convection model but rotated in longitude
(Fig. 3.5b). Both patterns have the same effect on the geodynamo, regardless of the longitude of
the localized heat flux patch. However, by averaging in time these two patterns, we obtain two
localized heat flux patches (Fig. 3.5c) of reduced amplitudes. This averaged pattern with two heat
flux patches will have a different effect on the geodynamo than the pattern before averaging with
a single heat flux patch. In the principal component analysis, this means that the averaged heat
flux pattern is affected by these rotations that tend to blur longitudinal heat flux variations. In this
simple example, we can see that a solution to correct for these rotations would be to align the heat
flux pattern at t +∆t with the pattern at t, so that the averaged pattern becomes identical to the
instantaneous pattern. In this section, we will see how we can try to correct for this latitudinal
drift of the CMB heat flux, and apply this correction to three of the TPW-corrected cases presented
earlier.
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Figure 3.5 – a) Synthetic heat flux pattern at a time t. b) Synthetic heat flux pattern at a time t +∆t. c)
Average of the two patterns.

3.2.2 Method for longitudinal correction

In practice, heat flux patterns in mantle convection models are more complex than the one
shown in Fig. 3.5. It is thus not possible to follow a given heat flux patch in longitude to correct for
the rotations. It is however possible to follow the rotation of a given non-axisymmetric spherical
harmonic, and ensure that this spherical harmonic does not rotate in longitude through time. Let
us consider a Yl0,m0 spherical harmonic with m0 ̸= 0 (non axisymmetric). The spherical harmonic
coefficient can be written in its complex form as a function of time t as

zl0,m0(t) = rl0,m0(t)e
im0φl0,m0 (t), (3.6)

with rl0,m0(t) = |zl0,m0(t)|, and φl0,m0(t) = arg
(
zl0,m0(t)

)
/m0. The rotations in longitude of the

Yl0,m0 component correspond to variations of the phase φl0,m0 . We can thus ensure that the phase
stays identical to its value for t = t0 by multiplying zl0,m0(t) with the phase change between t and
t0. The rotated coefficient is then given by

zr
l0,m0

(t) = zl0,m0(t) eim0[φl0,m0 (t0)−φl0,m0 (t)] = rl0,m0(t) eim0φl0,m0 (t0). (3.7)

This correction ensures that the zl0,m0 coefficient keeps at each time step the same phase as its
phase at t = t0. We will call this phase φl0,m0(t0) the reference phase, as it is the phase on which
the correction is based. As can be seen in equation 3.7, the amplitude of the angular rotation
in longitude is given by ∆φ(t) = φl0,m0(t0)− φl0,m0(t). The other coefficients of the spherical
harmonic decomposition can be rotated in the same way, to rotate the full heat flux pattern whilst
keeping the Yl0,m0 stationary, yielding

zr
l,m(t) = zl,m(t) eim∆φ(t). (3.8)

Using this procedure, it is possible to correct for the longitudinal rotation by using one spherical
harmonic as a reference, and fixing the phase of this harmonic. In theory this correction can be
done using any non-axisymmetric harmonic, and there would be as many possible corrections as
there are harmonics. Here, we choose to focus on the large scale non-axisymmetric harmonics of
degrees 1 and 2, that are dominant in the heat flux patterns and can be expected to rotate slower
than higher degree harmonics. This leaves us with three harmonics: Y1,1, Y2,1 and Y2,2. As shown
in Fig. 3.6, the power within these harmonics vary through time, and it is not always the same
harmonic that dominates the power. Instead of choosing one single harmonic as a reference,
we thus choose as reference at a time t the spherical harmonic that has the largest power. This
requires changing the reference harmonic each time a change of dominant pattern happens. In
order to have a continuous correction, we change the reference phase so that after a change of
reference harmonics, the new reference harmonic keeps the phase it had at the time of the change
of reference. We call Nt the number of reference changes that already occurred at time t, and ik
with k = 1, ...,Nt the new dominant spherical harmonic after the kth change (ik ∈ {Y1,1,Y2,1,Y2,2}).
The kth change of reference occurs at time tk. We initiate the correction by choosing t0 = 0 and

52



Chapter 3. Complementary analyses on the CMB heat flux

i0 to be the dominant harmonic at time t0. The total longitudinal rotation at time t can then be
written

∆φ(t) = φiNt
(tNt )−φiNt

(t)+
Nt−1

∑
k=0

(
φik(tk)−φik(tk+1)

)
. (3.9)

The term φiNt
(tNt )−φiNt

(t) corresponds to the rotation of the spherical harmonic iNt between time
tNt and time t. The second part on the right hand size of equation 3.9 corresponds to the rotations
induced by previously dominant spherical harmonics. The rotation rate at time t can finally be
defined as

dφ

dt
(t) =

|φiNt
(t +dt)−φiNt

(t)|
dt

. (3.10)
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Figure 3.6 – Spherical harmonic power in the Y1,1, Y2,1, and Y2,2 spherical harmonics as a function of time
in the MC1, MF1 and MF∗ cases.

3.2.3 Correction of the longitudinal drift in mantle convection scenarios

We will focus on three of the mantle convection cases presented in table 2.1. We will use
the TPW-corrected cases MC1 and MF1 and the alternative case MF∗, in which the MF mantle
model is rotated in the paleomagnetic reference frame of Merdith et al. (2021). Case MC1 differs
from MF1 by the larger TPW velocities in the former. Case MF∗ differs from the two previous
cases in that it includes solid-body rotations of the mantle in longitude. Combined with the fact
that rotation rates in latitude are low in this case, this makes MF∗ an ideal candidate for the
longitude correction. We show in Fig. 3.7 the total longitudinal rotation ∆φ and the rotation rate
as a function of time in the three cases. The colour of the curves gives the dominant spherical
harmonic at each time. We find a rather smooth evolution of ∆φ in MC1 and MF∗, with similar
rotation rates on average. The evolution is much more abrupt in MF1, with rotation rates up to 40
° Myr−1 around -450 Myr. This peak in the rotation rate occurs at the same time as the peak in
TPW velocities. In general, the rotation rate is correlated with TPW velocities in MC1 and MF1
with higher rotation rates when TPW is faster. The correlation is less clear in MF∗.

We show in Fig. 3.8 and Fig. 3.9 the dominant heat flux patterns obtained through PCA before
and after correction in the MC1 case and in the MF1 and MF∗ cases respectively. The effect of
the correction in longitude can be clearly seen in the average pattern of case MC1 (Fig. 3.8).
The shape of the pattern is mostly conserved after the correction, but rotated eastward. Such an
eastward rotation can also be seen in the second more dominant pattern p̃2. The two other patterns
p̃1 and p̃3 are modified in a more complex manner though some structures within the uncorrected
patterns are retrieved in the corrected patterns. The high heat flux patches in the average pattern
of MF1 are also rotated after the correction. The more dominant pattern p̃1 is not significantly
affected by the correction, while p̃2 and p̃3 are more different after the correction. The average
pattern in MF∗ is dominated by larger scales after the correction as high heat flux patches tend to
cluster. The p̃1 and p̃3 patterns keep the same structure after the correction, while the p̃2 pattern
is rather different.
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Figure 3.7 – Correction in longitude ∆φ as a function of time in the MC1, MF1 and MF∗ cases. The
correction is shown in blue, orange or green when the Y1,1, Y2,2 or Y2,1 spherical harmonic are respectively
dominant. The true polar wander rotation rates are shown in grey for each case.

Figure 3.8 – Dominant patterns in the MC1 case before and after the correction in longitude. The averaged
patterns are shown in the first row. The three other rows show the three first PCs.
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Figure 3.9 – Dominant patterns in the MF1 and MF∗ cases before and after the correction in longitude. The
averaged pattern are shown in the first row. The three other rows show the three first PCs.

In Fig. 3.10 are given the relative variance v∗k explained by the three more dominant compo-
nents before and after correction for MC1, MF1 and MF∗. The amount of variance explained by
the three components is decreased in MC1 and MF1 when rotations in longitude are corrected. In
contrast, the explained variance increases with the correction in MF∗.
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Figure 3.10 – Relative variance explained by the first PCs in the MC1, MF1, and MF∗ cases.

3.2.4 Interpretation and relevance of the longitude correction

Effect of TPW on the longitude correction

We can first note the correlations between the rotation rate in longitude and the TPW velocity
in MC1 and MF1. This correlation can be expected, as TPW implies rotations in latitude that will
affect the Y1,1, Y2,1 and Y2,2 components of the heat flux pattern. The fastest TPW velocity around
-450 Myr in MF1 notably translates into very large instabilities in the longitude correction. The
rotation rates in longitude and latitude appear much less correlated in the MF∗ case. We recall that
MF∗ is obtained by rotating the output of model MF in the paleomagnetic reference frame. By
doing so, solid-body rotations of the mantle appear both in latitude (assimilated to TPW) and in
longitude. Solid-body rotations of the mantle in longitude, not present in MC1 and MF2, directly
imply longitude rotations of the CMB heat flux that are uncorrelated to the rotations in latitude.
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The lower correlation can thus be explained by a combination of the lower rotation rate in latitude
compared to case MC1 and MF1, and by the solid-body rotations of the mantle in longitude.

Impact on the Principal Component Analysis

The correction we present here is intended to avoid interpretation of lateral displacements
of the CMB heat flux that are not relevant for the geodynamo. By doing so, we hope to obtain
simpler patterns that better reflect the large-scale heat flux variations in longitude. This goal is not
achieved for MC1 and MF1. In both cases, the correction translates into a rotation of the average
pattern. The dominant heat flux patterns are more or less affected by the correction, but they do
not become simpler. This is consistent with the decreased amount of variance explained by the
first three PCs after the correction in MC1 and MF1. In case MF∗ however, the average heat flux
pattern becomes slightly simpler after the correction. This simplification of the CMB heat flux
translates into a marginally larger variance explained by the three more dominant components
after the correction.

3.3 Conclusion

In this chapter, we focused more in details on the spectral content of the CMB heat flux and on
its lateral displacement. We show that TPW also affects small scales of the CMB heat flux. In the
studied cases, we find that the spherical harmonic power redistribution is controlled by the value
of l−m. Coefficients with large values of l−m (low order at a given degree) describe situations in
which chemical piles are at the Equator. Conversely, coefficients with small values of l−m (large
order at a given degree) describe situations in which chemical piles are at the poles. The power
redistribution in MF* favouring coefficients with small l −m is consistent with piles that stay
mostly at the Equator. This result suggests that mantle convection driven by a plate reconstruction
in the paleomagnetic reference frame is consistent with long-lived equatorial piles, though large
uncertainties exist on the plate reconstruction.

Though longitudinal displacements of the CMB heat flux affect the PCA without relevance
to the geodynamo, our attempt to correct it are largely unsuccessful. Our results show that the
longitudinal correction as described here is not efficient when a significant amount of TPW affects
the longitudinal distribution of the CMB heat flux. Even the ideal case MF∗ does not show a
significant simplification of the PCA after the longitude correction. We thus conclude that on
the cases studied here, the correction based on the longitudinal rotations of the degree 1 and 2
spherical harmonics is counter productive when TPW is faster than rotations in longitude and
only marginally simplifying the PCA when lateral displacements of the CMB heat flux are large.
Such kind of correction is nevertheless necessary, and other methods should be considered.
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Chapter 4. Geomagnetic dipole stability and zonal flow changes controlled by mantle heat flux
heterogeneities

In this chapter, we will study the effect of large-scale CMB heat flux patterns on geodynamo
simulations. We saw in the previous chapter that the heat flux distribution at the CMB can signif-
icantly vary on a 1 Gyr time scale, and that the variations largely depend on TPW. Redistribution
of thermal heterogeneities in the lower mantle are thought to occur on time scales similar to mod-
ulations in the reversal frequency of the magnetic dipole. This suggests that the CMB heat flux
could play a role in the reversing behaviour of the geodynamo. As a first step, we will here focus
on the effect of large-scale heat flux patterns on numerical dynamo models. We will use numerical
dynamo models expanding from a standard parameter regime, in which viscosity is unrealistically
high, towards more Earth-like turbulent regimes. Studying simple heat flux geometries enables to
obtain different mechanisms by which the magnetic dipole can be destabilized by heat flux hetero-
geneities. We draw our attention to the transition from a dipole-dominated magnetic field towards
a multipolar regime in which the magnetic dipole is weak. We suggest a controlling parameter for
this transition, and we describe how heat flux heterogeneities can trigger it.

This chapter is a reproduction of the manuscript entitled “Geomagnetic dipole stability and
zonal flow changes controlled by mantle heat flux heterogeneities” (T. Frasson, N. Schaeffer, H-C.
Nataf, S. Labrosse) submitted for publication in Geophysical Journal International.

4.1 Introduction

4.1.1 Magnetic reversals and dipolar-multipolar transition in dynamo models

The magnetic field of the Earth is dominated by its dipole component. This magnetic dipole
undergoes chaotic polarity reversals, with a reversal frequency that varies through geological times
(Lowrie and Kent, 2004). Reversals of the magnetic dipole have been reproduced in numeri-
cal dynamo models since the first attempts to simulate the geodynamo (Glatzmaier and Roberts,
1995). These reversals are characterized by a transient decrease in the strength and stability of
the magnetic dipole, which regrows and stabilizes with the opposite polarity (Olson et al., 2011).
Numerical models of reversing dynamos can be found at the transition between strongly dipo-
lar dynamos and weakly dipolar (or multipolar) dynamos (Kutzner and Christensen, 2002; Olson
and Christensen, 2006; Wicht and Tilgner, 2010). In the available set of dynamo models, this
dipolar-multipolar transition seems to be controlled by the relative importance of inertia in the
force balance (Christensen and Aubert, 2006; Sreenivasan and Jones, 2006). The strength of iner-
tial forces relative to Coriolis forces has notably been found to successfully grasp this transition in
early dynamo models, larger inertia being associated with multipolar dynamos (Christensen and
Aubert, 2006; Olson and Christensen, 2006; Christensen, 2010; Wicht and Tilgner, 2010). In dy-
namo simulations operating in a strong magnetic field regime, in which the Lorentz force plays an
important role as it is expected to be the case for the Earth, the previous transition criterion does
not hold despite inertia still being important (Menu et al., 2020; Tassin et al., 2021). Tassin et al.
(2021) showed that the dipolar-multipolar transition can be more accurately described by the ratio
of inertia to Lorentz forces, approximated by the kinetic over magnetic energy ratio. According
to this criterion, reversing dynamos should be obtained when the magnetic and kinetic energies
within the core are of similar magnitudes. However, this criterion cannot apply for the Earth’s
dynamo, which is expected to operate with a magnetic energy several orders of magnitude higher
than the kinetic energy. Though reversing dynamos producing a higher magnetic energy than ki-
netic energy on average have been obtained (Driscoll and Olson, 2009a; Nakagawa and Davies,
2022), inertial forces are less than one order of magnitude weaker than Lorentz forces and tend to
strengthen during reversals, suggesting that inertia is probably still important to drive reversals in
these simulations.

59



Chapter 4. Geomagnetic dipole stability and zonal flow changes controlled by mantle heat flux
heterogeneities

4.1.2 Mantle control on the behaviour of the magnetic dipole

Based on numerical dynamo models, different mechanisms have been proposed to explain
the observed variations in the reversal frequency of the magnetic dipole. Driscoll and Olson
(2009a), for example, suggest that variations in the control parameters of the geodynamo, such
as the rotation rate or the power input, could explain regime changes. This mechanism requires
the Earth to have been operating close to the inertia-driven dipolar-multipolar transition since the
onset of dynamo action in the Earth’s core. Using these assumptions, Driscoll and Olson (2009b)
showed that variable reversal frequencies can be obtained in dynamo models with a simple core
evolution model.

In this regard, the heat flux at the core-mantle boundary (CMB) can have an important role by
modulating convective activity at the top of the core. Moreover, the CMB heat flux is expected to
be strongly heterogeneous (Nakagawa and Tackley, 2008). Large-scale heat flux heterogeneities
have been shown to have a significant impact on the behaviour of the dynamo (Glatzmaier et al.,
1999; Olson and Christensen, 2002; Kutzner and Christensen, 2004; Olson et al., 2010; Olson
and Amit, 2014; Amit et al., 2015a; Sahoo et al., 2016). However, no clear trend has emerged.
For instance, large heat flux heterogeneities have been shown to suppress dynamo action (Olson
and Christensen, 2002), while weak heterogeneities could on the contrary help sustain a dynamo
(Sahoo et al., 2016). Interestingly, the reversal frequency has been shown to be very sensitive
to heat flux heterogeneities. Various effects have been reported so far. Notably, large heat flux
heterogeneities have been found to increase the reversal frequency, particularly for high equatorial
heat fluxes (Kutzner and Christensen, 2004; Olson et al., 2010). Stabilizing effects of the magnetic
dipole due to heat flux heterogeneities are also observed when polar cooling exceeds equatorial
cooling (Glatzmaier et al., 1999; Kutzner and Christensen, 2004).

Recent models of the geodynamo showed that the present-day heat flux pattern, as inferred
from seismic tomography, can explain the longitudinal structure of the observed magnetic field
(Mound and Davies, 2023), and could trigger reversals from locally high heat flux regions (Terra-
Nova and Amit, 2024). These findings suggest that the present-day heat flux pattern at the CMB
plays an important role in the dynamics of the core. Though the present-day lateral heterogeneities
of temperatures in the lower mantle are known to a certain extent (Trampert, 2004; Mosca et al.,
2012), the past CMB heat flux is highly uncertain. On large scales, the present-day CMB heat
flux is controlled by the positions of the observed Large Low Velocity Provinces (LLVPs) be-
low Africa and the Pacific (Garnero and McNamara, 2008). These structures are interpreted as
regions hotter than the surrounding mantle, thus locally extracting a low heat flux from the core
(Nakagawa and Tackley, 2008). Long-term stability of the observed LLVPs have been suggested
based on records of hotspot eruption sites (Burke et al., 2008; Torsvik et al., 2010; Dziewonski
et al., 2010), suggesting that the present-day heat flux pattern could be relevant for at least the
past 300 Myr. However, mantle convection models show that basal mantle structures are pushed
by subducting slabs and thus could have significantly been displaced through geological times
(Zhang and Zhong, 2011; Flament et al., 2022). These variations in the CMB heat flux are ex-
pected to occur on timescales similar to the longest timescales of variations in the magnetic field,
corresponding to changes in the reversal frequency (Biggin et al., 2012; Hounslow et al., 2018).
Understanding how the dynamo can react to a change in the CMB heat flux geometry is thus of
importance to constrain the present-day geodynamo and its evolution through Earth’s history.

Mantle convection models can be used to have an estimate of the CMB heat flux hetero-
geneities in the past (Zhang and Zhong, 2011). Using self-consistent and plate-driven mantle
convection models that reproduces ∼ 1 Gyr of mantle convection, Frasson et al. (2024) showed
how episodes of true polar wander could significantly alter the CMB heat flux distribution. The
strength of equatorial and polar cooling of the core is notably shown to depend on the way true
polar wander rotates chemical structures at the base of the mantle. The mantle convection scenar-
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ios corrected from true polar wander presented in Frasson et al. (2024) can thus be used to obtain
estimates of heat flux heterogeneity amplitudes.

4.1.3 Aim of the study

Our current understanding of how heat flux heterogeneities affect the geodynamo is limited
by the parameter regime reached in numerical models. Recently, new geodynamo simulations
have reached a rapidly-rotating turbulent regime, in which the Lorentz force dominates inertial
and viscous forces as expected for the Earth (Yadav et al., 2016; Schaeffer et al., 2017; Aubert
et al., 2017). Dynamos operating in this regime are computationally demanding, making paramet-
ric studies challenging. This challenge becomes even more important when rare events such as
reversals are targeted. For this reason, previous studies used dynamo models that are only mod-
erately turbulent. Inertia and viscous forces have been shown to be non-negligible in these types
of dynamos (Soderlund et al., 2012; Dormy, 2016), which are therefore not representative of the
Earth’s core.

In this study, we aim at exploring the effect of heat flux heterogeneities on dynamo models
that extend from standard dynamo regimes towards a more Earth-like rapidly-rotating turbulent
regime. We first study the effect of large scale heat flux patterns (spherical harmonic degrees 1
and 2) on a standard dynamo reference case. We then focus on the effect of polar cooling and
equatorial cooling on more turbulent dynamos, exploring more Earth-like parameter regimes. We
notably focus on the reversing behaviour and the dipolar-multipolar transition triggered by heat
flux heterogeneities.

4.2 Methods

4.2.1 Numerical model of the geodynamo

The Earth’s liquid outer core is modelled as a spherical shell of inner radius ri and outer radius
ro. The thickness of the shell is defined as D = ro − ri. The aspect ratio is chosen to match the
present-day Earth by fixing ri/ro = 0.35. The shell spins along the z axis at a rate Ω. The accel-
eration of gravity is defined as g =−go

r
ro

er with go the acceleration of gravity at the core surface
and er the unit vector in the radial direction. The electrically conducting liquid contained in the
shell is treated as an incompressible fluid of density ρ and viscosity ν . The electrical properties of
the fluid are defined by its magnetic permeability µ0 and its magnetic diffusivity η . Convection in
the Earth’s outer core is the result of both thermal and compositional heterogeneities, which trans-
late into density heterogeneities. Here, we use the codensity approximation defined in Braginsky
and Roberts (1995), which is exact when thermal and compositional diffusivities are equal, and
when the same boundary conditions apply to temperature and composition fields. The thermal
and compositional sources of buoyancy are then combined into one single variable called coden-
sity, with diffusivity κ . If we call T the perturbation in the temperature field, χ the perturbation
in the concentration in light element, and ρ0 the reference density, the codensity perturbation is

defined as C′ = ρ0(αT +β χ) with α =− 1
ρo

∂ρ

∂T
and β =− 1

ρo

∂ρ

∂ χ
the thermal and compositional

expansion coefficients respectively. Convection in the shell is driven by imposed buoyancy fluxes
at the inner and outer boundaries. The buoyancy fluxes per unit surface at the inner and outer
boundaries are called qi and qo respectively, and are defined by

qi =−κ ∂rC(ri), (4.1)

qo =−κ ∂rC(ro). (4.2)
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The buoyancy flux entering the core at the inner boundary Fi and the buoyancy flux leaving the
core at the outer boundary Fo can then be obtained by integration over the boundaries:

Fi =
∫

Si

qi dSi, (4.3)

Fo =
∫

So

qo dSo. (4.4)

where Si and So are the inner and outer boundaries respectively.
The geodynamo equations consists in the coupling of Navier-Stokes and induction equations.

We solve this set of equations in their dimensionless form using the Boussinesq approximation.
The thickness of the shell D is used as the length scale. The time is scaled by the viscous timescale
τν = D2

ν
and the magnetic field by

√
ρ0Ωηµ0. The codensity is scaled by Fi

4πDν
. The codensity

field C is decomposed into a base radially-dependent profile C0 and a perturbation C′, such that
C = C0 +C′. Calling u the velocity field, P the pressure, and B the magnetic field, the set of
dimensionless equations is as follow:

∂tu+(∇×u)×u+
2
E

ez ×u =−∇P+∇
2u+

1
Pm E

(∇×B)×B+
Ra
Pr

C′ r
ro

er, (4.5)

∂tC′+u ·∇(C′+C0) =
1

Pr
∇

2(C′+C0)+Sc, (4.6)

∂tB = ∇× (u×B)+
1

Pm
∇

2B, (4.7)

∇ ·u = 0 (4.8)

∇ ·B = 0 (4.9)

where Sc is a sink term to compensate for the secular increase in the codensity. The dimensionless
parameters E, Pm, Pr and Ra are respectively the Ekman number, the magnetic Prandtl number,
the Prandtl number and the Rayleigh number. They are defined using the physical parameters of
the system by

E =
ν

ΩD2 , (4.10)

Pm =
ν

η
, (4.11)

Pr =
ν

κ
, (4.12)

Ra =
goFiD2

4πκν2ρ0
. (4.13)

No slip conditions are applied at both boundaries for the velocity. The outer boundary is
electrically insulating in all our simulations. The inner core is treated as a conducting sphere
in all but one of our dynamo models, with a conductivity of the inner core equal to that of the
outer core. An insulating inner core is used for the most numerically demanding simulations. An
heterogeneous flux condition at the outer boundary can be imposed. This flux pattern is described
by an amplitude δqo and a pattern p(θ ,φ), which depends on the colatitude θ and the longitude
φ . We ensure that the heterogeneous flux has a zero space average (Fo = 0).

In this codensity formalism, the flux imposed at either of the boundaries is a non-distinguishable
combination of a heat flux and a light-element flux. This buoyancy is expected to be of thermal
origin at the top of the core, and mostly of compositional origin through the inner core crystalliza-
tion at the inner boundary. In the following, we will thus refer to the flux at the top of the core as a
heat flux. As we use the Boussinesq framework, the imposed fluxes at the boundaries correspond
to super-adiabatic fluxes, and the adiabatic flux would have to be added to obtain the total fluxes

62



Chapter 4. Geomagnetic dipole stability and zonal flow changes controlled by mantle heat flux
heterogeneities

entering and leaving the core. This means notably that a negative flux at the top of the core tends
to act against convection by stratifying the fluid.

The equations are solved using the XSHELLS code already used in previous studies (Schaeffer
et al., 2017; Guervilly et al., 2019). Finite differences are used in the radial direction, while the
fields are expanded in spherical harmonics in the horizontal directions. The spherical harmonics
transforms are performed using SHTns (Schaeffer, 2013). We use hyperdiffusivity to damp small
scales and stabilize the simulations in some cases as done in Guervilly et al. (2019) (see appendix
A.1 for more details).

4.2.2 Output parameters of interest

The simulations outputs are given in the following as a function of time scaled by the magnetic
dipole diffusion timescale rather than the viscous timescale used to solve the equations. The dipole
diffusion timescale is defined by

τη =
1

π2
r2

o

η
(4.14)

and can be estimated to be approximately 40 kyr for the Earth, using η = 1 m2 s−1 (Olson, 2015).
The conversion between the simulation time t and the output time tη is then simply tη = t

τν

τη

.

Several output parameters are used to compare our simulations between each other and to the
Earth. The strength of the magnetic dipole is quantified by the dipolar fraction fdip defined at the
CMB as

fdip(t) =

√√√√√√
1
∑

m=0
(2−δm0)|br(l = 1,m, t)|2

∑
l,m≥0

(2−δm0)|br(l,m, t)|2
(4.15)

where l and m are the spherical harmonic degree and order, br(l,m) is the spherical harmonic
coefficient of degree l and order m of the radial component of the magnetic field at the CMB, and
δlm is the Kronecker delta. In order to compare our results to the Earth’s magnetic field, we also
compute an alternative dipolar fraction based only on the degrees l ≤ 12 of the magnetic field:

f †
dip(t) =

√√√√√√
1
∑

m=0
(2−δm0)b(l = 1,m, t)2

∑
l,m≥0

(2−δm0)b(l ≤ 12,m, t)2 . (4.16)

This definition of the dipolar fraction enables to compare with measurements of the magnetic
field that are limited to a maximum spherical harmonic degrees l < 13 and is commonly used as
outputs in dynamo simulations (Christensen and Aubert, 2006). The dimensionless kinetic and
magnetic energy integrated over the whole spherical shell are respectively defined as

Eu(t) =
1
2

∫
V f

u(t)2dV, (4.17)

Eb(t) =
1
2

∫
Vc

(
B(t)√
EPm

)2

dV (4.18)

where Vf is the volume of the fluid outer core and Vc the volume of the conducting shell (corre-
sponding to the full core if the inner core is conducting, or only the fluid outer core if the inner
core is insulating). The ratio of these two quantities is called M in the following, and is defined as

M = Eb/Eu. (4.19)
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This ratio is used as a proxy of the ratio between the Lorentz force and the inertial forces by Tassin
et al. (2021), and is found to discriminate between dipole-dominated dynamos and multipolar
dynamos, with a transition around M ≃ 1. The amplitudes of the velocity field and of the magnetic
field are quantified by the magnetic Reynolds number Rm = UD

η
and the Elsasser number Λ =

B2

ρ0Ωνη
where U and B are the flow and magnetic field RMS amplitudes respectively. Using the

dimensionless outputs of the simulation, those numbers are computed as

Rm(t) = Pm

√
2Eu(t)

V
, (4.20)

Λ(t) =
2Pm E

V
Eb(t). (4.21)

√
ρ0Ωηµ0 The strength of inertial force relative to Coriolis force can be approximated using the

local Rossby number (Christensen and Aubert, 2006)

Rol(t) =
E lc(t)

π

√
2Eu(t)

V
(4.22)

where lc is the characteristic spherical harmonic degree of the flow. This characteristic degree is
defined by

lc(t) =
∑l lEu,l(t)

Eu(t)
(4.23)

with Eu,l the kinetic energy at degree l. Finally, we quantify the stability of the magnetic dipole
by computing the average period spent by the dipole in a given hemisphere. This period, called
Trev, is computed for the reversing dynamos as

Trev =
∆tsim

Ncross
(4.24)

where ∆tsim is the duration of the equilibrated simulation and Ncross is the number of times the
magnetic dipole crosses the equator.

Because the simulations start from an initial condition that is different from their statistically
steady state, the transient evolution from the initial condition has to be removed before computing
statistics on the diagnostics. We ensure that this transitional state is not affecting the results by
removing the evolution corresponding to the first two dipole diffusion times.

4.2.3 Explored parameter space

Reference dynamo models

We select 5 reference dynamo cases with homogeneous heat flux conditions at the top of the
core, to which heterogeneous heat flux patterns are applied. These dynamos are compared in
the E −Pm parameter space with previous studies that focused on the effect of heterogeneous
heat flux on the dynamo in Fig. 4.1. Our reference case E1e-4_hRm is comparable to dynamo
models already used in previous studies, with E = 10−4 and Pm = 3. Our cases E1e-5_hRm,
E1e-5_SF1 and E1e-5_SF2 have similar magnetic Prandtl number, but have a lower viscosity
than previous studies. Finally, case E1e-6_hRm expands towards the Earth’s core with both lower
Ekman number and lower magnetic Prandtl number (E = 10−6, Pm = 0.2).

The values of the parameters introduced in section 4.2.2 can be estimated to a certain extent
for the Earth. Values for the magnetic Reynolds number and the Elsasser number can be estimated
to Rm= 400−4000 and Λ= 5−50 (Aubert et al., 2017). Similarly the ratio of magnetic to kinetic
energy is likely in the range M = 103 − 104 (Tassin et al., 2021). For the dipolar fraction of the
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magnetic field, we will here take the range f †
dip = 0.35−0.75 suggested by Davies et al. (2022).

Table 4.1 compares the time-averaged values of the dipolar fraction, the energy ratio, the Elsasser
number, and the magnetic Reynolds number of the reference cases with the Earth estimates. All
the reference cases have energy ratios that are far too small compared to the expectation for the
Earth. Cases E1e-5_SF1 and E1e-5_SF2 nevertheless have M ≫ 10, the overline standing for time
average. For this reason, these two cases are called “SF” for “Strong Field” (Schwaiger et al.,
2021). The magnetic over kinetic energy ratio is of order 1 or larger for the three other cases.
However, these three cases have magnetic Reynolds numbers that match the values expected for
the Earth, while the two strong field dynamos have values of Rm that are too low or just at the limit
of the Earth’s range. We thus call these three cases “hRm” for “high Rm”. Cases E1e-4_hRm,
E1e-5_hRm and E1e-5_SF1 have dipolar fractions within the Earth’s range, while E1e-5_SF2
and E1e-6_hRm have larger dipolar fractions. All the cases have Earth-like Elsasser numbers. It
can be noted that the strong field cases have low magnetic Reynolds number, while the high Rm
dynamo cases have more comparable magnetic and kinetic energies with M ≳ 1. The inability
to meet both criteria for a single dynamo model is a consequence of the distance between the
parameter regime of dynamo models and the parameter regime of the Earth’s core (Aubert et al.,
2017). In this study, we consider dynamo models that satisfy one criterion or the other in order
to examine whether these two types of dynamo models behave differently in the presence of heat
flux heterogeneities.

100 101

Pm

10 6

10 5

10 4

10 3

10 2

E

Olson and Christensen (2002)
Olson and Amit (2014)
Sahoo et al. (2016)

E1e-4_hRm
E1e-5_hRm
E1e-6_hRm
E1e-5_SF1
E1e-5_SF2

Figure 4.1 – Ekman number E and magnetic Prandtl number Pm, for the 5 reference dynamos E1e-4_hRm,
E1e-5_hRm, E1e-6_hRm, E1e-5_SF1, and E1e-5_SF2 compared to previous studies focusing on the effect
of large scale heterogeneous heat flux (Olson and Christensen, 2002; Olson and Amit, 2014; Sahoo et al.,
2016). All the dynamo models are obtained for Pr = 1. The Rayleigh number of the dynamo models
are 1.5×108, 5×109, 9.6×1011, 5×108, and 1.5×108 for E1e-4_hRm, E1e-5_hRm, E1e-6_hRm, E1e-
5_SF1, and E1e-5_SF2 respectively. The expected values for the Earth are E ≃ 10−15 and Pm ≃ 10−6.

Heat flux patterns

We study the effect of heterogeneous heat flux patterns at the top of the core applied to the
reference dynamo cases described above. We focus on large scale heterogeneity patterns with
spherical harmonics of degree 1 or 2. The patterns are shown in Fig. 4.2. Pattern Y1,0 corresponds
to a positive heat flux in the northern hemisphere and a negative heat flux in the southern hemi-
sphere. Pattern Y1,1 is the same as Y1,0, but tilted by 90° in latitude. +Y2,0 imposes a positive heat
flux at the poles and a negative heat flux at the equator. −Y2,0 is the opposite of +Y2,0, imposing
a negative heat flux at the poles and a positive heat flux at the equator. Finally, Y2,2 imposes two
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Table 4.1 – Characteristics of the reference dynamos compared to estimated values for the Earth. aDavies
et al. (2022); bTassin et al. (2021); cAubert et al. (2017).

Name f †
dip M Λ Rm

E1e-4_hRm 0.58 0.95 13.1 649

E1e-5_hRm 0.53 3.49 16.8 987

E1e-6_hRm 0.80 3.53 5.8 575

E1e-5_SF1 0.70 32.12 16.9 399

E1e-5_SF2 0.79 53.50 8.13 214

Earth 0.35–0.75a 103–104b 5–50c 400–4000c

antipodal heat flux highs at the equator, surrounded by two antipodal heat flux lows. Negative
amplitudes for the Y1,1 and Y2,2 patterns only implies a rotation in longitude of the patterns that is
irrelevant for the dynamo. A sign change of the Y1,0 pattern also does not affect the behaviour of
the dynamo due to the symmetry of the dynamo equations. The imposed heat flux at the CMB is
given by the product of an amplitude δqo and a pattern p,

qo(θ ,φ) = δqo p(θ ,φ). (4.25)

The normalisation of the pattern p ensures that 2δqo = max(qo)−min(qo). We choose to scale
the heterogeneity amplitude using the buoyancy flux at the inner boundary by defining a dimen-
sionless amplitude δq∗o = δqo/qi. Our scaling differs from previous studies, where heat flux
heterogeneities have been more commonly scaled by the mean outer boundary flux (Olson et al.,
2010; Olson and Amit, 2014; Mound and Davies, 2023; Terra-Nova and Amit, 2024), but it has
the advantage of being well defined even when Fo = 0. It is also relevant for the Earth, for which
the main forcing is thought to occur at the inner core boundary in the form of a compositional
flux (Loper, 1978), while the radial temperature profile could be close to isentropic (Fo ≃ 0). The
heterogeneity amplitude normalized this way can be expressed for the Earth as

δq∗o =
αδqth

o

cpṙi

(
∆ρ +

αρcL
cp

) (4.26)

where 2δqth
o is the peak-to-peak amplitude of the CMB heat flux, cp is the heat capacity of the

liquid iron, ṙi is the growth rate of the inner core, ∆ρ is the compositional density jump at the
inner core boundary, ρc is the mean density of the core, and L is the latent heat of liquid iron
crystallisation. Table 4.2 shows the estimations for the maximum values of δq∗o using mantle
convection simulations corrected for true polar wander by Frasson et al. (2024). The amplitude
of the total heat flux pattern heterogeneities reach up to δq∗o = 10.3%. The heterogeneities for a
given spherical harmonic coefficient are lower, but can be as high as δq∗o = 3.4% for Y2,2. Note
that we impose Fo = 0 and use the Boussinesq approximation in our dynamo models, so that the
average heat flux extracted by the mantle is identified with the isentropic heat flux and the flux
of light elements between the core and the mantle is null. The heterogeneous flux will thus be
stabilizing in areas where qo(θ ,φ)< 0 (i.e. lower than the isentropic flux).

All five patterns have been applied to the reference case E1e-4_hRm. The four other cases
require much more computing resources due to their lower Ekman numbers. We thus focus on the
±Y2,0 patterns for cases E1e-5_hRm, E1e-6_hRm, E1e-5_SF1, and E1e-5_SF2.
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Table 4.2 – Maximal heterogeneity amplitude in the mantle convection simulations corrected for true polar
wander by Frasson et al. (2024). The values below label δq∗omax give the maximum peak-to-peak amplitude
in the total heat flux patterns for the different cases. The values below δq∗o

(
Yl,m

)
max give the maximum

peak-to-peak amplitude of the degree l and order m of the CMB heat flux in the different cases. For the
Y2,0 pattern, the first value gives the minimum negative amplitude (corresponding to −Y2,0) and the second
gives the maximum positive amplitude (corresponding to +Y2,0). In each column, we emphasize with bold
font the highest value reached among the mantle convection cases.

Mantle convection case δq∗omax δq∗o (Y1,0)max δq∗o (Y1,1)max δq∗o (Y2,0)max δq∗o (Y2,2)max

MF1 10.3% 1.6% 2.4% -2.9%/2.6% 3.2

MF2 10.3% 1.7% 2.3% -0/2.7%% 3.1%

MF∗ 10.3% 1.2% 2.6% -2.4%/1.8% 3.4%

MC1 7.1% 0.9% 1.3% -1.3%/0% 1.0%

Figure 4.2 – Heterogeneous heat flux patterns p(θ ,φ) used in the dynamo simulations. The positive and
negative heat flux areas are shown in red and blue respectively. The dashed lines show the positions where
the patterns are equal to zero. The patterns are shown in a Mollweide projection.

4.3 Results

4.3.1 Reference homogeneous dynamos

We shortly describe here the reference dynamo simulations with homogeneous heat flux. The
five reference dynamos cover a wide range of parameters, with Ekman numbers between 10−4

and 10−6 and magnetic Prandtl numbers between 3 and 0.2 (Fig. 4.1). The Rayleigh number is
also significantly varied among the reference cases.

In Fig. 4.3 are shown the time evolution of the dipolar fraction fdip, the ratio of magnetic to
kinetic energy M, and the dipole latitude (angle between the equator and the magnetic dipole) θdip.
All the reference cases have strong dipoles with fdip ≥ 0.39. The E1e-4_hRm reference case dis-
plays magnetic reversals. The ratio of magnetic to kinetic energy is around unity. This reference
dynamo runs relatively quickly, and is thus useful for extensive explorations. Case E1e-5_hRm
has a similar reversing behaviour to case E1e-4_hRm. Lowering the Ekman number allows for
a higher magnetic to kinetic energy ratio (M = 3.5). Dynamo E1e-5_SF1 has the same Ekman
number as E1e-5_hRm but a ten times smaller Rayleigh number. The magnetic Prandtl number
is also slightly higher (Pm = 2 for E1e-5_hRm, Pm = 3 for E1e-5_SF1). Lowering the Rayleigh
number and increasing the magnetic Prandtl number result in a magnetic to kinetic energy ratio
larger than 10. The dipolar fraction also significantly increases and the dipole becomes more sta-
ble. No reversals are observed in this case for the duration of the simulation. The E1e-5_SF2 is
obtained by decreasing again the Rayleigh number by 30%. This case has the largest magnetic to
kinetic energy ratio (M = 53). It is also the reference case with the highest dipolar fraction. No
reversals are observed in this case. Finally E1e-6_hRm is obtained using E = 10−6. The magnetic
energy is larger than the kinetic energy, with a similar value on average to case E1e-5_hRm. No
reversals are observed.

Though all the reference cases have a dipole-dominated magnetic field, they lie at a different
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distance from the dipolar-multipolar transition. Tassin et al. (2021) found a transition from strong
dipoles towards multipolar magnetic field when the ratio of magnetic to kinetic energy becomes
lower than about 1. Following this argument, the three high Rm cases (E1e-4_hRm, E1e-5_hRm
and E1e-6_hRm) should be close to the transition with a magnetic energy similar or slightly larger
than the kinetic energy. Cases E1e-4_hRm and E1e-5_hRm are reversing, suggesting indeed that
they lie close to the transition. Case E1e-6_hRm does not reverse polarity for the simulated time,
though the eventual occurrence of reversals cannot be excluded due to the limited duration of the
simulation. Cases E1e-5_SF1 and E1e-5_SF2 have magnetic energies significantly higher than
the kinetic energies, and can thus be expected to be far from the dipolar-multipolar transition.
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Figure 4.3 – Time series of the dipolar fraction ( fdip), the ratio of magnetic to kinetic energy (M) and of
the dipole latitude for the five reference geodynamo simulations considered in this study. Note that the
horizontal scale for time is different for each case.

4.3.2 Categories of dynamo behaviours

Before looking in details into the effect of heat flux heterogeneities, we will first define three
distinct dynamical behaviours: (1) “Dipolar stable”, if fdip > 0.25 (or f †

dip > 0.35) and no re-
versals or excursions are observed during the simulation; (2) “Reversing”, if fdip > 0.25 (or

f †
dip > 0.35) and reversals or excursions are observed during the simulation; (3) “Multipolar”,

if fdip < 0.25 (or f †
dip < 0.35). The dipolar stable behaviour corresponds to dynamos that are far

from a dipolar-multipolar transition. The reversing behaviour corresponds to dynamos that are
still dipolar but closer to a transition. In some cases, the dynamo spends a significant amount
of time in both the dipolar and the multipolar regime. Using the aforementioned criteria, these
bistable dynamos would be categorized as reversing due to their relatively high dipolar fraction
on average. A bistable behaviour is however different from the reversing behaviour expected for
the Earth, for which we expect the dipolar regime to dominate. We thus define a fourth behaviour:
(4) “Bistable”, if fdip > 0.25 and if fdip < 0.25 for at least 20% of the simulation time. Depending
on the geological period, the behaviour of the Earth’s dynamo would be dipolar stable or revers-
ing. With these definitions, the separation between a dipolar and a multipolar behaviour depends
directly on the dipolar fraction at the CMB. Although dipolar stable dynamos and reversing dy-
namos are not discriminated through their dipolar fraction, we can expect the variations of fdip to
be higher in the reversing dynamo models, because the dipole energy collapses during reversals.
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We quantify this variation by defining the relative standard variations of the dipolar fraction as
σ̃( fdip) =

σ( fdip)

fdip
where σ( fdip) is the standard variation of the dipolar fraction. In Fig. 4.4 are

shown the values of fdip and σ̃( fdip) for all the simulations presented in this study. We indeed
find a separation between dipolar stable dynamos and reversing dynamos based on the relative
fluctuations of the dipolar fraction. The dipolar stable dynamos all have σ̃( fdip)< 0.16, while all
reversing dynamos (and multipolar dynamos) have σ̃( fdip)> 0.16.

Using these definitions we classify our reference cases E1e-4_hRm and E1e-5_hRm as re-
versing dynamos. The three other cases are classified as dipolar stable dynamos.
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Figure 4.4 – Fluctuation σ̃( fdip) and mean value fdip of the dipolar fraction at the CMB in all the performed
simulations. The marker style shows the reference case from which each dynamo is derived. The colour
shows the dynamo behaviour, as defined in section 4.3.2. The vertical dashed line at fdip = 0.25 delimitates
the multipolar and dipolar dynamos, while the horizontal dashed line at σ̃( fdip) = 0.16 separates the dipolar
stable and reversing dynamos.

4.3.3 Effect of heat flux heterogeneities for the E1e-4_hRm case

In this section, we will explore how the large-scale heat flux patterns presented in Fig. 4.2
affect the behaviour of the dynamo case E1e-4_hRm. As described in section 4.3.1, this reference
case lies close to the dipolar-multipolar transition, showing a reversing behaviour. This reference
case can thus be expected to be very sensitive to changes in the flux boundary conditions.

Violin plots in Fig. 4.5 display the probability distribution of the dipolar fraction, of the ratio
of magnetic to kinetic energy, and of the dipole latitude as a function of the pattern amplitude for
the Y1,0, Y1,1, and Y2,2 patterns. The probability distributions for the ±Y2,0 patterns are shown in
Fig. 4.6. The red shaded area shows the expected amplitudes obtained from mantle convection
models given in table 4.2. The grey shaded area shows the expected amplitudes for the total heat
flux pattern also given in table 4.2. The behaviours described in section 4.3.2 are well illustrated
by the probability distributions. The dipolar stable dynamos have the highest values of M and
have low fluctuations of both fdip and M. They are obtained for moderate amplitudes of the Y1,1

pattern, or using the +Y2,0 pattern. The dynamo that has the lowest amplitude of the Y2,2 pattern
also shows a dipolar stable behaviour. The fluctuations of the dipolar fraction in this case are
however large, making it very likely for reversals or excursions to eventually occur. The multipo-
lar dynamos show a dipolar fraction that fluctuates around low values, though the dipolar fraction
can reach high values similar to the dipolar dynamos in some cases. These strong dipole periods
in multipolar dynamos are however only marginal compared to the low dipole periods. The distri-
bution of the dipole latitude covers all the range between -90° and +90°. They are obtained using
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the Y1,0 pattern or the −Y2,0 pattern. A multipolar solution is also obtained using a high amplitude
of the Y2,2 pattern that lies within the expected range for a total heat flux pattern, but that is higher
than the expectations for a Y2,2 pattern only. The reversing dynamos have similar probability dis-
tributions of fdip and M to the dipolar stable dynamos, but with larger tails. The distribution of
the dipole latitude shows two maxima near ±90°. In some cases, the dynamo spends a significant
amount of time in both the dipolar ( fdip > 0.25) and the multipolar ( fdip < 0.25) state. These
bistable dynamos are found with the Y2,2 pattern for intermediate amplitudes within the estimated
range and with the Y1,1 pattern for an amplitude larger than the expected range. The bistable na-
ture of these dynamos is well visible in the cases obtained using the Y2,2 pattern. In both bistable
cases, the probability distribution of the dipolar fraction and the energy ratio is clearly bimodal.
The switching between a dipolar state and a multipolar state is visible in the time series of the
dipolar fraction as shown in Fig. A.1. The bistable dynamo obtained using the Y1,1 pattern shows
probability distributions that are less clearly bimodal. Nevertheless, this case spent a significant
amount of time in a multipolar state because of a relatively low dipolar fraction on average and
very large fluctuations. A reversing dynamo is obtained for a weak amplitude of the Y1,0 pattern,
with a behaviour similar to the reference case, before the dynamo transition towards a multipolar
behaviour for higher amplitudes.

The opposite effects of the +Y2,0 pattern and the −Y2,0 pattern is particularly striking. As
shown in Fig. 4.6, the +Y2,0 pattern preserves the dipole-dominated structure of the magnetic
field, even for large amplitudes, and slightly increases the magnetic energy relatively to the kinetic
energy. In contrast, the −Y2,0 significantly decreases the energy ratio and triggers a transition
towards a multipolar behaviour even for the lowest heterogeneity amplitudes. The increase of the
magnetic field intensity or the flow intensity when the +Y2,0 or −Y2,0 patterns are applied can be
seen in more details through the variations of the Elsasser and magnetic Reynolds numbers shown
in Fig. A.2.
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Figure 4.5 – Probability distributions of the dipolar fraction at the CMB ( fdip), of the ratio of magnetic to
kinetic energy (M), and of the dipole latitude (θdip) for the geodynamo simulations derived from the refer-
ence case E1e-4_hRm. The distributions are given as a function of the amplitude of the pattern normalized
by the inner boundary flux. The colours give the behaviour of the dynamos with the same colour code as in
Fig. 4.4. The heat flux patterns are (a) Y1,0, (b) Y1,1, and (c) Y2,2. The expected range of amplitude for the
Earth are shown in red for each pattern and in grey for a complex pattern (see table 4.2).
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Figure 4.6 – As in Fig. 4.5 for Y2,0. Positive amplitudes correspond to a polar cooling, while negative
amplitudes corresponds to an equatorial cooling.

4.3.4 Systematic study on the effect of equatorial cooling and polar cooling

The +Y2,0 pattern imposes a negative heat flux at low latitudes, and a positive heat flux at
higher latitudes. This pattern thus favours a polar cooling of the core, while the equatorial region
tends to be stratified. Conversely, the −Y2,0 pattern favours an equatorial cooling of the core and
acts against convection in higher latitudes. In this section, we will study in more details the effect
of both situations on a wide range of dynamo models.

Effect on high Rm dynamos

The probability distributions of fdip and M are shown as a function of the amplitude of the
Y2,0 pattern in Fig. 4.7. The geodynamo models E1e-5_hRm (Fig. 4.7b) and E1e-6_hRm (Fig.
4.7c) are affected by the Y2,0 pattern in a very similar way to model E1e-4_hRm (Fig. 4.7a).
In those three high Rm models, the dynamo becomes multipolar when a −Y2,0 heat flux pattern
is applied, with a decrease of the magnetic to kinetic energy ratio. For these three cases, the
transition occurs for amplitudes of the −Y2,0 pattern within the expected range for the Earth. The
+Y2,0 pattern preserves a strong stable dipole and increases the magnetic energy, even for very
large amplitudes. It is noteworthy that very similar effects on the dynamo behaviour are observed
for three geodynamo models with Ekman numbers that vary by two orders of magnitude.

Effect on strong field dynamos

The effect of the Y2,0 pattern differs for the two strong field cases E1e-5_SF1 (Fig. 4.7d)
and E1e-5_SF2 (Fig. 4.7e). The amplitude of the magnetic energy relative to the kinetic energy
decreases when the amplitude of the pattern is increased, regardless of its sign. The decrease of the
magnetic energy is however faster with a −Y2,0 pattern. A more prominent difference compared
to the high Rm cases exists in the response of the dipolar fraction to the heat flux pattern. For
moderate amplitudes (δq∗o ≤ 5%) the dipolar fraction is higher for a −Y2,0 pattern than for a +Y2,0

pattern, opposite to the three high Rm cases. For larger amplitudes, the fluctuations of fdip and M
significantly increase with the −Y2,0 pattern, while the fluctuations do not significantly vary with
the +Y2,0 pattern. In both the E1e-5_SF1 case and the E1e-5_SF2 case, the dynamo behaviour
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is not significantly affected by the Y2,0 pattern for amplitudes within the expected range for the
Earth. The dynamo becomes bistable in the E1e-5_SF1 case and reversing in the E1e-5_SF2 case
for amplitudes of the −Y2,0 pattern larger than the expected values for this pattern alone but within
the expected range for the total heat flux. The dynamo becomes multipolar in the E1e-5_SF1 case
for larger amplitudes of the −Y2,0 pattern that are probably unrealistic for the Earth. No multipolar
dynamos are obtained in the E1e-5_SF2 case, even for unrealistically large amplitudes. In this
latter case, the dynamo stays reversing when higher amplitudes of the −Y2,0 pattern are used.

The eight reversing dynamos in the E1e-5_SF2 case have fluctuations of the dipolar fraction
significantly larger than the reversing cases in the high Rm dynamos. In this respect, they are
more similar to the bistable dynamos obtained in the E1e-5_SF1 case and in the E1e-4_hRm case
with the Y1,1 pattern (see Fig. 4.5b). The dipolar fraction in these cases can range from almost 0
to 0.9. Similarly, the ratio of magnetic to kinetic energy fluctuates over more than one order of
magnitude. They are nevertheless classified as reversing using our criteria as they have a large
dipolar fraction on average and they spend a limited amount of time in a multipolar state. In
details, the shape of the probability distributions vary between these reversing dynamos. Some of
these reversing dynamos spend most of their time in a strongly dipolar state, in which the magnetic
energy largely dominates the kinetic energy (see δq∗o =−12.2% in Fig. 4.7e). In other cases, the
dipolar fraction decreases more frequently and the magnetic energy, while always dominating the
kinetic energy, exhibits larger fluctuations (see δq∗o =−11.0% in Fig. 4.7e).
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Figure 4.7 – Probability distributions of the dipolar fraction at the CMB ( fdip) and of the ratio of magnetic
to kinetic energy (M) for the geodynamo models using the Y2,0 pattern. The reference dynamo models are:
(a) E1e-4_hRm, (b) E1e-5_hRm, (c) E1e-6_hRm, (d) E1e-5_SF1, (e) E1e-5_SF2. The expected range of
amplitude for the Earth are shown in red for each pattern and in grey for a complex pattern (see table 4.2).
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4.3.5 Relation between mean zonal flows and the dipole stability

Equatorially antisymmetric heat flux (Y1,0)

In Fig. 4.8 are shown the meridional cuts of the azimuthal component of the magnetic field
and of the velocity, averaged both in time and in the azimuthal direction, for the simulations using
the E1e-4_hRm model and the Y1,0 and Y2,2 patterns. The field lines of the poloidal magnetic
and velocity field averaged in time and in the azimuthal direction are also displayed. In the
homogeneous simulation (Fig. 4.8a), the zonal flow is strong within the cylinder tangent to the
inner core (tangent cylinder) and weaker outside. The flow and the magnetic field are both highly
symmetric with respect to the equator. The magnetic field lines show a clear dipolar geometry.
The Y1,0 pattern breaks the equatorial symmetry in the zonal flow even for the lowest amplitude
(Fig. 4.8b). The antisymmetry becomes even clearer for larger amplitudes, and the magnetic
field becomes multipolar. The Y2,2 pattern does not affect significantly the flow for moderate
amplitudes, and the magnetic field stays dipolar (Fig. 4.8f-h). However, for the largest amplitude
the magnetic field becomes multipolar and the zonal flows become strongly antisymmetric (Fig.
4.8i). Interestingly, zonal flows adopt a geometry very similar to the ones forced by the Y1,0

pattern, with an eastward flow in the north of the tangent cylinder and a westward flow in the
south.
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Figure 4.8 – Meridional cuts showing the azimuthal component of the magnetic field and of the velocity
averaged in time and in the azimuthal direction relative to the root mean square of the fields for the dynamo
cases using the Y1,0 and the Y2,2 patterns. (a) E1e-4_hRm reference case without heat flux heterogeneities.
(b-e) Dynamo simulations using the Y1,0 pattern with an increasing amplitude. (f-i) Dynamo simulations
using the Y2,2 pattern with an increasing amplitude. For each figure, the azimuthal magnetic field is shown
on the left and the azimuthal velocity field is on the right. The grey contours show the poloidal field lines.
The flow is clockwise where the field lines are plain and anticlockwise where the field lines are dashed.

Equatorial and polar cooling of the core

In Fig. 4.9, we similarly show meridional cuts of the azimuthal velocity and magnetic field for
cases E1e-6_hRm and E1e-5_SF1 using the Y2,0 heat flux pattern. Case E1e-6_hRm is represen-
tative of the three high Rm cases, while case E1e-5_SF1 is representative of the two strong field
cases. The same meridional cuts for the other dynamo cases are shown in Fig. A.3. Without heat
flux heterogeneities, the zonal flow in E1e-6_hRm (Fig. 4.9b) are similar to the one in E1e-4_hRm
(Fig. 4.8a). The +Y2,0 pattern increases the strength of the westward azimuthal flow outside the
tangent cylinder, which becomes of a similar amplitude to the azimuthal flow inside the tangent
cylinder (Fig. 4.9c). This results in a larger azimuthal component of the magnetic field outside
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the tangent cylinder. For an equatorial cooling, the magnetic field becomes dominated by smaller
scales as the dynamo becomes multipolar (Fig. 4.9a). The equatorial symmetry of zonal flows
is broken outside the tangent cylinder. The flow is dominated by a strong eastward flow in the
northern hemisphere and a more localized westward flow in the southern hemisphere. The rein-
forcement of the westward flow for a polar cooling and the occurrence of a mostly eastward flow
for an equatorial cooling is consistent with thermal winds caused by the heat flux heterogeneities.

The E1e-5_SF1 case without heat flux heterogeneities (Fig. 4.9e) shows a dipolar magnetic
field, similar to the E1e-6_hRm case. The westward azimuthal flow outside the tangent cylinder
is however much stronger in the E1e-5_SF1 case. As in the E1e-6_hRm case, the +Y2,0 pattern
reinforces the westward azimuthal flow outside the tangent cylinder, while the magnetic field
keeps a dipolar geometry (Fig. 4.9f). Also as in the E1e-6_hRm case, the −Y2,0 pattern imposes
an eastward azimuthal flow outside the tangent cylinder and the magnetic field lines show a more
complex magnetic field geometry (Fig. 4.9d). However, the equatorial asymmetry of the zonal
flow is not as pronounced as in high Rm cases.

All the reference dynamos considered in this study have a dominantly westward zonal flow
outside the tangent cylinder when averaged in time. The high Rm and the strong field dynamos
differ in the strength of this westward zonal flow, the strong field dynamos showing a stronger
zonal flow. In order to study the variations of this zonal flow we introduce the mean angular
velocity of the fluid relative to the RMS velocity defined as

Ω f (t) =
Lz(t)ro

I0URMS
(4.27)

where Lz is the angular momentum of the liquid core around the spin axis, and I0 is the axial
moment of inertia of a homogeneous spherical shell. The angular velocity Ω f mostly reflects the
zonal flow outside the tangent cylinder, as the tangent cylinder only marginally affects the angular
momentum. The dependence of Ω f on the Y2,0 pattern amplitude is shown in Fig. 4.10. The
average time Trev spent by the dipole in a given hemisphere (defined in equation 4.24) is shown
with the colour scale. The dipolar stable dynamos that do not reverse are shown in blue, and the
multipolar dynamos are shown in orange. Note that not all the dynamo simulations are shown
as the angular momentum has not been recorded for all the simulations (see appendix A.1). The
difference between the amplitudes of the zonal flows between the high Rm and the strong field
cases is visible by looking at the value of Ω f for δq∗o = 0. The mean angular velocity is only a
few precents of the RMS velocity in the high Rm cases. Ω f is negative for both E1e-4_hRm and
E1e-5_hRm, corresponding to a dominantly westward azimuthal flow. The mean angular velocity
is slightly positive for the E1e-6_hRm case despite the westward zonal flow at the equator shown
in Fig. 4.9(b).

4.3.6 Capturing the dipolar-multipolar transition

Our results show that dipolar dynamos can become multipolar when heterogeneous heat flux
patterns are applied at the top of the core. The value of δq∗o for which the dynamo becomes mul-
tipolar depends on the heat flux pattern (see Fig. 4.5 and Fig. 4.6) and the dynamo models (see
Fig. 4.7). Several authors suggested that the transition was controlled by the local Rossby num-
ber, Rol (defined in equation 4.22), as they observed a transition from dipole-dominated dynamos
towards multipolar dynamos when Rol ≳ 0.12 (Christensen and Aubert, 2006; Olson and Chris-
tensen, 2006; Christensen, 2010; Wicht and Tilgner, 2010). This criteria however fails to capture
the transition for strong field dynamos (Menu et al., 2020; Tassin et al., 2021), a regime which
holds at least for our reference cases E1e-5_SF1 and E1e-5_SF2. Tassin et al. (2021) found that
the transition can be better constrained by the ratio between the magnetic and kinetic energy and
occurs for M ≲ 1.1. In Fig. 4.11 we show, for all our dynamo models, the dipolar fraction fdip as
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Figure 4.9 – Meridional cuts showing the azimuthal component of the magnetic field and of the velocity
averaged in time and in the azimuthal direction relative to the root mean square of the fields for several
dynamo cases using a Y2,0 heat flux pattern. Figures a, b and c correspond to the E1e-6_hRm case. Figures
d, e and f correspond to the E1e-5_SF1 case. Figures a and d are obtained for a negative Y2,0 heat flux
pattern (equatorial cooling). Figures c and f are obtained for a positive Y2,0 pattern (equatorial cooling).
Figures b and e are obtained without heat flux heterogeneities. For each figure, the magnetic field is shown
on the left and the velocity field is on the right. The grey contours show the poloidal field lines. The flow
is clockwise where the field lines are plain and anticlockwise where the field lines are dashed. Note that
the inner core is insulating for E1e-6_hRm while inner the core is conducting for E1e-5_SF1. The colour
scale for the magnetic field in the E1e-6_hRm case with the −Y2,0 pattern is between ±10%. All the other
colour scales are between ±100%. The heterogeneity amplitudes are: (a) δq∗o =−9.1%, (c) δq∗o =+9.1%,
(d) δq∗o =−14.5% and (f) δq∗o =+14.5%.
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Figure 4.10 – Mean angular velocity of the flow Ω f as a function of the Y2,0 heat flux pattern amplitude. The
colour scale shows the average time spent by the magnetic dipole in a single hemisphere (i.e. the average
duration of magnetic chrons). The dipolar stable dynamos that do not reverse polarity are shown in blue.
The multipolar dynamos showing a weak dipole are shown in orange. The blue and orange dashed lines at
Ω f =−0.13 and Ω f = 0.13 separate the regions where only dipolar stable dynamos are found (Ω f <−0.13)
and where only multipolar dynamos are found (Ω f > 0.13). The gray shaded area highlights the transition
between these two regimes, in which dipolar and multipolar dynamos are observed.
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a function of the local Rossby number, the ratio of magnetic to kinetic energy, and the magnetic
Reynolds number. As expected, there is a tendency of a decreased dipolar fraction when Rol or
Rm is increased and when M is decreased. We quantify this correlation by computing a linear fit
between the dipolar fraction and the logarithm of the various criteria. The fit is shown by the grey
dashed lines in Fig. 4.11. This fit shows a poor correlation between the dipolar fraction and the
local Rossby number with a correlation coefficient r2 = 0.45. The correlation is slightly improved
with the ratio of magnetic to kinetic energy (r2 = 0.57) and with the magnetic Reynolds num-
ber (r2 = 0.61). None of these three criteria accurately capture the dipolar-multipolar transition.
Both dipolar and multipolar dynamos are obtained for 0.04 < Rol < 0.1 and for 0.6 < M < 5.9.
This shared range is more limited but also exists for the magnetic Reynolds number, with both
dipolar and multipolar dynamos found for 558 < Rm < 988. Note however that the transition is
well captured by all the three criteria when a single reference dynamo case is considered. The
transition nevertheless occurs for different critical values depending on the reference case. All
the multipolar dynamos have values of Rol that are lower than the threshold of Rol ≃ 0.1 initially
suggested. The transition towards multipolar dynamos occurs at lower values of Rol when the
magnetic to kinetic energy ratio increases. Similarly, the transition towards multipolar dynamos
occurs at higher values of M when Rol decreases, yielding multipolar dynamos with M as high as
6. In Fig. 4.12, we introduce the parameter M∗, which is defined as

M∗ = M Eη

lc
π

(4.28)

where Eη = E
Pm is the magnetic Ekman number. The time-averaged value of this parameter can be

expressed as a combination of the criteria used in Fig. 4.11 by writing M∗ = M Rol
Rm . In Fig. 4.12

we show f †
dip as a function of M∗ for our set of simulations augmented by those of Tassin et al.

(2021). We find a better description of the evolution of the dipolar fraction using this parameter.
Only multipolar dynamos are found for M∗ < 3× 10−5, while only dipolar stable dynamos are
found for M∗ > 7.5× 10−4. In between these two values, dipolar and multipolar dynamos are
found. This is also where reversing dynamos are found. We show in Fig. A.4 that the relation
obtained between the dipolar fraction and M∗ holds for many published dynamo simulations at
the exceptions of a few cases with extremely weak magnetic field (Λ < 1).
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Figure 4.11 – Dipolar fraction as a function of (a) the local Rossby number, (b) the magnetic to kinetic
energy ratio, and (c) the magnetic Reynolds number. The horizontal dashed line at a dipolar fraction of
0.25 separates the multipolar dynamos (below) from the dipolar dynamos (above). The transitional value
of Rol = 0.12 initially suggested by Christensen and Aubert (2006) and of M = 1.1 suggested by Tassin
et al. (2021) are drawn as the vertical red lines in figures a and b. The markers correspond to the dynamo
model used and have the same meaning as in Fig. 4.4. The colours mark the amplitude of either M or Rol ,
as indicated at the colour bar.
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Figure 4.12 – Dipolar fraction of the magnetic field at the CMB as a function of M∗. The marker corresponds
to the different reference dynamo models, and the colour gives the behaviour of the dynamo models (same
as in Fig. 4.4). For some simulations, f †

dip has not been directly computed. For these simulations (shown

with dashed contours) we evaluate the value of f †
dip by computing the ratio f †

dip/ fdip for a simulation using

the same reference model and that has the same behaviour, and we compute an estimation of f †
dip from the

value of fdip by multiplying it with the ratio. The orange and blue vertical dashed lines for M∗ = 7.5×10−5

and M∗ = 3×10−4 delimitate the range in which reversing dynamos are found. The red shaded area shows
the expected range of f †

dip for the Earth. The dynamo simulations presented in Tassin et al. (2021) are shown
by the black triangles. Note that the dipolar fraction in Tassin et al. (2021) is defined using only the axial
dipole component, while we use the full dipole in our definition.

4.4 Discussion

4.4.1 Effect of heat flux patterns on the stability of the magnetic dipole

Destabilizing effect of Y1,0 and −Y2,0

The magnetic dipole is affected in different ways by the 5 heat flux patterns considered in
this study. The Y1,0 and −Y2,0 heat flux geometries very efficiently destabilize and weaken the
magnetic dipole in the E1e-4_hRm case, while the +Y2,0 pattern tends to stabilize the magnetic
dipole. The effect obtained for the Y2,0 pattern is consistent with previous results that showed a
higher reversal frequency when the heat flux is higher at the equator than at the poles (Glatzmaier
et al., 1999; Kutzner and Christensen, 2004; Olson et al., 2010). Note however that Olson et al.
(2010) obtained a higher reversal frequency with the +Y2,0 pattern than with uniform heat flux
conditions, while in our simulations the +Y2,0 pattern seems to stabilize the magnetic dipole com-
pared to uniform conditions. We notably confirm that the −Y2,0 pattern, which imposes a high
heat flux at the equator, is the pattern that affects the most the dynamo behaviour by weakening
the magnetic field and destabilizing the magnetic dipole (i.e. it pushes towards a multipolar be-
haviour). The Y1,0 pattern has also been consistently found to moderately destabilize and weaken
the magnetic dipole (Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Olson et al., 2010),
in agreement with our results.

Effect of non-zonal heat flux patterns

Olson et al. (2010) found an increased reversal frequency with the Y1,1 pattern. Sahoo et al.
(2016) on the contrary did not obtain reversals with weak amplitudes of the Y1,1 pattern. Our
results can reconcile both observations: dipolar stable dynamos are obtained for weak amplitudes
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of the Y1,1 pattern, while a bistable dynamo is obtained for larger amplitudes. The Y2,2 pattern has
been shown to have a more moderate effect on the dynamo behaviour (Kutzner and Christensen,
2004; Olson et al., 2010; Sahoo et al., 2016). Nevertheless, Glatzmaier et al. (1999) obtain a
weaker and less stable dipole with this pattern. We show that the effect of the Y2,2 pattern largely
depends on its amplitude. Indeed, we find that the dynamo tends to be bistable for moderate
amplitudes, and becomes multipolar for larger amplitudes. This suggests that the Y2,2 pattern
slightly destabilizes the dynamo, which becomes multipolar only for a large amplitude of the
pattern.

Heat flux heterogeneities in strong field dynamo models

The effects discussed above hold for the E1e-4_hRm case, which is a standard case compared
to previous dynamo studies as shown in Fig. 4.1. We show in Fig. 4.7 that the effects of the
±Y2,0 patterns are the same in the two other high Rm cases. The effect however differs in the
strong field cases. The −Y2,0 pattern is destabilizing in the two strong field dynamos only for very
large amplitudes, which are probably unrealistic for the Earth. For more moderate amplitudes, an
equatorial cooling of the core strengthens the magnetic dipole. The +Y2,0 pattern decreases the
dipolar fraction without triggering reversals. Different effects of the ±Y2,0 patterns have also been
obtained depending on the geodynamo model by Olson and Amit (2014). They showed that an
increase in the reversal frequency can be obtained either for an equatorial cooling or for a polar
cooling. They suggest that an equatorial cooling tends to bring the magnetic flux towards the
equator, thus destabilizing the axial dipole, while a polar cooling tends to reinforce the underlying
convection and thus increase the role of inertia. The first effect, termed as “geographical effect”,
would then hold for dynamos close to the onset of dynamo action (low Rm), while the second
effect, termed as “inertial control”, would hold for more turbulent dynamos (high Rm). Our
results show that the destabilizing effect of an equatorial cooling seems on the contrary to be
more important for turbulent dynamos (high Rm cases) than for less turbulent strong field dynamos
(strong field cases).

4.4.2 Effects of thermal winds on the magnetic dipole stability

Interaction between zonal flows and the magnetic dipole

We find that the Y2,0 pattern affects the zonal flow outside the tangent cylinder through ther-
mal winds: a polar cooling (+Y2,0) favours a westward flow while an equatorial cooling (−Y2,0)
favours an eastward flow. Previous studies showed that multipolar dynamo solutions are associ-
ated with an increase in the zonal flows (Busse and Simitev, 2011; Gastine et al., 2012; Schrinner
et al., 2012). This observation can be explained by the role of Maxwell stress: a strong dipolar
magnetic field tends to counteract zonal flows and thus decrease the shear that bends the field lines.
Conversely, strong zonal flows increase the shear which tends to inhibit the magnetic dipole. This
last effect could explain the consistent decrease of the dipolar fraction for all the dynamo models
when large amplitudes of the +Y2,0 pattern are used (Fig. 4.7): increasing the polar cooling causes
the westward zonal flow to strengthen, leading to a decrease in the dipole strength. For the two
strong field dynamo models, the dipolar fraction is increased for a moderate equatorial cooling.
This can be explained by a weakening of the westward zonal flow outside the tangent cylinder
caused by the −Y2,0 pattern.

Disruption of zonal flows and dipolar-multipolar transition

Though the strengthening of the westward zonal flow by the +Y2,0 pattern is, as expected,
associated with a decreased dipolar fraction, this transition is smooth and is not associated with a
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destabilization of the magnetic dipole as observed with the −Y2,0 pattern. Stanley (2010) showed
that a degree 2 order 0 thermal heterogeneity can destabilize or stabilize the dipole if thermal
winds generated by the heat flux pattern reinforce or counteract the zonal flows occurring without
thermal heterogeneities. This is also what we observe: the dynamo becomes abruptly multipolar
under the action of the −Y2,0 pattern when the eastward zonal winds outside the tangent cylinder
are strong enough to disrupt the otherwise dominantly westward zonal flows. The +Y2,0 pattern
tends on the contrary to stabilize the dipole, and no reversals are obtained with this pattern. This
suggests that the dipolar-multipolar transition is triggered in this case by a modification of zonal
flows forced by the heat flux heterogeneities.

We show in Fig. 4.8 that the Y1,0 and Y2,2 patterns lead to equatorially antisymmetric zonal
flows. This is also the case of the −Y2,0 pattern for the high Rm dynamos. This suggests that the
multipolar behaviour imposed by these three patterns might be related to the equatorial symmetry
of the flow. We quantify this antisymmetry by the ratio between the RMS antisymmetric zonal
flow and the RMS of the full velocity field, called ⟨Ua

φ
⟩. In Fig. 4.13 we suggest two mechanisms

that can lead to a decreased stability of the magnetic dipole. The Y1,0 and the Y2,2 patterns break
the equatorial symmetry of the zonal flows without affecting the space-averaged amplitude of the
zonal flow. A multipolar behaviour is observed when the equatorial symmetry is broken (see also
Fig. 4.8). We already showed in Fig. 4.10 that the −Y2,0 pattern favours eastward zonal flows.
As shown in Fig. 4.13, the dynamo becomes multipolar in this case when thermal winds are
strong enough to counteracts the westward zonal flow. In high Rm dynamos, zonal flows become
dominantly eastward with a loss of equatorial symmetry. The +Y2,0 has an opposite effect by
strengthening equatorially symmetric westward zonal flows, which tend to stabilize the magnetic
dipole. A decrease of the magnetic dipole stability has been found in geodynamo simulations
when the equatorially antisymmetric flow is increased (Li et al., 2002; Olson et al., 2009, 2010;
Garcia et al., 2017) as well as in the VKS experiment (Berhanu et al., 2010). Pétrélis et al. (2009)
suggested a reversal mechanism in which breaking the equatorial symmetry of the flow is key.
Our results support a role of equatorial symmetry breaking in the dipolar-multipolar transition.
However, no systematic increase in the antisymmetric zonal flow is observed in the reversing
dynamos. This could be due to a temporary breaking of equatorial symmetry during reversals
(Olson et al., 2009) that do not significantly affect the time-averaged fields.

10 16×10 2 2×10 1 3×10 1 4×10 1

Ua

0.6

0.4

0.2

0.0

0.2

f

Uniform

Y2, 0
Y1, 0
Y2, 2

2

4

6

8

10

12

14

T
re
v
(t

)

Y
2
,0

+

Y2, 0
_

Y1, 0 Y2, 2/

W
e
stw

a
rd

E
a
stw

a
rd

Figure 4.13 – Mean angular velocity of the flow as a function of the RMS antisymmetric zonal flow nor-
malized by the RMS of the full velocity. Dynamos using the Y2,0, Y1,0 and Y2,2 patterns are shown with
the upward, rightward and leftward triangles respectively. The reference dynamos with uniform heat flux
conditions are shown as circles. The colour scale gives the average reversals period for the reversing dy-
namos. Dipolar stable dynamos are shown in blue, and multipolar dynamos are shown in orange. The gray
vertical dashed line for ⟨Ua

φ
⟩= 0.19 separates the range in which only multipolar dynamos are found (on the

right-hand side). The orange and blue horizontal dashed lines for Ω f =±0.13 delimitate the same region,
shaded in gray, as the one in Fig. 4.10.
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Westward zonal flows are found to naturally occur in numerical dynamos with homogeneous
heat flux (Aubert, 2005; Schaeffer et al., 2017). The competition between eastward thermal winds
and the westward flow could thus explain the widely observed destabilizing effect of the −Y2,0

pattern in numerical models (Glatzmaier et al., 1999; Kutzner and Christensen, 2004; Olson et al.,
2010; Olson and Amit, 2014). According to this mechanism, the +Y2,0 pattern should not trigger
reversals. The +Y2,0 pattern has been nevertheless found to be stabilizing (Kutzner and Chris-
tensen, 2004) or destabilizing (Olson et al., 2010) depending on the reference dynamo model.
Olson and Amit (2014) argue that reversals could be triggered by a polar cooling if the underlying
convection matches the thermal forcing. We instead obtain an increase of the reversal frequency
only when the heat flux pattern counteracts zonal flows.

4.4.3 A parameter range for reversing dynamos

We show in Fig. 4.11(a) that the local Rossby number, which was found to control the transi-
tion in early dynamo models (Olson and Christensen, 2006; Christensen, 2010), does not discrim-
inate between strongly dipolar and weakly dipolar dynamos within our simulations set. The in-
ability for this parameter to predict the behaviour of the dynamo was already demonstrated (Petit-
demange, 2018; Menu et al., 2020). The ratio of magnetic to kinetic energy, put forward by Tassin
et al. (2021), also fails to describe accurately the transition in our set of simulations as we find mul-
tipolar dynamos with a magnetic to kinetic energy ratio as large as 7 (Fig. 4.11b). We show that
the parameter M∗ =M Eη

lc
π

(or alternatively M∗ =M Rol
Rm ) describes more accurately the evolution

of the dipolar fraction. Importantly, we find a “reversing range” for 7.5×10−5 < M∗ < 3×10−4

outside of which no reversing dynamos are found. Within this range, dynamos are sensitive to heat
flux heterogeneities, and can be destabilized through the mechanisms discussed in the previous

section. It is possible to obtain an estimate of this parameter for the Earth by writing M ≃ B2
RMS

ρµ0U2
RMS

and lc
π
≃ D

Lc
where Lc is the dominant length scale of convection within the core. Taking BRMS = 4

mT (Gillet et al., 2010), URMS = 4×10−4 m s−1 (Finlay and Amit, 2011), ρ = 1.1×104 kg m−3

(Olson, 2015), Lc = 200 km (Schwaiger et al., 2021) and Eη = 10−9, we obtain M∗ ≃ 1.3×10−4.
This would position the Earth within the parameter range in which reversing dynamos are pos-
sible. This suggests that the transition described by the M∗ parameter could be relevant for the
Earth, as opposed to the previously suggested criteria.

The meaning of the M∗ parameter and of the transition obtained here is not obvious. The
ratio of magnetic to kinetic energy seems to be of importance in the transition, as suggested by
Tassin et al. (2021). However, incorporating the magnetic Ekman number and the characteristic
length scale of convection reduces the scatter. We note that Tassin et al. (2021) varied Eη by a
factor of only 3 in their simulations (instead of 10 in the present one). It should also be noted
that a transition from a dipolar state towards a multipolar state is expected to be associated with
a decrease of the ratio of magnetic to kinetic energy: the magnetic energy is decreased by the
collapse of the dipole, and the kinetic energy can be expected to increase due to a reduced Lorentz
force. We remark that all the criteria tested in Fig. 4.11 suffer from this inherent bias: multipolar
dynamos are associated with lower magnetic field and increased velocities, so that combinations
that include velocity and/or magnetic field intensity will naturally be discriminant of the transition.
Finally, the relation between M∗ and the destabilizing mechanisms discussed in section 4.4.2 is
not clear. Dynamos with high M∗ have strong westward zonal flows, while dynamos with low
M∗ have either strong eastward zonal flows or antisymmetric zonal flows. A direct link between
M∗ and zonal flows is not obvious. However, the decrease of M∗ when the dynamo becomes
multipolar can be due to the decrease in the magnetic energy associated with the transition.
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4.4.4 Geophysical interpretation

Destabilization mechanisms

Geomagnetic observations suggest the existence of a strong eccentric westward gyre, symmet-
ric with respect to the equator, that dominates flow reconstructions at the core-mantle boundary
(Pais and Jault, 2008; Finlay et al., 2023). This is consistent with our results, as we find dipole-
dominated dynamos associated with equatorially symmetric westward zonal flows. Whether the
dynamos are reversing or not is found to depend on the strength of the westward flows. The strong
westward zonal flow inside the core suggests that destabilizing the present-day dipole would re-
quire either an equatorially antisymmetric heat flux (Y1,0 mechanism) or a strong equatorial cool-
ing (−Y2,0 mechanism). A reinforced polar cooling would on the contrary strengthen the west-
ward flows and stabilize the dipole. The heat flux pattern as deduced from seismic tomography
is dominated by an equatorially symmetric Y2,2 component (Amit et al., 2015a), which does not
favour equatorial cooling over polar cooling on average. The effect of such pattern on the ampli-
tude and symmetry of zonal flows needs further studies. Nevertheless, our results suggest that a
tomographic pattern should be only weakly destabilizing for the dynamo.

Interestingly, the implications of these mechanisms can be, to a certain extent, tested for the
Earth. As previously said, the present-day symmetric westward gyre deduced from magnetic
observations is compatible with a dipole-dominated dynamo. Magnetic field structures can be
reconstructed from paleomagnetic data, and some persistence can be observed in the last thousand
to million years (Johnson and Constable, 1995; Constable et al., 2016). Better constraints on the
flow within the core at the present-day and in the past could bring more insight on the geophysical
relevance of the mechanisms suggested here.

A scenario for the dipolar-multipolar transition

A noteworthy outcome of the present study is the relation found between the dipolar fraction
of the magnetic field and M∗. Extrapolating from numerical simulations to the Earth is always
a difficult exercise. We showed in section 4.4.3 that M∗ ≃ 1.3× 10−4 for the Earth. Here, we
will try to derive a broader estimate following the approach proposed by Nataf and Schaeffer
(2024). Starting from the estimated properties of the Earth’s core, one can construct and test
scenarios that obey different force balances and turbulence scaling laws. Observations are used to
discriminate between scenarios. Nataf and Schaeffer (2024) thus found that a scenario that figures
a Quasi-Geostrophic Magneto-Archimedean-Coriolis (QG-MAC) force balance at a length scale
L⊥ = ro/10 gives a good account of the magnetic field and flow observations for the present-
day Earth, assuming that the available convective power to drive the dynamo is Pdiss ∼ 3 TW as
suggested by Landeau et al. (2022). Using this scenario, the magnetic over kinetic energy ratio M
is obtained from equations (35) and (36) of Nataf and Schaeffer (2024), yielding:

M∗ =

(
L⊥
ro

)12/5(MoΩη2

Pdiss

)3/5 ro

Lc
(4.29)

where L⊥ is the length scale at which the QG-MAC balance holds, and Lc =
πro

lc
is the dominant

length scale of convection. In that scenario, displayed in Figure 5b of Nataf and Schaeffer (2024),
maximum Ohmic dissipation occurs for a length scale Lohm such that U(Lohm)Lohm/η = 1, whose
expression is given by their equation (34). It is difficult to connect length scale Lc derived from
our simulations to a dominant convective scale in the Earth. A value of Lc = L⊥ with L⊥ = ro/10
has been suggested, based on dynamo simulations approaching the regime of the core (Aubert
et al., 2017; Aubert, 2019). Schwaiger et al. (2021) suggest lower values of Lc = 100–200 km
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using scaling laws for a QG-MAC force balance. We argue that Lc has to be between Lohm and
L⊥.

Figure 4.14 shows how M∗ varies for the above scenario, as a function of Pdiss and Lc, as-
suming L⊥ = ro/10. The reversing range 7.5 × 10−5 < M∗ < 3 × 10−4 is coloured in green,
in between the blue and orange dashed lines. Under the assumptions discussed above, the re-
versing range derived from our numerical simulations is compatible with the expected values
of M∗ for the Earth. Assuming a present-day available power Pdiss = 3 TW, we notably obtain
2.2×10−5 ≤ M∗ ≤ 1.3×10−3 for Lohm ≤ Lc ≤ L⊥.

Nataf and Schaeffer (2024) stress that flow remains quasi-geostrophic all the way down to
Lohm in that scenario. However, it would only take a slightly higher Pdiss value for quasi-geostrophy
to be broken at that scale either by inertia (even though the ‘local’ Rossby number would stay be-
low 10−3) or by the Lorentz force (Lohm-scale Elsasser number larger than 1). One can express
the respective critical values PQGI and PQGL above which this break occurs:

PQGI =
Mor2

oΩη2

r2
o

(
Ωr2

o

η

)5/6( ro

L⊥

)9/6

, (4.30)

PQGL =
Mor2

oΩη2

r2
o

(
ro

L⊥

)6

. (4.31)

They are drawn as red vertical lines in Fig. 4.14. Our M∗ criterion shows that multipolar dynamos
are more likely beyond these values. Thermal evolution scenarios of the core from its formation
rather suggest lower Pdiss values in the past, particularly before the birth of the inner core (Lan-
deau et al., 2022). It is of some interest to observe that the breaking of quasi-geostrophy could
have a link with the multipolar transition, since the antisymmetric zonal flows we observe with
heterogeneous heat flux also suggest a loss of quasi-geostrophy.
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Figure 4.14 – Estimated value of M∗ for the Earth as a function of the available power for the dynamo Pdiss
and the dominant length scale of convection Lc. We assume here that L⊥ = ro/10. The orange and blue
dashed lines show the values M∗ = 7.5×10−5 and M∗ = 3×10−4. The gray lines show the evolution of Lc
as a function of Pdiss assuming Lc = L⊥ or Lc = Lohm. The vertical black dashed line highlights the estimated
value Pdiss = 3 TW for the present-day dynamo. The critical powers at which the quasi-geostrophy is lost
at scale Lohm due to the effect of inertia (PQGI ) or due to the Lorentz force (PQGL ) are shown by the vertical
dotted line and dashed-dotted line. The orange, blue and green shaded regions shows the multipolar range,
the dipolar stable range, and the reversing range as defined in Fig. 4.12.

82



Chapter 4. Geomagnetic dipole stability and zonal flow changes controlled by mantle heat flux
heterogeneities

4.5 Conclusion

We explore in this study the effect of heat flux heterogeneities in dynamo models that expand
towards more Earth like regimes than previously explored. We show that heat flux heterogeneities
can have different effects depending on the chosen dynamo model. We nevertheless obtain sys-
tematic behaviours, summarized below.

As shown in Fig. 4.11, we find that the local Rossby number and the magnetic to kinetic
energy ratio, both previously suggested as controlling the dipolar-multipolar transition, do not
capture the dynamo behaviours observed in our simulations. Instead, the dipolar fraction of the

magnetic field is found to be correlated with M∗ = M Eη

lc
π

(Fig. 4.12). Dynamos with high

M∗ have strong and stable dipoles, while dynamos with low M∗ are multipolar. A transition
is found for the range 7.5× 10−5 < M∗ < 3× 10−4 in which all kinds of dynamos are found.
It is notably in this range that reversing dynamos are found. Estimates for the Earth fall into
this range too, supporting the geophysical relevance of this criterion. Dynamo models within
this range are very sensitive to heat flux heterogeneities. In particular, we find that the stability
of the magnetic dipole is affected by both the equatorial symmetry breaking of the zonal flow,
and the strength of the westward mean flow. The magnetic dipole is efficiently destabilized by
equatorially antisymmetric heat flux patterns, or through equatorial cooling of the core (see Fig.
4.13), with a change in the behaviour obtained at realistic heat flux amplitudes for the Earth. Both
situations lead to the breaking – forced or spontaneous – of equatorial symmetry of the zonal flow,
which eventually favours a multipolar behaviour. Multipolar dynamos with weak equatorially
symmetric zonal flows are nevertheless obtained when a strong equatorial cooling counteracts
the westward flows in dynamos with strong magnetic fields. Conversely, a polar cooling of the
core strengthens the symmetric westward flow, which stabilizes the dipole. We find that strong
field dynamo models are less affected by equatorial cooling due to strong westward zonal flows
naturally occurring in these models as it can be seen in Fig. 4.9(e). On the contrary, dynamo
models with weak zonal flows are very sensitive to an increase in equatorial heat flux which
eventually leads to a multipolar dynamo. Our results suggest notably that an equatorial cooling
of the Earth’s core or an equatorially antisymmetric heat flux pattern could disrupt the westward
zonal flows and destabilize the magnetic dipole, thus increasing the reversal frequency.
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https://nschaeff.bitbucket.io/xshells/.
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Chapter 5. Effect of Earth-like heat flux patterns on the geodynamo

The effects of large scale heat flux patterns on the geodynamo have been extensively studied
in the previous chapter. Simple patterns such as the spherical harmonics we used are convenient
as there is only a limited amount of possible geometries, making a parametric study possible.
However, the work undertaken on simple patterns explores the effect of each spherical harmonics
independently and overlooks the possible effects of a combination of several harmonics and of
different length scales. In practice, the CMB heat flux is a sum of different large scale and small
scale harmonics. The existence of non linearities in the dynamo system means that the effect of
a sum of such components cannot simply be the sum of the effects of each component indepen-
dently. In this chapter, we take advantage of the results obtained in the three previous chapters to
study how the geodynamo reacts to more complex CMB heat flux patterns. We notably focus on
the effect of the equatorial heat flux within complex patterns.

5.1 Introduction

The present-day tomographic heat flux pattern is often used as an Earth-like condition in
numerical geodynamo models despite large uncertainties on its shape and the absence of small
scales. Heat flux heterogeneities based on the tomographic pattern have been shown to affect
core dynamics in multiple ways. Such pattern have been shown to create local stratifications, that
could explain the seismic observations without the need of a global stratification at the top of
the core (Mound et al., 2019). Longitudinal heterogeneities in the CMB heat flux could also be
responsible for observed structures and variations of the magnetic field (Mound and Davies, 2023).
Regarding the reversing behaviour of the geodynamo, Terra-Nova and Amit (2024) showed that
the tomographic pattern could favour reversals for moderate heterogeneity amplitudes that would
be triggered locally in high heat flux regions.

In addition to the tomographic pattern, other alternative patterns have been applied in geody-
namo models (see Amit et al. (2015a) for a review). Amit and Choblet (2012) notably showed that
narrow latitudinal heat flux structures can alter core dynamics close to the CMB. Heat flux pat-
terns obtained from probabilistic seismic tomography have also been shown to favour low-latitude
magnetic flux patches (Amit et al., 2015b). In the context of Mars, heat flux patterns reflecting the
effect of a giant impact have also been studied (Monteux et al., 2015), suggesting the possibility
of a hemispherical dynamo following the impact. Heat flux patterns obtained from mantle con-
vection models have been used to study the evolution of the geodynamo through geological times
(Olson et al., 2013, 2015). These studies focus on the effect of a time-variable CMB heat flux, but
they overlook the effect of the choice of geodynamo model.

Here, we expand the study done on large-scale heat flux patterns to complex heat flux patterns
extracted from the mantle convection scenarios discussed in chapter 2. We study the effect of
chemical piles spread around the Equator or located at the poles using a heat flux pattern dom-
inated by the degree 2 order 0 component but containing the full spectrum of heterogeneities
produced by the mantle convection model. We also use a present-day heat flux pattern extracted
from the MF model that is similar to the present-day tomographic heat flux pattern. The methods
specific to this chapter are introduced in section 5.2. The results are shown in section 5.3 and
discussed in section 5.4. We conclude in section 5.5.

5.2 Methods

We will use in this chapter three of the five reference geodynamo models used in chapter 4:
the E1e-4_hRm, E1e-5_hRm and the E1e-5_SF1 models. This choice enables to study the effects
of complex patterns both on high Rm and on strong field dynamos as defined in chapter 4. We use
two high Rm dynamos that can be differentiated by the amplitude of the zonal flows as quantified
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by the mean angular velocity Ω f in Fig. 4.10. The E1e-5_hRm model has a stronger westward
flow than the E1e-4_hRm and the E1e-6_hRm models, though it is still weaker than in the strong
field models. The geodynamo models are already described in section 4.2. In this section, we will
focus on the description of the complex heat flux patterns.

5.2.1 Quantifying complex heat flux heterogeneities

We previously quantified large scale heat flux heterogeneities using the peak-to-peak ampli-
tude of the heat flux patterns. The Peak-to-peak amplitude is widely used to quantify heat flux
heterogeneies in geodynamo models, both for large scale patterns (Glatzmaier et al., 1999; Sahoo
et al., 2016) and for more complex patterns (Aubert et al., 2013; Amit et al., 2015a; Mound and
Davies, 2023; Terra-Nova and Amit, 2024). This definition can be problematic when considering
complex patterns that can have localized extrema that are not representative of the heterogeneities
on larger scales. We thus define an alternative amplitude, based on the RMS of the CMB heat
flux, called δqo. This amplitude is defined by

δqo =

√√√√ 1
4π

lmax

∑
l=1

l

∑
m=0

pl,m (5.1)

where pl,m is the power per degree l and order m defined equation 3.1. From this equation, it can
be easily noted that the amplitude of a given spherical harmonic coefficient of degree l and order
m is

δqo
(
Yl,m

)
=

√
1

4π
pl,m. (5.2)

In the following, we will focus on two amplitudes: the full RMS amplitude δqo and the RMS
amplitude of the degree 2 order 0 component δqo(Y2,0). The value of δqo(Y2,0) for the dynamos
using the ±Y2,0 patterns in chapter 4 can be obtained from the peak-to-peak amplitudes δqo us-

ing the conversion factor δqo(Y2,0)

δqo
≈ 0.6. We finally define in the same way as in chapter 4 the

normalized amplitude

δqo
∗
=

δqo

qi
(5.3)

where qi is the inner boundary flux. We recall that this definition enables to define δqo
∗

even
when qo is null.

5.2.2 Presentation of the complex heat flux patterns

We select two heat flux patterns extracted from the mantle convection scenarios described in
chapter 2. We show the two patterns in Fig. 5.1(a) and Fig. 5.1(b). The amplitudes of the large
scale components used in chapter 4 within the two patterns are shown in Fig. 5.1(c). The sign of
the Y2,0 component is given at the top of the bars for both cases. The spatial mean of the patterns
have been removed as a null mean heat flux is used at the outer boundary in the geodynamo
models. This is equivalent to assuming that the adiabatic CMB heat flux is equal to the spatial
mean of the heat flux patterns. Both patterns have been truncated at a spherical harmonic degree
of 50. The GMC1 pattern (Fig. 5.1a) is the time-averaged heat flux pattern in the MC1 case.
This case is corrected for TPW and tends to have chemical piles near the poles. This pattern is
thus dominated by a strong negative Y2,0 component with a larger heat flux at the Equator than
at the poles. This pattern is nevertheless more complex than the simple degree 2 order 0 pattern
used in chapter 4. We can notably note low heat flux patches at the Equator, which translates into
large Y1,1 and Y2,2 components. Because of the time averaging, the smallest scales are removed
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from this pattern, which is thus intermediate between the large scale pattern studied previously
and snapshots. This pattern is representative of a mantle convection scenario in which piles stay at
high latitudes, which is not relevant for the present-day Earth. Taking the opposite of this pattern
gives a heat flux distribution more representative of a scenario in which basal mantle structures
stay at the Equator, as observed today.

Figure 5.1 – a) GMC1 pattern, corresponding to the time-averaged heat flux pattern in the MC1 case in
Frasson et al. (2024). b) t0MF0 pattern corresponding to the present-day heat flux pattern in the MF0
and MF∗ cases in Frasson et al. (2024). Both patterns are truncated above spherical harmonic degree 50.
The colour bar on the left gives the heat flux in mW m−2, the colour bar on the right gives the heat flux
normalized by the inner boundary flux (q∗o = qo/qi). The total heterogeneity amplitudes are given at the top
right corner for both patterns. c) Amplitudes for the two patterns of the Yl,m components used in chapter 4.

The second pattern, called t0MF0, is the heat flux pattern at the end of the MF0 and MF∗ cases
(Fig. 5.1b). This pattern can be interpreted as an alternative tomographic pattern, as it is supposed
to represent the present-day heat flux pattern. It is dominated by the Y2,2 component as expected
for a present-day heat flux pattern. The Y2,0 component is notably much weaker in the t0MF0
than in the GMC1 pattern, and is positive. Contrary to GMC1, this pattern shows a significant
contribution of small scales. In this regard, it is also different from the usual tomographic pattern
that only includes large scales. The amplitude of the t0MF0 pattern is almost 5 times larger than
the amplitude of the GMC1 pattern. This is due to the larger space-averaged heat flux in t0MF0
and the time averaging used to obtain GMC1. The t0MF0 pattern is similar to the present-day
heat flux pattern in the HF1 model of Zhang and Zhong (2011) and used by Olson et al. (2013)
after truncation above spherical harmonic degree 4 in geodynamo models. Here, we keep the full
pattern as presented in Fig. 5.1(b), keeping smaller scales up to degree 50. As for the GMC1
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pattern, we also use the opposite pattern using negative values of δqo
∗
. The opposite pattern does

not have a particular meaning in this context, but it enables to study the effect of the sign of a
weak Y2,0 component on the geodynamo.

5.3 Results

5.3.1 Control of heat flux heterogeneities on the reversal behaviour

We show in Fig. 5.2 the time-averaged dipolar fraction for the geodynamo simulations using
the two complex patterns as a function of the amplitude of the full pattern and of the Y2,0 com-
ponent alone. The geodynamo behaviours are given by the colours, with the same definition as
in chapter 4. Tables with the characteristics and outputs of the simulations are given in appendix
B.1. The effect of the GMC1 pattern is dominated by the Y2,0 component, and the results are thus
very similar to what we obtain in chapter 4 for the Y2,0 pattern. A positive Y2,0 component (neg-
ative GMC1 pattern) maintains a stable dipole while a negative Y2,0 component (positive GMC1
pattern) favours a multipolar behaviour in the high Rm models. As for GMC1, the t0MF0 pattern
does not significantly alter the dipolar fraction for the strong field dynamo. However, with the
t0MF0 pattern the magnetic dipole is weakened and destabilized regardless of the sign for the two
high Rm cases. The dipole destabilization is faster for negative values of δqo

∗
(Y2,0). It is partic-

ularly interesting to look at the behaviour of the dynamo for values of δqo
∗

corresponding to the
actual amplitudes of the patterns in the mantle convection models. These values are shown by the
black dotted lines. For the E1e-4_hRm model, the geodynamo is multipolar for these amplitudes.
The geodynamo is close to the transition for the E1e-5_hRm model, but still dipolar. Finally, the
very weak effect of heat flux heterogeneities in the E1e-5_SF1 case means that the geodynamo
can be expected to be dipolar for both patterns.

5.3.2 Effect of thermal winds and the magnetic dipole stability

We show in Fig. 5.3 the velocity and magnetic field averaged in time and in the azimuthal
direction for the geodynamo models with δqo

∗
= 3.2 %, corresponding to the lowest positive

amplitude for which all the geodynamo models that eventually became multipolar due to the heat
flux heterogeneities are multipolar. The averaged value of the dipolar fraction is also given for
each case. The three multipolar dynamos (Fig. 5.3a-c) have a clear equatorially antisymmetric
large-scale mean zonal flow. The three dipolar dynamos (Fig. 5.3d-f) have equatorially symmetric
westward flows outside the tangent cylinder. In Fig. 5.4, we show the mean angular velocity Ω f

as defined in equation 4.27 as function of the amplitude of the Y2,0 component for the GMC1 and
t0MF0 patterns. The variation of Ω f in the GMC1 case are very similar to the ones observed
for the Y2,0 pattern alone in Fig. 4.10: a positive Y2,0 component favours westward flows while a
negative Y2,0 component favours eastward flows. The effect of the Y2,0 component on zonal flows
is much weaker when the t0MF0 pattern is used. The mean angular velocity is not significantly
affected as long as the dynamo stays dipolar. However, eastward flows are favoured when the
dynamo becomes multipolar. This is the case, as expected, for negative δqo

∗
(Y2,0) in the high Rm

models. More surprisingly, eastward flows are also favoured by moderately positive δqo
∗
(Y2,0)

when the dynamo becomes multipolar in the E1e-4_hRm model. As shown in Fig. 5.3, zonal
flows become equatorially antisymmetric in this case. The variations in Ω f around 0 in this case
are thus due to the loss of equatorial symmetry and the appearance of an eastward flow in the
southern hemisphere.

We show in Fig. 5.5 the mean angular velocity as a function of the normalized antisymmetric
zonal flow amplitude for the simulations using the GMC1 and t0MF0 patterns. The mechanisms
described in section 4.4.2 hold here: multipolar dynamos are obtained for weak zonal flows and
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Figure 5.2 – Time-averaged value of the dipolar fraction as a function of the amplitudes of the heat flux
patterns. The corresponding amplitude of the degree 2 order 0 component is shown in red at the top of each
figures. The marker colours give the behaviour of the dynamo. The geodynamo model is E1e-4_hRm for
a and b, E1e-5_hRm for c and c, and E1e-5_SF1 for e and f. The heat flux pattern used is GMC1 for a, c,
e, and t0MF0 for b, d, f. Note that dashed contours are used for negative amplitudes, which correspond to
the opposite of the actual heat flux pattern. The amplitude of the heat flux patterns in the mantle convection
models are shown by the black dotted lines (δqo

∗
= 0.93% for GMC1 and δqo

∗
= 4.30% for t0MF0).
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GMC1 t0MF0

E1e-4_hRm

E1e-5_hRm

E1e-5_SF1

a) fdip = 0.11 b) fdip = 0.15

c) fdip = 0.15 d) fdip = 0.39

e) fdip = 0.71 f) fdip = 0.67

Figure 5.3 – Meridional cuts showing the azimuthal component of the magnetic field and of the velocity
averaged in time and in the azimuthal direction relative to the root mean square of the fields for the simula-
tions using δq∗o = 3.2 %. The poloidal field lines are shown as the grey contours. Note that the colour scale
varies for the magnetic field between the three models.
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Figure 5.4 – Mean angular velocity as a function of amplitude of the Y2,0 component of the heat flux pattern
for GMC1 (a) and t0MF0 (b). The different markers correspond to the geodynamo models. The colour
gives the behaviour of the dynamo. The vertical and horizontal dashed grey lines denote δqo

∗
(Y2,0) = 0 and

Ω f = 0 respectively.

are favoured by equatorial antisymmetric flows. Heat flux heterogeneities favouring westward
flows are, on the contrary, stabilizing the dipole. The GMC1 pattern imposes stronger eastward
flows than the t0MF0 pattern, consistent with the larger Y2,0 component in the GMC1 pattern.

5.3.3 Control of the dipolar-multipolar transition

The values of fdip and M∗ for the dynamo models using the GMC1 and t0MF0 patterns are
shown in Fig. 5.6. The results obtained for large scale patterns are also shown by the crosses.
The relation between fdip and M∗ obtained on large-scale patterns still holds. This result is some-
what not surprising, as we use here the same geodynamo models as those used in chapter 4. We
nevertheless show that the transition is also controlled by M∗ when complex heat flux pattern
are used. Reversing dynamos are found within the reversing range defined in section 4.4.3 (for
7.5×10−5 < M∗ < 3×10−4).

5.4 Discussion

5.4.1 Importance of the reference geodynamo model

It is clear from Fig. 5.2 that the choice of reference dynamo model greatly affects the results.
Like for the large scale patterns, we find that the dynamo becomes more abruptly multipolar in
the high Rm cases than in the strong field case. However, we find here a faster transition towards
a multipolar behaviour for the E1e-4_hRm model than for the E1e-5_hRm model. This is the
case for the GMC1 pattern (compare Fig. 5.2a and Fig. 5.2c) and to a larger extent for t0MF0
(compare Fig. 5.2b and Fig. 5.2d). Such a difference between the E1e-4_hRm and the E1e-
5_hRm models cannot be seen in the results shown in Fig. 4.7 using the Y2,0 pattern. We note
that the smallest amplitudes of the Y2,0 pattern used in E1e-4_hRm were not used for the E1e-
5_hRm model, limiting the resolution in terms of amplitude for this dynamo model. The more
moderate sensitivity of the E1e-5_hRm model to heat flux heterogeneities can be expected from
the stronger westward flow in this case than in the E1e-4_hRm model (see Fig. 4.10 and Fig.
5.4). The value of Ω f in the E1e-5_hRm model is intermediate between the E1e-4_hRm model
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Figure 5.5 – Mean angular velocity (as defined in equation 4.27) as a function of the antisymmetric zonal
flow amplitude relative to the RMS velocity. The colour gives the behaviour of the dynamo. Note that the
dynamo obtained with the E1e-5_hRm model and an amplitude of the t0MF0 pattern of δqo

∗
= −5.7% is

multipolar (and thus shown in orange) despite having Trev = 0.37, which is higher than the lower bound of
Trev shown in this figure. The horizontal and vertical dashed lines are for the same values of Ω f and Ua

φ
as

in Fig. 4.13. Upward triangles are for the GMC1 pattern, downward triangles are for the t0MF0 pattern.
Dynamos with uniform heat flux conditions are shown as circles.
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Figure 5.6 – Dipolar fraction of the magnetic field at the CMB as a function of the parameter M∗ as defined
in equation 4.29. Markers correspond to the different geodynamo models. The colour gives the behaviour
of the dynamo. The crosses show the data from the geodynamo simulations using large scale patterns
discussed in chapter 4 (including the simulations obtained with the E1e-5_SF2 and E1e-6_hRm models not
used in this chapter). Note that reversing and bistable dynamos are not differentiated for the dynamos using
large scale patterns in this figure. The reversing range as defined in Fig. 4.12 is shown in between the
orange and blue dashed lines with the grey shaded area.
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and the E1e-5_SF1 model. We argue in section 4.4.2 that the dynamo becomes multipolar when
westward zonal flows are disrupted, either by eastward thermal wind or by a loss of equatorial
symmetry. The stronger westward flows in E1e-5_hRm model than in the other high Rm cases
require a larger heat flux heterogeneity to be disrupted, consistent with its stability.

5.4.2 Effect of the present-day pattern

We find that the present-day heat flux pattern favours an unstable magnetic dipole if the dy-
namo is close to the dipolar-multipolar transition, as it is the case in the high Rm models. The
effect of a present-day heat flux pattern has been extensively studied using a tomographic pattern.
This pattern has been shown to increase the reversal frequency (Olson et al., 2010; Olson and
Amit, 2014; Terra-Nova and Amit, 2024), consistent with our results for high Rm dynamos. It
has been notably recently shown that the tomographic pattern can trigger reversals locally, where
the CMB heat flux is large (Terra-Nova and Amit, 2024). Our results suggest that this destabi-
lizing effect of a present-day heat flux pattern disappears when a strong field dynamo model is
considered. This stability of the magnetic dipole in strong field models is associated with stronger
westward flows. We suggested in chapter 4 that a tomographic pattern dominated by an equato-
rially symmetric Y2,2 geometry should be only moderately destabilizing, as this pattern does not
favour eastward flows or equatorial asymmetry. Our results indicate that the present-day pattern
is more destabilizing than a simple Y2,2 pattern. This can be due to the equatorially antisymmetric
component within the t0MF0 pattern.

5.4.3 Potential insights into the geodynamo

In order to gain more insights into the geodynamo, we would need to know whether the
high Rm regime or the strong field regime is more relevant for the Earth. Our results suggest
that the E1e-4_hRm dynamo model stays dipolar only when the Y2,0 component of the heat flux
pattern is dominant and positive. This behaviour is difficult to reconcile with the existence of a
dipolar magnetic field at the present-day, and the paleomagnetic observation suggesting moderate
changes in the magnetic field morphology (Biggin et al., 2020). The E1e-5_SF1 model is on the
contrary remarkably stable with respect to changes in heat flux heterogeneities, and no reversing
dynamos are obtained in this case. Such stability is inconsistent with the reversing behaviour of
the geodynamo. The E1e-4_hRm and E1e-5_SF1 models can thus be considered to be less likely
to be representative of the geodynamo in terms of its response to heat flux heterogeneities. As
discussed in the previous paragraph, the E1e-5_hRm model has an intermediate behaviour. Using
this model, the dynamo is close to the dipolar-multipolar transition, within the dipolar domain,
when the t0MF0 pattern is used with δqo

∗
= 4.30% as expected from the MF0 mantle convection

scenario. The dynamo becomes multipolar only for large heat flux heterogeneities when the Y2,0

component is negative. Note that the dynamo is still dipolar for the GMC1 pattern using δqo
∗
=

0.93%, as expected from the MC1 scenario, despite the large positive Y2,0 component in this
pattern. Our E1e-5_hRm model could thus possibly be considered to be the most representative
of the geodynamo out of the three models studied here. This conclusion is consistent with the
westward eccentric gyre observed at the present-day, suggesting non-negligible westward zonal
flows within the core (Pais and Jault, 2008; Finlay et al., 2023). Making this assumption, we
can expect the geodynamo to stay dipolar for realistic value of heat flux heterogeneities. Results
obtained with the GMC1 pattern suggest that larger equatorial heat fluxes within a complex pattern
favour a multipolar behaviour. Though we did not include heat flux patterns with strong equatorial
antisymmetry, results with the Y1,0 pattern in chapter 4 suggest that highly antisymmetric heat flux
pattern could also imply a multipolar behaviour.

We showed in chapter 2 that the amount of equatorial cooling in mantle convection models
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depends on where chemical piles are located which largely depends on TPW. The heat flux in
cases with equatorial piles as in MF2 tends to be dominated by the Y2,2 component and has a
positive Y2,0 component. In this case, we find that the dynamo stays dipolar and reversals can be
favoured by large heterogeneity amplitudes. In scenarios with polar piles as in MC1, the heat flux
is dominated by a negative Y2,0 component and a weaker and less stable dipole can be expected
for large enough equatorial cooling. The MF∗ case represents an interesting scenario with a heat
flux dominated by the Y2,2 component for most of the times with intervals of ∼ 100 Myr during
which the heat flux is dominated by a negative Y2,0 component. This occurs at around 900 –
1000 Ma and 320 – 420 Ma. This last interval coincides with the Devonian period (419 Ma to
359 Ma) associated with a weak and unstable dipole in paleomagnetic data (Shcherbakova et al.,
2017; van der Boon et al., 2022). The scenario depicted by the MF∗ case could explain this dipole
instability by a temporarily high equatorial heat flux.

5.5 Conclusion

In this chapter, we studied the effect of two complex heat flux patterns extracted from mantle
convection models as well as their signs on numerical simulations of the geodynamo. We find that
dynamo models with weak zonal flows (corresponding to high Rm dynamos) are very sensitive
to heat flux heterogeneities, and stay dipolar only when polar cooling is favoured over equatorial
cooling. Conversely, geodynamo models with large westward flows (corresponding to strong field
dynamos) are found to be unaffected by complex heat flux heterogeneities. We show that inter-
mediate dynamo models that have moderate westward zonal flows, consistent with the existence
of the present-day westward gyre, can be destabilized by complex heat flux heterogeneities. A
strong equatorial cooling could notably efficiently destabilize the magnetic dipole. The results
obtained using large-scale patterns suggest that strong equatorial antisymmetry in the heat flux
pattern could also destabilize the dipole, though the patterns used here do not enable us to con-
clude on this point. A present-day heat flux pattern is shown to be moderately destabilizing and
large amplitudes are probably required to significantly destabilize the magnetic dipole. A situa-
tion in which chemical piles are moved at the poles is expected to favour a multipolar behaviour
due to a larger equatorial heat flux, though the amount of equatorial cooling necessary to impose
a multipolar behaviour largely depends on the geodynamo model. Interestingly, the MF∗ sce-
nario shown in chapter 2, in which the heat flux is rotated in the paleomagnetic reference frame,
suggests a large equatorial heat flux between 320 Ma and 420 Ma, consistent with a weak and
unstable magnetic dipole during the Devonian.

The conclusion above largely relies on the fact that the E1e-5_hRm model responds to heat
flux heterogeneities in a similar way as the Earth’s core does. We show that this response is
highly dependent on the model. Though we have reasons to argue that the E1e-5_hRm model is
more representative of the Earth than the other models we tested, this remain speculative and the
Earth’s core might behave differently. Notably, it is possible that dynamo simulations using the
E1e-5_SF1 would eventually reverse polarity, as we only have limited simulation durations with
this model. It would be interesting to do similar analyses on other geodynamo models that also
have moderate westward flows. We have also used only two very different heat flux patterns in
this study. None of these two patterns include a significant equatorial antisymmetry, which was
found to favour a multipolar behaviour. Complex patterns with large equatorial antisymmetry
should thus be tested in the future.
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The aim of this thesis was to study the effect of heterogeneous heat flux conditions at the
top of the core on the geodynamo and magnetic field reversals. For this purpose, we have first
used mantle convection models to study the CMB heat flux distribution with respect to the Earth’s
spin axis on a timescale of 1 Gyr. Different kinds of models have been used, and we showed
that the distribution of the CMB heat flux depends both on the model and the way the position
of the spin axis is constrained. The dominant heat flux patterns have been extracted using a
statistical analysis. We then studied the effect of heterogeneous heat flux patterns at the top
of the core in geodynamo numerical models. We both used synthetic single harmonic patterns
and more realistic multi-harmonic patterns extracted from the mantle convection models. We
established mechanisms by which the magnetic dipole is affected by these heterogeneities and
suggested a controlling parameter for the reversing behaviour of the geodynamo models. In the
following chapter, we summarize the main results and limitations of this work, before suggesting
perspectives for future studies.

6.1 CMB heat flux in the reference frame of the core from mantle
convection models

6.1.1 Spatial characteristics of the CMB heat flux and effect of TPW

The CMB heat flux in the studied models show dominantly large-scale structures, controlled
by the positions of the insulating hot chemical piles. The heat flux pattern is thus the result of
subducting slabs pushing and rearranging the piles as they reach the base of the mantle. This result
is classical in mantle convection models including a denser material to mimic LLVPs (Zhang and
Zhong, 2011; Flament, 2019; Dannberg et al.). The originality of the present work is to provide the
CMB heat flux time series in the reference of the core by correcting for TPW, which we find can
significantly modify the heat flux distribution. Importantly, our results highlight the importance of
the relationship between basal mantle structures and the TPW. The potential correlation between
chemical piles and the geoid is primordial in that respect. The sign of this correlation has a
major impact on the heat flux distribution between the Equator and the poles, and is thus of
importance for core dynamics. The negative correlation obtained in the self-consistent model
used here is opposite to what is observed today, and implies that chemical piles are mostly found
at the poles. This could lead to question the reliability of the geoid in this model, though the
observed positive correlation at the present-day is only one single snapshot and the positions of
the LLVPs in the past is still a matter of debate (Torsvik et al., 2010; Flament et al., 2022). In the
plate-driven model, the relationship between the geoid and chemical piles is further complexified
by the choice of hypothesis to compute the geoid. The computation of a geoid including all the
density heterogeneities from the CMB to the surface of the mantle is notably found to generate
a large time variability, causing fast TPW. Correcting for this effect requires to suppress lateral
variations of viscosity in the uppermost mantle, but it also largely modifies the geoid pattern.
This leads to widely different heat flux distributions and time series, with different implications
for the geodynamo. Importantly, we showed that the computed geoid is inconsistent with the
paleomagnetic constraints. Previous and current works used these paleomagnetic constraints to
provide heat flux time series in the reference frame of the core (Zhang and Zhong, 2011; Dannberg
et al.). In principle, and if the hypothesis of a centred axial magnetic dipole is verified, this choice
should enable to have heat flux patterns in the reference frame of the core. In practice, we find
that such choice has strong limitations such as the appearance of net rotations of the surface and
the fact that the maximum inertia axis is generally not aligned with the spin axis.
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6.1.2 Time series of CMB heat flux

With this work we provide time series of heat flux at the CMB representing 831 Myr of mantle
convection in a self-consistent model and 1 Gyr of mantle convection in a plate-driven model. We
provide these time series in the initial reference frame of the models and in the reference frame of
the core. The two time series in the initial reference frames are given for comparison, but only the
time series in the reference frame of the core are relevant for core-mantle thermal coupling. Our
MC1 case provides a statistically realistic heat flux time series of 831 Myr, controlled by a realistic
and self-consistent plate-tectonics and given in the reference frame of the maximum inertia axis.
Given the high latitude positions of the chemical piles in this case, this scenario is representative
of a situation in which chemical piles are mostly at the poles. The MF1 and MF2 cases provide a
CMB heat flux controlled by a plate reconstruction model for the last 1 Gyr. They both are in the
reference frame of the maximum inertia axis, though this reference frame differs between the two
scenarios due to the way the geoid is computed. Chemical piles stay preferentially at the Equator
in MF2, while they move in latitude in MF1. Importantly, none of these two cases exactly repro-
duces the present-day orientation of continents due to the lack of consistency between the geoid
and the plate reconstruction. Finally, the MF∗ case is similar to the HF1 heat flux model of Zhang
and Zhong (2011) as it is obtained using a plate-driven mantle convection model rotated in the
paleomagnetic reference frame. This is also similar to the recent study by Dannberg et al., who
used a mantle convection model driven by the same plate reconstruction. However, our approach
slightly differs from the one in the two previously mentioned studies as we used a mantle convec-
tion model in a no-net lithospheric rotation reference frame, and we rotate afterwards the outputs
in the paleomagnetic reference frame. The Principal Component Analysis provides the dominant
heat flux patterns in these different scenarios, despite limitations in term of interpretability and of
longitudinal rotations.

6.2 Heterogeneous heat flux conditions in geodynamo models

We explored extensively during this thesis the effect of heat flux patterns at the top of the
core in geodynamo models. One of the important outcomes of this study is the large dependence
of these effects on the geodynamo model considered. We have nevertheless been able to obtain
some behaviours that appear to be general within the restricted set of numerical models used in
this study.

6.2.1 Zonal flows and stability of the magnetic dipole

We find in our geodynamo models that the stability of the magnetic dipole is related to the
zonal flows outside the tangent cylinder. Geodynamo models with a significant amount of west-
ward flows are associated with strong and stable dipoles. Reinforcing the westward flow through
the addition of a polar cooling of the core tends to further stabilize the magnetic dipole. On the
contrary, decreasing the strength of the westward flow by adding an equatorial cooling of the core
destabilizes the magnetic dipole. Multipolar dynamos are notably associated with weak or equa-
torially antisymmetric zonal flows. Interestingly, this association between a strong westward flow
and a stable magnetic dipole is consistent with the existence at the present-day of an eccentric
anticyclonic gyre (Pais and Jault, 2008; Finlay et al., 2023), meaning that we cannot rule out such
a correlation for the Earth. It is also worth noting that we obtain strong magnetic dipoles despite
strong zonal flows in the “strong field” models, a configuration that was thought to be incompat-
ible due to the shearing of the dipole (Busse and Simitev, 2011; Gastine et al., 2012; Schrinner
et al., 2012). In these cases, decreasing the strength of a large westward flow without disrupting
it by applying a moderate equatorial cooling strengthens the dipole, consistent with a decreased
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shearing. This results in a non-trivial evolution of the dipolar fraction when increasing the equa-
torial cooling: moderate amplitudes increase the dipolar fraction while larger amplitudes imply
a collapse of the dipole. The zonal flow mechanism put forward in section 4.4.2 enables us to
explain this complex behaviour. We should insist, however, that the cause for the dipole collapse
is not understood. Though we find a correlation between this collapse and the destabilization of
westward flows, it is unclear whether the destabilization implies the collapse or if the collapse
implies the destabilization. We find that an equatorial cooling of the core is the most efficient heat
flux distribution to destabilize the magnetic dipole, consistent with the eastward thermal winds it
generates. We show that the amount of equatorial heat flux in mantle convection models largely
depends on TPW and notably on the location of chemical piles. This suggests a latitudinal dis-
placements of the basal mantle structures, for instance caused by TPW, could have an important
effect on zonal flows within the core and on the stability of the magnetic dipole.

6.2.2 A parameter describing the dipolar-multipolar transition

Several parameters controlling the transition from strongly dipolar dynamos to multipolar
dynamos have been suggested in the past, such as the local Rossby number (Rol), quantifying the
relative importance of inertia to Coriolis forces at the scale of convection (Christensen and Aubert,
2006), or the magnetic to kinetic energy ratio (M) that estimates the ratio of Lorentz forces to
inertia (Tassin et al., 2021). In both cases, a sharp transition is found for a specific value of these
parameters, and reversing dynamos are found at the transition. Multipolar dynamos are found in
both cases by increasing the role of inertia, i.e. by increasing Rol and decreasing M. These criteria
pose some problems when extrapolating to the Earth. First, the transition is found for a value of
Rol and M that are, respectively, much too high and much too low compared to estimates for the
Earth. These criteria suggest that reversals occur when inertia starts to play an important role in
the dynamics of the core, while inertia is thought to be negligible in the Earth’s core. According
to both criteria, the Earth should be in a strongly dipolar non-reversing regime, which is not what
is observed. This suggests that the transition captured by Rol and M is not relevant for the Earth.
A second issue is that these criteria predict a sharp transition, with reversing dynamos found only
for a very narrow range of values for Rol and M. In the case of the Earth, it seems difficult to
imagine that the values of these parameters have not significantly varied in the last 3.5 Gyr.

In our simulations, neither the local Rossby number nor the energy ratio accurately capture the
transition from dipolar to multipolar dynamos. Instead, we find that the transition can be described
by another parameter defined as M∗ = M Eη

lc
π

. This parameter can be obtained from the two pre-
viously suggested criteria and the magnetic Reynolds number by writing M∗ = M Rol

Rm . Multipolar
dynamos are obtained by decreasing this parameter. Importantly, the value of M∗ estimated for
the Earth is compatible with the values of M∗ obtained in reversing numerical geodynamo mod-
els. This suggest that this criteria could be more relevant for the Earth. We moreover find that the
transition is not sharp, with a range of values of M∗ for which reversals are observed. This means
that the values of M∗ could have varied throughout the Earth’s core evolution without requiring a
significant change in the behaviour of the geodynamo.

6.3 Perspectives

6.3.1 Geoid in mantle convection models

One of the major difficulties during this thesis has been to constrain the reference frame of
the core in the mantle convection models. Though, in theory, it simply requires to compute the
maximum inertia axis and align it with the rotation axis, how realistic the geoid is compared to
the Earth is difficult to assess. The geoid is rather different between the two models used in this
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work, particularly with regard to its relationship with chemical piles. The computation of the
geoid in plate-driven mantle convection models also causes issues due to large time variability,
which we solved only at the expense of a significant change in the geoid pattern. Solving this
difficulty requires notably to better understand the relationship between the geoid and chemical
piles, subducting slabs, or upwellings in mantle convection models. A better understanding of
the dynamical nature of the LLVPs in the Earth’s mantle could help in this regard. We show in
Fig. 6.1 the degree 2 geoid kernel in the mantle model of Greff-Lefftz and Besse (2014). Such
a kernel provides the geoid response to a given density perturbation in the mantle as a function
of radius. This kernel can only be obtained for radial viscosity profiles in the mantle, which
is not the case in the mantle convection models used in this study. It nevertheless provides a
rough approximation of the geoid response to density perturbations. We can see that basal mantle
structures denser than the surrounding can be expected to have a negative imprint in the geoid.
However, the signature of potential thermal upwellings lighter than the surrounding occurring
above the piles would be a positive geoid anomaly. Such a compensation effect has been shown to
produce an overall positive geoid anomaly above chemical piles by Liu and Zhong (2015) using
a mantle convection model that does not reproduce a plate-like behaviour. The questions of the
exact nature and vertical extent of LLVPs are still in debate (Davaille and Romanowicz, 2020;
Richards et al., 2023). A better understanding of the dynamics of LLVPs and the reproduction
of this dynamics in mantle convection models would lead to more Earth-like geoids, giving more
credit to the modelled heat flux distribution. Furthermore, these results suggest that considering
the consistency between the maximum inertia axis and paleomagnetic constraints could be a way
to better constrain plate-driven mantle convection models.

Figure 6.1 – Kernel of the degree 2 geoid taken from Greff-Lefftz and Besse (2014). This kernel gives the
geoid produced by a positive density perturbation within the mantle. Note that such a kernel can only be
obtained for radial viscosity profiles in the mantle, which is not the case in the mantle convection models
used here. It is, moreover, obtained for a radial viscosity profile that differs from the ones in these mantle
convection models. This kernel thus only represents a rough approximation of the geoid response to density
perturbations in the mantle convection models we consider.
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6.3.2 Statistical analysis of the CMB heat flux

Our statistical analysis of the CMB heat flux based on a principal component analysis pro-
vides dominant heat flux patterns in the different scenarios. These patterns have the advantage of
including small scales, which are often absent from heat flux patterns used at the top of the core
in numerical geodynamo models. However, our analysis shows two main limitations. The first
one is the difficulty to interpret these patterns. The patterns are complex, without clear separation
from one component to the other. It is notably difficult to determine the relation between the
surface tectonics and each pattern. It is clear from the amplitudes shown in Fig. 2.13 and Fig.
2.14 that each pattern is more representative of a given period in the mantle convection model,
when its amplitude is the largest. However, the patterns are computed over the whole time series
and cannot be interpreted as being representative of only one time period only. The PCA extracts
patterns that explain the largest amount of variance, but without constraints on the interpretability.
A way to improve the readability of this analysis could be to compute the PCA on limited time pe-
riods, which could yields easier to interpret patterns corresponding to specific dynamo behaviours
such as superchrons. Nevertheless, the advantage of such an analysis over simply considering
snapshots is not clear.

The second limitation is that longitudinal rotations of the CMB heat flux are considered as
variations of the heat flux pattern, while the rotations do not affect the dynamical state of the core.
The correction introduced in section 3.2 provides a way to suppress these rotations. We show,
however, that the corrections we performed do not significantly simplify the heat flux patterns
obtained by the PCA. We notably find that it is difficult to combine a TPW correction that induces
redistributions in latitude of the CMB heat flux with such a correction. Despite the shortcom-
ings of our suggested correction, rotations of the CMB heat flux pattern in longitude have to be
considered when doing statistical analyses to avoid variations that are not relevant for the core.

6.3.3 Validation or rejection of the M∗ criteria and geophysical interpretation

We find that the M∗ parameter accurately describes the transition between dipolar dynamos
and multipolar dynamos in the set of numerical simulations performed during this thesis (see Fig.
4.12 and Fig. 5.6) as well as in previously published geodynamo models (see Fig. A.4). Though
these simulations cover a wide parameter range, they are still far from the dynamical regime of
the Earth. The question is thus still open on whether such a parameter is relevant for the Earth.
Obviously, answering definitely to this question would require to study numerically the revers-
ing behaviour of geodynamo models in the parameter regime of the Earth’s core, which will stay
unreachable at least in the near future. The evolution of M∗ could nevertheless be followed as
geodynamo models approach the correct regime (Aubert, 2019). The τ–ℓ diagram approach sug-
gests a link between a decrease of M∗ and the loss of quasi-geostrophy at small scales. Such a link
could be further explored for example by studying the degree of quasi-geostrophy in numerical
geodynamo models.

The transition captured by M∗ seems to be independent of the boundary conditions and of
the type of convection, as the criteria holds for both fixed flux conditions (Christensen et al.,
2010, this study), fixed temperature conditions (Christensen and Aubert, 2006; Menu et al., 2020),
and double-diffusive convection (Tassin et al., 2021). However, there could be other parameters
affecting the relation between the dipolar fraction and M∗. Notably, all the simulations considered
in chapter 4, in chapter 5, and in Fig. A.4 consider a spherical shell with an aspect ratio of
ri/ro = 0.35. Though this is relevant for the present-day, it is certainly not the case for most of
the history of the geodynamo. A full sphere geometry, without an inner core, would notably be
more relevant for the deep past of the geodynamo. Those numerical models also do not consider
the possibility of a global stratification at the top of the core, a situation that has been suggested
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for the Earth though important constraints exist on such a stratified layer (Labrosse et al., 1997;
Lister and Buffett, 1998; Helffrich and Kaneshima, 2010; Alexandrakis and Eaton, 2010; Lesur
et al., 2015; Gastine et al., 2020). We present in Fig. 6.2 a first attempt to evaluate the effect
of such choices by showing the dipolar fraction of the magnetic field as a function of M∗ for an
extended set of simulations performed during this thesis. We can see that the M∗ criterion does
not hold for geodynamo models with a negative mean heat flux at the top of the core (implying
a thermal stratification) or, to a lesser extent, when the size of the inner core is halved. Adding
a positive mean heat flux at the top of the core does not affect the capacity of M∗ to describe
the transition. Among this extended simulation sets are geodynamo simulations with imposed
inner core rotation rates and inner core conductivity (see appendix C). Both situations are found
not to significantly alter the M∗ criterion. These preliminary results suggest that the existence of
a stratification at the top of the core due to a subadiabatic heat flux significantly decreases the
values of M∗ without imposing a multipolar behaviour. This is also true, to a lesser extent, for
decreasing the inner core size. Further inquiries would be required to understand if in these cases
the reversing range is shifted towards lower values of M∗, or if M∗ completely loses its relevance
to describe the reversing behaviour. Importantly, the present work is focused on the case of a
mean heat flux equal to the isentropic heat flux, and the analysis of the CMB heat flux in the
mantle convection models is only focused on heterogeneities. The evolution of the mean heat flux
in mantle convection models and its impact on geodynamo simulations should be also considered.
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Figure 6.2 – Time-averaged values of the dipolar fraction of the magnetic field at the CMB and of M∗ in
an extended set of simulations performed during this thesis. This extended set of simulations is detailed
in appendix C. In addition to the simulations presented in chapter 4 and in chapter 5, this simulation set
includes notably geodynamo models with an inner core that has half the present-day radius (ri/ro = 0.175)
shown with the red squares, models with a positive mean flux at the outer boundary shown with the red tri-
angles, and models with a negative mean flux at the outer boundary shown with the red crosses. Geodynamo
models with variable inner core rotation rates and inner core conductivity are also included and are shown
as black circles. Amplitude of heat flux heterogeneities are shown by the transparency (the heterogeneities
amplitude increases when the transparency is reduced). The grey shaded area shows the reversing range as
defined in Fig. 4.12 in between the orange and blue dashed vertical lines. The horizontal black dashed line
at fdip = 0.25 separates the multipolar dynamos from the dipolar dynamos.
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6.3.4 Causes and consequences of dipole destabilization

We found in our numerical geodynamo models that the magnetic dipole is destabilized when
westwards flows are disrupted. We also find that the dipolar-multipolar transition is associated
with a decrease in the value of M∗. Though the correlation appears clearly in our simulations, the
relation between dipole destabilization, westward flows, and M∗ is not clear. For example, we can
expect M∗ to decrease when the magnetic dipole becomes weaker, as this will be associated with
a decrease of the magnetic to kinetic energy ratio M. It is thus not obvious to determine whether
the dynamo becomes multipolar because M∗ decreases or if M∗ decreases because the dynamo
becomes multipolar. The same question holds for the disruption of westward flows. Notably,
can we tell whether equatorially antisymmetric zonal flows cause weak and unstable dipoles or if
weak and unstable dipoles favour antisymmetric flows? Clearly, the work undergone during this
thesis has not enabled us to answer these questions. Further work is required to obtain a better
understanding of the underlying mechanism at play in the dipolar-multipolar transition and in the
reversal processes. Forcing zonal flows by imposing a differential rotation of the inner core while
modifying other parameters such as heat flux heterogeneities could be, for instance, a way to test
the effect of these zonal flows on the dipole stability.
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Figure 6.3 – Dipolar fraction of the magnetic field at the CMB ( fdip), magnetic (Eb) and kinetic (Eu) energy,
and dipole latitude (θdip) for two simulations using strong field geodynamo models and a destabilizing
equatorial cooling (−Y2,0 pattern). The simulation on the left is obtained with the E1e-5_SF1 model and
an amplitude of δq∗o = −8.7 %. The simulation on the right is obtained with the E1e-5_SF2 model and
an amplitude of δq∗o =−11.6 %. Note that using the classification defined in section 4.3.2, the simulation
shown on the left is classified as bistable due to the significant amount of time spent with a weak dipole.

6.3.5 Towards Earth-like reversals?

Some of the geodynamo simulations presented in this study have a magnetic energy signif-
icantly larger than the kinetic energy, as one would expect in the Earth’s core. By applying a
destabilizing equatorial cooling of the core in those strong field dynamos, we have been able to
obtain magnetic reversals. We show in Fig. 6.3 time series of the dipolar fraction, of the magnetic
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and kinetic energy, and of the dipole latitude for two simulations showing reversals with a ratio
of magnetic to kinetic energy larger than one. By applying an equatorial cooling of the core with
an amplitude δq∗o = −8.7 % of the Y2,0 pattern in the E1e-5_SF1 model, we obtain a reversing
dynamo despite a large energy ratio (M = 7.3). Similarly, the E1e-5_SF2 model becomes re-
versing when a strong equatorial cooling is applied (δq∗o = −11.6 %). The energy ratio is even
higher on average in this case, with M = 12.9. We can note that the magnetic energy decreases
significantly during reversals, without becoming lower than the kinetic energy. Such a decrease
of the magnetic energy is less clear in the E1e-5_SF1 model. A reversing dynamo simulation in a
similar regime with M > 1 is also presented by Nakagawa and Davies (2022) for a larger Ekman
number and magnetic Prandtl number and without heat flux heterogeneities at the top of the core.
Studying the reversing mechanism in these simulations would enable us to determine whether it
differs from reversals in more classical simulations, with an energy ratio closer to one. The low
value of M during reversals in these simulations suggests that the reversing mechanism do not
rely on inertia. More in-depth analyses of these simulations could help to determine the reversing
mechanism and the importance of inertia. In any case, reversing mechanisms that could hold for
the Earth and their dependencies on heat flux heterogeneities need to be explored.
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A
Appendices to chapter 4

This chapter gathers the appendices to the article “Geodynamo behaviour and magnetic re-
versals controlled by heterogeneous mantle heat fluxes” (T. Frasson, N. Schaeffer, H-C. Nataf, S.
Labrosse) submitted in Geophysical Journal International.

A.1 Simulation details

We give in the following tables some details on the simulations used in this study. The spatial
discretisation of the numerical simulation is described in the radial direction by the number of
radial points Nr = NOC

r +NIC
r with NOC

r the number of points in the outer core and NIC
r the number

of points in the inner core. The scalar fields are expanded in spherical harmonics in the horizontal
direction up to the maximum degree lmax and the maximum order mmax. Hyperdiffusion is used in
two of the five reference dynamo models on the flow, the magnetic field, and the codensity field.
This hyperdiffusion follows the formula suggested by Nataf and Schaeffer (2015). For the flow,
the viscosity is given as a function of the spherical harmonic degree l by

ν(l) =

{
ν0 for l ≤ lc

ν0ql−lc
ν for l > lc

(A.1)

with qν =

(
νmax

ν0

) 1
lmax − lc . Hyperdiffusion is parametrised by the ratio νmax

ν0
and the cutoff

degree lc, which are given in the tables for the simulations using hyperdiffusion. Similarly, the
magnetic diffusion is given by

η(l) =

{
η0 for l ≤ lc

η0ql−lc
η for l > lc

(A.2)

with qη =

(
ηmax

η0

) 1
lmax − lc . Finally, the thermal diffusion follows

κ(l) =

{
κ0 for l ≤ lc

κ0ql−lc
κ for l > lc

(A.3)
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with qκ =

(
κmax

κ0

) 1
lmax − lc . The cut-off degree lc is the same for the magnetic field and the

velocity field.
Table A.1 gives the results for the E1e-4_hRm model, table A.2 for the E1e-5_hRm model,

table A.3 for the E1e-6_hRm model, table A.4 for the E1e-5_SF1 model, and table A.5 for the
E1e-5_SF2 model.

Table A.1 – Characteristics of the simulations using the E1e-4_hRm reference case with E = 10−4, Ra =
1.5×108, Pm = 3 and Pr = 1. The spatial discretization is set using NOC

r = 100, NIC
r = 44, lmax = 100, and

mmax = 85. Hyperdiffusivity has been used for these simulations choosing νmax
ν0

= 15, ηmax
η0

= 45, κmax
κ0

= 15
and lc = 70. The value of Trev is given only for reversing dynamos. The values of Ω f that have not been
computed are marked as “NC”. The behaviours are DS for dipolar stable, R for reversing, B for bistable and
M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 134.3 0.45 0.58 19.0 0.95 1.38 3.95 649 9.41 -1.2 10.4 R
Y10 0.72 35.8 0.39 0.51 25.7 0.91 1.35 4.48 649 9.70 -0.6 15.0 R
Y10 1.45 34.1 0.20 0.28 53.1 0.57 0.84 0.23 703 10.40 1.3 28.4 M
Y10 2.90 33.4 0.13 0.19 42.0 0.29 0.41 0.12 766 10.74 1.8 35.9 M
Y10 7.25 33.6 0.11 0.19 46.8 0.22 0.25 0.13 848 9.69 -0.9 47.3 M
Y11 0.72 38.3 0.47 0.61∗ 11.1 1.01 1.41 — 651 9.06 NC 9.3 DS
Y11 1.45 39.3 0.49 0.63∗ 9.3 1.05 1.42 — 653 8.84 NC 9.2 DS
Y11 2.90 35.7 0.49 0.63∗ 10.0 0.97 1.27 — 667 8.74 NC 9.6 DS
Y11 7.25 39.0 0.30 0.40∗ 38.7 0.65 0.83 0.48 721 9.14 NC 17.2 B
Y20 0.72 37.8 0.48 0.62∗ 8.8 1.06 1.56 — 635 9.34 NC 8.8 DS
Y20 1.45 38.0 0.49 0.63∗ 7.1 1.17 1.76 — 622 9.35 NC 8.9 DS
Y20 2.90 37.0 0.49 0.63∗ 6.0 1.26 1.99 — 605 9.58 NC 9.2 DS
Y20 7.25 35.6 0.40 0.52∗ 6.4 1.42 2.32 — 600 9.84 -14.8 9.7 DS
Y20 -0.72 35.5 0.21 0.31∗ 68.2 0.53 0.77 0.13 706 10.31 NC 23.8 M
Y20 -1.45 35.2 0.13 0.19∗ 48.9 0.37 0.53 0.10 741 10.56 NC 28.6 M
Y20 -2.90 35.7 0.11 0.17∗ 42.5 0.32 0.43 0.09 771 10.45 8.1 30.8 M
Y20 -7.25 37.4 0.10 0.14∗ 43.8 0.24 0.28 0.06 846 10.04 13.3 32.2 M
Y22 0.72 36.3 0.46 0.59 12.4 0.99 1.43 — 646 9.33 -1.4 9.3 DS
Y22 1.45 35.2 0.33 0.44 49.1 0.77 1.12 0.30 674 9.83 -0.2 17.5 B
Y22 2.90 36.2 0.37 0.49 37.5 0.81 1.16 0.62 670 9.54 -1.4 14.4 B
Y22 7.25 34.6 0.18 0.27 62.3 0.51 0.74 0.17 710 10.28 0.0 20.9 M

Table A.2 – Characteristics of the simulations using the E1e-5_hRm reference case with E = 10−5, Ra =
5×109, Pm = 2 and Pr = 1. The spatial discretization is set using NOC

r = 280, NIC
r = 80, lmax = 213, and

mmax = 170. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 96.0 0.38 0.53 25.2 3.49 1.54 5.65 987 4.36 -5.9 8.8 R
Y20 2.90 1.9 0.47 0.63 8.4 5.67 2.32 — 913 3.74 -8.7 9.5 DS
Y20 14.50 0.8 0.35 0.47 6.6 13.3 4.8 — 880 3.18 -36.3 9.5 DS
Y20 -2.90 4.7 0.18 0.31 51.3 2.27 1.04 0.14 1058 4.87 -1.5 10.9 M
Y20 -14.50 5.3 0.08 0.19 40.2 1.43 0.5 0.04 1314 4.57 17.5 22.6 M
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Table A.3 – Characteristics of the simulations using the E1e-6_hRm reference case with E = 10−6,
Ra = 9.6× 1011, Pm = 0.2 and Pr = 1. Hyperdiffusivity has been used for these simulations. The spa-
tial discretization is set using NOC

r = 512, NIC
r = 0 (inusating inner core), lmax = 341, and mmax = 341.

Hyperdiffusivity has been used for these simulations choosing νmax
ν0

= 5, ηmax
η0

= 1 (no hyperdiffusion on the
magnetic field), κmax

η0
= 5 and lc = 307. The value of Trev is given only for reversing dynamos. The values

of Ω f that have not been computed are marked as “NC”. The behaviours are DS for dipolar stable, R for
reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 3.7 0.72 0.80 7.4 3.53 2.41 — 575 3.93 1.3 14.4 DS
Y20 9.06 4.2 0.60 0.70 10.5 9.68 6.51 — 476 3.20 -27.0 8.7 DS
Y20 -1.81 15.3 0.41 0.49 44.1 2.26 1.74 0.30 622 4.79 NC 17.1 B
Y20 -2.54 5.8 0.22 0.25 44.3 1.18 0.96 0.08 678 5.51 NC 24.4 M
Y20 -2.90 10.8 0.33 0.39 51.8 2.06 1.61 0.15 630 4.92 NC 19.1 B
Y20 -9.06 8.8 0.19 0.26 39.7 1.61 1.09 0.06 688 4.66 18.8 26.9 M

Table A.4 – Characteristics of the simulations using the E1e-5_SF1 reference case with E = 10−5, Ra =
5×108, Pm = 3 and Pr = 1. The spatial discretization is set using NOC

r = 280, NIC
r = 80, lmax = 213, and

mmax = 170. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 5.1 0.61 0.70 7.6 32.12 6.1 — 399 0.76 -13.3 9.4 DS
Y20 5.80 3.1 0.53 0.63 9.8 21.24 3.95 — 444 0.83 -13.2 9.4 DS
Y20 14.50 1.8 0.33 0.44 8.7 18.03 3.01 — 489 0.82 -38.1 9.2 DS
Y20 -4.35 6.1 0.66 0.76 13.3 17.46 3.73 — 448 0.96 -9.5 8.6 DS
Y20 -8.70 9.1 0.33 0.44 40.5 7.28 1.76 0.61 525 1.27 -2.0 9.3 B
Y20 -14.50 2.4 0.18 0.26 43.8 6.09 1.5 0.14 558 1.38 5.2 11.5 M

Table A.5 – Characteristics of the simulations using the E1e-5_SF2 reference case with E = 10−5, Ra =
1.5× 108, Pm = 3 and Pr = 1. The spatial discretization is set using NOC

r = 280, NIC
r = 80, lmax = 213,

mmax = 170. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 5.0 0.79 0.83 5.3 53.5 7.31 — 214 0.29 -17.5 7.4 DS
Y20 5.80 4.3 0.74 0.77∗ 5.8 38.01 4.98 — 236 0.31 NC 7.6 DS
Y20 14.50 5.6 0.56 0.58∗ 10.0 24.56 2.77 — 283 0.32 -31.4 7.6 DS
Y20 -2.90 7.1 0.89 0.91 3.1 34.81 4.97 — 238 0.34 NC 6.1 DS
Y20 -5.80 4.8 0.84 0.88 5.7 21.33 3.62 — 252 0.43 -10.5 6.0 DS
Y20 -8.70 10.2 0.54 0.59 35.1 11.74 2.32 3.41 279 0.55 -2.7 9.4 R
Y20 -10.15 15.5 0.65 0.70 23.9 12.96 2.49 15.51 278 0.53 -2.5 7.5 R
Y20 -11.02 9.3 0.54 0.59 31.7 11.55 2.33 2.31 287 0.58 0.2 10.2 R
Y20 -11.60 27.6 0.60 0.65 31.0 12.86 2.53 2.30 284 0.56 -0.5 8.1 R
Y20 -12.18 12.0 0.64 0.69 25.2 15.14 2.84 11.98 276 0.52 -1.0 7.5 R
Y20 -13.05 11.1 0.54 0.60 35.8 10.05 2.06 1.59 298 0.61 1.9 8.5 R
Y20 -14.50 13.9 0.49 0.54 42.9 10.63 2.25 0.82 304 0.64 2.7 9.0 R
Y20 -17.40 18.2 0.50 0.56 38.0 10.38 2.12 0.87 311 0.64 5.6 8.5 R
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A.2 Dynamo bistability

We classified six of our dynamo simulations as bistable. We recall that we define a dynamo
as bistable when fdip > 0.25 and fdip < 0.25 for more than 20% of the simulation time. Two of
the simulations categorized as bistable have a relatively low dipolar fraction on average with large
fluctuations which imply a significant amount of time spent in a multipolar state. The four other
bistable cases nonetheless show two clear stable modes and the dynamo switches from one mode
to another. In Fig. A.1 are shown the time series of the dipolar fraction and of M∗ for one of the
bistable case. This bistable dynamo is obtained using the E1e-4_hRm reference case and the Y2,2

pattern with an amplitude δq∗o = 1.4% (see Fig. 4.5). On this figure, the periods when the dynamo
is dipolar ( fdip > 0.25) are shown in blue while the periods when the dynamo is multipolar ( fdip <

0.25) are shown in orange. Over the 37 diffusive time simulated, the dynamo switches four times
between a dipolar and a multipolar behaviour. The dynamo stays for a long time in both modes,
with up to ∼ 13 tη (∼ 520 kYr) spent continuously in a a dipolar mode and ∼ 5 tη (∼ 200 kYr)
spent continuously in a multipolar mode. Bistability has been previously documented in dynamo
models (Simitev and Busse, 2009; Busse and Simitev, 2011; Schrinner et al., 2012; Petitdemange,
2018) as well as in the context of the VKS dynamo experiment (Berhanu et al., 2009). However,
this term usually refers to a hysteresis behaviour in which the dynamo can reach different regimes
depending on the initial conditions. Here, we obtain bistable dynamos that oscillate between two
significantly different regime in the duration of one single run.

The bistable dynamos are obtained from originally dipolar simulations when destabilizing
heat flux geometries are applied at the top of the core. Importantly, long simulation runs are
necessary to identify such a behaviour, as bistable dynamos stay for a long time in either a dipolar
or a multipolar regime. As a strongly dipolar magnetic field is used for the initial conditions of all
the simulations, shorter simulation runs could have for example falsely led to the interpretation of
these bistable cases as dipolar dynamos.

0 5 10 15 20 25 30 350.0
0.2
0.4
0.6
0.8
1.0

f d
ip

fdip > 0.25 fdip < 0.25

0 5 10 15 20 25 30 35
t

10 4

M
*

Figure A.1 – Time serie of the dipolar fraction and of the M∗ parameter in a bistable dynamo. The dynamo
is obtained using the E1e-4_hRm reference case and the Y2,2 pattern with an amplitude δqo∗ = 1.4%. The
time series are shown in blue when the dipolar fraction is higher than 0.25 and in orange when the dipolar
fraction is lower than 0.25.

A.3 Effect of heat flux heterogeneities on the magnetic field and flow
amplitudes

The evolutions of the magnetic Reynolds number and the Elsasser number as a function of
the pattern amplitudes are shown in Fig. A.2. In the main text, we saw that all the Y1,0 and −Y2,0

patterns tend to decrease the magnetic to kinetic energy ratio. As it can be seen in Fig. A.2, this
translates into both an increase of the strength of the flow, quantified by the magnetic Reynolds
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Figure A.2 – Values of the magnetic Reynolds number (top) and of the Elsasser number (bottom) as a
function of the heat flux heterogeneity amplitudes for the different patterns applied on the E1e-4_hRm
reference case.

number, and a decrease of the magnetic field amplitude, quantified by the Elsasser number. The
−Y2,0 pattern is the only pattern to induce significant variations in the magnetic Reynolds number
and the Elsasser number for the lowest amplitude. The +Y2,0 has an opposite effect, by decreasing
Rm and increasing Λ. The opposite effects of the +Y2,0 pattern and the −Y2,0 pattern is particularly
striking. As shown in Fig. 4.6, the +Y2,0 pattern preserves the dipole-dominated structure of the
magnetic field, even for large amplitudes, and slightly increases the magnetic energy relatively to
the kinetic energy. On the contrary, the −Y2,0 significantly decreases the energy ratio and triggers
a transition towards a multipolar behaviour even for the lowest heterogeneity amplitudes.

A.4 Effect of the Y2,0 pattern on the mean flow and magnetic field

We show in Fig. A.3 an extension of Fig. 4.9 for the five dynamo models.

A.5 Relation between the dipolar fraction and M∗ in previously pub-
lished dynamo simulations

In Fig. A.4, we show the relation between f †
dip and M∗ in previously published dynamo

models. In this figure are included the simulations obtained by Tassin et al. (2021), Menu et al.
(2020), Christensen (2010), and Christensen and Aubert (2006). We find that the relation between
the dipolar fraction and M∗ obtained in our simulations holds for these previously published dy-
namo models. Only a small group of simulations (11 out of 406) deviate from the trend, with very
large dipolar fraction and M∗ that are towards the lower end of the reversing range. These simu-
lations have very low Elsasser numbers, indicating an unrealistically weak magnetic field. Those
simulations lie probably close to the onset of dynamo action and are less geophysically relevant.
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E1e-5_SF1

E1e-5_SF2

E1e-4_hRm

E1e-5_hRm

E1e-6_hRm

(Y2,0) > 0
(polar cooling)
q *
o= 0q *

o(Y2,0) < 0
(equatorial cooling)

q *
o

Figure A.3 – Meridional cuts showing the azimuthal component of the magnetic field and of the velocity
averaged in time and in the azimuthal direction relative to the root mean square of the fields for dynamo
simulations using the ±Y2,0 pattern. See Fig. 4.9 for more details. The amplitudes of equatorial and
polar cooling are given below for each reference dynamo model. E1e-4_hRm: δq∗o =±7.2%; E1e-5_hRm:
δq∗o =±14.5%; E1e-6_hRm: δq∗o =±9.1%; E1e-5_SF1: δq∗o =±14.5%; E1e-5_SF2: δq∗o =±14.5%.
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Figure A.4 – Dipolar fraction of the magnetic field at the CMB as a function of M∗ in previously published
numerical dynamo models. The colour gives the Elsasser number on the left hand side and the magnetic
Reynolds number on the right hand side. The reversing range 7.5×10−5 < M∗ < 3×10−4 obtain from our
simulations is shown between the orange and blue dashed lines. The simulations shown here are taken from
Tassin et al. (2021), Menu et al. (2020), Christensen (2010), and Christensen and Aubert (2006).
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Appendices to chapter 5

B.1 Simulation details

We give in table B.1, table B.2, and table B.3 the outputs for the geodynamo simulations with
complex heat flux patterns presented in chapter 5. Details concerning the numerical resolution
and hyperdiffusion, as defined in appendix A.1, are also given.

Table B.1 – Characteristics of the simulations using the E1e-4_hRm reference case with E = 10−4, Ra =
1.5×108, Pm = 3 and Pr = 1. The spatial discretization is set using NOC

r = 100, NIC
r = 44, lmax = 100, and

mmax = 85. Hyperdiffusivity has been used for these simulations choosing νmax
ν0

= 15, ηmax
η0

= 45, κmax
κ0

= 15
and lc = 70. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 134.3 0.45 0.58 19.0 0.95 1.38 3.95 649 9.41 -2.1 10.4 R
GMC1 0.32 31.6 0.44 0.58 12.6 0.95 1.37 — 650 9.37 -1.7 9.3 DS
GMC1 0.65 30.1 0.12 0.18 48.2 0.38 0.56 0.09 731 10.66 6.9 28.1 M
GMC1 1.30 29.9 0.12 0.18 43.8 0.35 0.5 0.08 746 10.62 9.4 30.6 M
GMC1 3.24 30.1 0.11 0.17 43.2 0.28 0.37 0.08 789 10.53 13.7 34.2 M
GMC1 5.19 30.6 0.10 0.16 43.0 0.23 0.29 0.07 826 10.43 17.9 36.1 M
GMC1 -0.32 31.6 0.47 0.61 9.7 1.05 1.51 — 640 9.21 -3.9 9.0 DS
GMC1 -0.65 31.4 0.46 0.59 17.4 1.05 1.52 10.45 640 9.28 -5.0 10.2 R
GMC1 -1.30 31.7 0.47 0.60 9.3 1.1 1.62 — 632 9.28 -6.8 9.8 DS
GMC1 -3.24 31.0 0.42 0.56 11.1 0.99 1.53 — 635 9.78 -12.0 11.5 DS
GMC1 -5.19 30.5 0.38 0.53 10.3 0.99 1.6 — 632 10.20 -20.7 12.7 DS
t0MF0 0.36 31.9 0.46 0.60 12.7 0.99 1.42 — 646 9.30 -2.7 9.3 DS
t0MF0 0.71 31.4 0.38 0.49 39.5 0.88 1.28 0.45 659 9.62 -1.1 15.8 B
t0MF0 1.43 29.9 0.18 0.26 53.4 0.52 0.77 0.19 700 10.46 2.0 24.9 M
t0MF0 3.57 29.5 0.15 0.22 41.2 0.46 0.68 0.17 714 10.57 1.6 29.2 M
t0MF0 5.71 29.7 0.18 0.27 36.5 0.54 0.79 0.29 705 10.35 -2.2 29.2 M
t0MF0 -0.36 30.2 0.17 0.24 59.6 0.5 0.74 0.15 703 10.50 3.4 23.9 M
t0MF0 -0.71 30.7 0.24 0.33 61.8 0.6 0.89 0.16 692 10.25 2.4 22.1 M
t0MF0 -1.43 29.9 0.12 0.17 43.7 0.38 0.57 0.08 726 10.73 5.4 27.7 M
t0MF0 -3.57 30.0 0.13 0.19 43.2 0.38 0.55 0.11 736 10.69 5.3 29.9 M
t0MF0 -5.71 30.3 0.12 0.19 42.6 0.36 0.51 0.11 749 10.67 6.0 31.6 M
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Table B.2 – Characteristics of the simulations using the E1e-5_hRm reference case with E = 10−5, Ra =
5×109, Pm = 2 and Pr = 1. The spatial discretization is set using NOC

r = 280, NIC
r = 80, lmax = 213, and

mmax = 170. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 96.0 0.38 0.53 25.2 3.49 1.54 5.65 987 4.36 -10.5 8.8 R
GMC1 1.30 4.0 0.30 0.45 36.6 2.9 1.28 0.57 1017 4.49 -7.6 9.3 B
GMC1 3.24 3.2 0.15 0.26 39.7 1.94 0.83 0.11 1126 4.84 3.3 24.1 M
GMC1 5.19 3.0 0.11 0.22 39.5 1.54 0.63 0.08 1202 4.95 9.0 28.1 M
GMC1 -1.30 3.3 0.46 0.62 10.1 4.63 1.95 — 946 3.98 -14.4 9.9 DS
GMC1 -3.24 2.8 0.47 0.63 8.6 5.67 2.35 — 919 3.81 -18.3 10.6 DS
GMC1 -5.19 2.1 0.45 0.62 9.4 5.65 2.35 — 931 3.87 -31.4 12.4 DS
t0MF0 1.43 6.0 0.38 0.54 23.1 3.32 1.47 — 997 4.42 -11.4 9.2 DS
t0MF0 3.57 3.2 0.39 0.57 14.5 3.27 1.42 — 1004 4.36 -12.8 9.5 DS
t0MF0 5.71 8.7 0.28 0.47 28.2 2.37 1.09 2.91 1053 4.86 -11.2 12.6 B
t0MF0 -1.43 2.1 0.45 0.58 15.5 4.19 1.77 — 964 4.07 -11.6 9.6 DS
t0MF0 -3.57 3.2 0.18 0.30 44.8 1.89 0.9 0.17 1075 5.11 -6.9 14.0 M
t0MF0 -5.71 6.0 0.20 0.34 44.1 2.22 1.01 0.37 1074 4.86 -6.1 17.1 M

Table B.3 – Characteristics of the simulations using the E1e-5_SF1 reference case with E = 10−5, Ra =
5×108, Pm = 3 and Pr = 1. The spatial discretization is set using NOC

r = 280, NIC
r = 80, lmax = 213, and

mmax = 170. The value of Trev is given only for reversing dynamos. The behaviours are DS for dipolar
stable, R for reversing, B for bistable and M for multipolar.

Pattern δq∗o ∆tsim fdip f †
dip σ̃( fdip) M M∗ Trev Rm Rol Ω f ⟨Ua

φ
⟩ Behaviour

(%) (tη ) (%) (×10−4) (tη ) (×10−2) (%) (%)

— 0.00 5.1 0.61 0.70 7.6 32.12 6.1 — 399 0.76 -23.5 9.4 DS
GMC1 3.24 3.7 0.71 0.80 6.8 20.82 4.23 — 434 0.88 -21.3 8.8 DS
GMC1 5.19 1.3 0.68 0.79 7.8 15.78 3.31 — 461 0.97 -19.1 9.8 DS
GMC1 -3.24 2.9 0.58 0.67 7.9 35.05 6.51 — 398 0.74 -25.4 10.1 DS
GMC1 -5.19 2.2 0.55 0.64 8.4 26.61 4.91 — 425 0.79 -26.4 11.0 DS
t0MF0 3.57 3.0 0.67 0.76 6.9 33.08 6.27 — 397 0.75 -26.2 10.0 DS
t0MF0 5.71 3.0 0.64 0.73 7.0 32.73 6.16 — 403 0.76 -30.3 10.7 DS
t0MF0 -3.57 3.2 0.70 0.78 5.2 34.5 6.61 — 393 0.75 -25.9 9.7 DS
t0MF0 -5.71 3.3 0.69 0.77 5.8 31.02 6.02 — 405 0.79 -25.2 10.1 DS
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Simulation details for the extended simulation set
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Table C.1 – Characteristics of the simulations of the extended simulation set used for Fig. 6.2. The GMF1
pattern is the average heat flux pattern in the MF1 case. The t450MF0 pattern is the heat flux pattern at 450
Ma in the MF0 case. ΩIC is the non-dimensional angular rotation rate of the inner core. The conductivity
of the inner core relative to the conductivity of the outer core is given by ηIC.

E Ra Pm Pattern ΩIC ηIC δq∗o ∆tsim fdip M∗ M
(×10−6) (×107) % (tη)

100 15 3 — 0 1 0.00 9.3 0.14 0.4 0.39
100 7 3 — 0 1 0.00 8.5 0.54 0.91 0.87
100 8 3 — 0 1 0.00 12.5 0.50 0.81 0.77
100 9 3 — 0 1 0.00 11.9 0.41 0.67 0.63
100 7 4 — 0 1 0.00 10.5 0.51 0.97 1.09
100 7 4 — 0 1 0.00 19.1 0.48 0.91 1.19
100 7 4 Y20 0 1 2.90 8.4 0.48 1.12 1.46
100 7 4 Y20 0 1 -2.90 9.0 0.18 0.45 0.57
100 7 4 Y20 0 1 -0.29 8.6 0.47 0.84 1.09
100 7 4 Y20 0 1 -1.45 9.2 0.20 0.5 0.62
100 15 3 — 0 0 0.00 12.2 0.43 1.41 0.94
100 5 3 — 0 0 0.00 16.7 0.66 4.18 3.04
100 2 6 — 0 0 0.00 15.8 0.62 7.3 13.87
100 2 3 — 0 0 0.00 38.6 0.82 8.19 7.36
100 5 12 — 0 0 0.00 4.3 0.42 2.08 5.84
100 2 12 — 0 0 0.00 5.8 0.52 5.18 18.9
100 5 6 — 0 0 0.00 7.8 0.51 2.99 4.31
100 2 3 Y20 0 0 2.90 49.1 0.72 8.4 7.98
100 2 3 Y20 0 0 5.80 48.4 0.60 7.74 7.83
100 2 3 Y20 0 0 8.70 43.4 0.51 6.63 6.94
100 2 3 Y20 0 0 11.60 43.1 0.44 4.79 5.25
100 2 3 Y20 0 0 14.50 45.7 0.38 2.89 3.37
100 2 6 Y20 0 0 2.90 15.0 0.54 7.12 13.93
100 2 6 Y20 0 0 5.80 14.6 0.46 5.88 11.91
100 2 6 Y20 0 0 8.70 13.5 0.40 5.3 10.91
100 2 6 Y20 0 0 11.60 12.9 0.34 3.98 8.48
100 2 6 Y20 0 0 14.50 12.9 0.27 2.3 5.22
100 5 3 Y20 0 0 2.90 18.3 0.64 4.7 3.31
100 15 3 Y20 0 0 2.90 11.6 0.51 1.98 1.25
100 2 12 Y20 0 0 2.90 5.5 0.46 5.08 18.67
100 2 12 Y20 0 0 5.80 5.4 0.41 4.55 17.15
100 2 12 Y20 0 0 8.70 5.1 0.35 3.67 14.36
100 2 12 Y20 0 0 11.60 4.8 0.30 3.04 12.24
100 2 12 Y20 0 0 14.50 4.8 0.24 1.84 7.99
100 5 12 Y20 0 0 2.90 2.8 0.40 2.7 7.52
100 5 6 Y20 0 0 2.90 8.5 0.48 3.51 4.98
100 2 3 Y20 0 0 -2.90 39.0 0.83 6.95 6.13
100 2 3 Y20 0 0 -5.80 43.4 0.80 5.75 5.11
100 2 3 Y20 0 0 -8.70 51.1 0.74 3.99 3.49
100 2 3 Y20 0 0 -11.60 67.4 0.54 1.96 1.68
100 2 3 Y20 0 0 -14.50 74.0 0.25 0.38 0.36
100 2 6 Y20 0 0 -2.90 15.9 0.68 6.19 11.47
100 2 6 Y20 0 0 -5.80 16.0 0.68 4.7 8.86
100 2 6 Y20 0 0 -8.70 16.9 0.64 3.25 6.06
100 2 6 Y20 0 0 -11.60 31.9 0.16 0.45 0.85
100 2 6 Y20 0 0 -14.50 34.1 0.15 0.31 0.6
100 5 3 Y20 0 0 -2.90 16.9 0.63 3.13 2.31
100 15 3 Y20 0 0 -2.90 14.7 0.12 0.4 0.3
100 5 3 Y20 0 0 -5.80 35.9 0.16 0.31 0.24
100 2 12 Y20 0 0 -2.90 5.9 0.55 4.11 15.06
100 2 12 Y20 0 0 -5.80 6.0 0.54 3.22 12.0
100 2 12 Y20 0 0 -8.70 6.0 0.53 2.44 9.38
100 5 12 Y20 0 0 -2.90 2.7 0.40 1.72 5.03
100 5 6 Y20 0 0 -2.90 7.8 0.49 2.28 3.38
100 5 6 Y20 0 0 -5.80 10.5 0.12 0.53 0.87
100 5 6 Y20 0 0 -8.70 9.9 0.10 0.39 0.67
100 5 3 Y20 0 0 -8.70 37.1 0.16 0.24 0.2
100 5 12 Y20 0 0 -5.80 2.7 0.10 0.71 2.28
100 2 12 Y20 0 0 -11.60 2.5 0.10 0.65 2.42
100 2 3 Y11 0 0 2.90 40.8 0.80 8.26 7.6
100 2 3 Y11 0 0 7.25 46.2 0.77 8.3 7.92
100 2 3 Y11 0 0 14.50 55.3 0.75 7.37 7.0
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Appendix C. Simulation details for the extended simulation set

Table C.2 – Table C.1 continued.

E Ra Pm Pattern ΩIC ηIC δq∗o ∆tsim fdip M∗ M
(×10−6) (×107) % (tη)

100 15 3 — 40 1 0.00 111.4 0.45 1.37 0.93
100 15 3 — 0 1 0.00 112.5 0.44 1.36 0.93
100 15 3 — 120 1 0.00 34.6 0.42 1.3 0.86
100 15 3 — 160 1 0.00 73.0 0.39 1.24 0.81
100 15 3 — 80 1 0.00 74.1 0.44 1.35 0.9
100 15 3 — 200 1 0.00 34.9 0.33 1.16 0.75
100 15 3 — 182 1 0.00 117.3 0.39 1.32 0.87
100 15 3 — 182 1 0.00 71.7 0.34 1.19 0.77
100 15 3 — 182 1 0.00 36.2 0.33 1.15 0.75
100 15 3 — -160 1 0.00 75.1 0.50 1.63 1.21
100 15 3 — -80 1 0.00 73.7 0.48 1.51 1.08
100 15 3 — -40 1 0.00 73.4 0.48 1.49 1.05
100 15 3 — 80 0 0.00 35.2 0.44 1.39 0.92
100 15 3 — -80 0 0.00 36.5 0.48 1.56 1.11
100 15 3 — 80 0 0.00 11.9 0.46 1.5 1.01
100 15 3 — -80 0 0.00 12.2 0.46 1.5 1.03
100 15 3 — 80 0.5 0.00 36.4 0.44 1.35 0.91
100 15 3 — -80 0.5 0.00 37.7 0.48 1.46 1.04
100 15 3 — 0 0.5 0.00 37.2 0.42 1.33 0.91
100 15 3 Y20 0 1 14.50 30.7 0.30 4.71 2.55
100 15 3 Y20 0 1 7.25 35.7 0.33 2.79 1.49
100 15 3 Y20 0 1 2.90 36.4 0.32 2.07 1.17
100 15 3 Y20 0 1 -2.90 35.3 0.07 0.45 0.3
100 15 3 Y20 0 1 -7.25 36.5 0.06 0.34 0.25
100 15 3 Y20 0 1 -14.50 39.6 0.06 0.25 0.21
100 15 3 — 0 1 0.00 34.1 0.08 0.58 0.36
10 500 2 — 0 1 0.00 2.1 0.25 1.29 3.48
10 500 2 Y20 0 1 -14.50 1.9 0.12 0.26 2.38

100 15 3 Y20 0 1 -14.50 49.4 0.28 0.09 0.17
100 15 3 Y20 0 1 -7.25 47.6 0.36 0.2 0.27
100 15 3 Y20 0 1 2.90 42.3 0.36 0.38 0.31
100 15 3 Y20 0 1 7.25 41.3 0.73 0.7 0.58
100 15 3 Y20 0 1 14.50 43.3 0.51 2.41 2.59
100 15 3 — 0 1 0.00 42.6 0.38 0.37 0.33
100 15 3 Y20 0 1 -2.90 45.8 0.45 0.31 0.33
100 15 3 t450MF0 0 1 0.72 32.1 0.46 1.42 0.99
100 15 3 t450MF0 0 1 1.45 30.5 0.18 0.74 0.5
100 15 3 t450MF0 0 1 2.90 29.2 0.12 0.55 0.38
100 15 3 t450MF0 0 1 7.25 30.3 0.11 0.47 0.33
100 15 3 t450MF0 0 1 -7.25 29.1 0.14 0.7 0.44
100 15 3 t450MF0 0 1 -2.90 31.2 0.33 1.2 0.79
100 15 3 t450MF0 0 1 -1.45 31.3 0.36 1.21 0.81
100 15 3 t450MF0 0 1 -0.72 32.2 0.47 1.49 1.03
10 15 3 t450MF0 0 1 7.25 1.6 0.88 4.47 32.31
10 15 3 t450MF0 0 1 -7.25 1.4 0.81 8.28 61.35

100 15 3 t450MF0 0 1 1.45 29.7 0.14 0.63 0.43
100 15 3 t450MF0 0 1 11.60 30.5 0.11 0.41 0.3
100 15 3 t450MF0 0 1 -11.60 28.6 0.13 0.66 0.41
100 15 3 GMF1 0 1 0.72 30.0 0.35 1.16 0.8
100 15 3 GMF1 0 1 1.45 31.2 0.32 1.11 0.76
100 15 3 GMF1 0 1 2.90 31.0 0.32 1.14 0.77
100 15 3 GMF1 0 1 7.25 30.0 0.15 0.67 0.46
100 15 3 GMF1 0 1 -0.72 32.1 0.46 1.46 1.01
100 15 3 GMF1 0 1 -1.45 31.5 0.45 1.39 0.96
100 15 3 GMF1 0 1 -2.90 30.0 0.22 0.85 0.57
100 15 3 GMF1 0 1 -7.25 29.5 0.13 0.54 0.37
10 500 2 GMF1 0 1 -2.90 4.1 0.38 1.45 3.26
10 500 2 GMF1 0 1 2.90 4.1 0.38 1.51 3.41
10 15 3 t0MF0 0 1 -7.25 1.7 0.87 8.1 56.42
10 15 3 t0MF0 0 1 7.25 1.5 0.82 7.28 51.38
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Table C.3 – Table C.1 continued.

E Ra Pm Pattern ΩIC ηIC δq∗o ∆tsim fdip M∗ M
(×10−6) (×107) % (tη)

100 16 3 — 0 1 0.00 70.2 0.45 1.36 0.95
100 16 2 — 0 1 0.00 25.8 0.58 1.67 0.79
100 16 4 — 0 1 0.00 11.8 0.18 0.78 0.7
100 17 4 — 0 1 0.00 11.3 0.13 0.67 0.6
100 17 3 — 0 1 0.00 66.6 0.36 1.15 0.79
100 20 2 — 0 1 0.00 22.8 0.52 1.4 0.67
100 20 3 — 0 1 0.00 13.8 0.13 0.66 0.45
100 2 3 — 0 1 0.00 102.8 0.80 7.25 6.22
100 2 3 Y20 0 1 -5.80 20.0 0.78 2.85 2.59
100 2 3 Y20 0 1 -2.90 104.7 0.81 4.44 4.02
100 2 3 Y20 0 1 -8.70 186.4 0.69 2.31 2.05
100 5 1 — 0 1 0.00 105.7 0.86 3.45 0.78
100 15 3 Y20 0 1 -14.50 42.1 0.08 0.19 0.19
100 15 3 Y20 0 1 14.50 33.3 0.18 1.74 1.33
100 15 3 Y10 0 1 14.50 35.5 0.05 0.11 0.13
100 15 3 Y20 0 1 0.29 38.4 0.48 1.5 1.04
100 15 3 Y20 0 1 -0.29 36.5 0.45 1.38 0.96
100 15 3 Y11 0 1 4.35 39.3 0.37 0.99 0.76
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