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Abstract

It is well established that the presence of the urban agglomerate significantly mod-
ifies the free-field ground motion at the city scale. Each building can behave as
a resonator, trapping a small fraction of seismic surface waves that is reradiated
into the ground. But when tall buildings are densely clustered, like in a city, can
we anticipate surface waves to interact with them in unusual ways? Perhaps yes.
Evidence suggests resonance coupling between vibrating structures, like trees, can
lead to anomalous dispersion of surface waves causing them to become evanescent
in certain frequency bands. Such media are called ‘locally-resonant’ seismic meta-
materials, and the collective behavior when several structures are present inside one
seismic wavelength corresponds to the physics observed at the lab-scale for elastic
waves in a plate with a set of rods attached to it.

This doctoral thesis focuses on metamaterial physics at the geophysics scale (a
few meters to a few kilometers) in the urban seismology context. Starting with a
relatively well understood problem of elastic wave scattering due to buried inclu-
sions, we explain how buried columns called ‘piles’ can resonate when clamped to a
stiffer half-space. We demonstrate with 2D simulations a methodology to preferen-
tially excite the dominant fundamental Rayleigh wave mode using time-reversal and
a phased source array. This allows us to numerically quantify the scattering due to
a clamped pile, which shows resonance peaks in the Mie regime.

We then analyze ambient noise recordings from (a) a forest of pine trees and
(b) wind farms, which act as proxies for a city with tall buildings. First, we revisit
the dataset acquired from dense arrays deployed in the Landes forest characterized
by a dense pine tree configuration. We observe an evanescent field radiated by
the longitudinal resonances of trees, as expected in an elastic metasurface. On the
contrary, flexural resonances of trees in the 1-10 Hz regime, appear to be weakly cou-
pled. Plane-wave beamforming analysis of a 9-day ambient noise recording reveals a
strong cos 2θ Rayleigh wave azimuthal anisotropy (> 10%) in the forest. However,
identifying the precise source of the anisotropy with the available field data proves
challenging and numerical simulations seem necessary.

We then extend the hypothesis of coupled resonators to a forest of wind turbines.
We initially acquire data from a relatively sparse array cutting across the San Gor-
gonio Pass wind farm in California. However, the spectral ratio analysis and noise
correlation of geophone pairs do not suggest any metamaterial effect, which could
be due to the spatial configuration of the turbines. We perform a field experiment
in the Nauen wind farm in Brandenburg, which hosts much larger turbines. The
dense spatial sampling from the DAS fiber-optic sensors gives us interesting insights

ii



into the near-field radiation of the turbines. The surface field strongly attenuates in
distinct frequency bands, suggesting a metamaterial-like effect inside the wind farm.

Finally, we conduct a field experiment that aims to understand the interaction
between the ground and a simple resonator. Both active and passive data is acquired
by designing three suitable array configurations for the different phases of the ex-
periment, which we use to evaluate the dynamic response of the structure and the
soil. Through this effort, we generate a quality dataset in a controlled environment
for future investigation of soil-structure interaction.

The experimental and numerical studies in this thesis directly contribute to the
understanding of how seismic surface waves interact with specific features of an
urban-like landscape from the novel perspective of metamaterial physics. The results
might have important implications for seismic hazard in urban areas.
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Meho Saša Kovačević, CC BY-SA 4.0 https://creativecommons.

org/licenses/by-sa/4.0, via Wikimedia Commons), whereas (e) is
borrowed, as it is, from Stein and Wysession [2009] . . . . . . . . . . 4

viii

https://creativecommons.org/licenses/by-sa/4.0
https://creativecommons.org/licenses/by-sa/4.0


4 (a) Cartoon fantasizing the idea of a seismic metamaterial cloak (in
green) as an analogy to a metamaterial cloak for electromagnetic
waves, Popular Science (Credits: Sébastien Guenneau, Institut Fres-
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geophones EHE, EHN are also oriented along the principal directions
of the array, instead of the true north. Ambient noise was continu-
ously recorded for two weeks and active source experiments were also
performed simultaneously. (b,c) Images show the forest-field inter-
face and the pine trees within the forest, respectively (accessed from
metaforet.osug.fr). . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.3 (a) Soil pit locally excavated down to 2.5m at the edge of the for-
est reveals a highly compacted sand interface called “alios” (see in-
set). (b) This compacted sand layer is located approximately from
∼ 0.5m to 1.5m below the surface and is ploughed before planta-
tion, particularly to allow water percolation into the ground. The
ground water table was approximately 1.7m from the surface during
the experiment. The same subsurface structure has been observed
both in the forest and the field, except for the parallel row structure
and presence of tree roots in the forest. (Images are accessed from
metaforet.osug.fr) . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4 METAFORET experimental configuration: The Z-land sensors 31x31
square array (black circles) with an intergeophone spacing of 4m spans
120m in both directions. The cyan line marks the forest-field inter-
face. Another 10x10 square array of three-component geophones (red
‘+’ symbols) with a 4m spacing is installed near the forest-field in-
terface. The same three-component geophones are also reconfigured
and installed perpenticular to the forest-field boundary as a line array
(magenta ‘+’ symbols) with a denser 1m spacing for a partial period
of the experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.5 Layout of the tree positions shown as filled green circles within the
array in the foreground. The trees that have an extra Z-land sen-
sor, each installed at their base are encircled in black, whereas the
trees which are instrumented by three-component velocimeters are
encircled in red. The transparent background shows the geopheone
positions relative to the tree positions. Note that the forest con-
tigueously extends in the other three directions except towards the
canola field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.6 Mean spectrogram of a sample Z-component recording from Geoki-
netics array 5-Hz sensors inside the forest (a) and, from the canola
field (b). (c) Data are lowpass filtered below 20Hz for the station
5/116 located at the position (x,y) = (44,16)m in the forest. All the
panels (a), (b) and (c), show the data starting at 05:00:00 UTC on
25th Oct 2016 for a period of one hour. . . . . . . . . . . . . . . . . . 50
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2.7 Surface wave dispersion measured inside the forest from ambient noise
(blue) and active shots (black, red, and green) is represented in the
frequency–wavenumber (f-k) space. Frequency intervals linked to
the tree flexural and compressional resonances are shown as shaded
bands. Between ∼ 50 − 60 Hz, the main inflexion point in the dis-
persion curve corresponds to a frequency bandgap in agreement with
the locally-resonant metamaterial behavior of the forest. Another less
significant, but visible bending of the dispersion curve is seen in the
band below 10 Hz where the flexural resonances dominate (from Roux
et al. [2018]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.8 Tree response (Left panel) Normalized Fourier spectra of the ambi-
ent vibrations recorded in 10 instrumented trees during a night along
(a-1) H1 or north, (a-2) H2 or east, and (a-3) Z or vertical directions.
Gray curves are the averaged Fourier spectra of a 12-hr-long record-
ing window and the red curves are the average response of the trees.
The spectra were normalized by the global maximum of the three-
component spectra (H1, H2, and Z). (from Roux et al. [2018]). (Right
panel) Normalized Fourier spectra averaged for 10 instrumented trees
and all active sources, for the horizontal (b-1) and vertical (b-2) com-
ponents in red with a confidence interval depicted as a shaded area
in grey. The horizontal component is the average of the two radial
and tangential components (from Lott et al. [2020a]). . . . . . . . . . 53

2.9 (a) Frequency domain analysis of the motion of a single tree modeled
as a uniform 2D beam of height h and diameter d, coupled to the
ground by the root. The various material properties are shown in Ta-
ble 2.1. (a) The model schematic and the series of figures showing the
total displacement at various resonance peaks. (b,c) The horizontal
and vertical displacement amplitudes are respectively shown for the
response at the free end of the tree, for the tree heights h = 10m and
12m, having a constant diameter 0.2m and root region 3m wide and
0.5m deep. The horizontal motion is characterized by high Q factor
flexural resonances, while the vertical response shows the associated
longitudinal resonance having a low Q factor. . . . . . . . . . . . . . 54

2.10 The spectral amplitudes and spectral ratio of the Z-component record-
ings for different sub arrays. (a) The spectra are shown for selected
station sets inside (red) and outside the forest (blue), along with the
stations installed at the tree bases (black). All spectra are for the
recordings only during the calm periods between 7pm and 7am. Note
that the instrument response has not been removed for plotting the
spectra. (b) The black and gray curves correspond to the spectral ra-
tio measured from the Z-land sensor array and the vertical component
of the GFZ line array, respectively. Both the spectra and the spectral
ratio are spatially averaged for each sliding time window 100s long
with 20s overlap and also averaged over all time windows. The drop
in spectral ratio around 50 Hz is due to the longitudinal resonance
coupling of the trees. There are other relatively less significant drops,
noticeably around ∼ 8 Hz and ∼ 13 Hz. . . . . . . . . . . . . . . . . . 57
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2.11 The spectral amplitudes of the three component recordings from (a)
EHZ and (b) EHN and (c) EHE channels of the GFZ line array.
The spectra are shown for the station sets both inside (20 < y <
40m) and outside (100 < y < 120m) the forest. All spectra are
for the recordings only during the calm periods between 7pm and
7am. Note that the instrument response has not been removed for
plotting the spectra. Spatial and temporal averaging was done similar
to Fig. 2.10(a). There is a missing peak inside the forest around
7.5 − 8 Hz for both the horizontal components. However, there was
no tree resonance observed at this frequency. . . . . . . . . . . . . . . 58

2.12 CSDM construction based on time averaging of noise correlations.
(a) Windowing of the ambient noise traces using a half-overlapping
30s long sliding window W1 (in blue) for FFT computation, that
is averaged inside a longer window W2 (in red) that samples every
15min of noise data with no overlap. (b) Real part of the CSDM
for 50 randomly selected geophones of the array inside the forest at
frequency f = 21Hz for one such 15min window. The color indicates
phase correlation at all station pairs with the autocorrelations lying
along the diagonal axis. . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.13 Convention used for the replica vector. Plane wave of frequency f
and a phase speed C, impinging on the array from a direction θs.
The azimuth is measured in a counterclockwise sense from east of
array. The convention is chosen such that azimuth gives the direction
of arrival of the plane wave and not the direction of it’s propagation. 62

2.14 Plane wave Beamforming with horizontal components. The array
looking in the direction of the plane wave arrival direction to beam-
form the pure SH component of the wavefield. For this, the rotation
of the horizontal components of the data has to match as the steer-
ing direction, ϕ = θs. In this figure, the beamforming of component
EHNϕ with the replica vector of a plane wave arriving from azimuth
θs gives an estimate of the pure SH wave phase speed. The CSDM
matrix contains the correlation of the rotated horizontal components
whereas the replica vector remains same as that for the vertical com-
ponent beamforming. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.15 Plane wave beamforming of ambient noise data from 9 days and 9
nights of continuous recordings shown for five selected frequencies.
Beamforming for the subarray inside the forest (a-1 through e-1),
and for the subarray outside the forest (a-2 through e-2). Note the
sinusoidal pattern in the beamformer output of the subarray inside
the forest for all the frequencies shown. The subarray in the field is
evidently not able to sufficiently resolve the noise along the direction
perpendicular to the forest-field boundary (around 90 degrees and 270
degrees) because of the smaller array aperture. Note that the y axis
representing phase velocity is reversed in all the plots. The color scale
denotes the beampower which is always less than 1. This is because
incoherent noise that approaches the array from different directions
prevents it from being ideally tuned to a specific noise source. . . . . 65
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2.16 Array response at frequency f = 40Hz and wave speed C = 330m/s,
for the Z-land geophone subarray inside the forest. The response is
obtained by summation done over all azimuths from 0◦ to 360◦ in
steps of 2◦. Here, the CSDM is not constructed from the actual data
but rather from a model similar to the replica vector with a selected
frequency f and phase velocity C. . . . . . . . . . . . . . . . . . . . . 66

2.17 Effect of array size on the beamforming at frequency f = 21Hz for
three different subarrays A, B and C, for the same noise recording of
five hours starting at 05:00:00 UTC on 20th Oct 2016. The red curve
is not a fit, but rather serves as a fixed reference to see the variation
of the beamformer output with increasing array size. . . . . . . . . . 67

2.18 Plane wave beamforming of the horizontal component EHNϕ at two
frequencies f = 19Hz and f = 27Hz usuing the GFZ square array.
The black crosses here are simply the maxima for each azimuth. (a)
When the horizontal components are rotated by ϕ = 45◦, the plane
wave arriving from the direction θ = 45◦, will show a maximum phase
velocity along this axis, i.e., for directions θ = 45◦ and 225◦ corre-
sponding to the pure SH wave. (b) When the horizontal components
are not rotated, i.e. ϕ = 0◦, the plane wave arriving from directions
θ = 355◦ and 183◦, shows a maximum velocity for the EHN compo-
nent due to the pure SH-wave propagation. The slight tilt, which is
a discrepancy from the expected fast directions of 0◦ and 180◦ is due
to the anisotropy of the medium. . . . . . . . . . . . . . . . . . . . . 68

2.19 Illustration of polarization of Rayleigh and Love wave w.r.t the di-
rection of propagation in isotropic media (a), and quasi-Love (qL)
and quasi-Rayliegh (qL) wave in ansiotropic media (b) as proposed
by Tanimoto [2004]. The qR wave and Rayleigh wave are both el-
liptically polarized except that that the qR wave is tilted w.r.t the
vertical plane. The qL wave polarization and is no longer linear and
has a tilt. (adapted from Tang et al. [2023]). . . . . . . . . . . . . . . 69

2.20 (a) Anisotropy model (shown in red) with only the cos2θ term is
overlaid on the plane wave beamforming result for frequency f = 21
Hz. A high degree of anisotropy (∼ 13%) with a fast axis oriented
in the 45◦ direction is observed. The red curve is an “eye ball” fit.
(b) Rayleigh wave dispersion from the azimuthal averaging of the
beamforming results. For frequencies above 32 Hz the array response
starts interfering with the beamforming result. (c) The degree of
anisotropy ∆C/C0 ∗ 100 is observed to be high across the observed
frequencies, varying from 11 − 17% inside the forest. . . . . . . . . . . 71

2.21 Wavefield pattern at selected frequencies in reciprocal space by com-
puting the spatial Fourier transform for every kx, ky possible value,
stacking over small temporal windows of diffuse coda of active sources.
The white dashed square is the Nyquist-Shannon limit. One can
clearly observe the radiation ellipse for the surface waves inclined at
45◦ over the entire frequency range. The bright spots near the cen-
tre of the images correspond to the P wave which travels much faster
than the surface waves. (Snapshots of the movie used with permission
from Martin Lott) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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2.22 Love wave phase velocity distribution with azimuth, at two frequen-
cies (a) f= 19Hz and (b) f = 27Hz. The plots are populated by discrete
values of phase speed (red asterisks) obtained from the rotation of the
horizontal components. The gray regions are the azimuths for which
the Love wave illumination is not sufficient to perform a good quality
beamforming. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

2.23 Spatial distribution of roots of pinus pinaster. (a) Cumulative 2D spa-
tial distribution of root volume (cm3 within a surface area of 25cm2)
as a function of depth and radial distance: tree mean, and (b) Cumu-
lative 2D spatial distribution of surface (depth < 30cm) root volume
(cm3 within a surface area of 100cm2) in the horizontal plane (i.e.
integrated over depth): tree mean (from Danjon et al. [1999a]). . . . . 75

2.24 Azimuthal anistropy of HTI media. Results from a study by Tani-
moto [2004] showing a comparison of analytic and exact (numerical)
solutions. The medium has a simple one-layer over a half-space model
and transversely isotropic symmetry with the symmetry axis pointing
in the x-direction whereas the lower halfspace is isotropic. (a) Both P
and S wave velocities are assigned 5% anisotropy in the two orthogo-
nal directions, and (b) isotropic P-wave velocity and 10% anisotropy
for S-wave velocity in the upper layer. This kind of medium produces
a cos 2θ anisotropy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

2.25 Anisotropy in locally-resonant metamaterials. (Top panel) 3D nu-
merical simulations reported by Roux et al. [2018] for trees over an
elastic half-space. The figures show the model meshing (a) and the
vertical component wavefield snapshots for a broadband source inside
the forest for the cases of layered (b) and homogeneous (c) soil me-
dia, respectively. (Bottom Panel) Similar numerical simulations from
Colombi et al. [2017b], but for 2D array of rods showing a zoomed sec-
tion of the dispersion curve around the first longitudinal resonance
(D). The plots in reciprocal space show the isofrequency contours
with a hyperbolic pattern around the inflection point (E). Wavefield
snapshot with the source located at the center of a cluster of rods
(F), when filtered in the band shown by the bracket in the dispersion
curve plot. The tree simulation shows a relatively circular spreading
of the broadband wavefront inside the forest. On the other hand, the
beam metasurface reveals a strong dynamic anisotropy in the regime
of the inflection point of the dispersion curve. . . . . . . . . . . . . . 77

2.26 The proposed simplified METAFORET velocity model that can be
reasonable for performing numerical simulations to further under-
stand the role of the layering and the tree root structure in the ob-
served azimuthal anisotropy. . . . . . . . . . . . . . . . . . . . . . . . 78

3.1 Components of a typical Land-based Horizontal Axis Wind Turbine.
The various terms are explained in the Glossary section of the the-
sis. (adapted from Arne Nordmann (norro), CC BY-SA 3.0 http://

creativecommons.org/licenses/by-sa/3.0/, via Wikimedia Com-
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3.2 Phenomenal growth of WT sizes over the last few decades. The figures
show the increase in rated capacity of wind turbines (in megawatts)
associated with the more recent taller and heavier WT structures.
Trend shown for (a) WTs manufactured by ENERCON® from 1984-
2020. The turbines can be mounted on towers of different heights.
The highest variant is shown in the figure, the shortest variant is in-
dicated with dashed lines (adapted from Jahobr, CC0, via Wikimedia
Commons), and (b) WT nameplate capacity, hub height, and rotor
diameter for land-based wind projects in the US from 1998-2021. The
inset shows the trends in turbine hub height and rotor diameter over
the last decade (Wiser et al. [2022]). . . . . . . . . . . . . . . . . . . 84

3.3 Excitation of the Wind Turbine structure (a) Typical normalized
spectra from depicting the actions due to wind, sea waves, and earth-
quake ground motions (taken from De Risi et al. [2018]). The yellow
and orange bands represent the ranges of vibration periods for steel
monopile-supported offshore WTs corresponding to main and higher
modes, respectively, and (b) The difference between a static wind load
spectrum and the spectrum felt by the turbine due to the blade rota-
tion. Here, 1P and 3P indicate the blade passing frequency (adapted
from Van der Tempel and Molenaar [2002]). . . . . . . . . . . . . . . 85

3.4 WT seismic noise from an onshore WT (modified from Saccorotti
et al. [2011]) (a) Spectrogram for the vertical component of the ground
velocity recorded in the vicinity of the WT showing the diurnal varia-
tion of amplitude spectral density (b) Amplitude spectral densities for
the vertical component recording at the a reference site away from the
WT during day-time and night-time periods (black and gray curves
respectively). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.5 WT source radiation: (a to d) Patterns of vertical ground notion in
the near-field of a WT (200m radius). Each row indicates the time
progression for the four eigen frequencies. The sensor placements are
indicated by the black triangles, and the wind direction throughout
the measurement period is indicated by the green line pointing NW
from the map’s midpoint. Blue and red color correspond to upward
and downward motion respectively. The data between the stations
is bicubic interpolated and normalized to the highest amplitude for
each frequency (from Neuffer et al. [2019]). . . . . . . . . . . . . . . . 88

3.6 Monopolar (a) and dipolar (b) source radiation of waves in an acoustic
medium. (adapted from Korchagova et al. [2017]). An ideal dipolar
source is characterized by a pair of two monopoles of equal magnitude
but opposite polarity, and separated by a distance d that should be
small compared to the wavelength (kd ≪ 1). A WT source primarily
behaves as a dipole due to the oscillations of the tower. . . . . . . . . 89
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3.7 Schematic of the hypothesis proposed to explain how a wind turbine
array can potentially behave as locally-resonant metasurface. Each
resonator acts as a strong scatterer and deviates the surface waves
for lengths shorter than the wavelength which causes them to mode
convert into body waves, the so-called ‘hybridization’ phenomenon.
Such metamaterial behavior results from Fano interference between
the turbine resonances which are out-of-phase with respect to the in-
coming surface waves. Similar effect can be expected from having
a spatially disordered array of wind turbines because the hybridiza-
tion bandgap originates from the resonances only and not from the
periodicity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3.8 (a) Aerial view of the San Gorgonio Pass wind farm taken from over
the San Jacinto mountains (seen in the image foreground) showing
the positions of the ‘Line 6’ stations of the SSIP temporary array (red
triangles) deployed in 2011 (photograph is from 2008 and adapted
from Matthew Field, CC BY-SA 3.0 http://creativecommons.org/

licenses/by-sa/3.0/, via Wikimedia Commons). Inset in the bot-
tom left shows the position of the site which is located north-west of
Palm Springs, California. (b,c) Densely spaced Micon M108 model
wind turbines as seen from two vantage points (Images are accessed
from wind-turbine-models.com) . . . . . . . . . . . . . . . . . . . . 92

3.9 Satellite view of the part of San Gorgonio Wind Farm showing the
location of wind turbines (yellow circles) that were in existence as
of March 2011 during the SSIP experiment. The Z-component geo-
phones (red triangles) inside the forest of wind turbines (yellow cir-
cles) extending into the open terrain towards the south. The wind
turbines positions were obtained from the United States Wind Tur-
bine Database (Hoen et al. [2018], Rand et al. [2020]). . . . . . . . . . 94

3.10 (a,b) Time domain signals for the vertical component of the ground
velocity (in counts) for the station YG6040 for the 7-hour recordings
on March 10 and 11, 2011 respectively. The signals are low pass
filtered below 40 Hz. Mean Spectrograms spatially averaged over 33
stations located inside and outside the wind turbine area shown in
Fig. 3.9 for the Julian day 69 and 70. Each spectrogram column
results from the average of the spectral estimates obtained over 40-s-
long windows of the signal with an overlap of 20 seconds. Units are
power spectral density counts2/Hz, according to the color scale on
the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.11 Spectral ratio plots for the Julian days 69 and 70 (a) Map showing
the selected sets of stations for the analysis. The gray curves in
(b,c) are the spectral ratios for the vertical displacement component
for different 30-min-long windows with a 20 min overlap. The mean
is shown as a bold curve in black. The panels (d,e) are the mean
spectral ratios between the other sets inside and outside the wind
turbine area. There is no drop observed near the resonance frequency
of the Micon M108 turbines, but instead there is a peak showing that
the amplitudes are higher inside the wind farm. . . . . . . . . . . . . 97

xviii

http://creativecommons.org/licenses/by-sa/3.0/
http://creativecommons.org/licenses/by-sa/3.0/
wind-turbine-models.com


3.12 Two point correlation measured in two different media: (A) Plate and
rods experiment (Lott and Roux [2019a]). Real part of the averaged
two-point correlation function (normalized) measured at 5 kHz for all
of the receiver pairs located inside the metamaterial region (blue).
The modeled plate Green’s function is in red. (b), (c) Averaged two-
point correlation versus frequency measured inside the metamaterial
(b) and outside the metamaterial (c). The black line in (b) cor-
responds to the averaged intensity versus frequency measured inside
the metamaterial. (B) Forest of trees experiment (Lott et al. [2020a]).
(a) Average two-point correlation as a function of the frequency mea-
sured within the forest. (b) Attenuation length (red circles) and phase
velocity (blue diamonds and blue square for the 2-pts corr. and DBF
measurements, respectively) inside the forest versus frequency. (c)
Real part of the correlation function (blue, red) for two frequencies
(25, 48 Hz), and the corresponding modeled Green’s functions (gray,
black). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.13 Real part of the averaged two-point correlation function for the re-
ceiver pairs inside(a) and outside(b) the wind turbine field. In panel
(c), the model of 2D Rayleigh wave Green’s function (blue curve) is
fit to the correlation function (red curve) at a frequency of 1.8 Hz,
and similarly for all frequencies. . . . . . . . . . . . . . . . . . . . . . 100

3.14 Frequency dependent phase velocity and attenuation length extracted
from the model fit are shown in panels (a) and (b) respectively. The
goodness of fit is shown in the panel (c) as the sum of squared errors
(SSE). (d) Cross-sectional slices through the velocity model oriented
along Salton Seismic Imaging Project (SSIP) Line 6, adapted from
Ajala et al. [2019]. Contour intervals of 1 km/s are used to highlight
the shape of the sedimentary basin. The increase in phase velocity
for the subarray outside the WT region below frequency of 2 Hz is
justified by the velocity model. . . . . . . . . . . . . . . . . . . . . . . 102

3.15 META-WT experiment setting in the Nauen wind farm in Braden-
burg region, Germany. The dense nodal array of 1C and 3C geo-
phones extends 2.5 km in the E-W direction and 1.5 km in the N-S
direction. The array is located within a quasi-periodic array of wind
turbines that are encircled with different colors indicating their model
name, rated power and hub heights. Data Source: https://en.wind-
turbine.com/tools/wkamap (Last Accessed on 08/06/2023). Inset
shows a photograph of turbines in the wind farm. . . . . . . . . . . . 105
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3.16 Modal representations of the 112.3 m high ENERCON E70 wind tur-
bine tower motion under flexural and compressional resonances. (a)
Technical drawing of the wind turbine (© ENERCON GmbH). (b)
Flexural and compressional oscillations of the tower. The concrete
and steel segments are assigned a uniform annulus cross section with
material properties shown in the left panel. Although 1D beam el-
ements are used, the tubular representation of the tower is shown
for better visualization. The color represents the normalized eigen
displacement magnitude, blue and red indicating the respective min-
imum and maximum for each characteristic mode. The eigenvalues
corresponding to the Euler-Bernoulli and Timoshenko beam formu-
lations are shown in Table 1. . . . . . . . . . . . . . . . . . . . . . . . 106

3.17 Experimental configuration in the wind farm near Nauen (Bradenburg
region, Germany shown in the inset). [Panel a] The 2D array of 400
geophones is composed of an equal number of 4.5-Hz one-component
geophones and 5-Hz three-component geophones positioned on a 100-
m grid. The radial line array of Trillium Compact 120-s broadband in-
struments extends north-south. [Panel b] In the south-eastern sector,
the grid was densified by Lennartz 5-s short period sensors, iXblue
blueSeis-3A rotational seismometers co-located with Trillium com-
pact 120-s seismometers and pressure sensors (not shown here for
clarity). The blue line represents the position of the DAS fiber optic
cable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.18 Deployment of various geophysical instrumentation in the wind farm.
(a) A GS-One 3C geophone connected to a Reftek digitizer is seen in-
stalled in the foreground and an Enercon E-70 turbine standing 113m
high in the background. (b) A rotational 6C station installed inside
the wind farm, (c) 3C Broadband seismometer installation along the
radial array, south of the wind farm, (d) An Alcatel Submarine Net-
works ‘OptoDAS’ interrogator at the start point of the cable, and (e)
A 1km long DAS cable - Universal cable 8x50/125, OM2 fiber being
deployed inside the wind turbine field. . . . . . . . . . . . . . . . . . 109

3.19 DAS measurement principle. (a) A DAS unit attaches to one end
of a long optical fiber cable, sends laser pulses (harmonic or chirp)
to the fiber, and interrogates the Rayleigh backscattered light from
intrinsic fiber defects. The data processing and storage occur in real
time within the DAS unit (adapted from Zhan [2020]). (b) Intensity
versus time and distance of two pulses demonstrates how the optical
phase information for a gauge length can be computed as the phase
change across a gauge measured using a single pulse along the fast
axis or as the rate of phase change across a gauge between repeat
pulses along the slow axis. (adapted from Lindsey and Martin [2021]) 110
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3.20 DAS linear cable profile showing the strain-rate amplitude of seismic
noise along the fibre-optic cable for a few seconds. The waveforms are
lowpass filtered below 10 Hz. The vertical axis denotes the time in
seconds after the start time of the recording, whereas the horizontal
axis is the linear fiber length in meters with a resolution of 4m. The
high amplitudes in the beginning and the end of the cable due to
interfering signals of the power supply of the interrogator are not
shown. The radiation from the wind turbines PR05 and PR06 can be
observed at ∼ 350m and ∼ 610m of the cable, respectively (marked
by an arrow to guide the readers eye). The latter being located more
closer to the cable shows stronger amplitudes. The wiggles at 200m
is the noise time series for illustration. . . . . . . . . . . . . . . . . . 111

3.21 (b) Strain-rate spectrogram of the ∼2 hr DAS recording on 16-Feb-
2023 from 10:09:29 to 12:10:09 (CET) for the channels 20m on either
side of the Enercon E-70 wind turbine (designated PR06 in the Fig.
3.17). Each column of the spectrogram results from the average of
spectral estimates obtained over 10-s-long windows with 5-s overlap.
(a) The wind speed measured at the hub height with a resolution of 10
min is plotted for the same duration of the recording. The red arrows
indicate the direction of the wind, which is mostly constant through-
out the period. (c) In the spectral amplitude plot, the stationary
peaks encircled in red are at the discrete frequencies that correspond
to the resonances of the wind turbine structure. The other peaks are
either WT blade rotation or sub-harmonics of current grid frequency. 113

3.22 (a) Spectral ratios (vertical component) between the 400 array nodes
and the three most distant broadband stations outside the wind farm
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Chapter 0

Introduction

0.1 Motivation for studying complex wave

phenomena

Have you ever wondered why some buildings collapse after a strong earthquake while
neighboring identical buildings stand upright? These buildings might have the same
design, be constructed using the same materials and practices and even be founded
on the same type of soil. This phenomenon observed in past earthquakes (Fig. 1)
has intrigued the engineering seismology community. Ground motion at a specific
location is influenced by the earthquake’s source, the path the seismic waves travel,
and the local site conditions. Since these factors should be the same for neighboring
buildings, one would expect identical buildings to have the same response to a given
ground motion. This would only hold true in the context of “free-field” conditions
i.e., in the absence of the building stock. In urban areas, however, the presence of the
urban fabric may lead to significant interactions between the buildings and the soil,
thereby modifying the ground motion itself. Various terminology has been used
in the literature to describe these interactions, such as ‘soil-structure interaction’
(SSI) in the case of a single structure coupled to the soil, ‘structure-soil-structure
interaction’ (SSSI) in case of multiple structures coupled through the soil, and ‘site-
city interaction’ (SCI) on the city scale.

The term ‘Site-city interaction’ originally put forward by Guéguen et al. [2002]
refers to the global interactions between building clusters and the subsurface. The
interactions can be either (a) kinematic i.e., the foundation heterogenities diffracting
the incident wavefield (e.g. Kausel [2010]); or (b) inertial i.e., each building can
behave as a resonator, trapping a small fraction of seismic waves that is reradiated
into the ground (e.g. Jennings [1970], Kanamori et al. [1991], Gueguen et al. [2000],
GUÉGUEN and BARD [2005], Kham et al. [2006], Laurenzano et al. [2010]). The
total wavefield reradiated into the ground is the superposition of the contribution
from each individual building considered simultaneously. Thus, a city with buildings
is a fully coupled dynamic system that should be treated as a whole. However, the
classical ground motion prediction equations neglect the city contribution. If we have
to write the modified Fourier spectra of the ground motion, we can incorporate the
site-city coupling by convolution of an extra term related to the urban environment
to the existing site term (Fig. 2).
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Figure 1: Photos taken after earthquake events highlighting the spatial variability
of collapse (marked by red circles) within identical building typology. This can be
attributed to the variability in ground motion itself, presumably due to multiple
interactions between buildings and the wavefield. The pictures clearly show that
this is not a one-off phenomena, but rather observed in several instances when a
strong earthquake effects an urban area. (a) 2020 Aegean Sea earthquake, Turkey
(Photo: Getty Images) (b) Izmit earthquake, Turkey 1999 (Photo: Getty Images),
(c, d) The 6th and 7th February 2023 Turkey earthquake (Photo: Getty Images/EPA-
EFE/ERDEM SAHI), and (e,f) 1999 Chi Chi earthquake, Taiwan (Photos: The New
Taipei City Public Works Department)

The interactions between the soil and the structures and between the structures
can strongly modify the lateral variability of the observed ground motion. This
is also intriguing because the observations in connection to earthquake damage,
even at short distances less than a wavelength (subwavelength) of similarly designed
and constructed buildings is drastically different (see the photographs in the Fig.
1). These can be hints that the wavelength of surface waves inside urban areas
is very different from what is usually expected. Waves radiated from buildings to
the surrounding soil medium are uneasy to detect when looking only at the signal
amplitude. Identification of the phase of the signals that are radiated is equally
important. This was shown recently by Sk lodowska et al. [2023] using innovative
processing combining deconvolution and polarization analysis for the wavefield ra-
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diated by a single building to its surroundings.
For better characterizing the seismic hazard and therefore the seismic risk in

urban areas, we need to better understand the origin of the ground motion vari-
ability in cities, when we are inside a cluster of buildings. The physics of coupled
resonances which can lead to complex wave propagation could be one way to explain
this variability and forms the context of the investigations made in this thesis. In
the following, I first introduce the different types of seismic waves, and argue why I
am interested in only the seismic waves that propagate along surface of the earth.

ã(f) U(f)

Figure 2: Modification of the earthquake ground motion in urban areas. In the
classical ground motion model we have the source, path and site effect convolved to
obtain the ground motion any location. An additional term corresponding to the
presence of the ‘urban layer’ would be necessary to accurately describe the ground
motion model for urban areas. The modified term shown in the dashed box of urban
ground motion Fourier spectra is due to the site-city effect, wherein the two terms
are non-independent. (Adapted from P. Gueguen, ISTerre)

0.2 Seismic waves: Body and surface waves

Mechanical waves produced by a disturbance in an elastic medium can propagate in
the medium as body waves and surface waves. As the names suggest, the former is
a class of waves which can travel in the bulk of the corresponding medium, whereas
the latter require a surface to propagate as guided waves. When these waves travel
in the earth or on the earth’s surface, they are usually referred to as seismic waves.
The body waves can be further classified into two, namely, Primary or P-waves
and Secondary or S-waves, based on the way they deform the medium. When the
disturbance in the medium causes the particles to move parallel to the direction
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of the propagation, they are called P-waves and are thus longitudinal or compres-
sional in nature. On the other hand, if the disturbance causes the particles to move
perpendicular to the direction of propagation they are termed S-waves, and they
have a shearing nature. These two body waves can be produced simultaneously but
travel at different speeds depending on the elastic medium through which they are
propagating. Of the two, the P-waves travel faster because of the manner in which
they cause the medium to deform and the restoring forces of the medium (Fig. 3).

(a) (b)

(c) (d) 

P-SV SH

(e) 

Figure 3: A seismic wave is an elastic wave generated by a disturbance in the earth,
for example an impulse such as an earthquake or an explosion. They may travel
either through the earth’s interior as P and S waves (a,b) or along or near the earth’s
surface as Rayleigh and Love waves (c,d). (e) Geometry for surface waves propagat-
ing in a vertical plane containing the source and receiver. Rayleigh (P–SV) waves
appear on the vertical and radial components, whereas, Love (SH) waves appear on
the transverse component. ( a-d are adapted from LukeTriton, Steven Earle, Mario
Bačić, Lovorka Librić, Danijela Jurić Kaćunić, Meho Saša Kovačević, CC BY-SA 4.0
https://creativecommons.org/licenses/by-sa/4.0, via Wikimedia Commons),
whereas (e) is borrowed, as it is, from Stein and Wysession [2009]

All waves satisfy the same elastodynamic equation, albeit with unique set of
boundary conditions. The free surface of the Earth acts like a waveguide which is
mathematically defined by the vanishing of surface tractions. Body wave energy,
incident on to the free surface of an elastic medium, is guided along this interface of
soil and air. Thus, surface acoustic waves (SAWs) belong to the broader category
of guided waves. The two main types of surface acoustic waves are Rayleigh and
Love waves. When the P waves are coupled with the vertically polarized shear (SV)
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waves by the vertical gradient of the material properties, the interaction of their
energy effectively propagates as a Rayleigh wave. This interference wave exhibits
properties that are different from those of P and S waves and the resulting particle
motion is elliptical. Love waves, on the other hand, are a result of the total reflection
of horizontally polarized shear (SH) waves at the free surface when the layer(s) of
the earth trap these reverberations near the surface. It can be better visualized from
the Fig. 3(c-e) how Rayleigh waves travel in the vertical and radial planes (having
both horizontal and vertical motion), whereas Love waves travel in the transverse
plane (having purely horizontal motion).

Although P and S waves are the basic wave types, as we discussed above they
can however couple with each other when they hit an interface. The surface waves
resulting from their coupling travel longer distances and usually carry the highest
energy. Having said that, the peak ground acceleration (PGA), which is a common
ground motion parameter for seismic hazard, can be produced due to any type of
seismic wave. Surface waves can be the dominant wave type based on the relative
source location, path and site effects. For example, if an earthquake source is shallow
or if the faulting mechanism is predominantly strike-slip, the observed wavefield is
dominated by the surface waves. Similarly if the site is located in a sedimentary
basin, the amplification of surface waves in some cases can be higher than the body
waves and in a different frequency regime (Bowden and Tsai [2017]). How drastically
the surface waves effect a structure, depends on the frequency content of the surface
waves and the resonance frequency of that individual structure.

Scope of this thesis

All seismic waves travel with different speeds and the physics can become quite com-
plicated when they are considered simultaneously in a medium with dense resonator
configurations, like in a city. Surface waves can be more interesting in the study of
the interactions with multiple resonators that are attached to the surface. Moreover,
controlling the impact of seismic surface waves on the built environment is a key
challenge in seismology and earthquake engineering. My objective in this thesis is
neither to study surface waves produced by earthquakes, nor to consider an actual
urban environment. But rather, my goal is to use ambient seismic noise, which I as-
sume is predominantly surface (Rayleigh) wave energy excited by shallow sources, to
explain the physics of wave propagation in dense city-like environments on the geo-
physics scale. This brings me to the introduction of the concept of ‘metamaterials’,
mainly in the context of seismic waves.

0.3 What are (seismic) metamaterials?

The idea of manipulation of electromagnetic waves using structured materials has
been popular with the photonics community. A photonic crystal is one having
a nanoscale periodic structure which can produce prohibited frequency bands in
which light cannot pass or only a narrow band of wavelengths get reflected. Such
structured materials that have exceptional properties due to the collective behavior
of their unitary structures, came in the focus of attention at the turn of this century
and were termed as ‘metamaterials’. The idea of such a material, although predicted
for electromagnetic waves by the seminal work of Veselago [1968] was reintroduced
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by Pendry et al. [1999]. The very first demonstration was made using a periodic ar-
ray of split ring resonators by Smith et al. [2000], which was achieved by creating an
effective medium for scattering electromagnetic waves when the wavelength is sig-
nificantly greater than both the size of the elements and the spacing between them.
But one may ask, why as seismologists should we be interested in metamaterials?

The physics of metamaterials soon found corollaries in other fields for example,
in manipulating sound waves and elastic vibrations. Structured bandgap materials
like a phononic crystal are engineered in such a way that sound waves can be attenu-
ated or stopped completely or they can be diverted from their expected path. Based
on the developments in other fields, researchers were curious to find if elastic surface
waves could also show similar behavior in spatially ordered and/or subwavelength†

locally-resonant media. These can posses dispersion properties that are not observed
in usual materials and are characterized by frequency bandgaps‡. Thus, sometimes
also referred to as bandgap media. Here, the constituent materials themselves do
not possess any exceptional dispersion properties but are acquired by virtue of their
structure. The first such demonstration of bandgaps for Rayleigh waves was made
by Meseguer et al. [1999] by a periodic distribution of cylindrical holes in a marble
quarry. However, this was in the kHz regime and not relevant to seismology. In
2012, an experiment by Brûlé et al. [2014] for the first time demonstrated at much
larger scale that a mesh of vertical empty inclusions could dampen seismic waves at
50 Hz (Fig. 4).

(a) (b-1) 

(b-2) 

Figure 4: (a) Cartoon fantasizing the idea of a seismic metamaterial cloak (in green)
as an analogy to a metamaterial cloak for electromagnetic waves, Popular Science
(Credits: Sébastien Guenneau, Institut Fresnel, Marseille). (b-1) Realization of a
seismic metamaterial: First full-scale experiment conducted by Ménard Company
near Lyon with empty boreholes in the soil mimicking a phononic crystal. (b-2)
The boreholes’ effect on the energy field - the difference of the measured energy field
with and without the boreholes (Brûlé et al. [2014]).

In elastodynamics, one can find two interesting mechanisms in the literature
that explain the formation of frequency bandgaps: (a) Bragg scattering, and (b) lo-

†length scale smaller than the wavelength propagating in the medium
‡frequency bands of prohibited propagation
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cally resonant sub-wavelength media. Different physics drives these bandgap mech-
anisms. Waves propagating in periodic media, similar to phononic crystals rely
on the destructive interference of incident and reflected waves based on the lattice
pitch (distance between neighboring scatterers). The important physical parameter,
especially for band-gap characterization in such materials, is the dimension of the
elementary cell, l. Depending on the arrangement, if the size of the cell is com-
parable to the wavelength (say, l ≈ λ/3 or λ/2), there can be a total reflection of
waves (Bragg scattering) and a completely different behavior when the cells have a
sub-wavelength arrangement (l ≪ λ).

The physics of Bragg interferences can be distinguished from metamaterials
where the resonance of the unit cell is the driving factor. Their properties are
governed by the interference between the incident and the scattered waves that re-
sults in the manipulation of the surface impedance. Such interaction leads to the
hybridization of the guided waves (Lemoult et al. [2012]). Here, it is not necessary
for cells to be periodic, but rather that several resonators should be within one
wavelength, so that they couple with each other to produce frequency bandgaps.
Lab-scale and meter-scale experiments (e.g. Rupin et al. [2014], Roux et al. [2018])
and simulations of elastic waves in plates and half-spaces Colombi et al. [2014,
2016c], Palermo et al. [2016], Colombi et al. [2016a]) support the hypothesis of sub-
wavelength local resonances. Some studies have also combined the two mechanisms
of Bragg scattering and sub-wavelength local resonances to obtain very efficient and
broad bandgaps (Krushynska et al. [2017]), which is inspired by previous results in
electromagnetic waves (Kaina et al. [2013a]).

Another idea that can be borrowed from electromagnetism, where lenses are nat-
urally used, is to direct or channel the wave energy in a particular fashion. This
works by devising an effective refractive index, which changes spatially, done using
homogenization theory. These ‘gradient refractive-index lenses’ can be mimicked
for seismic waves by ground mediation, so that the properties of the soil gradu-
ally change in a certain way, to eventually steer and sharply focus wave energy as
required (Colombi et al. [2016b]). Finally, the acoustic analogue or the polarized
electromagnetic analogue of Dirichlet inclusions (Antonakakis et al. [2013, 2014a])
have found an interesting application in shielding very long-wavelength seismic waves
(Achaoui et al. [2017], Antonakakis et al. [2023]). The concept is to completely reflect
low-frequency waves using a regular arrangement of inclusions that are ‘clamped’
or having zero Dirichlet boundary conditions, through multiple scattering of waves
(different from Bragg scattering). In the literature, these are called ‘zero-frequency’
bandgap media.

The concept of a seismic metamaterial has found interesting applications in wave
manipulation and control to protect critical or sensitive infrastructure. Many studies
that make use of the above mentioned physics of creating bandgap media, propose
‘seismic barriers’ or ‘metasurfaces’∗ that can entirely or partially dampen surface
waves in certain frequency bands, modify the direction of the wavefront or convert
surface waves into bulk waves. These are all interesting from the perspective of
metamaterials on the geophysics scale.

∗A 2D counterpart of a metamaterial often at or near the surface of a medium
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0.4 Thesis placement within the state of the art

Although the idea of a seismic metamaterial is relatively new, research efforts in
the recent years show that it is of topical interest, especially in the seismology and
the earthquake engineering communities (Figure 5) . Despite the many studies that
have taken interest in seismic metamaterials in the last decade, several fundamental
questions still remain. This is mainly because a large fraction of the studies that are
published, focus on applied research i.e., design of specific metasurfaces to cancel out
or divert surface waves for undesired frequency bands. Unlike many studies in the
literature that design specific metasurfaces, my aim in this thesis is to understand the
physics governing the behavior of subwavelength configurations of dense resonators,
that may couple to each other to modify the surface wave dispersion at the geophysics
scale.
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Figure 5: Trend of publications related to metamaterials concerning elastic wave
propagation, according to the Dimensions® (data accessed in July 2023). While the
counts are likely incomplete (e.g., not including conference proceedings, book chap-
ters or recent preprints), there is a growing interest in metamaterials for the control
of elastic waves. In the meanwhile, the application to seismology and earthquake
engineering fields started around 2012–2013, and on average, make up a quarter of
the publication share in this domain.

Studies that have investigated the propagation of seismic waves through metama-
terials use diverse methodological approaches. Interestingly, there are no reported
full scale experiments other than the 2012 periodic borehole experiment by Brûlé
et al. [2014] and the 2016 forest experiment by Roux et al. [2018]. These two field
experiments for investigating surface Rayleigh waves in a half-space and laboratory
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experiments, particularly for flexural waves in the plate (Rupin et al. [2014, 2015],
Rupin and Roux [2017], Lott et al. [2017], Lott and Roux [2019a], Lott et al. [2020b]),
coupled with the initial theoretical framework were effective in providing the proof
of concept. Full time-domain simulations have also been extensively employed for
studying realistic cases that have finite arrays of metastructures (e.g. Colombi et al.
[2016c, 2019], Zaccherini et al. [2020]). The existence of frequency bandgaps is also
well predicted by the Floquet–Bloch theory (e.g. Palermo et al. [2018]), which can
be applied to any type of waves propagating within infinitely periodic media. Us-
ing periodic boundaries, the bandgap properties of metamaterials can be directly
inferred from the complex dispersion relation for both plates and half-spaces (e.g.
Lott and Roux [2019a]).

My approach in this thesis will mainly rely on using passive seismic data from
field experiments to study metamaterial physics. The ambient noise recorded over
a relatively long time period (how long is long enough depends on the frequency)
should allow me to compare the spectral properties in the free-field to the field inside
the metamaterial, and additionally to measure the surface wave dispersion. Besides
data analysis this work also relies on numerical simulations in both time domain
and frequency domain.

Scalability of seismic metamaterials

Metamaterials possess a strong scalability characteristic, allowing them to be used
in various wave realms and at different length scales. Buildings in a city can be
well idealized at the lab scale by a set of beams/rods attached to a substrate. The
lab-scale experiment provides interesting conclusions that can be used as a reference
for large scale experiments e.g. with a subwavelength arrangement of trees in a
forest. The collective behavior when several trees are present inside one seismic
wavelength corresponds to the physics observed at the lab-scale for elastic waves
in a plate with a set of rods attached to it. As one would expect, the resonances
occur at relatively lower frequencies as the size of the resonator increases, but the
physics of subwavelength coupled resonances remains the same (Fig. 6). Similarly
based on the results of the forest experiment, one can explore further large-scale
resonator configurations like wind turbines or buildings which can resonate at even
lower frequencies (a few Hz) that are relevant to urban seismology. Thus, we exploit
this scalability property of metamaterials to study both forests and wind farms that
are ideal proxies to a city with tall buildings, and still on the geophysics scale.
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Figure 6: Scalability of elastic metamaterials. Schematic plot showing locally-
resonant features like rods on a plate, trees in a forest, wind turbines in a wind
farm and buildings in a city that fall several orders apart on the length scale and
resonate with frequencies that vary from several kHz down to sub-Hz. The wave
propagation in each of these settings can be driven by subwavelength coupled reso-
nances. In this work, focused is placed on the frequencies relevant to seismology.

0.5 Thesis organization

This thesis revolves around four main themes or questions that are organized in
chapters, connected through the broad idea of seismic metamaterials on the geo-
physics scale. The first question deals with the theoretical aspect of Rayleigh wave
propagation and scattering. The next two questions are related to the experimental
investigation of seismic metamaterials. The common approach is based on ambient
noise data analysis from dense seismic arrays which also forms the core of this the-
sis. The forth and final question indirectly contributes to our overarching goal of
understanding coupled surface resonators and is tackled by an experimental design
to capture soil-structure interaction. Below I synopsize the chapters that follow.

1. Rayleigh wave scattering by shallow buried structures
We begin in Chapter 1 with a relatively well-studied problem of Rayleigh
waves in periodic media. We first recall the vast literature available on this
topic before discussing a few theoretical aspects of Rayleigh wave propagation
in a layer over half-space medium. This sets the stage not only for this chap-
ter, but also for the whole thesis as we mainly deal with Rayleigh waves. We
demonstrate a methodology that can preferentially excite the dominant sur-
face modes in order to study the modal sensitivity to buried inclusion(s). We
then verify and execute the proposed approach through direct time-domain
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numerical simulations. Using the simulations, we also investigate our hypoth-
esis that clamping a pile inclusion to the half-space can introduce resonances.
We conclude Chapter 1 by weighing up the limitations of our methodology
and the scattering study.

2. Surface wave propagation in a dense forest of trees
In Chapter 2, we begin to analyze passive data. We first summarize the liter-
ature on locally-resonant subwavelength metamaterials, focusing on the rele-
vant previous studies. We also highlight the benefits of using ambient noise to
study azimuthal anisotropy of surface waves. We then describe the pioneer-
ing METAFORET experiment and the data acquired during this experiment
which we analyze in the remainder of the chapter. Building upon the previous
results from this dataset, the first part concerns the spectral properties of the
noise recordings. In the second part we describe and implement array process-
ing techniques, applying them to the two dense arrays and show the results of
plane-wave beamforming. A discussion on the observed anisotropy concludes
the chapter.

3. Surface wave propagation in a dense wind farm
We extend the results from the forest study to a cluster of wind turbines,
which is another setting that more closely resembles a dense urban area. A
description of the wind turbine structure and their dynamics is presented with
an emphasis on the effect they have on the ground motion. Studies that have
analyzed wind turbine emissions are reviewed thoroughly. In Chapter 3 we
verify the metamaterial behavior of two different wind turbine configurations,
and thus the chapter is organized around these two datasets. Each dataset
is analyzed by following a similar systematic approach - a first-order spectral
analysis of the noise inside and outside the wind farm is made, followed by an
empirical technique to extract information from time-average cross-correlation
of noise. The results shown from the second experiment (META-WT project)
are based on the Distributed Acoustic Sensing (DAS) data and therefore pro-
viding a separate introduction to this acquisition technique is deemed neces-
sary. The overall first results of the META-WT experiment, that have been
published are appended to this chapter. A few aspects of this study are on-
going research.

4. Experimental evaluation of Soil-Structure Interaction
In 2022, I had the opportunity to participate in a field campaign to study the
coupling of a simple hybrid steel-concrete structure with the ground. Chapter
4 focuses on the experimental design and data acquisition with 3 different
setups of sensors that were deployed in separate stages of the experiment.
Such an experiment is interesting for this thesis since metamaterial effects are
primarily driven by the efficiency of the coupling between the resonators and
the substrate. A brief motivation is presented at the beginning that follows
the manuscript of the data article.

The thesis closes with the main conclusions from each study summarized. The
outstanding questions from each chapter and the perspectives are presented following
the conclusions.
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Chapter 1

Rayleigh wave scattering by
shallow buried structures

Summary

We explain the nature of wave propagation in a medium hosting stiff and slender
heterogeneity(-ies) buried near the surface using a scattering approach. We inter-
pret the scattering phenomenon of Rayleigh waves when such heterogeneities, called
“piles”, are clamped at their base, like in geotechnical engineering applications.
To achieve this objective, it is argued that in a layered medium, wherein the phe-
nomenon of surface wave propagation is multi-modal, it becomes essential to first
decouple the Rayleigh wave modes from themselves, but also from other body waves.
Progressively, a methodology is devised to preferentially and effectively excite the
two dominant Rayleigh modes observed in a layer over half-space medium. Finally,
the modal scattering is numerically quantified directly in the time domain using the
spectral element method (SEM) for the single-scatterer and multiple-scatterer cases.
The investigation is made for both (i) a half-space (non-dispersive medium), and a
(ii) layer over half-space (dispersive medium). Based on this, we see the signature
of the pile scatterer, which indicates Mie-like resonances when the pile is clamped
to the half-space. At the end of the chapter, we also introduce the scattering matrix
(S-matrix) formulation, which relates the incident and scattered Rayleigh modes.

1.1 Background

When seismic waves propagating in a homogeneous elastic medium interact with
heterogeneities, they can “scatter” in multiple directions with varying amplitudes
and phases. The scattering can be strong or weak depending on the impedance
mismatch that is introduced and often depending on the size of the heterogeneities
they encounter in their path, thus making it frequency dependent. However, it is
usually assumed that the inclusion only contributes to the kinematic soil-structure
interaction, but it is possible to have a resonant behavior of the inclusion(s). Un-
derstanding this involves considering how propagating incident energy is reflected,
refracted, or transmitted as it interacts with heterogeneities or subsurface struc-
tures. The study of wave scattering in elastic media has found broad applications
in the domains of structural health monitoring for the identification of defects, es-
pecially in the field of ultrasonics. In geophysics, it has played an important role
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because the heterogeneities present in the soils and rocks filter the seismic waves,
thus useful in various seismological investigations. In the broad domain of metama-
terial physics, research has taken an enormous leap, and now it is possible to tune
the characteristics of a medium by engineering structured materials that can scatter
electromagnetic, acoustic, and elastic waves in specific and often unusual ways. The
manifestations of these phenomena have been harnessed across a spectrum of ap-
plications, with particular significance in the realm of elasticity, notably within the
field of seismology. In principle, seismic waves can be strongly reflected (shielding)
, mode converted (hybridization), or steered (lensing) in particular directions. Seis-
mic risk in cities is connected to seismic waves impacting anthropic constructions.
We recall that the overarching objective of this thesis is to understand how seismic
surface waves propagate when entering the rather complex near-surface structure
modified by urbanism.

1.1.1 Wave propagation in media with periodic inclusions

Over the past two decades, researchers have aimed to extend the concepts of meta-
materials from the nano-scale to the macro-scale. Photonic crystals have paved the
way for the transition of this new physics from electromagnetic to acoustic (‘phononic
crystals’) and seismic waves (‘seismic crystals’). These crystals are usually artifi-
cial and can vary in size, ranging from a few meters to hundreds of nanometers or
even smaller. Bragg scattering is exploited to obtain bandgaps by constructing such
periodic structures (usually non-resonant). These concepts have also appealed to
the engineering community, where it is particularly important to understand the
dynamic behavior of composite materials or obtain shielding from unwanted vibra-
tions. In this thesis, we work in the context of the seismic waves on the geophysics
scale. Woods [1968] experimented open trenches for shielding surface waves emitted
from a foundation. The same idea of boreholes was later implemented by Meseguer
et al. [1999] demonstrating the existence of band gaps for Rayleigh waves for two
different hole configurations. The first practical implementation of the concept of
a ‘seismic crystal’ on the geophysics scale was realized by Brûlé et al. [2014] in a
soft silty clay soil site near Grenoble, France. The crystal was in the form of a
2D grid of empty boreholes (Fig. 1.1) which strong reflected surface elastic waves
around 50 Hz (λ/a = 0.9, which was not far from the Bragg regime). However, a
seismic barrier does not necessarily consist of boreholes or a material softer than
soil. Seismic wave cancellation can also be achieved by having heterogenities which
are relatively dense and/or stiff compared to the host material. A small part of the
transmitting energy is reflected at these heterogenities. Regardless of the inclusion
material, the wavelengths scattered would still depend on the spacing between the
scatterers. Therefore, the use of construction materials from civil engineering, such
as concrete and steel, to structure the soil can be a good way to control seismic
surface waves.
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Figure 1.1: (a) Schematics of seismic waves trapped in a basin and (b) the cross
section of the experiment done by Brûlé et al. [2014] with a regular mesh of bore-
holes in the soil, excited by a vibro probe source near the surface. The sensors are
distributed within and behind the 2D grid of boreholes.

Pile columns are traditionally employed in geotechnical engineering practices for
deep foundations and soil reinforcement. But some early theoretical and numerical
studies (Avilés and Sánchez-Sesma [1983, 1988], Xia et al. [2011]) realized that piles
can be considered for attenuation of seismic waves by reinforcing softer soil with
stiffer columns. Based on the multiple scattering of seismic body and surface waves,
these studies explained the effect of various geometrical parameters (pile radius,
spacing, length, filling fraction, etc.) with practical recommendations. Various other
efforts were made towards developing a seismic barrier design for low-frequency
Rayleigh waves in the 5-10 Hz range by seismic trenches or columns of different
cross-sections and materials (for example Diatta et al. [2016], Miniaci et al. [2016]).
Cylindrical concrete columns embedded in soil (modeled as a thick plate), when
arranged in certain configurations can be efficient not only for seismic protection but
also cause less disturbance of the wavefield giving good invisibility characteristics.
Although most of these studies were based on multiple scattering, a different but a
rather common approach to use homogenization was also employed to study such
periodic structures.

Homogenization (effective medium) theory is the conventional approach to sub-
stitute a micro-structured medium with an effective continuum representation. When
dealing with long wavelengths in elastic composite media such as a stiff inclusion
embedded in a softer matrix, one can expect varied macroscopic behavior, depending
on the contrast of the fiber and the matrix (Auriault and Bonnet [1985], Boutin and
Auriault [1993], Boutin and Soubestre [2011], Auriault and Boutin [2012], Soube-
stre and Boutin [2012], Boutin et al. [2013]). In their pioneering work, Auriault
and Bonnet [1985] showed evidence that when contrast is high (two orders of stiff-
ness) with the stiff component connected, the dynamic macroscopic behavior can
deviate from classical behavior. For strong contrast, it was demonstrated that the
propagation of long wavelengths may match the resonant frequencies of the com-
posite system. Moreover, they use the term “inner resonance” (axial behavior),
which can open bandgaps, distinct from those seen due to diffraction in periodic
lattices (Auriault and Boutin [2012], Soubestre and Boutin [2012]). This ‘inner
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resonance’ is synonymous with the more widely used term ’local resonance’. The
‘stiff inclusions problem’ was also studied experimentally by testing the dynamics
of a foam-matrix/steel-beam system (Boutin et al. [2013]). They showed that there
exist both homogeneous and inhomogeneous modes of the system when the beam
has clamped-free boundary conditions. Another set to recent studies have similarly
looked into the effective behavior of an array of elastic inclusions embedded in an
elastic matrix using the homogenization process that leads to effective jump condi-
tions, in both cases of non-resonant inclusions ( Marigo et al. [2017]) and resonant
inclusions (Pham et al. [2017], Touboul et al. [2020]). By using this approach for
a single row of inclusions that have a two order stiffness contrast with the matrix
, Pham et al. [2017] found Mie (monopolar) resonances of inclusions, but for quite
high frequencies when the wavelength is of the order of the inclusion thickness.

For the specific case of a pile-soil system, researchers have also dealt with such
problems in the context of metamaterial physics in a geophysical setting (e.g. Achaoui
et al. [2017]). The system considered by Achaoui et al. [2017] has piles embedded in
the soft soil and clamped into the bedrock (bottom panel of Fig. 1.2). However, they
only consider the Rayleigh-Lamb mode which has no interaction with the bedrock
and do not investigate other modes, which can potentially have inhomogeneous kine-
matics i.e., pile and soil behaving differently. A discussion on possible coupling of
resonances of the pile-soil periodic system and the local resonances of the pile has
also been made by Brûlé et al. [2017b], ?. They hint towards the possible effective
resonance of the system having a two orders stiffness ratio between the pile and the
soil.

1.1.2 Motivation and Hypothesis

This work is mainly motivated by the results of the work done during my master’s
thesis, which was partly on the subject of shielding Rayleigh waves by a pile barrier
for gravitational wave observatories (Mohammed and Somala [2019]). Based on the
results of full 3D time-domain numerical simulations (Fig. 1.3), it was observed
that the presence of a finite 2D array of cylindrical concrete columns anchored in a
half-space and buried within a soft shallow soil layer strongly reflects the Rayleigh
waves in the layer. This idea was first proposed by Achaoui et al. [2017], showing
the emergence of zero-frequency bandgap for clamped piles infinitely periodic in one
and two directions. In the master’s thesis, the clamped pile problem was not dealt
with as rigorously as for the piles buried in a homogeneous half-space; nevertheless,
it was quite intriguing. This shielding effect was more pronounced for the vertical
component than for the horizontal component. An explanation for this is that the
clamping restrains the vertical motion of the pile column more than its horizontal
motion.

It is quite clear from the literature that the problem of dynamics of such compos-
ite media with buried inclusions has received a lot of attention. While most studies
on pile-soil structures have only highlighted the effects of multiple scattering of seis-
mic waves, there are other studies which demonstrate the presence of inner/local
resonances in such composite structures when certain conditions are met. Given
these findings, we seek to understand the presence of such resonance effects, if any,
when a stiff pile is buried in the soil layer and clamped at the base. Since surface
waves are guided along the free surface and have the highest sensitivity near to the
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Figure 1.2: (Top panel) Schematic view of principle (side view) of vertical columns
buried with in a soft soil (soil 1) and clamped within a bedrock (soil 2). These
columns can undergo bending (a) and longitudinal (b) motions. The local reso-
nances can create elastic stop bands at low frequencies (i.e., long wavelengths get
reflected by arrays of columns with a deeply subwavelength cross section (from Brûlé
et al. [2017a]). (Bottom panel) Schematic of a seismic barrier consisting of columns
clamped to the bedrock surrounding the building to be protected (from Achaoui
et al. [2017]).

surface, they are interesting to perform such an investigation. Thus, building on the
results in the literature, we propose investigating the scattering of Rayleigh waves
as a result of the periodic pile-soil metamaterial. Measuring the scattering of the
Rayleigh waves should give the signature of the metamaterial. If there exist any
“local resonances”, we should be able to observe them with this approach.

1.2 Data-based Mode-selective focusing of

Rayleigh waves

Studying the scattering properties of Rayleigh waves due to the metamaterial with
piles clamped to the half-space, first requires a good understanding of wave dy-
namics in the free layer over a half-space (LOH) medium without the pile. Unlike
a homogeneous half-space (HHS), a LOH model will have a more complex surface
wave propagation. In this section, the importance of considering the higher modes
when we have a multi-modal Rayleigh wave propagation is first introduced. Then,
to understand the sensitivity of the scatterer or the scattering medium to a partic-
ular mode, it is important to effectively and preferentially excite a desired surface
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Figure 1.3: Clamped Pile barrier: Snapshot of the surface wavefield for the vertical
displacement field from a SPECFEM3D simulation. Surface waves are detoured
around the barrier and also strongly reflected off of it (from Mohammed and Somala
[2019]).

wave mode. To achieve this objective, we propose a methodology for the filtering
and focusing of Rayleigh wave modes using a spatial-temporal time-reversal mirror
(Fink [1997]) and phased array excitation in this section.

M0 M1 M2

Scattering media

incident 
surface wave

scattered
surface 
waves

scattered body waves

Figure 1.4: Schematic depicting a medium that supports multiple surface modes
when excited by a source at the surface. The frequency-dependent modes can scat-
ter in distinct ways, as the modes are depth dependent and can have varying par-
ticle motion in the different regimes. In order to understand the sensitivity of the
scattering medium to each of the surface modes, it is important to excite them pref-
erentially.

1.2.1 Fundamental and Higher order Rayleigh modes in a
Layer over Half-space

For our study, we choose an LOH model as shown in Table 1.1. The depth of the
layer is 10m, which is considered shallow, yet realistic. In a medium with a shallow
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soft layer overlying a bedrock-like stiffer half-space like this, the wave propagation
of Rayleigh waves is a multi-modal phenomenon. Surface wave dispersion occurs
in vertically stratified media and the dispersion leads to higher-order modes. The
propagation behavior of the modes of Rayleigh waves in layered half-spaces is thus
frequency-dependent. The shear velocity of the layer and the half-space are the most
important parameters. We plot the theoretical dispersion using Herrmann codes
(Herrmann [2013]) for the LOH model. At low frequencies, only the fundamental
mode exists. The first higher mode has a cut-off at around 9Hz that depends on the
depth of the layer and the contrast. Phase velocity approaches shear wave velocity
in the half-space for long wavelengths which is evident. The higher modes are faster
because they are sensitive to the deeper structure and thus sample more of the
half-space. We use another routine from Herrmann [2013] to plot depth-dependent
mode shapes for the first two modes (M0 and M1) for the vertical component uz of
Rayleigh waves (Fig. 1.6). At frequency f = 23Hz, there exist three modes, but
only the first two are shown.

i zi (m) ρi (kg m−3) Vpi (m s−1) Vsi (m s−1) νi Qκi
Qµi

1 10 1800 1000 350 0.43 160 160
2 ∞ 2500 3000 1800 0.219 80 80

Table 1.1: Model LOH (layer over half-space). Properties are chosen such that they
are realistic for shallow soil layers. i: layer index, zi: depth to bottom of layer, ρi:
mass density, Vpi , Vsi : velocity of compressional and shear waves, νi: Poisson’s ratio.
i = 2 for the elastic half-space. To provide anelastic dissipation in the both the layer
and the half-space, quality factors Qκi

& Qµi
are chosen such that the fundamental

and higher modes have the same order of amplitudes.

The impedance of the layers, given by Zi = Vsi ∗ρi, becomes important in a LOH
medium for the energy distribution between the fundamental and higher modes.
Boaga et al. [2014] quantified the mode contamination as a function of increasing
impedance contrast between the layer and the half-space. They found that as the
impedance contrast increases, the energy maxima shifts from the fundamental mode
to the first higher mode at the osculation point. For our model (Table 1.1), the
impedance of the half-space is almost 7 times that of the layer. This can cause a
potential mode osculation or “mode kissing”, as it was observed in their study for
a high impedance contrast between the layer and half-space. Most of the Rayleigh
wave dispersion signal is contained in the fundamental mode in such a velocity
model. Apart from the impedance contrast, the depth of the source is also a factor
in determining the excited surface modes. The deeper the source, the more energy is
injected into the higher modes. Although in the study of Achaoui et al. [2017] they
use a surface excitation in their model, the underlying bedrock is fixed without any
consideration of the higher Rayleigh modes, i.e, the Rayleigh waves do not interact
with the bedrock. But in reality low-frequency surface waves do interact with the
half-space and propagate dispersively, as can be seen here. Whether these higher
modes, which travel close to the speeds of the bedrock, can be shielded by finite
number of clamped piles is not known.
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Figure 1.5: Theoretical dispersion curves for the LOH model in Table 1.1 showing the
fundamental and first two higher modes. The modes 0 and 1 coexist in the frequency
regime 9-22.5 Hz. The dispersion curves are computed by the routine sdisp96 and
plotted using the routine sdpsrf96, both provided by Robert B. Hermann available
for public download (Herrmann [2013]).

Peculiarity of the selected velocity model

The dispersion phenomenon in elastic media that has a shallow layer on a substrate
extending to infinity has recently been revisited by some researchers (Maznev and
Every [2011], Malischewsky et al. [2017], Forbriger et al. [2020]). It has been found
that when the layer P-wave velocity approaches three times the S-wave velocity
corresponding to a Poisson ratio around 0.44, there is a special effect observed. The
dispersion curves for the higher mode become multivalued and can lead to incorrect
estimation of the velocity. This special effect is generally seen due to the high
contrast between the layer and the underlying substrate. In the demonstration of
this effect, the models used in the literature have shear-wave velocity ratios between
layer and half-space of different orders, for example, 0.0256, 0.12, 0.07, 0.52. In the
model we considered, although the Poisson ratio of the layer is 0.43, which is close
to that where this effect is observed, the contrast we have for the layer and the half-
space is

Vs,layer

Vs,HS
= 0.19. In the theoretical dispersion curve from the Herrmann code

(Fig. 1.5), the higher-mode curve does not seem to show multivaluedness. However,
according to Forbriger et al. [2020], such algorithms miss the phenomenon due to
the implicit requirement of single-valuedness of the dispersion relation. We do not
perform any further investigation to find if there is indeed any phenomenon that
modifies the dispersion relation, because in our method, which is discussed in the
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Figure 1.6: Normalized mode shapes at frequencies f = 5, 10, 17 and 23 Hz (a
through d), for the fundamental and first higher modes for the LOH medium with
properties given in Table 1.1. Note that the first higher mode only exists after the
cut-off frequency of ∼9 Hz. The mode shapes are generated by the routines sdisp96
and sregn96, and plotted using the routine sdpder96, all provided by Robert B.
Hermann available for public download (Herrmann [2013]).

following sections, we deal in the frequency wavenumber f−k space rather than the
C − f space. However, this is something that can be looked into if required.

Remark on the ellipticity of Rayleigh wave modes

The elliptical particle motion of Rayleigh waves can either be retrograde or pro-
grade depending on both the depth in question, the Poisson ratio, or the layering of
the materials. A fundamental mode Rayleigh wave cannot have purely horizontal
or vertical particle motion in a homogeneous half-space. But when a substrate is
added on the top of the half-space we can observe the polarization becoming purely
horizontal or vertical at some critical frequencies where the particle motion changes
from retrograde to prograde. For a HHS, the ellipticity goes from retrograde to
prograde with increasing depth and weakly depends on the frequency. The change
in sense is approximately at a depth of λ/5. However, the dynamics of Rayleigh
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wave propagation completely changes when a layer is added on top of the half-
space. In terms of ellipticity, Poggi and Fäh [2010], define the frequency-dependent
Rayleigh wave particle motion. Similarly, Brule and Erbeja [2022] also shows the
same phenomenon for the bilayer medium. The layer depth controls the cutoff pe-
riod of the first higher mode, which coincides with a rapid increase (over period)
in the particle-motion ellipticity or H/V ratio of the fundamental mode. Therefore,
particle motions potentially provide a good test to distinguish and separate the fun-
damental mode from the first higher mode, with the fundamental mode retrograde
and the first higher mode having prograde motion in the 1–10 s period of interest.
However, because of its strong dependence on numerous parameters, we refrain from
employing ellipticity as a means of distinguishing Rayleigh modes.

The synthetics for the individual modes can easily be obtained from the theoret-
ical dispersion curves and depth-dependent eigen functions based on the source and
receiver depths. However, in this approach to excite the modes, we use a numeri-
cal tool for exciting individual modes and to compute the corresponding scattering.
This way we learn how the waves are propagating in the layer and half-space and
excite what we want to excite and suppress the rest. Also, the possible peculiar
behavior of such a velocity model is another good reason for performing numeri-
cal simulations as a check instead of relying on the synthetics from the theoretical
dispersion which can sometimes fail in giving the true roots as discussed above.

1.2.2 Spectral Element Method

For simulations in the time domain, we choose the open source spectral element
code called SPECFEM2D. This code uses the spectral element method (SEM) (Ko-
matitsch and Tromp [1999]) which uses higher-order basis functions (O > 4). It
can simulate wave propagation in acoustic, elastic, and poroelastic media with the
flexibility of FEM and accuracy of a pseudospectral method. It uses the Gauss-
Lobatto-Legendre (GLL) quadrature, which has the beneficial property that the
mass matrix obtained is diagonal. SPECFEM uses Newmark’s explicit time inte-
gration as the time marching scheme. For generating the unstructured conformal
quadrilateral or hexahedral meshes for the domains, we use an advanced 2D and
3D mesh generation tool Trelis, now Cubit. It has a powerful Python scripting
interface that eventually helped automate the meshing process. The CUBIT gener-
ated meshes are exported in a SPECFEM readable format. All simulations are run
on a parallel cluster (the Froggy platform of GRICAD Infrastructure at Université
Grenoble Alpes). SPECFEM is a heavily parallelized code - all simulations are run
in parallel using MPI on 64 CPUs.

The propagation of Rayleigh waves may be satisfactorily treated by a two-
dimensional plane strain approximation. Previous numerical studies with different
metamaterial configurations have successfully used SEM for example, Colombi et al.
[2014, 2015, 2016c], Colquitt et al. [2017], Zaccherini et al. [2020, 2021]. Thus, we
reduce the complexity to a 2D half-space and consider a linear, isotropic, and homo-
geneous viscoelastic medium shown in 1.7. To simulate unbounded media in three
directions, we impose Stacey’s absorbing boundary conditions on the left, right, and
bottom edges whereas the top edge is traction-free. However, from our experience
with SPECFEM, these absorbing boundaries are not perfect, and we see reverbera-
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tion from the boundaries. Thus, we extend the width of our computational domain
on either side to avoid as much as possible the spuriously reflected waves in the
physical domain during the simulation. Although SPECFEM2D also has an option
to implement CPML absorbing boundary, we do not use this due to instability of the
simulations (Martin and Komatitsch [2009]). The material and geometric properties
of the system are specified in Table 1.1. The soil-bedrock interface is at a constant
depth of 10 m. The mesh consisting of quadrilateral elements is generated by a
commercial tool called Trelis, now Cubit. Both the soil and bedrock are modeled as
homogeneous viscoelastic layers.

For the simulation, the mesh needs to be set up in such a way that it can spatially
resolve the shortest wavelength of interest. The S-wave is the slower body wave
and has the shorter wavelength. The Rayleigh wave propagates with a wavelength
similar to that of the S wave due to similar speeds. The mesh size is thus defined
by this length scale. The other important simulation parameters required to be set
are defined in the ”Par file” which is an input file for the SPECFEM2D solver. A
time step of 10−5s is chosen, which is smaller than that suggested by the program,
in order to guarantee the stability of the time marching scheme. The time step
is dictated by the smallest mesh element size and the fastest wave speed. This is
based on the CFL stability condition, ∆t < CminΩ(h/v), where C is the Courant
number and Ω denotes the model space. The variable h depends on the size of the
mesh and the number of Gauss-Lobatto-Legendre (GLL) points (in this case, the
number of GLL points = 5). The wave speed v is determined based on the P wave
speed of the model (the fastest wave speed). For the Newmark’s time marching
scheme, the CFL bound C = 0.697 for elastic media (when V p/V s =

√
2). For a

viscoelastic simulation as in this case, the CFL bound remains the same because
SPECFEM2D employs a rational approximation of Q(f) = constant, which means
that there is no effect of attenuation on zero-frequency waves (Blanc et al. [2016]).
To simplify the model, we chose the same attenuation values for the P and S waves
i.e., Qp = Qs = 160 for the shallow layer and Qp = Qs = 80 for the half-space. Since
Qp and Qs are the same, which implies Qκ = Qp = Qµ = Qs. These quality factors
are related by the P and S wave speeds, and for a plane-strain assumption, they are

simplified to Q−1
p = (1− V 2

s

V 2
p

)Q−1
κ + (V

2
s

V 2
p

)Q−1
µ and Q−1

s = Q−1
µ . Although it may seem

unrealistic, we assign a lower quality factor for the half-space, because it helps in
better demonstrating the methodology.

1.2.3 Proposed Methodology

In this section, we propose a mode-selective focusing algorithm to filter the modes
and excite them separately with the help of numerical simulations. Selective focusing
techniques Tanter et al. [2000, 2001], Aubry et al. [2001]) using time-reversal mirrors
(TRM) have been well demonstrated for ultrasonic waves in acoustics (Prada et al.
[1996], Mordant et al. [1999]. In principle, a source placed at the surface generates
seismic waves which are recorded by a surface array (acting as the ‘mirror’). Sub-
sequently, traces are time-reversed and back propagated from their original receiver
positions to be recorded, not only at the at the original source location, but also on
the nearby positions. This is interesting to study, for example, the modal insulation
capabilities of a metamaterial. In a sandbox experiment with periodic rigid mass
scatterers, Mora et al. [2021] used line sources at different depths with a chosen
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Figure 1.7: The 2D computational domain (P-SV) of the layer over half-space (LOH)
model in Table 1.1. Stacey absorbing boundary conditions are applied on the left,
right and bottom of the domain, whereas the top surface is traction free.

in-plane polarization, to selectively excite the first three modes to match the mode
shapes.

Remark on initial unsuccessful attempts to focus Rayleigh wave modes

Exploiting the non-identical depth dependence of Rayleigh wave modes, we initially
attempted to focus the modes in a LOH medium by two different approaches, (a)
amplitude modulation, and (b) both amplitude and phase modulation. We try to
separate the modes with a vertical line array (VLA) of sources placed in the depth
direction and a horizontal receiver array on the surface as explained by Walker et al.
[2005] for mode focusing in a shallow ocean waveguide (acoustic data). Eventually,
these initial attempts brought us to two important conclusions:

1. The Rayleigh modes are more sensitive to the time delay (phase) compared to
the depth-dependent eigen function (amplitude), and

2. Separation of modes in wavenumber space achieved with this source-receiver
array configuration is not satisfactory.

We now describe the methodology that works better than the above two ap-
proaches - configuration of evenly distributed sources and receivers placed on the
surface of an LOH medium, as in Fig. 1.8. We consider N uniformly-spaced sources
and an equal number of uniformly-spaced receivers, symmetrically placed over the
surface of a LOH medium (Fig. 1.8). We choose, N = 201, with an inter-source
and inter-receiver spacing of ∆x = 4m. The array aperture of 800 meters should be
sufficient to accurately measure long wavelengths, which are related to the trans-
mission of low frequency components, and provides an excellent resolution in the
wavenumber domain (∆k ≈ 2.45 ∗ 10−4m−1). The spacing between adjacent sources
and adjacent receivers, ∆x, is adequate to reliably sample shorter wavelengths (up
to 8m), which is associated with the propagation of higher frequencies (up to ∼43.5
Hz). According to the Shannon–Nyquist sampling theorem, signals with wavelength
λ < 2∆x or λ < 8m will be spatially aliased. The upper limit for the longest wave-
length λmax that can be resolved by the receiver array is approximately equal to the
aperture R. The array behaves like a single station for signals with λ ≫ R. The
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source and receiver arrays (i.e., the last source and the first receiver) are separated
by a lateral distance of 800 m (D = R) which we consider to be in the far-field
regime for the lowest frequency of interest (D ≫ λ).
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Figure 1.8: (a) The sagittal plane (P-SV domain) comprising the symmetric source-
receiver array configuration over the surface of the layer overlying a half-space model.
The Green’s function rkj(t) for a Ricker source Sj and receiver Rk. (b) x–t represen-
tation of the vertical displacement field uz for the source excited at position x = xj

(linear color bar, normalized amplitude). (c) f-k transform of the vertical displace-
ment field gives the dispersion plot in which the Rayleigh wave fundamental and
first higher mode branches are clearly seen as distinct and localized dark curves.

The proposed method involves a combination of masking the individual modes
in the frequency-wavenumber representation of the excited full wavefield and a sub-
sequent backpropagation of the modes to excite it with a phased array. Therefore
we break down this method into a four-step process, between excitation of the over-
lapping modes and the obtaining the final focused modes: (1) Pulse excitation, (2)
Mode selection, (3) Back propagation of the selected mode, and (4) Phased array
excitation for mode focusing.

1. Excitation of Rayleigh waves: Forward propagation step

In this first step, the aim is to excite all sources Sj where j ∈ 1 to N and receive
the signals at each of the receivers Rk where k ∈ 1 to N. The reason for choos-
ing a symmetric source-receiver array will be evident in the following steps of the
methodology. Taking advantage of the range independent medium, we only run a
single simulation with one source and 2N−1 receivers, as if the sources and receivers
span a range aperture of 800 m each at the surface. Thus, when the layer is excited
by a single source, one can efficiently obtain the N2 number of required Green’s
functions-rkj(t).
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Once the viscoelastic material properties and simulation parameters are set, we
illuminate the LOH medium with a vertical point source on the surface. We use a
broadband Ricker pulse (Komatitsch and Tromp [1999]) centered at 10 Hz, applied
vertically on the free surface (Fig 1.9) to excite the LOH medium. We expect the
P-waves, SV waves and Rayleigh waves, to be radiated from the point source, in
that order of arrival at the receiver array (Fig. 1.11(a)). The body wave energy,
as expected, is much lower compared to the Rayleigh waves and have first arrivals.
The Rayleigh wavetrain has superimposed fundamental and higher mode which are
separated due to the different speed of propagation. Thus, more is the lateral sepa-
ration of the source and receiver arrays, the more easily it is to distinguish between
Rayleigh modes are separated in time due to their different speeds. We observe beat-
ing of the fundamental mode due to multiple reflections at the interface of the layers,
thereby trapping most of the energy in the shallow layer. The higher mode Rayleigh
waves sample the half-space deeper than the fundamental mode, and by adjusting
the quality factors the Rayleigh waves excited by a surface source we ensure that
both modes have the same order of amplitudes to aid in the demonstration of this
methodology. Thus, in this way, by exciting the medium by a single source we have
obtained the Green’s function rkj(t) for all the source-receiver pairs. The 2D-FFT of
the vertical displacement field collected at the receiver array i.e., r̂kp(k, f) reveals the
two dominant Rayleigh wave mode branches in the frequency-wavenumber domain
as expected (Fig. 1.8(b)). Since here, we are interested in the propagation of the
Ricker wavelet centered around 10Hz, and having a bandwidth of ∼11.48 Hz (Fig.
1.9(b)), we can expect that only the first two modes will be excited. Moreover, since
the peak energy is below cutoff for the second higher mode (≈ 23Hz), this mode will
only be weakly excited. Thus, in the remainder of this chapter, we refer to the first
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higher mode as the higher mode.

2. Mode Separation

For a frequency–wavenumber (f–k) transform of the time-range (x − t) data, the
wavenumber resolution is determined by the array length: the longer the array, the
better the resolution in k−space and the lower the minimum observable wavenum-
ber. For the LOH earth model chosen in our numerical experiments, the modes are
dispersed and localized in the frequency-wavenumber (f − k) domain (Fig. 1.10).
Thus, it becomes possible to isolate the modes and work with them individually
(Walker et al. [2005]). For the isolation of modes, we define a primary source Sp

acting at source position, p. In our case, we choose the source closest to the re-
ceiver array i.e., SN, as our primary source. The aim of this primary source is to
act like the reference for the selection of mode, and the backpropagation of the se-
lected mode, which is explained in the following step. The f-k dispersion plot of
the vertical displacement field for this source excitation has two dominant mode
branches: the fundamental and the first higher mode (Fig. 1.10(a)). The modes are
relatively well separated, although there remains some interference between differ-
ent mode branches, particularly around the fundamental resonance frequency of the
layer f 0

SH = Vs,layer/4H= 8.75 Hz. Around this frequency, the fundamental mode
Rayleigh wave motion will be predominantly horizontal (Poggi and Fäh [2010]), thus
disappears in the vertical displacement component. Even below this frequency, there
seems to be quite low energy of the fundamental mode branch. From the theoretical
dispersion (Fig. 1.5), we know that the first mode has a cut-off around 9 Hz. The
second higher mode exists only after 23 Hz, but is weakly excited because of the
source being at the surface and the source frequency bandwidth. In the example
here, we manually apply a mask to filter the first higher mode and only retain the
fundamental mode (Fig. 1.10(b)). Note that the mask is traversed around the dis-
tinct, localized curvilinear region of the fundamental mode between 9Hz and 28Hz,
since the two modes overlap in this frequency range. The mask is a boxcar filter
in both f and k dimensions of the 2D transform, thus we have the weight 1 inside
and 0 outside the mask region. Indeed, a better choice would have been to use a
Hanning window, or a Butterworth filter to have even smoother filtering. The 2D
Inverse Fourier Transform gives the virtual trace r

(m)
kp (t) where m=0, corresponding

to the clean fundamental mode at each receiver. The signals for the clean higher
mode can be obtained in a similar manner.

rkp(x, t)
F↔ r̂kp(f, k)

mask−−−→
(m)

r̂
(m)
kp (f, k)

F−1

↔ r
(m)
kp (x, t) (1.1)

3. Back Propagation of the isolated mode

The clean mode signals can be time-reversed and back propagated to the source
positions by performing a convolution with the Green’s functions obtained in the
first step. Due to reciprocity, the Green’s functions from the receiver to the source
array remain unchanged i.e., rkj(t) = rjk(t). The roles of the source and receiver
arrays are swapped i.e., the receiver array acts like a source array and vice versa.
Equation (1.2) describes the process of back propagation which is focusing on the
source array. The effect of this back propagation of an isolated mode is such that its
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Figure 1.10: Mode Isolation: (a) Propagating modes appear as localized dark curves
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effective excitation at the source array is much greater than the effective excitation
of the other mode.

F
(m)
j,x=xp

(t) =
∑

k

r
(m)
kp (−t) ∗ rkj(t) where, (j, k) ∈ [1 N] (1.2)

4. Phased Array Excitation

The back propagated signals obtained in the previous step can now be used to
excite the medium with a phased array antenna from the source positions S1 to
SN as shown in Figure 1.11. The waves superimpose and effectively result in a
single mode excitation at the receiver array. For the fundamental mode, this works
well as seen in the frequency-wavenumber domain in Figure 1.11(c). However, the
higher frequencies are highly attenuated and only the lower frequency components
are retained. This could be due to the fact that we use a boxcar function in the
mode filtering step. If we filter a signal in the frequency domain using a boxcar
function, whose impulse response in the time domain would be a sinc-like function,
is a low-pass filter. In addition to this, the superimposed surface waves from the N
sources is producing waves that are trapped in the layer having energy in a narrow
frequency band. As the phased wave propagates, the amplitude of a the seismic
wave decays, the peak frequency shifts towards the lower frequencies, and the width
of the wavelet broadens. On the other hand, the phased array excitation of the
first higher mode at the source array has resulted in a relatively strong first mode
accompanied by a weaker fundamental mode, which pollutes the pure higher mode
signals at the receiver array (Figure 1.11(e,f)). This can be attributed to the cleaning
process with the manual application of the mask, which is never perfect close to the
10 Hz frequency where the mode branches are not well separated in the k-space.
Iteratively exciting the higher mode does not change the energy partition of modes
in the f − k domain.
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Figure 1.11: Phased source array for mode focusing: Input signals corresponding
to the back propagated fundamental mode (panel. a) and first higher mode (panel
d) applied at source positions S1 to SN resulting in the vertical displacement field
uz (panels b and e). The f–k dispersion plots show that the fundamental mode is
retrieved without any pollution of higher mode (panel c) whereas the higher mode
is accompanied by a weakly excited fundamental mode (panel f).

1.3 Deducing Single-Pile and Multiple-Pile

Scattering from Rayleigh Modal Excitation

In this section, we apply the methodology described in 1.2.3 to a medium with buried
stiff and slender heterogeneity(-ies). A perturbation of the medium, for example, by
such buried finite heterogeneity that act as secondary sources, generates scattered
waves. The heterogeneity in our case is a stiff vertical pile that has been buried
in the soil near the surface. Such rigid pile columns are commonly employed in
geotechnical engineering for reinforcing compressible soils, or as deep foundations of
civil engineering structures. The pile has a regular shape in 2D, having the dimen-
sions a x h. The notation used for the lateral dimension of the pile, a, should not
be confused with that generally used for denoting Bloch periodicity in metamaterial
physics, also referred to as the lattice constant in solid state physics. The spacing
between adjacent piles is denoted as, l for the multiple pile case, whereas the pile
vertical dimension is denoted by h. All of these quantities are constant throughout
our analysis and are given in Table 1.3. The pile is assumed to be perfectly bonded
to its surrounding soil.
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Pile dimension Value (m)

Width, a 1
Depth, h 11
Spacing, l 2

Table 1.2: Geometrical properties of the pile scatterer

Scattering cross-section

At this point, we define a fundamental quantity of interest in scattering experiments,
called the scattering cross-section (σ). It quantifies the strength of the scatterer, or
the ability of a scatterer to modify the incident wave. In 3D it’s a surface, but in
2D, the cross-section is a distance. The greater the SCS, the stronger the scatterer.

The classical scattering theory introduces the concept of scattering cross-section
(σ) which is mathematically defined as the differential scattering cross-section of
the object or volume, integrated over all solid angles. At any pulsation ω and solid
angle ϕ,

dσ

dϕ
=

∣∣f(ω, ϕ)
∣∣2 (1.3)

σ(ϕ) =

∫ 2π

0

∣∣f(ω, ϕ)
∣∣2dϕ (1.4)

The differential scattering cross-section in eq. 1.3 is essentially the ratio of the
free-field scattered power of the waves per unit solid angle in a specified direction to
the intensity of the incident propagating plane wave. The complex function f(ω, ϕ),
called the scattering amplitude, describes how the waves are scattered in different
directions for various frequencies. The units are that of area.

Remark on scattering in 2D vs 3D

The right hand term in the equation 1.4 for the scattering cross sections in 2D is
different from the corresponding term in 3D, since the solid angle ϕ is only limited
to two discrete values. In a P-SV domain, this reduces to the discrete sum of the
two possible directions, forward (ϕ = 0) and backward (ϕ = π) and the units would
have the dimension of length. This will lead to an overestimation of the scattering
cross-section, in the sense that the scattering is restricted to the plane. In this study,
we are more interested in the differential scattering cross-section for the forward
scattered Rayleigh wave or commonly referred to as the diffracted field in acous-
tics. Scattering hereon refers to forward scattering, since we are more interested in
the scattered wave after the pile(s). However, the scattering cross sections for scat-
terers that are analogous in 2D and 3D can show some differences. In the remainder
of the chapter we sometimes loosely use the term ‘scattering cross-section’ for the
differential scattering cross-section and not for the total cross-section.
The key parameter in the physical description of scattering is the normalized quan-
tity ka, wave number k multiplied by the characteristic dimension a of hetero-
geneities. Classically we can demarcate the scattering phenomenon into three dis-
tinct regimes: (1) the Rayleigh regime (ka ≪ 1), the intermediary or stochastic
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regime (ka ≈ or < 1)and the high frequency regime (ka ≫ 1). The scattering cross-
section. In the scenario where the the waves encounter small size heterogeneities
(compared to the wavelength), the scattering behavior can be described by Rayleigh
scattering. The limiting value of the scattering cross-section scales as k4 for the clas-
sical Rayleigh scattering limit, which has been observed in various domains of wave
physics. The intermediate regime is where the most interesting physics is expected
for the pile scatterer(s) when the size of the scatterer is still sub-wavelength. We
limit ourselves to these two regimes and the regime beyond the Bragg limit is not
in the scope of this work. The purpose of the present study is not to offer an exten-
sive characterization of scattering cross-sections for various pile configurations, but
rather to examine the general behavior of a cross-section by treating a few important
scenarios which can help explain the fundamental physics.

1.3.1 Scattering in a Homogeneous Half-space

A key question is to understand what information can be retrieved from the obser-
vation of a single scatterer, and before studying a group of scatterers with effective
properties. In order to explain scattering, it is necessary to first identify a reference
medium in which an unperturbed wave propagates. Moreover, a reference medium
also helps in distinguishing the attenuation of the Rayleigh wave from the pile bar-
rier from the intrinsic attenuation of the material itself. We consider a homogeneous
half-space having the material properties used for the shallow layer in the previous
sections (Table 1.1). A homogeneous half-space is a non-dispersive medium and
can only support the fundamental Rayleigh mode apart from the body waves. We
should be able to separate this fundamental Rayleigh mode from the body waves
using the same methodology described in the 1.2.3. This may seem an overkill and
unnecessary, but is done for the reason of consistency. The non-dispersive branch
of the Rayleigh wave is isolated in the f − k domain and backpropagated using
a time-reversal mirror. The excitation of the fundamental mode Rayleigh wave is
achieved by a phased array as shown in Fig. 1.12(a,c).

We start by considering the scattering properties of one scatterer, n = 1. The
pile is placed mid-way between the two symmetric arrays. We insonify the pile with
incident waves over a broad frequency range in order to cover different scattering
regimes. This requires broadband sources, in order to construct the scattering cross-
section up to the highest frequency of interest. We find that using three Ricker
sources centered at 5 Hz, 20 Hz and 50 Hz separately, sufficiently illuminates the
pile with a broad range of frequencies (up to λ/a = 5).

From the simulations in time-domain, we obtained on the receiver array to the
right,

• the reference field: uz,0(t, ϕ = 0◦) for the case without the pile, and

• the transmitted field: uz,p(t, ϕ = 0◦) for the case with the pile.

By subtracting the reference field from the transmitted field, we can obtain the
exact scattered field, which is essentially the (fictive) wave re-radiated by the pile
uz,sc(t, ϕ = 0◦). The nearest receiver was always greater than 380m away from the
pile scatterer. Thus, the scattered signals can be considered as “far-field” signatures
of the scatterer, traveling at least 5 to 10 wavelengths after the pile (for all frequencies
having a wavenumber k > 0.013 to 0.026).
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For computing the scattering cross-section of the pile, the angular intensity of
the re-emitted wave in the forward direction is normalized by the angular intensity
of the reference wave (Larose [2006]) as shown in Eq. 1.5.

dσ

dϕ
(ω, ϕ = 0◦) =

∣∣Usc(ω, ϕ = 0
◦
)
∣∣2

∣∣U0(ω, ϕ = 0◦
∣∣2 =

∣∣F{uz,p(t, ϕ = 0◦) − uz,0(t, ϕ = 0◦)}
∣∣2

∣∣F{uz,0(t, ϕ = 0◦)}
∣∣2 (1.5)

It is important to remark that for the denominator in the equation, we chose
the reference field instead of the incident field before impinging on the pile, so
that the effect of intrinsic attenuation of the medium is canceled out. That means
that the attenuation effect is compensated for by measuring both the reference and
scattered fields at the same receiver array. In this study, we only consider the
vertical component of the Rayleigh wave uz(t), but similar results are expected for
the horizontal component ux(t) because in a homogeneous half-space, the Rayleigh
wave motion is always elliptical.

We repeat the same exercise for the case where n = 11. The scattering cross
section is plotted in Fig. 1.12 (b) for a single pile and for a group of 11 piles in
Fig. 1.12 (d). The x-axis of the plot is the normalized quantity ka, where k is the
wavenumber and a is the pile width. For the case of a single pile, the scattering
cross-section shows an exponential increase with no peaks in the Mie regime. This
was expected since the pile behaves more or less like a rigid heterogeneity in the
whole regime, although it is elastic. However, we expect that the scattering behavior
of the pile should be different in a higher frequency regime. When considering an
ensemble of piles (n = 11), the strongest forward scattering of the fundamental
Rayleigh mode occurs when ka = 0.09 or λ/a ≈ 11 for this particular configuration
of the pile group. The subsequent drop in differential SCS indicates that more and
more energy is being backscattered as the wavelength becomes smaller. Eventually,
for a frequency at which the pile spacing is whole factor of the wavelength, i.e.,
l ≈ λ/2 or at ka = 0.25 in our pile arrangement, we expect a complete reflection
of the waves. This is because, for the multiple-pile case, the combined result of a
large number of scattering events (secondary and higher order scattering effects)
produces a standing wave that does not propagate through the medium owing to
the destructive interference of incident and reflected waves. This is typical of Bragg
scattering, a well known phenomenon. Beyond the Bragg limit, we expect the
scattering cross-section to increase again. However, in our experiment, we do not
excite this frequency, which is also not the primary interest of this study.
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Figure 1.12: (a,c) Setup of the numerical experiment to insonify the fundamen-
tal Rayleigh wave mode in single-pile and multiple-pile configurations. (b,d) The

differential scattering cross-sections
dσ

dϕ
(ω, ϕ = 0◦) for the vertical component fun-

damental mode Rayleigh wave versus the normalized parameter ka, where k is the
wavenumber and a is the pile width. The cross-section has units of length in 2D. The
dashed red curve shows the fourth power scaling of the wave number k, indicating
the limit of Rayleigh regime of scattering to its left, indicated by the (yellow shaded
region) and the Mie regime to the right (green shaded region).

We would now like to see the relative scattering amplitudes for the cases when
n = 1 (single-pile) and n = 11 (multiple-pile). To do that, we take a ratio of
the scattering coefficients, which is simply the ratio of the Fourier amplitudes of
the scattered fields for n = 11 and n = 1 . Interestingly, in the long wavelength
limit (quasi-static) λ/a > 90 and in the Mie regime λ/a < 23, the ratio of the
scattering coefficient drops below the ‘pile factor’ i.e., ratio of the number of piles
in the multiple-pile case to the single-pile case (i.e., Ratio < 11) - seen in Fig.
1.13. Between these two limits, i.e., in the majority of the Rayleigh regime, when
23 < λ/a < 90, the Ratio > 11 and it peaks when λ/a = 50. It is interesting
to note that the ratio crosses the pile factor (which is equal to 11 in this case)
exactly near the boundary of Rayleigh and Mie scattering regimes. There is a need
to perform a parametric study to conclude if this hold good for varying pile spacing
in a homogeneous half-space.
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Figure 1.13: Variation of the ratio of scattering coefficients in the multiple-pile to
the single-pile configuration with the normalized parameter ka. Note that the ratio
drops below the pile factor (11 in this case), exactly at the boundary of the Rayleigh
and Mie scattering regimes.

1.3.2 Scattering in a Layer over Half-space

An important question to be answered is how would the signature of the buried
pile change when it is clamped at its base. To do that we have to introduce the
pile in a layer over Half-space (LOH) medium with the same model geometry as
shown in Fig. 1.7. This allows us to anchor the base of the pile to the half-space.
In order to have an efficient exchange of energy between the buried piles and the
supporting medium i.e., the half-space, we provide a perfect impedance match by
assigning the same material properties for the half-space as those of the pile. While
having a layer itself adds an unavoidable complexity to the problem, having to deal
with parameters of two different material instead of three, seems a favorable choice.
Moreover, eliminating any biases and second order effects of having an impedance
mismatch between the potential resonator and substrate, makes it easier to interpret
the resonance effects, if any.

The methodology followed in 1.2.3 has resulted in the excitation of a clean fun-
damental Rayleigh mode (Fig. 1.11(c)). However, the bandwidth of the excited
waves was restricted to the 11-16 Hz band. On the other hand, in the process of
retrieving the higher mode, we obtain a signal polluted by the fundamental mode
(Fig. 1.11(f)). This complicates the process of the modal excitation and can give
an incorrect estimate of the scattering cross-section. Thus we simply use a single
Ricker source on the surface to insonify the clamped pile. The layer and half-space
are modeled as perfectly elastic, i.e., without attenuation. This allows maximum en-
ergy to propagate as a fundamental mode Rayleigh wave. However, the pile can still
scatter the energy spreading onto several modes. This mode cross-coupling needs
to be taken into account. In a P-SV domain, we are restricted to only P-waves,
S-waves, and Rayleigh waves, but in a full 3D case, we can also have conversion to
the out-of-plane Love waves (not in the scope of this work). In this thesis, we limit
our calculation to the differential cross-section of scattered fundamental Rayleigh
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mode due to itself,
(

dσ
dϕ

)
R0−R0

.

To perform the numerical experiment, we insonify the pile with a Ricker sources
having a center frequency of 10 Hz (Fig. 1.14(a)). The scattered field received at the
array on the right is treated by spatially averaging the spectral amplitudes. This cor-
responds to the full Rayleigh wave which we approximate as the fundamental mode.
Depending on the dispersion of the fundamental mode in the reference medium, we
extract all wavenumbers by mapping them to each individual frequency. We then
use this wavenumber (corresponding to the fundamental mode) in the computation
of the frequency-dependent scattering cross section, just like in the case of a homo-
geneous half-space. As seen in Fig. 1.14(b), after the low-frequency Rayleigh regime
(∝ k4), the curve shows rapid fluctuations. Ignoring the initial instabilities in scat-
tering cross-section caused by the highly fluctuating intensity of the scattered field
in the layer, we observe a strong peak at around ka = 0.032. This is analogous to
the classical Mie-like resonances as seen in particle physics or acoustics. Beyond the
strong resonance peak, the scattering cross-section appears to become more stable.

(a) (b)

R1 · · · Rj · · · · · RN

S1 · · · Sj · · · · · SN

(a)

0.01 0.02 0.030
0

0.1

0.2

0.3

0.4

0.5
Rayleigh 
regime

Mie 
regime

Sc
at

te
rin

g 
cr

os
s-

se
ct

io
n 

(m
)

k*a

∝k4

(b)

R1 · · · Rj · · · · · RN

S1 · · · Sj · · · · · SN

S1 · · · Sj · · · · · SN

S1 · · · Sj · · · · · SN

S
1

···
S

j
·····

S
N

0.04

Figure 1.14: (a) Setup for the scattering numerical experiment for the single pile
that is clamped to the half-space and insonified with a Ricker pulse centered at 10

Hz. (b) The differential scattering cross-section
dσ

dϕ
(ω, ϕ = 0◦) for the fundamental

Rayleigh wave mode versus the normalized parameter ka, where k is the wavenumber
and a is the pile width. The x-axis is irregularly spaced as a result of the mapping
of frequency to wavenumber using the actual dispersion curve of the fundamental
mode. The dashed red curve shows the fourth power scaling of the wave number
k, indicating the limit of Rayleigh regime of scattering to its left, indicated by the
yellow shaded region, and the Mie regime to the right, green shaded region. The
strong peak in the Mie scattering regime at ka = 0.032 denotes the pile signature
indicating a resonance.
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Total scattering cross-section

Rigid scattering cross-section

Elastic scattering cross-section

Figure 1.15: (a) Total scattering cross-section and, (b) Rigid and elastic scattering
cross-sections versus frequency, for a single cylindrical steel rod with diameter 0.8
mm, Vp = 5.7km/s, Vs = 3km/s, ρ = 7.8 immersed in water (adapted from Derode
et al. [2001])

1.3.3 Discussion

Resonance of a single clamped pile

One should be careful while interpreting the resonances because these can manifest
as dips in the total scattering cross-section, instead of peaks, due to the interfer-
ence between the contribution from rigid body motion of the pile and the discrete
resonances (see, for example, the theoretical study of Derode et al. [2001]). The
plotted curve in Fig. 1.14 is the total scattering cross-section which is essentially
be received as the sum of the rigid and the elastic scattering cross sections, but
with a phase shift between the two. In the acoustics analogue, for a single rod-like
scatterer immersed in water studied by Derode et al. [2001], shows a dip in the total
scattering cross-section at the resonance frequency of the steel rod (Fig. 1.15). This
can happen when the scattered waves re-radiated by the steel cylinder in water (or
by the pile in the soil layer) are out-of-phase with the rigid scattering cross-section
term. Similarly, if the pile is a resonator, the phase of the field in the pile shifts
abruptly from 0 to π near the resonance frequency. The pile can be imagined as
a secondary source emitting dipole radiation at the connection with the half-space
when in flexion and monopole radiation when in compression. This can potentially
interfere more efficiently with the higher mode(s) which is relatively more sensitive
to the half-space at the higher frequencies and can give another picture by interact-
ing with the scatters in a different way as compared to the fundamental mode, for
example, see mode shape at 23 Hz in Fig. 1.6. At a given frequency, if these scat-
tered modes can contribute simultaneously and either constructively or destructively
to the scattering process, one could drastically change the scattering cross-section
of a sub-wavelength resonant scatterer, which can be verified in a future study.

What prediction can be made in the case of multiple clamped piles?

The scattering from one pile resonator has allowed us to understand the individual
response of the clamped pile under the excitation of the Rayleigh wave fundamental
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mode. This can then be easily extended to multiple-pile scattering. One can predict
the macroscopic behavior of the transverse motion of such a periodic pile-soil system
(statics) using the theory developed in Boutin and Soubestre [2011] based on dimen-
sional analysis and the asymptotic homogenization method. The behavior is mainly
driven by the contrast of shear moduli between the matrix µm and the inclusion µp

as compared to the order of the period slenderness for the unit cell, ε = l/L, i.e.,
ratio of the period l and the characteristic dimension along the beam axis L. For
the periodic pile-soil system considered in this study, µm

µp
= 0.22∗109 Pa

8.1∗109 Pa
= 0.027 and

ε = l/L = 2/10 = 0.04. Thus, µm/µp = O(ε2) and therefore should behave as a
fully coupled system between the beam behavior of the pile and the shear behavior
of the soil in a static (and quasi-static) consideration. In a dynamic consideration
(Soubestre and Boutin [2012]), the behavior of such a pile-soil system can be again
predicted based on the same two-order stiffness contrast. Using the same relation,
µm/µp = O(ε2), the two modes - transverse (horizontal) and axial (vertical) de-
formations - can show different dynamics from the usual composites. Moreover,
the frequency ranges associated with, what they call, “inner resonance” (axial com-
pression mode) is predicted to one order higher than the one at “inner bending”
(transverse mode). Hence, the order of magnitude of scattering frequencies should
eventually depend on the propagation mode. These ideas were a perspective of the
work done by Achaoui et al. [2017] and the corresponding patent Antonakakis et al.
[2023], which is quite interesting in the context of seismic metamaterials. At the
edge of the zero frequency bandgap in that study, the shear-dominated mode means
that the pile-soil medium effectively has inner bending at these low frequencies, but
should have other interesting dynamics, like inner resonance at higher frequencies.

It is crucial to note that we cannot conclusively characterize the bandgaps as-
sociated with this metamaterial unless we perform scattering measurements for the
multiple-clamped pile system, which shall be looked into in a later study. However,
it is evident that the frequencies at which we detect the Mie-like resonances of an
individual pile are distinct from (i) the low frequencies associated with Rayleigh
scattering, where local dynamic effects are absent, and (ii) the high frequencies as-
sociated with Bragg interference, which occur when the wavelengths are similar to
the period size l.

Scattering Matrix

To provide a complete description of the scatterer, one needs to consider all possible
wave types, modal order, and azimuthal order. However, since our aim is to study
the Rayleigh wave scattering, we have restricted ourselves to the P-SV plane for
convenience. The full description of the scatterer thus reduces to Rayleigh wave
modes and two scattering directions (forward and backward). Assuming that there
are only two dominant Rayleigh modes as in this study, we can imagine a scattering
matrix, also called the S matrix (Williams et al. [2015]) that can relate the incident
and the scattered field. Although in the theoretical study of plates and rods, this is
more straightforward to compute, in the case of a half-space performing numerical
simulations is more convenient. It is important to note that we are more interested
in evaluating the scattered field rather than the transmitted field as in the liter-
ature. We first want to evaluate the scattering amplitudes of the two dominant
scattering modes in a layer over a half-space by insonifying the scatterer with each
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mode separately by applying the methodology explained in 1.2.3. The scatterer,
for example, can be a buried column or a resonator attached to the surface, or any
other heterogeneity.

S1 · · · Sj · · · · · SN

Layer 1

Layer 2

R1 · · · Rk · · · · · RN

U±
m

Figure 1.16: Scattering Matrix formulation: A layer over half-space (LOH) medium
with a set of scatterers. The modal excitation can be performed by a phased source
array on the left and the incoming and outgoing fields can be measured by an array
of receivers on the two sides of the scatterers in the far-field. The four modal fields,
either mode-preserving or mode-converting, φ±

0,1 can be obtained by taking a 2D
f − k transform of the wavefield.

Consider a 2D medium where it is possible to measure the incoming and outgoing
fields for the reference and the scattering medium. Fig. 1.16 shows the four scattered
fields for the two dominant modes that can result from the modal excitation of a
scattering medium. For example, a scattering medium insonified by a fundamental
mode amplitude U+

0 can produce: (1) a forward scattered fundamental mode of
amplitude φ+

0 = S+
00 U+

0 (where S+
00 is the scattering coefficient), (2) a forward

scattered first higher mode of amplitude φ+
1 = S+

10 U+
0 (where S+

10 is the fundamental
to first higher mode coupling scattering coefficient), (3) a back scattered fundamental
mode of amplitude φ−

0 = S−
00 U+

0 , and (4) a back scattered first higher mode of
amplitude φ−

1 = S−
10 U+

0 .
Furthermore, the incident first higher mode also produces similarly four junc-

tion events, that are either mode-preserving or mode-converting, but with different
forward and back scattering coefficients. There will be a linear dependence of the
scattered mode amplitude and the amplitude of the incident mode. Thus we can
populate the S-matrix as in Eq. 1.6 with scattering coefficients, based on the various
possible mode conversions in the two directions. We impose a symmetrical system
i.e., the scattering coefficients are determined by the direction of the incident wave
field in relation to the scatterer(s), but remain the same irrespective of which direc-
tion they are entering from.




φ+
0

φ−
0

φ+
1

φ−
1


 =




S+
00 S−

00 S+
01 S−

01

S−
00 S+

00 S−
01 S+

01

S+
10 S−

10 S+
11 S−

11

S−
10 S+

10 S−
11 S+

11







U+
0

U−
0

U+
1

U−
1


 (1.6)

37



φ(ω) = S(ω) U(ω)

The order of the scattering depends on the dominant modes in the LOH medium
and can be scaled with the number of modes N . For two dominant modes, we have
the S-matrix of size 2Nx2N.

1.4 Limitations of this study

To describe the limitations of the study, it is appropriate to first describe the limi-
tations of the proposed methodology for the Rayleigh wave mode focusing.

Limitations of the method used

1. The mode isolation works well when the modes are well-localized in the f − k
domain. However, when there is mode crossing or when the modes are too
close to each other in f − k space, it becomes difficult to apply a mask to
perfectly isolate the modes. This is strongly dependent on the layer depth and
material contrast, but also depends on how well the array is able to resolve the
signals in the wavenumber domain. Thus, the range aperture of the receiver
array becomes important to be able to properly apply a mask.

2. Choice of the filter function: The f − k mask itself should be a smooth filter
instead of the boxcar function we use in our study. We suggest a Hanning filter
to obtain better results. The smoother filter function should definitely improve
the quality of the back propagated signals, and thus the excited modes.

3. The source bandwidth of the Ricker source is limited for a single central fre-
quency. Instead, a sharp pulse in time that will have a broad frequency re-
sponse can be used. Also, a flat chirp can be used for the excitation of the
medium so that the bandwidth is sufficient to excite all desired modes. This
will also ensure that the frequencies are all equally excited without any bias.
This will not change the scattering coefficients or the scattering cross-sections,
but will simply prevent from re-running the simulations with multiple Ricker
sources.

4. Although the obtained k-resolution with 201 sources and receivers with 4m
spacing was excellent, the number of sources (and receivers) was not optimized.
That is to say that the least number of array points for sources (and receivers)
with the given spacing, needed for satisfactory focusing the modes in the LOH
medium were not explicitly computed.

Now, the main drawbacks of the scattering study are enumerated here,

Drawbacks of the scattering study

1. The contact between the pile and the surrounding soil layer is perfect i.e., no
sliding allowed. In reality, this is far from true, and composites whose inclu-
sions are not in perfect contact with the surrounding ‘matrix’ can exist. This
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imperfect contact condition should be accounted for; by introducing elastic or
visco-elastic interface laws using a suitable modeling technique - for example,
via Kelvin–Voigt contact condition (also recommended by Boutin et al. [2013],
Achaoui et al. [2017]). The ‘weakly bonded’ imperfect interfaces will have an
effect on the resonances of both the inclusions and the matrix.

2. In an LOH medium, surface wave mode conversion can occur and different
cross-sections must be considered. In the case of incident Rayleigh funda-
mental mode, they can be denoted as σR0→R0, σR0→R1, respectively for the
fundamental to itself, and fundamental to first higher mode. In this study, we
only calculated the σR0→R0, which is not the full scattering description of this
pile scatterer.

3. A parametric study is mandatory to comprehensively understand the scat-
tering behavior of a clamped pile system. However, this study employs full
time-domain Spectral element simulations for every single case which requires
at least ∼ 768 CPU hours when taken together with the dense 2D mesh nec-
essary in the upper layer and the pile region. If we consider changing the
parameters of the pile geometry: width, height (depth of layer), and spac-
ing, along with the perturbation of the material parameters like velocity and
impedance of the pile, each with say 5 variations, we would end up requiring
at least 768 5P5 or 92160 CPU hours on a well optimized machine. Thus, this
time requirement makes the simulations computationally expensive. A study
that can dedicate such required time and resources, should be able to fully link
the chosen parameters to the effective scattering properties of the clamped pile
system.

4. In a medium with 1D arrangement of scatterers, i.e, for D = 1, the wave can
only be scattered in the forward or backward directions ϕ = 0 and ϕ = π, but
for D > 1 the Rayleigh waves can be scattered in a much more unrestrained
way (Bostock [1991]). This increase in dimensionality will also give rise to SH
waves. However, to study the incidence of the Love and Rayleigh waves sepa-
rately, it will not be required to use the methodology proposed here, because
they will not be recorded on the same component i.e., P-SV (in-plane) and
SH (out-of-plane). Nevertheless, we can now expect the conversion of incident
Rayleigh modes not only to other Rayleigh modes but also Love modes. Even
though we only considered the simplest case of a 1D scattering, the concepts in
our approach and the main results should still be valid in a 2D array of piles.
In fact, the physics associated should be even more interesting since for those
dimensionalities and not only the scattering cross-section of the resonators,
but also the unit cell symmetry of the medium will play an important role in
the dispersive properties of the effective medium. Finally, it is necessary to
study the limitations of this 2-D approach and to see if they are excluding any
significant scattering mechanisms compared to 3D. This will make it necessary
to run some fully 3D models.
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1.5 Concluding remarks

In this chapter, we ask an important question: Does a soil medium containing
clamped pile inclusions behave as a resonant metamaterial distinct from the well-
understood Bragg scattering observed at higher frequencies? We proposed a method-
ology to demonstrate the focusing of the Rayleigh wave modes in a layer over
half-space medium using a combination of mode masking, time-reversal mirror and
phased array excitation. Using this proposed method, the scattering of the funda-
mental mode Rayleigh wave in a homogeneous half-space with single and multiple
buried piles was analyzed. The scattering cross-section has provided a more nuanced
understanding of the scattering behavior, indicating that the scattering is mostly of
rigid nature. We found that the ratio of scattering coefficients of multiple-pile and
single-pile cases, can also be helpful in distinguishing between the Rayleigh and Mie
scattering regimes of classical physics. When we introduce a half-space to clamp the
pile, Mie-like resonances were identified in the lower frequencies. Whether a series
of such resonant clamped piles can create stop bands is yet to be explored.
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Chapter 2

Surface wave propagation in a
dense forest of trees

Summary

This chapter focuses on the ability of an array of trees to modify surface wave
propagation in a forest. We analyze passive data from two dense array deployments
of (i) ∼1000 vertical component geophones and (ii) 100 three-component geophones,
which partially cover the forest and extend into a canola field. Initially, we look at
the dynamics of the tree resonators. Specifically, we link the tree resonances with
the spectral properties of the passive recordings in the forest and the field. We
build on previous studies to further improve our understanding of the frequency
bandgaps corresponding to flexural and longitudinal tree resonances. The surface
waves radiated by the trees through their longitudinal resonances are found to be
evanescent. We then shift our focus to array processing, specifically plane wave
beamforming (related to wave phase), to quantify the azimuthal anisotropy of surface
waves. We analyze continuous ambient noise recordings for 9 days and nights. A
strong Rayleigh wave azimuthal anisotropy was observed inside the forest, showing
a cos 2θ variation with a fast axis oriented in the 45◦ direction with the array.
This result is consistent over a broad frequency range and stable over the entire
period. The Love wave anisotropy is not well constrained due to a smaller 3C array
and inadequate illumination from the ambient noise. When trying to interpret the
combined results obtained from the two dense arrays, we present various possible
physical origins for the observed anisotropy.

2.1 Background

The concept of locally-resonant metamaterials have attracted a lot of attention in
recent years, due to their ability to manipulate seismic waves and, more specifically,
surface waves. The advantage of the locally-resonant mechanism of achieving wave
control is in its deep sub-wavelength character, i.e. the spacing between the reso-
nant features can be much smaller than the wavelength a ≪ λ (at least an order less
than the wavelength). The effective properties of such a medium, which was initially
conceptualized by Veselago [1968], arise from the resonant characteristics of its sub-
wavelength unit cell. The formation of such bandgaps at much lower frequencies
compared to Bragg mirrors, was demonstrated in the GHz frequency regime with
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resonant pillars of micrometer scale unit cells by Khelif et al. [2010], Achaoui et al.
[2011]. Experimental realization at the lab scale with a set of rods attached to a plate
has explained the physics coupling Lamb waves with multi-resonators. Formation
of wide band gaps and other interesting physics has been observed when A0 Lamb
waves in the kHz regime interact with the flexural and compression resonances of the
centimeter scale rods/beams (Rupin et al. [2014, 2015], Lott et al. [2020b], Lott and
Roux [2021]). Colquitt et al. [2017] analytically constructed the dispersion curves
for a 1D array of resonators on a plate, using a scalar approach and a full-wave ap-
proach. The latter makes the dispersion curve more complicated because the flexural
resonances are considered along with the compressional resonances. They see the
bending and anti-bending branches for the dispersion around the rod resonances,
which was also seen in the experiments. The three main conclusions from the lab
experiments were that (1) the beams acting as coupled resonators for the beam-plate
system strongly degenerate the free plate response, (2) the two resonance modes of
the beam differently affect the system - the compression is monopolar having a low
Q-factor while the flexural is dipolar having a high Q-factor, and (3) in the bandgap,
the two resonances couple, resulting in leakage and a strong coupling of the beams.

For the case of a half-space to which resonators are attached, there is a sim-
ilar slowdown of the waves near the rod resonance frequency ω0 as shown in the
schematic of Fig.2.1 (a). The hybridization mechanism that creates bandgaps for
elastic waves propagating in both a plate and a half-space is analogous, but the
waves are constrained in the plate, whereas there can be leakage into the half-space
(conversion of surface waves to bulk waves). In principle, these waves are distinct
from the usual Rayleigh waves that exist on free surfaces and are referred to as
the Rayleigh-Bloch waves in the literature (Porter and Evans [1999], Colquitt et al.
[2015, 2017]), because they arise as a consequence of the periodicity of the array
present on the surface. The dispersion characteristics can be further modified by
having a graded resonator design (array of rods with decreasing or increasing height)
for both the plate (Colombi et al. [2015]) and half-space (Colombi et al. [2016a]).
In case of seismic waves, in order to modify the incoming Rayleigh waves, the indi-
vidual units of the seismic metamaterial can contain resonating structures coupled
to the ground. This is called a ‘metasurface’, because the resonators are either at-
tached over the ground surface (Colombi et al. [2016c]) or buried in the soil close
to the surface (Palermo et al. [2016]) so that a strong interaction with the surface
waves is achieved. This collective interaction can result in the waves being atten-
uated either by diverting them into the bulk or by locally trapping them inside
the metamaterial, by creating a ‘seismic wedge’ (Colombi et al. [2016a]). However,
the arrangement of these individual resonant units does not necessarily need to be
spatially periodic, since resonances drive the bandgaps, unlike periodic composite
materials, where the bandgap is driven by an interference effect only as seen in the
Bragg effect (Kaina et al. [2013a], Colombi et al. [2014]). This was demonstrated by
Kaina et al. [2013b] in the context of electromagnetic metamaterials and by Rupin
et al. [2014], Colombi et al. [2014], Lott and Roux [2021] for elastic metamaterials
with a random arrangement of beam attached to the plate. It is the impedance
ratio between the resonators and the substrate, the spatial density of resonators
and the quality factor of the resonators that decide the efficiency of the bandgap.
The extent of the bandgap is driven by the distance between the resonance and
anti-resonance frequencies. The physics of locally-resonant metasurfaces have not
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only been demonstrated experimentally at the lab scale (Colombi et al. [2017a]) but
also at the geophysical scale (Colombi et al. [2016c], Roux et al. [2018], Lott et al.
[2020a]), which is discussed in the following section.

Physics of metasurfaces

Bare Half-space

Metasurface

k

ω

ω0
Resonance Bandgap

S- wave
Rayleigh

Slow branch

Hybrid mode

(a) 

(b)

Figure 2.1: (a) Schematic showing the dispersion features for a bare half-space and
a metasurface. The Rayleigh wave sound line (in blue) is slightly slower than the
shear wave sound line (in green). The Rayleigh wave hybrib mode slows down near
the resonance frequency. (b) An extruded view of the 2D simulation results of the
phenomena where surface waves covert to shear body waves by the tree metawedge
(from Colombi et al. [2016a]).

2.1.1 Forest of trees - a locally-resonant ‘natural’
metamaterial

On the geophysical scale, a cluster of densely spaced trees can be thought of as a
dense configuration of beam-like features attached to the ground. This idea was first
investigated by Colombi et al. [2016c] by installing two seismic stations, one inside
and one outside a forest of trees, on the campus of the Université Grenoble Alpes.
From ambient recordings, they observed a drop in the energy close to the first and
second compressional resonances of the trees. The confirmation of this phenomenon
is provided by 2D numerical simulations, which clearly show the hybridization of
Rayleigh waves as a result of their interaction with trees within the frequency range
of the bandgap (Fig. 2.1 (b)). Following this interesting result, an ambitious seis-
mic experiment, called the METAFORET experiment, was planned in a pine forest
with dense tree arrangement in the southwest of France in 2016 by the same team
of researchers (Roux). A dense array of geophones made it possible to detect a
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sharp bending of the dispersion curve inside the forest around the tree longitudinal
resonance. This anomaly in the dispersion was a result of the collective longitudinal
resonances of the trees, which couple well with the Rayleigh waves. Not only the
dispersion properties, but also the ellipticity and the mean free path are dynamically
modified near the bandgap (Lott et al. [2020a]). The METAFORET project had for
the first time proven experimentally on the geophysics scale that locally-resonant
structures can couple to each other and create wide frequency bandgaps. All pre-
vious studies on the METAFORET dataset have focused mainly on compressional
resonances. However, we also consider the effect of the flexural resonances of the
trees and their coupling with the surface waves in the first part of this chapter.

2.1.2 Array Processing of ambient noise for evaluating
medium anisotropy

There is a special interest in understanding the directional properties of the ef-
fective medium in the context of locally-resonant sub-wavelength metamaterials.
Anisotropy is that property of a medium, wherein one or more physical properties
of that medium has a directional dependence. In seismology, anisotropy can be ob-
served by measuring the speed of the seismic waves propagating through the medium
in different directions. In the context of array processing, it is often assumed that
the noise field exhibits isotropy. This assumption means that the noise comprises
random waves propagating uniformly towards the array from all directions. Dense
arrays have unprecedented azimuthal resolution because of the sensor distribution.
Surface-wave measurements from seismic noise, especially with such dense arrays,
offer advantages for capturing different paths and directions inaccessible to ballistic
waves. One of the limitations of using ballistic waves from impulsive sources, like
active shots, is that they can only sample the source-to-array direction, leaving other
propagation directions unsampled.

An alternative approach involves retrieving information about the Green’s func-
tion of the Earth’s elastic impulse response from passive noise recordings which that
are diffuse or random wavefield (Campillo and Paul [2003], Shapiro and Campillo
[2004], Weaver and Lobkis [2005]). Fully diffuse wavefield is characterized by waves
with random amplitudes and phases propagating in all directions, and store informa-
tion about all possible paths. This information can be deduced by cross-correlating
pairs of receivers. In ambient noise correlations, surface wave phases are most easily
retrieved (Shapiro and Campillo [2004]), as they are inherently more prominent due
to the prevalent occurrence of seismic noise sources at the Earth’s surface. The waves
that sample the medium between these two points are affected by the physical prop-
erties of the medium and thus can change with both depth (frequency) and direction
(azimuth). The azimuthal variations of the seismic wave speed can be extracted by
array processing techniques such as beamforming in either the time domain (ex.
Gerstoft et al. [2006]) or the frequency domain (ex. Gerstoft and Tanimoto [2007]).
Ruigrok et al. [2017] compared the conventional beamforming results with those
obtained from beamforming of cross-correlations of station pairs. They found sev-
eral advantages of cross-correlation BF including slightly better resolution, weaker
artifacts and suppression of incoherent noise. In the second part of this chapter, we
take advantage of the above stated benefits of noise correlations to investigate the
presence of azimuthal anisotropy of surface waves inside the forest using plane wave
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beamforming. Although there may be different motivations to study the directional
properties of the seismic waves, we explore this property in the context of the forest
metamaterial that could potentially lead to new physics.

2.1.3 Objectives and Chapter organization

In this study our aim is to explain the nature of surface wave propagation inside
a forest of trees using ambinet seismic noise. We utilize the dense geophone array
configurations to

1. Explain the tree dynamics and identify the contribution of the tree resonances
to the nature of the surface wavefield inside and outside the forest, especially
in the low frequency band (< 20 Hz), and

2. Quantify the azimuthal anisotropy of surface waves propagating in the for-
est by performing plane wave beamforming on the noise data and discuss its
possible origin.

This chapter is organized as follows. First, the METAFORET experiment, in-
cluding the various array configurations and the characteristics of ambient noise,
is introduced in Section 2.2. This is followed by a discussion on the contribution
of tree dynamics to the spectral characteristics of the surface wavefield inside and
outside the forest. This contribution is evaluated for both longitudinal and flexural
resonances of the trees with the help of numerical modeling in Section 2.3. Shifting
our focus to array processing, specifically plane wave beamforming, we outline the
related theory and demonstrate the method for continuous ambient noise data, de-
tailed in Section 2.4. Thereafter, in the subsequent section 2.5 our aim is to quantify
the observed azimuthal anisotropy and discuss its potential origins.

2.2 The METAFORET Experiment

2.2.1 Natural Setting

The METAFORET experiment (Roux et al. [2018]) is a passive cum active seismic
experiment that was performed at the edge of a forest. Tree planting in the forest
was done semi-regularly, in rows of 4m spacing in one direction (Fig. 2.2). Although
there are numerous benefits to planting trees in such a fashion in silvicultural prac-
tices, this kind of dense tree arrangement is ideal for studying the metamaterial
behavior of the forest. Instrument deployment and experimentation were carried
out for two weeks (15-31 October 2016) in the southwest of France, in the Landes
forest range, where Maritime pine (scientific name: Pinus pinaster) is the main
tree cropping species (Danjon et al. [2005], Bakker et al. [2006]). The Landes de
Gascogne massif is the largest artificial forest in western Europe, where maritime
pines are grown on more than a million hectares. The average properties of 50 of
these pine trees were measured. The trees had a diameter of ∼ 20 cm and were
measured on average about ∼ 12 m tall and weighed ∼ 250 kg. The tree density in
the forest was 900 trees/ha. Trees are well coupled to the ground by a complex root
system extending into the upper layers of the soil, both in the depth direction as
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well as laterally. Just below the uppermost soil layer of the forest there is a discon-
tinuous layer of “alios”, which is an impermeable, compacted sand and gravel layer,
typical of the Landes de Gascogne. This kind of subsurface structure can permit
the trapping (or guiding) of the surface waves in the topmost layer, which in turn
facilitates the efficient interaction of surface waves with the trees. However, there
will be attenuation of the field as waves can still scatter and propagate in the bulk,
unlike plates. The upper layers of the subsurface were clearly revealed when the soil
was dug invasively at the edge of the forest during the experiment, as shown in Fig.
2.3.

Satellite image - METAFORET

Forest 

Canola Field
N

0          50     100m

44o08’52.82” N
1o10’16.89” W

EHN

EHE
EHZ

(a) 

(b)

(c)

Figure 2.2: (a) Satellite view of the METAFORET array deployment at the interface
of a pine forest and a canola field in the Landes region of south-west France (inset).
The experimental site is just next to the municipal airfield of Mimizan town (beyond
the extent of the image, to the right). The passive cum active seismic experiment
took place during two weeks in October 2016. The Z-component array layout is
a regular grid shown in white circles, oriented parallel to the forest-field interface.
The horizontal components of the three-component geophones EHE, EHN are also
oriented along the principal directions of the array, instead of the true north. Am-
bient noise was continuously recorded for two weeks and active source experiments
were also performed simultaneously. (b,c) Images show the forest-field interface and
the pine trees within the forest, respectively (accessed from metaforet.osug.fr).

2.2.2 Experimental Configuration

The experiment was designed such that the surface wave propagation can be cap-
tured, not only inside the forest where trees are present, but also outside the forest,
so that wave propagation can be distinguished. A set of 995, 5-Hz vertical com-
ponent geophones were installed on the ground partially covering the forest and
the canola field. This array spans 120×120m with a regular interstation distance
of 4m in both directions (black circles in Fig. 2.4). We refer to this array as the
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(a) (b)

METAFORET Soil structure

Figure 2.3: (a) Soil pit locally excavated down to 2.5m at the edge of the forest
reveals a highly compacted sand interface called “alios” (see inset). (b) This com-
pacted sand layer is located approximately from ∼ 0.5m to 1.5m below the surface
and is ploughed before plantation, particularly to allow water percolation into the
ground. The ground water table was approximately 1.7m from the surface during
the experiment. The same subsurface structure has been observed both in the forest
and the field, except for the parallel row structure and presence of tree roots in the
forest. (Images are accessed from metaforet.osug.fr)

“Z-land array” or the “Geokinetics array” in the remainder of the chapter. As seen
in Fig. 2.2 (a), this matrix was deployed at the interface of the forest and the canola
field and aligned with the structure of the forest itself. A large part of the array
∼ 3/4th is inside the forest and a smaller fraction ∼ 1/4th is deployed outside the
forest. Another set of 100 three-component 4.5 Hz geophones were also installed
as a square array on the forest edge covering an area of 36 x 36 m, interleaved
within the Z-component array, also with a 4m spacing (red ‘+’ symbols in Fig. 2.4).
The same three-component geophones were reconfigured in a linear fashion during
a partial period of the experiment with an even denser arrangement of 1 m spacing
cutting across the forest-field interface. These arrays are respectively referred to as
the “GFZ square array” and the “GFZ line array” in the remainder of the chapter.

The x-coordinate of the array is oriented parallel to the edge of the forest (Fig.
2.4). The trees are planted in parallel rows of 4m spacing along the y-direction,
whereas the intra-tree distance along the x-direction is not quite regular (2.5). In-
side the area covered by the Geokinetics array, on average, there are 0.33 trees/m
in the x-direction and 0.25 trees/m in the y-direction. The three-component instru-
ments of the GFZ square and line arrays were aligned parallel to the array - which
means the EHN component of the geophones was pointing towards the field (in the
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y-direction) instead of the true north and the EHE component of the geophones was
parallel to the edge of the forest (x-direction).
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Figure 2.4: METAFORET experimental configuration: The Z-land sensors 31x31
square array (black circles) with an intergeophone spacing of 4m spans 120m in
both directions. The cyan line marks the forest-field interface. Another 10x10
square array of three-component geophones (red ‘+’ symbols) with a 4m spacing is
installed near the forest-field interface. The same three-component geophones are
also reconfigured and installed perpenticular to the forest-field boundary as a line
array (magenta ‘+’ symbols) with a denser 1m spacing for a partial period of the
experiment.

In addition to the regular geophone arrays, some extra geophones were installed
at the bases of selected trees. These are shown in Fig. 2.5 with black circles in 2
parallel rows - T1 to T14 and T16 to T30. Of the total geophones installed at the
tree bases, only a few were found to have recorded data, while an even lesser num-
ber of them recorded good data. Furthermore, the experiment involved measuring
tree resonances by instrumenting a set of ten trees in the forest with velocimeters
(encircled in red in Fig. 2.5). To image the near-surface (top 2m) of the forest, a
ground-penetrating radar (GPR) survey was performed along the 120m long lines
in between the tree rows.
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Tree positions
Measured trees
Instrumented trees

Tree positions

Figure 2.5: Layout of the tree positions shown as filled green circles within the
array in the foreground. The trees that have an extra Z-land sensor, each installed
at their base are encircled in black, whereas the trees which are instrumented by
three-component velocimeters are encircled in red. The transparent background
shows the geopheone positions relative to the tree positions. Note that the forest
contigueously extends in the other three directions except towards the canola field.

2.2.3 Ambient Noise

Ambient seismic noise recorded by a seismometer is the sum of a large number of
wavetrains that can originate from different sources. In the frequency band, 0.1
to 10 Hz, the significant noise sources have their origin in the ocean and from an-
thropogenic activities. Ocean microseisms dominate below 1 Hz and are linked to
characteristic ocean swell periods. Above 1 Hz, anthropogenic noise, such as indus-
trial or traffic-generated noise, may predominate. In addition to these sources, the
action of wind, either directly on the ground or when it excites resonant features
on the ground, can have an effect of seismic noise in a broad frequency band of
10−3 − 102 Hz (Lott et al. [2017]). In a forest, trees themselves can be sources of
seismic noise. When trees are excited by wind, they can vibrate and couple this
energy to the ground, which contributes to the seismic wavefield. These can be
observed from the spectra of the geophones installed on the ground. A seismometer
installed on the surface picks up both body and surface seismic waves. Body waves
that are produced by distant sources undergo a high attenuation. The same sources
can produce surface waves that travel greater distances before losing energy. Surface
waves attenuate with a 1/r factor, unlike body waves which attenuate with distance
as 1/r2. Thus, a large part of ambient noise is composed of surface waves, especially
at lower frequencies because surface waves contain a longer period energy than body
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waves (Stein and Wysession [2009]). Thus, we can reliably assume for our analyses
that the most of the energy contained in the vertical component of the geophone
comes from Rayleigh waves.

The passive part of the METAFORET experiment involved 9 days and nights of
continuous recording during 18th October 2016 through 26th October 2016. Simul-
taneously, the active part of the experiment consisted of shots from a vibrometer
source placed both inside and outside the forest, which excite a high-frequency tran-
sient wavefield (> 15 Hz). For our study, we only used ambient seismic noise data to
determine the various properties of surface waves that could not be excited by active
shots. Such low frequencies can be excited by ambient noise sources, albeit weakly,
but can sustain over the entire recording period. Fig. 2.6 shows spectrograms for
one hour of recording from a set of geophones inside and outside the forest. The
frequency window shown only goes up to 20 Hz, which is mainly dominated by an-
thropogenic noise.

Plane wave 330 m/s – summation all azimuths

Ambient noise – Geokinetics and GFZ array
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Figure 2.6: Mean spectrogram of a sample Z-component recording from Geokinetics
array 5-Hz sensors inside the forest (a) and, from the canola field (b). (c) Data are
lowpass filtered below 20Hz for the station 5/116 located at the position (x,y) =
(44,16)m in the forest. All the panels (a), (b) and (c), show the data starting at
05:00:00 UTC on 25th Oct 2016 for a period of one hour.
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2.3 Spectral Analyses

The goal of spectral analyses is to establish any potential link between the tree dy-
namics and surface wave properties inside and outside the forest. There will be a
complex interaction between the flexural and longitudinal resonances and the associ-
ated geophone spectra. Previous studies that analyzed data from the METAFORET
experiment (Roux et al. [2018], Lott et al. [2020a]), focused on the higher frequency
regime (∼ 50 − 60 Hz). The tree longitudinal resonance mode opens a bandgap and
is primarily responsible for the drop in energy propagating inside the forest. This is
explained by the fact that there is a sudden change in phase velocity as we approach
the longitudinal resonance of the trees (see Fig. 2.7). From the same figure, we no-
tice that in the low-frequency range, there is also an abrupt change in phase velocity,
where the trees exhibit flexural resonances. This anomaly in dispersion was observed
below 10 Hz from the ambient noise data and has to be related to the flexural reso-
nances (Fig. 9 from Roux et al. [2018]). We know that the vertical motion of trees
is efficiently coupled with the vertical component of the Rayleigh wave, and thus the
drop in energy is more significant around tree longitudinal resonance (Colombi et al.
[2016c], Roux et al. [2018]). On the other hand, it is possible that the vertical com-
ponent will be less interesting in case of the flexural resonances as compared to the
horizontal component. An interesting analogy from the laboratory-scale plate and
rod experiment and the corresponding numerical simulations (Colombi et al. [2014]),
is that the flexural motion is weakly coupled with the A0 lamb mode. Keeping this
in mind, we revisit tree resonance identification by complementing the existing ex-
perimental results with some frequency domain numerical analysis. We then analyze
the spectra from the geophones inside and outside the forest and comment on the
origin of the observed low-frequency peaks.

2.3.1 Dynamic response of the trees

Trees can exhibit mechanical resonances similar to a slender cantilever beam, an-
chored at one end and free at the other end. These resonances can primarily be
flexural or compressional in nature. The vibration analysis of the tree motion in the
METAFORET experiment was captured in the field using velocimeters (Lennartz
3C 1s) directly attached to the trees. The analysis has been shown in previous stud-
ies using both ambient vibrations (Roux et al. [2018]) and active source excitation
(Lott et al. [2020a]), as in Figs. 2.8 (a) and (b), respectively. The Fourier analysis
of both ambient vibrations as well as the active shot windows reveal distinct reso-
nances near frequencies 0.3, 0.9, 2 Hz and around 45 Hz. These correspond to the
first three flexion modes and the compressional resonance of the trees, respectively,
determined by the modal analysis. The flexural motion of the trees is mainly ex-
cited in the low-frequency regime, whereas the longitudinal resonances are seen at
the higher frequencies. Lott et al. [2020a] reported that all the instrumented trees
have about the same frequency behavior. Specific details of these trees, including
tree dimensions and weight, are not available. For this reason and the fact that
they are co-located in the forest, we assume there must have been no significant
differences in their geometry and mass.
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Dispersion curve

Figure 2.7: Surface wave dispersion measured inside the forest from ambient
noise (blue) and active shots (black, red, and green) is represented in the fre-
quency–wavenumber (f-k) space. Frequency intervals linked to the tree flexural and
compressional resonances are shown as shaded bands. Between ∼ 50 − 60 Hz, the
main inflexion point in the dispersion curve corresponds to a frequency bandgap in
agreement with the locally-resonant metamaterial behavior of the forest. Another
less significant, but visible bending of the dispersion curve is seen in the band below
10 Hz where the flexural resonances dominate (from Roux et al. [2018]).

Frequency domain numerical analysis

To better understand how the tree resonator behaves to various input excitation
frequencies, we set up a frequency-response analysis in COMSOL Multiphysics. The
2D numerical model of a single tree coupled to the ground with the root is shown
in Fig. 2.9(a). The tree is modeled as a 2D solid beam of height h and diameter d,
attached to the soil half-space via a root region. The mechanical parameters of the
tree are taken from Roux et al. [2018], which are the mean values of tree wood as
determined by Colombi et al. [2016c]. The half-space is modeled as a homogeneous
layer with average properties of the first 20m depth from the velocity inversion
performed by Lott et al. [2020a]. The coupling element, i.e., the root, is limited to
a 3 m wide and 0.5 m deep region, as typical for maritime pine species in Landes
forest (Danjon et al. [2005]). The root is assigned with the mechanical properties
referenced in the Supplementary Information of Colombi et al. [2016c] that also
correspond approximately to the mean values of the tree and the soil medium. The
properties of different domains are shown in Table 2.1 below. It should be noted that
the tree and the ground are characterized by sharply contrasting material properties.
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Tree resonances

(a-1)

(a-2)
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Figure 2.8: Tree response (Left panel) Normalized Fourier spectra of the ambient
vibrations recorded in 10 instrumented trees during a night along (a-1) H1 or north,
(a-2) H2 or east, and (a-3) Z or vertical directions. Gray curves are the averaged
Fourier spectra of a 12-hr-long recording window and the red curves are the average
response of the trees. The spectra were normalized by the global maximum of the
three-component spectra (H1, H2, and Z). (from Roux et al. [2018]). (Right panel)
Normalized Fourier spectra averaged for 10 instrumented trees and all active sources,
for the horizontal (b-1) and vertical (b-2) components in red with a confidence
interval depicted as a shaded area in grey. The horizontal component is the average
of the two radial and tangential components (from Lott et al. [2020a]).

Domain ρ (kg.m−3) Vp(m.s−1) Vs(m.s−1)

Tree 500 2500 1300
Soil 1700 900 500
Root 1100 1600 900

Table 2.1: Material properties used for the tree, root and soil for the frequncy
domain numerical simulations of a single tree fixed to the ground via a root link.
The tree properties are taken from Roux et al. [2018], and the soil shear speed is
averaged of the first 20m from the inversion obtained in Lott et al. [2020a]. The
root region is assigned mean values of those from the tree and soil.

A harmonic sweep reveals peaks in the response of the top free end of the tree by
monitoring the horizontal and vertical displacement amplitudes, seen in Figs. 2.9
(b) and (c), respectively. As expected, the dominant flexural motion of the trees can
be seen in the low frequencies (below 10 Hz), whereas the compressional resonance
is observed at the higher frequencies (above 30 Hz). It is worth noting that higher-
order flexural modes can be coupled with the longitudinal mode. In our analysis,
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the mode coupling is seen for the 6th flexural mode and the compressional mode.
We performed a sensitivity analysis by varying tree heights h ∈ [9 .. 15]m, which is
the natural variation in the forest. The diameter of the tree is taken as a constant
value of d = 0.2m due to the low variation. The results of the sensitivity test are
shown in Table 2.2. The resonance frequencies of the first three flexural modes and
the first longitudinal mode are approximated to the first decimal.
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Figure 2.9: (a) Frequency domain analysis of the motion of a single tree modeled as
a uniform 2D beam of height h and diameter d, coupled to the ground by the root.
The various material properties are shown in Table 2.1. (a) The model schematic
and the series of figures showing the total displacement at various resonance peaks.
(b,c) The horizontal and vertical displacement amplitudes are respectively shown
for the response at the free end of the tree, for the tree heights h = 10m and 12m,
having a constant diameter 0.2m and root region 3m wide and 0.5m deep. The
horizontal motion is characterized by high Q factor flexural resonances, while the
vertical response shows the associated longitudinal resonance having a low Q factor.
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Resonance frequency (Hz)

Tree height, h (m) 1st flexural 2nd flexural 3rd flexural 1st longitudinal

9 0.9 5.5 15.3 58.6
10 0.7 4.5 12.4 53.1
11 0.6 3.7 10.3 47.6
12 0.5 3.1 8.7 42.9
13 0.4 2.6 7.4 40.4
14 0.4 2.2 6.3 37.5
15 0.3 2.0 5.5 35.3

Table 2.2: Resonance frequency peaks corresponding to the first three flexural and
the first longitudinal resonances for varying tree heights. The model shown in Fig.
2.9 and material properties in Table 2.1 are used for the frequency domain analysis.

From the above table, both the flexural and longitudinal resonances are quite
sensitive to the height of the tree. A small increase in tree height significantly
shifts the position of the low-quality factor compressional peak in the spectrum.
For the multiple flexural peaks, we also see them gradually shift towards the lower
frequencies as the tree height increases. The flexural resonances of a 15m tree are
more closer to the observations, whereas a 10-12 m tree is more representative of
the longitudinal resonances. However, trees have different mass distributions along
their heights, according to their branching and foliage, significantly affecting the
resonance frequencies (Maurel et al. [2018]). This could be an important factor in
understanding why we do not see a decent match of the peaks from the velocimeter
and the simulations for any specific case. The sensitivity analysis for the other
parameter, the tree diameter, is not shown here because of the low variation in tree
diameter in the forest. Another important parameter in the model is the dimension
of the base of the root. However, the resonance peaks were not significantly affected
by the variation in root size in a reasonable range (not shown here).

2.3.2 Spectral characteristics of noise inside and outside
the forest

The surface waves propagating on the ground interact with the trees, and around
the tree resonances it has been observed that the surface wave propagation shows
anomalous behavior (Colombi et al. [2016c], Roux et al. [2018]). Looking at the
response of the geophones inside and outside the forest, we can point out differences
in the spectra. If the forest plays a role in shaping the way surface waves propagate,
then we should be able to see a clear difference in the amplitude and the phase. Here,
we focus on the amplitude information of the waves. We select a set of geophones
from the Geokinetics array that well represent the forest and field. Rows 10 and
11 (y = 36 and y = 40m, respectively) that are well inside the forest, and rows 30
and 31 (y = 116 and y = 120m, respectively) outside the forest are chosen (see Fig.
2.4). We consider recordings only during the calm periods between 7pm and 7am.
The spectra are spatially averaged for each sliding time window 100 s long with 20
s overlap, and also averaged over all time windows of these synchronous records. In
the same way, the geophone data from all stations at the tree bases are also analyzed

55



(see circles with black outline in Fig. 2.5). The amplitude spectra for the geophones
inside the forest (i.e., between the tree rows), in the canola field and those placed
right at the base of the trees, are shown in Fig. 2.10 (a). We note that the peak
around 50 Hz, which is seen in the spectra from stations at the tree bases (black) and
those outside the forest (blue), is completely missing from the spectra of stations
between the tree rows (red). This suppression of the longitudinal resonance peak
means that the energy radiated by the trees is evanescent inside the forest, but leaks
outside the forest. This energy drop is also evident from the spectral ratio plot in Fig.
2.10 (b), where the black curve indicates the spectral ratio for the Geokinetics array.
The spectral ratio increases just before the tree resonance frequency, similar to that
observed by Colombi et al. [2016c]. Interpreting the spectral ratio becomes more
challenging when frequencies above 60 Hz are considered, because surface waves are
scattered by local heterogeneities and the contribution of body waves becomes more
prominent (Lott et al. [2020a]). On the other side of the spectrum, frequencies below
5 Hz will be damped because of the sensor cut-off. Thus, the ability to accurately
capture low-frequency signals near tree flexural resonances (observed at 0.3, 0.9 and
2 Hz from velocimeter data) is limited depending on the signal-to-noise ratio. We
nonetheless observe the 2 Hz peak in all the three sets of stations (tree bases, between
rows, canola field), which is also seen in the velocimeter data and has to be from the
tree flexural resonance. Further below in frequency, the amplitude spectra cannot
be reliable, especially in the subhertz range due to a damped response. However, in
ideal conditions (temperature stable vault) and low noise environments, recordings
can be deemed reliable up to 0.25 Hz (Ringler et al. [2018]).

There is another peak that is suppressed inside the forest, or, in other words,
a drop in the spectral ratio around 13 Hz, also observed by Lott et al. [2020a]
from the active data (which they did not discuss). The reason for this peak in the
spectra outside the forest is unclear, since we did not see any tree resonance at
this frequency from the velocimeter data or geophones at tree bases. However, the
frequency response of a 10m tall numerical tree shows a higher flexural mode around
12-13 Hz (Fig. 2.9 (b)). Thus, the 13 Hz peak has to be from a source external to
the forest, for example, from train-induced noise. The fundamental frequency of the
harmonic signal resulting from a moving train is controlled by the speed of the train
and the distance between the axles, f1 = Vtrain/∆a (Lavoué et al. [2020]). Studies
by Lopes et al. [2014] and López-Mendoza et al. [2017] both report a peak around
13 Hz in ground recordings near a railway track. In the former, it is generated when
the train with axle length ∆a = 2.9m is traveling at 144 kmph, and in the case of the
latter, when a train with ∆a = 3m is traveling at 150 kmph. This is consistent with
the ground-borne spectral peaks at 13 Hz observed in these two studies. The closest
railway line to the METAFORET experiment site is 20 km to the east. The signals
generated by the train could be recurrent and can travel several tens of kilometers
from the tracks (Inbal et al. [2018], Brenguier et al. [2019]). The beamforming result
at this frequency (shown later in Section 2.4.2) does not explicitly hint at an isolated
source from the direction of the railway line. However, we do not have any conclusive
argument to prove this hypothesis and, moreover, observing the drop in the spectral
ratio for active source data itself contradicts it.

A possible reason for a peak outside that is missing inside the forest could also
imply reflection due to Bragg scattering. Given the fact that the forest has trees
arranged in regular rows in the N-S direction, similar to lattice planes, an incoming

56



plane wave incident normal to the forest can constructively interfere and reflect the
waves − a ‘Bragg mirror’. However, the wavelengths at those frequencies do not
agree with the Bragg condition at normal incidence i.e., nλ = 2d, where d is the
distance between the tree rows. We discard this theory too.

Plane wave 330 m/s – summation all azimuths
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Figure 2.10: The spectral amplitudes and spectral ratio of the Z-component record-
ings for different sub arrays. (a) The spectra are shown for selected station sets
inside (red) and outside the forest (blue), along with the stations installed at the
tree bases (black). All spectra are for the recordings only during the calm periods
between 7pm and 7am. Note that the instrument response has not been removed for
plotting the spectra. (b) The black and gray curves correspond to the spectral ratio
measured from the Z-land sensor array and the vertical component of the GFZ line
array, respectively. Both the spectra and the spectral ratio are spatially averaged
for each sliding time window 100s long with 20s overlap and also averaged over all
time windows. The drop in spectral ratio around 50 Hz is due to the longitudinal
resonance coupling of the trees. There are other relatively less significant drops,
noticeably around ∼ 8 Hz and ∼ 13 Hz.

We perform a similar spectral analysis of ambient noise recorded by the 3C GFZ
line array (magenta crosses in Fig. 2.4) which was deployed from 23rd October
20106 for a period of three days. For the spectra inside and outside the forest, we
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chose 20 stations in the range 20 < y < 40m (inside) and 100 < y < 120m (outside).
Similarly to the Geokinetics array, we choose only the calm periods and spatially
and temporally average the spectra. We did not notice any difference between the
spectra below 20 Hz for the vertical component. The 2 Hz flexural resonance is
not very evidently seen in the horizontal components. However, a missing peak is
observed for the two horizontal components around 7.5 − 8 Hz. This is also seen in
the spectral ratio in Fig. 2.10 (b), shown in gray. Again, the tree velocimeters do
not capture any peaks at this frequency, but a numerical tree of height 12-13m has
higher flexural resonances around 3 and 8 Hz (Table 2.2). These seem to roughly
align with the observed amplitude spectra for the horizontal components EHN and
EHE, which should be most sensitive to flexural resonances.

Fourier Spectra – GFZ array
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Figure 2.11: The spectral amplitudes of the three component recordings from (a)
EHZ and (b) EHN and (c) EHE channels of the GFZ line array. The spectra are
shown for the station sets both inside (20 < y < 40m) and outside (100 < y < 120m)
the forest. All spectra are for the recordings only during the calm periods between
7pm and 7am. Note that the instrument response has not been removed for plotting
the spectra. Spatial and temporal averaging was done similar to Fig. 2.10(a).
There is a missing peak inside the forest around 7.5 − 8 Hz for both the horizontal
components. However, there was no tree resonance observed at this frequency.

Discussion

We observe both inside and outside the forest, one low-frequency peak at 2 Hz
corresponding to the tree flexural resonance This suggests that the bending of the
Rayleigh wave dispersion curve observed by Roux et al. [2018] at this low frequency
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does not conform to the hypothesis of interference effect associated with trees be-
having as coupled resonators at the subwavelength scale. Uncorrelated peaks that
appear in the geophone spectra (forest) but are not seen in the velocimeter spectra
(trees), for example the prominent peak in the vertical direction just below 4 Hz,
should be external to the forest. The extremely complex propagation path between
the more flexible trees and the stations installed in the vicinity of the trees, can
give rise to observable spatial frequencies. In addition to this, the impedance mis-
match between trees and the ground is critical to identifying the overall efficiency
of the ground-tree coupling. Indeed, a significant impedance mismatch will pro-
hibit efficient exchange of energy over the interface (root), therefore also limiting
the metamaterial behavior of the forest. The root region, as also modeled in the
simulations with the average properties of wood and soil, provides an impedance
matching layer between the tree and the ground which can improve the coupling.
The other peaks which are seen only outside the forest but missing inside the forest
are interesting for our study. However, not all of them correspond to a resonance
bandgaps, since we do not observe tree resonances around some of those missing
peaks. As for such peaks at 8 Hz and 13 Hz, regardless of their source, the filtering
of these frequencies by the forest is difficult to explain with the available data. Fi-
nally, the coupling between the instruments (velocimeters and geophones) and the
medium (trees or ground) can further influence the peaks in the spectra.

2.4 Plane wave Beamforming

2.4.1 Theory

As discussed previously, the vertical component in the ambient noise recordings is
primarily due to the propagating Rayleigh waves, at least in the frequency regime
where body waves do not dominate. By measuring phase speed associated with
the Z-component geophone array for the different incident directions, we can obtain
the azimuthal anisotropy of the Rayleigh waves. Similarly, Love wave anisotropy
can be deduced from the measurement of phase speed associated to the horizontal
component of the geophone that is perpendicular to the direction of propagation.
One way to access the azimuthal dependence of surface wave phase velocities is
to use array processing methods such as plane wave beamforming, which access
the coherence of the wave field across an array (Rost and Thomas [2002]). The
method we use here is a special case of the more generalized Matched Field Processing
(MFP), a technique developed in ocean acoustics for localizing point sources in
acoustic wave guides (Baggeroer et al. [1988]). The difference between the MFP
and Plane wave beamforming, is that the former can be used for curved wavefronts,
whereas the latter can be only applied to plane waves, as the name suggests. Thus,
the main limitation of plane wave beamforming is that sources have to be far away.
The conventional plane wave beamformer can be used in any complex environment,
as long as it is possible to obtain spatially coherent phase information between
nearby sensors (Jensen et al. [2011]). In this section, we discuss the theory of the
plane wave beamforming technique applied to noise recordings in the context of
dense nodal arrays.
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Cross Spectral Density Matrix (CSDM)

We process the continuous noise data for each geophone to accumulate a coherent
phase signal in the form of a cross-spectral density matrix which is the spatial co-
variance matrix of the data in the Fourier domain. This CSDM or covariance matrix
has previously been applied to microseismic noise (Gerstoft and Tanimoto [2007]),
teleseismic earthquakes (Seydoux et al. [2016b]), to classify seismovolcanic tremors
(Soubestre et al. [2018], to analyze the wavefield of ambient noise (Roux [2009],
Seydoux et al. [2016a, 2017]) and also in the context of the lab-scale metamaterial
(Lott and Roux [2021]). The continuous ambient noise time series is divided into
several time windows (Fig. 2.12(a)) to compute the Fourier transforms for the N
geophones in the array. Thus, the array data vector at a particular frequency f is
defined as

d =




d1(f)
d2(f)

...
dN(f)


 (2.1)

where, di(f) is the Fourier transform (keeping the phase only) of the component
measured from the geophone at r⃗i ,i = {1, ...., N}, for a finite-duration recording
window. We then build a cross-spectral density matrix (CSDM) by performing
correlations between all the station pairs of the array over this time segment. The
CSDM is a N x N square matrix that captures the relative spatial phase difference
between all sensor pairs and is defined as

Kij(f) =
〈
di(f) d∗

j(f)
〉

(2.2)

where * indicates the complex transpose operation and ⟨·⟩ denotes the temporal
average of the ensemble over all time windows. Throughout this chapter, vectors are
denoted by boldface lowercase letters and matrices by boldface uppercase letters. For
the temporal averaging, we choose two time windows, one for the CSDM averaging
(W1, shown in blue) and another for the averaging of the beamforming output
(W2, shown in red), as shown in Fig. 2.12(a). The CSDM averaging window is
a subwindow of the BF averaging window. To construct the CSDM shown in Fig.
2.12(b), the noise data are processed into 15 min segments. CSDM averaging is done
using a 30 s long sliding window with 50% overlap, over M = 58 consecutive windows
for each 15 min segment. It should be noted that here M < N , which implies that
the CSDM is not full-rank, which is not mandatory. However, this implies that
if we have many plane wave directions in the same noise segment, they cannot be
decoupled from each other. As M → ∞, the CSDM matrix converges towards the
theoretical array covariance matrix K (Seydoux et al. [2017]). Fig. 2.12(b) shows
an example CSDM for a 15min trace of noise data at frequency f = 21Hz. The
CSDM is complex and symmetric with the autocorrelations of all stations on the
diagonal elements and the cross-correlations on the off-diagonal elements. For the
sake of clarity, fifty randomly selected geophones from the Z-component array inside
the forest are shown in this figure. The ith row and the jth column of the matrix K
contain the mean phase delay between the ith and jth geophones at frequency f . In
the time domain, this corresponds to the cross-correlation between the geophones at
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positions ri and rj. The possible range of the cross-spectral value is between 1 and
-1, where 1 indicates perfect positive correlation and -1 indicates perfect negative
correlation. Note that the CSDM is symmetric and complex and only the real part
is shown. The imaginary part is small compared to the real part and close to zero, as
one would expect from the noise correlation theorem. Following Löer et al. [2018], we
omit the CSDM frequency averaging, because the effects of aliasing in the frequency
range under consideration are minor due to the large number of stations in the array.

Plane wave Beamforming - CSDM construction

W1

W2

0 500 1000 1500 2000 2500 3000 3500
time(sec) starting at 05:00:00 UTC on 25th Oct 2016

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

gr
ou

nd
 v

el
oc

ity
 (m

/s
)

Node #5/116

. .
 . 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

(b) (a) 

Re(Kij)

i : 1      N 

j 
:

1 
  

  
 N

 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Figure 2.12: CSDM construction based on time averaging of noise correlations. (a)
Windowing of the ambient noise traces using a half-overlapping 30s long sliding
window W1 (in blue) for FFT computation, that is averaged inside a longer window
W2 (in red) that samples every 15min of noise data with no overlap. (b) Real
part of the CSDM for 50 randomly selected geophones of the array inside the forest
at frequency f = 21Hz for one such 15min window. The color indicates phase
correlation at all station pairs with the autocorrelations lying along the diagonal
axis.

Replica/Steering Vector

In plane wave beamforming, the data that are received across the array is phase-
matched with the replica, i.e., a synthetic plane wavefield of varying wavevector
amplitude and direction. Thus, a set of plane waves need to be “steered” in various
directions θs to probe the direction of the noise source (Fig. 2.13). The model-based
plane wave field, called the replica / steering vector, w = eik·r can be constructed
for each given frequency f , phase speed C and steering angle θs as

w(f, C, θs) = e−i 2πf
C

(xcosθs+ysinθs) (2.3)

where, k is defined as the wave vector having directional cosines (cosθ, sinθ) , and x
and y are the relative spatial positions of the geophones with respect to a selected
reference geophone.
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ri = (xi , yi)

𝜽s

Plane wave Beamforming - replica vector convention
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ei k.r
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Δ𝜑

Figure 2.13: Convention used for the replica vector. Plane wave of frequency f and a
phase speed C, impinging on the array from a direction θs. The azimuth is measured
in a counterclockwise sense from east of array. The convention is chosen such that
azimuth gives the direction of arrival of the plane wave and not the direction of it’s
propagation.

Finally, the azimuth-dependent phase velocity is recovered for the array by
matching the CSDM matrix K(f) against the plane wave steering/replica vector
(Jensen et al. [2011]). The beamforming output at a given frequency f is defined
for each wave vector amplitude and direction as

B(f, C, θs) =
1

N

〈 ∣∣w∗(f, C, θs) K(f) w(f, C, θs)
∣∣
〉

(2.4)

where the angle brackets ⟨⟩ denote the ensemble average of the beamforming output
for all windows W2. The normalization factor 1/N means that the beampower must
be 1 for a signal that is perfectly coherent across the array. For each frequency, by
searching for a combination of phase velocity and azimuth, we construct an image
with beampower. The beampower is maximized when k matches the actual plane
wave arriving at the array.

Plane wave Beamforming for horizontally polarized waves

A one-component array does not capture the full nature of a wavefield and entirely
omits the pure SH waves. With a three-component seismic array, the enhanced spa-
tial information enables the isolation and estimation of the propagation direction
and apparent velocity of coherent signals prior to polarization analysis (Rost and
Thomas [2002]). Similar to the beamforming of the vertical component, we apply
the same method to beamform the horizontal components of a 3C array. However,
to correctly estimate phase velocity for a plane wave direction, we need to rotate
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the horizontal orthogonal components in the look direction itself. This is because
the rotation of the components ensures that the wave polarization is either in the
direction of k, the plane wave vector (as in the case of a Rayleigh wave) or perpen-
dicular to the wave vector (for pure SH waves). However, this is not always true, for
example, in an anisotropic medium, the plane of polarization is no longer transverse
(Tanimoto [2004]). Quasi-Rayleigh (qR) and quasi-Love (qL) waves can be slightly
tilted with respect to the direction of propagation. In any case, if qR and qL waves
exist, it will be evident from the beamforming output.

When the components EHE and EHN are rotated by ϕ , the new components
are given by

EHEϕ = EHE cosϕ− EHN sinϕ

EHNϕ = EHE sinϕ + EHN cosϕ
(2.5)

The rotation angle ϕ is varied with the look direction θs itself. Fig. 2.14 shows
the rotation of the horizontal component of the array in the look direction. Now,
the CSDM K(f) needs to be constructed from the rotated data of the horizontal
components. The replica vector remains unchanged, as it does not depend only on
the look direction and the geophone positions. The beamforming can be repeated
in different look directions and for all required frequencies.Azimuthal Anisotropy of Love waves

x
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𝜽s

EHE𝜙
EHN𝜙

𝜙=𝜃s

ri = (xi , yi)

Figure 2.14: Plane wave Beamforming with horizontal components. The array look-
ing in the direction of the plane wave arrival direction to beamform the pure SH
component of the wavefield. For this, the rotation of the horizontal components of
the data has to match as the steering direction, ϕ = θs. In this figure, the beam-
forming of component EHNϕ with the replica vector of a plane wave arriving from
azimuth θs gives an estimate of the pure SH wave phase speed. The CSDM matrix
contains the correlation of the rotated horizontal components whereas the replica
vector remains same as that for the vertical component beamforming.

Some other formulations are proposed in the literature to optimally beamform
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three component array data. In addition to velocity and azimuth, the polarization
is another parameter that describes seismic waves. Riahi et al. [2013] based their 3C
beamforming algorithm on that of Esmersoy et al. [1985] to simultaneously estimate
the particle motion (wave type) and propagation direction (azimuth). Distinguish-
ing between wave types is performed by estimates of wave polarization from the
energy distribution among the vertical and horizontal components of the sensors.
Although this is interesting, we did not use this approach since there is only one SH
polarization state, and thus no parameterization was necessary in our case.

2.4.2 Beamformer Output: 1C Array

Using the approach explained in the previous section, we first perform beamforming
in a broad frequency range (4-40 Hz) for the vertical component noise data recorded
by the Z-land sensor subarrays inside and outside the forest. Phase velocity interval
is selected based on the expected value between 250 − 450m/s and in all possible
azimuth directions 0◦ to 360◦. The beamforming results are normalized for 15-min
windows for continuous recordings of 9 days and nights starting from 18th October
2016. Average beamforming plots are shown for some selected frequencies in Fig.
2.15 for both subarrays. Although we did not manage to have a full-rank CSDM,
i.e., M < N , the projection on the replica vector gives an interpretable result which
is not polluted by the fact that the plane waves from different directions can be
coupled. An important observation is the sinusoidal variation of phase speed inside
the forest for almost all the quasi-harmonic frequencies for which the beamforming
was performed. After frequency ∼ 37Hz, the array response starts to interfere with
the plot of the azimuthal variation of phase velocity. On the other hand, for the
subarray in the canola field, it is difficult to see the continuous azimuthal variation.
The observed patterns can be explained by the aperture of the subarray outside the
forest, which badly resolves the noise in the NS direction of the forest (Fig. 2.15
a-2 through e-2). The azimuthal variations of the group velocity should, in theory,
behave in the same way as phase velocity. However, we did not measure group
velocities in this study.
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Figure 2.15: Plane wave beamforming of ambient noise data from 9 days and 9 nights
of continuous recordings shown for five selected frequencies. Beamforming for the
subarray inside the forest (a-1 through e-1), and for the subarray outside the forest
(a-2 through e-2). Note the sinusoidal pattern in the beamformer output of the
subarray inside the forest for all the frequencies shown. The subarray in the field is
evidently not able to sufficiently resolve the noise along the direction perpendicular
to the forest-field boundary (around 90 degrees and 270 degrees) because of the
smaller array aperture. Note that the y axis representing phase velocity is reversed
in all the plots. The color scale denotes the beampower which is always less than 1.
This is because incoherent noise that approaches the array from different directions
prevents it from being ideally tuned to a specific noise source.

Influence of array geometry

There is smearing out of the peaks in the beamformer output due to inhomogeneous
velocity structure and a finite array, i.e. energy reception will extend beyond the
intended look direction for each steered or beamformed angle. The degradation of
the plane-wave beamformer can also occur due to a curved wavefront, resulting in
high beamformer output across a broader range of azimuths. This ambiguity arises
from the matching of the curved wavefront with plane waves at multiple angles.
Surface waves generated by sources close to the array, characterized by a curved
wavefront, contribute to this degradation.
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Array Response

The impact of the array geometry on the beamforming estimates is primarily gov-
erned by the array response, which represents the beam response to an ideal plane
wave signal. The array response varies for each frequency and azimuth considered,
and can be plotted separately in the C − θ domain by summing the response for
each azimuth bin for a given frequency. The response of an array is, of course, inde-
pendent of the data and only a property of the array geometry. Thus, we construct
the CSDM based on the replica itself, which will be an ideal plane wave. For the
subarray inside the forest, in Fig. 2.16 the array response for a chosen frequency
f = 40Hz and phase velocity C = 330m/s by summing the result over all azimuths.
The regular lobes and the side lobes correspond to the response of the array. The
position of the lobes and their resolution depend on the frequency.

Summation of plane waves f = 40Hz travelling at 330m/s from 0°-360° azimuths
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Figure 2.16: Array response at frequency f = 40Hz and wave speed C = 330m/s,
for the Z-land geophone subarray inside the forest. The response is obtained by
summation done over all azimuths from 0◦ to 360◦ in steps of 2◦. Here, the CSDM
is not constructed from the actual data but rather from a model similar to the replica
vector with a selected frequency f and phase velocity C.

Array aperture

The array aperture governs the velocity resolution in the beamforming output. The
term “array aperture” refers to the size of an array. This is to say that the larger
the array size, the more constrained is the beamforming output in the velocity
space. This is demonstrated by a simple example using three subarrays A, B and
C of increasing aperture for the vertical component Geokinetics array shown in Fig.
2.17. For the subarray A, at a frequency of 21 Hz, it becomes difficult to focus
the surface waves projected with wavelength of ∼ 17m, which is comparable to
the aperture of the array of 36m for a given direction of the incoming wave (here,
roughly from azimuth θ = 200◦). For a smaller aperture, it becomes more difficult to
measure phase shift between the station pairs, which results in a bigger spot in the
beamforming plot. The size of a geophone array must extend many wavelengths to
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achieve high gain. As the size of the array increases for subarray B and eventually to
subarray C, not only are phase velocity estimates more stable, but also the arrivals
are better distributed across azimuths. The simultaneous increase of the number of
stations with size permits more azimuthally distributed paths (station pairs) used in
the CSDM computation and thus improves the beamforming output. The effect of
the array aperture is also clearly observed in the subarray outside the forest, where
we have a 120m aperture in the x-direction and a 30m aperture in the y-direction.
This results in a poor resolution of the Rayleigh wave phase velocity for the azimuths
θ = 90◦ and θ = 270◦ and good estimates for θ = 0◦ and θ = 180◦ (Fig. 2.15 a-2
through e-2).
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Figure 2.17: Effect of array size on the beamforming at frequency f = 21Hz for three
different subarrays A, B and C, for the same noise recording of five hours starting
at 05:00:00 UTC on 20th Oct 2016. The red curve is not a fit, but rather serves as a
fixed reference to see the variation of the beamformer output with increasing array
size.

2.4.3 Beamformer Output: 3C Array

The beamforming of the rotated horizontal components from the 3C GFZ square
array employs a similar approach as that used for the vertical component array. The
array layout is regular with a 10 x 10 configuration and a 4m intergeophone spacing.
We used the full array, both inside and outside the forest, due to the small aperture
of 36m in both the x and y directions. We process 46 hours of data from the 20th,
21st and 22nd October 2016. The selected data correspond to the hourly recordings
that had at least 99 nodes, i.e., (N ≥ 99). Other hourly recordings that contained
lesser nodes (N < 99) were not considered due to ambiguity in geophone ordering.
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We take 1 min long time segments with 30s overlap to construct the CSDM for every
such window. For each 1 min recording, we take 10s long half-overlapping windows
for the CSDM averaging. Finally, for each frequency, the CSDM of the rotated data
is matched against a replica, and the beamforming output is obtained. Due to the
polarization of the waves, we always see maxima in two azimuth directions in every
beamformer output (Fig. 2.18). Phase velocity pairs from these two directions of
wave incidence can thus be considered as that corresponding to the pure SH wave
polarization state and thus corresponds to Love wave propagation.

Azimuthal Anisotropy of Love waves
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Figure 2.18: Plane wave beamforming of the horizontal component EHNϕ at two
frequencies f = 19Hz and f = 27Hz usuing the GFZ square array. The black
crosses here are simply the maxima for each azimuth. (a) When the horizontal
components are rotated by ϕ = 45◦, the plane wave arriving from the direction
θ = 45◦, will show a maximum phase velocity along this axis, i.e., for directions
θ = 45◦ and 225◦ corresponding to the pure SH wave. (b) When the horizontal
components are not rotated, i.e. ϕ = 0◦, the plane wave arriving from directions
θ = 355◦ and 183◦, shows a maximum velocity for the EHN component due to the
pure SH-wave propagation. The slight tilt, which is a discrepancy from the expected
fast directions of 0◦ and 180◦ is due to the anisotropy of the medium.
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Azimuthal Anisotropy of Love waves

(a) (b) 

Figure 2.19: Illustration of polarization of Rayleigh and Love wave w.r.t the direction
of propagation in isotropic media (a), and quasi-Love (qL) and quasi-Rayliegh (qL)
wave in ansiotropic media (b) as proposed by Tanimoto [2004]. The qR wave and
Rayleigh wave are both elliptically polarized except that that the qR wave is tilted
w.r.t the vertical plane. The qL wave polarization and is no longer linear and has a
tilt. (adapted from Tang et al. [2023]).

The maximum phase velocity for frequency f = 27Hz is obtained for a plane
wave incidence at 355◦ and 183◦ when the particle motion is in the plane of the EHN
component. Thus, there is a tilt of 3◦ − 5◦ for the Love waves propagating in this
direction. This was described by Tanimoto [2004] for an anisotropic medium that the
particle motion is neither orthogonal nor linear due to the small vertical component
with phase lag (Fig. 2.19). He pointed out that although the particle motion
of the “quasi-Love” waves is not transverse in an anisotropic medium, when the
anisotropy is weak, it is expected that the angle between the direction of propagation
and the horizontal plane remains close to 90◦. Hence, we consider the assumption of
orthogonal particle motion to be rational for the analysis of Love wave beamforming.
In the following section, we quantify the Rayleigh and Love wave anisotropy using
the beamforming results.

2.5 Azimuthal Anisotropy of surface waves

In this section, we discuss the dependence of surface wave phase velocity on the
azimuth as observed from the results of the array processing in the previous section.
According to the classical anisotropy for surface waves, first proposed by Smith and
Dahlen [1973], the azimuthally dependent phase velocity for laterally homogeneous
media can be written as

C(ω, θ) = A1(ω) + A2(ω)cos2θ + A3(ω)sin2θ + A4(ω)cos4θ + A5(ω)sin4θ (2.6)

where ω is the angular frequency and θ is the azimuth of the wave-number vector.
The coefficients An(ω) are functions of frequency ω since the surface waves are
dispersive. This equation describes a general anisotropy model with the coefficients
An(ω) depending on 13 depth functions that are linear combinations of the elastic
coefficients of the material (see Montagner and Nataf [1986] for a detailed description
of these functions).
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2.5.1 Rayleigh wave Azimuthal Anisotropy

From the beamforming output of the vertical component shown in Fig. 2.15 (a-1
through e-1), it is clear that the forest shows strong anisotropy in phase velocity with
respect to azimuth for all observable frequencies. In this section, we quantify the
Rayleigh wave (RW) azimuthal anisotropy. Surface waves mainly sample the crust
and the upper mantle. Theoretical computations by Montagner and Nataf [1986]
and Montagner and Anderson [1989] for the upper mantle and direct observations
for the crust (3C array in Southern California) by Alvizuri and Tanimoto [2011] and
Riahi and Saenger [2014] have shown that the 2θ term is the dominant feature of
the RW anisotropy compared to the 4θ term. The dominant 2θ term is due to the
elastic coefficients that are related to the speed of P waves and SV waves (Montagner
and Nataf [1986]). Thus, we reduce the anisotropy model for surface waves in Eq.
2.6 to just the first two terms, while the other terms are assumed to be negligible.
Rewriting and simplifying, the azimuthally dependent phase velocity for a given
frequency f becomes

C(f, θ) = C0(f) + ∆C(f) ∗ cos(2(θ − θfast)) (2.7)

where, C0 is the mean velocity of the medium, the coefficient ∆C gives the
deviation of the velocity from the mean value and θfast is the direction of the fast
axis. For f = 21Hz as shown in Fig. 2.20(a), the mean velocity is 340 m/s and the
variation is 45 m/s from the mean, with a fast axis oriented in the 45◦ direction.
We define the degree of anisotropy as (∆C/C0) ∗ 100, which is 13% at f = 21Hz.
By averaging phase velocity over all azimuths for each frequency, we estimate the
dispersion of Rayleigh waves, as shown in Fig. 2.20 (b). The dispersion trend is the
opposite of what is typically expected, i.e., phase velocity increases with frequency,
evident between 7-20 Hz. This is explained by the velocity structure beneath the
forest, with the presence of a hard pan having high velocity. Lott et al. [2020a]
obtained dispersion curves for Rayleigh waves from active source excitations using
two methods (1) double beamforming (DBF) of the GFZ line array and (2) using
two-point correlation for the Geokinetics Z-comp array inside the forest. There is a
good match after 25 Hz between the dispersion obtained in this study and that of the
previous study. There is, however, a slight discrepancy in the results from the DBF,
since it only measures phase velocities in one direction (GFZ line aray, oriented at
θ = 90◦) whereas the 2-point correlation is averaged over different azimuths and
thus better matches our result. The strength of anisotropy (Fig. 2.20 (c)) varies
with frequency and has a maximum of 17% at 10 Hz, which is considered significant
in a local seismology context.
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Figure 2.20: (a) Anisotropy model (shown in red) with only the cos2θ term is overlaid
on the plane wave beamforming result for frequency f = 21 Hz. A high degree of
anisotropy (∼ 13%) with a fast axis oriented in the 45◦ direction is observed. The red
curve is an “eye ball” fit. (b) Rayleigh wave dispersion from the azimuthal averaging
of the beamforming results. For frequencies above 32 Hz the array response starts
interfering with the beamforming result. (c) The degree of anisotropy ∆C/C0 ∗ 100
is observed to be high across the observed frequencies, varying from 11−17% inside
the forest.

The azimuthal anisotropy of Rayleigh waves can also be confirmed by wavefield
dispersion in the reciprocal space (kx, ky). Fig. ?? shows a series of plots for selected
frequencies. The plots are obtained from active source data, taking a spatial Fourier
transform for every (kx, ky) value possible, and stacking over small temporal windows
of the diffuse coda, similar to the method followed in Lott and Roux [2021]. The
radiation ellipse shows a clear anisotropy with a fast axis oriented at 45◦. Beyond
the frequency of ∼ 40 Hz there is aliasing. The bright dots close to the center of
the plots are from the body wave branch of the dispersion.
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Figure 2.21: Wavefield pattern at selected frequencies in reciprocal space by com-
puting the spatial Fourier transform for every kx, ky possible value, stacking over
small temporal windows of diffuse coda of active sources. The white dashed square
is the Nyquist-Shannon limit. One can clearly observe the radiation ellipse for the
surface waves inclined at 45◦ over the entire frequency range. The bright spots near
the centre of the images correspond to the P wave which travels much faster than
the surface waves. (Snapshots of the movie used with permission from Martin Lott)

2.5.2 Love wave Azimuthal Anisotropy

We use phase velocity pairs obtained for the fast directions corresponding to the pure
SH wave polarization, as shown in Section 2.4.3. We use these values from various
rotation scenarios of horizontal components to populate the azimuthal distribution
of phase velocity of Love waves in Fig. 2.22. Contrary to Rayleigh waves, for Love
waves, it was observed in the literature that the anisotropy is contributed by both
2θ and 4θ terms, and mainly by 4θ because the elastic coefficients are related to the
speed of SH waves (Montagner and Nataf [1986]). However, we did not quantify
this anisotropy as a result of gaps in the azimuth domain. A rough estimate at
two frequncy points of f = 19Hz and f = 27Hz, gives an idea of the anisotropy,
although from partial azimuthal trend. This seems to be on the same order of the
Rayleigh waves (about 13%).
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Figure 2.22: Love wave phase velocity distribution with azimuth, at two frequencies
(a) f= 19Hz and (b) f = 27Hz. The plots are populated by discrete values of phase
speed (red asterisks) obtained from the rotation of the horizontal components. The
gray regions are the azimuths for which the Love wave illumination is not sufficient
to perform a good quality beamforming.

2.5.3 Discussion: Origin of the anisotropy

Identifying the cause of the observed anisotropy is important to understand the
propagation of surface waves in the forest metamaterial. It is challenging to track
the origin of anisotropy, especially in the near-surface region, where the soil is layered
and heterogeneities are present. An important advantage of using noise correlations
is that the sensitivity zone of the measurements is localized in a narrow region con-
necting the sets of station pairs. This means that the anisotropy for the subarrays
we choose is well localized inside and outside the forest, respectively. For the case of
Rayeigh waves, comparing the beamforming plots for the vertical component inside
and outside the forest (Fig. 2.15), we cannot immediately conclude if the observed
Rayleigh wave anisotropy is caused by the trees or the forest structure itself. This
can be attributed to the insufficient resolution provided by the subarray outside the
forest in the N-S direction. But comparing the results from the two arrays only in
the direction of the same aperture for different frequencies, there seems to be little
to no difference in phase velocities inside and outside the forest. However, to have a
conclusive argument, we would require more evidence for a clear difference between
the two cases. Another possibility is that the forest can have a strong anisotropy
and in the canola field there could be a weaker anisotropy.

There are two distinct characteristics that define the Rayleigh wave anisotropy
inside the forest, irrespective of the frequency;

• a 2θ variation, and
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• a 45◦ fast axis,

In our case, focusing on qualitative aspects of anisotropy may be more useful.
he reason why we omit the other characteristic, which is a high degree of anisotropy
∼ 11 − 17%, weakly dependent on frequency. Although there could be many ele-
ments that could influence the anisotropy, the intrinsic anisotropy of the materials
is the most basic form of azimuthal anisotropy. This is a commonly encountered
phenomenon for the deeper crust and upper mantle, for example, in olivine crystals,
where the intrinsic anisotropy is present at all scales. The single biggest clue for
intrinsic anisotropic properties that are responsible for our observations is that the
qualitative aspects of the azimuthal anisotropy remain the same irrespective of the
observed wavelength, i.e., sensitivity depths from 3m (40 Hz) to 30m (4 Hz).

On the other hand, we also have extrinsic anisotropy, which are anisotropic
effects caused, for example, by the presence of fluid in the medium or due to the
crack distribution. Another example of this is when we have a layered medium in
which each layer itself is an isotropic material, but the effective properties of the
medium are anisotropic. Unlike intrinsic anisotropy, extrinsic anisotropy depends
on the wavelength and spatial scale of the various processes. It is possible that the
origin of the anisotropy is non-unique, but the challenge would be to separate the
effects. There are several fundamental ambiguities that prevent us from finding the
origin of the anisotropy. We break down our discussion into the possible role of (1)
trees and (2) the subsurface structure.

1. Role of trees as resonators

Trees themselves can be assumed to be discrete masses, which increase the local
density of the medium near the surface. We know that surface waves are quite
sensitive to perturbations of the free surface. This can, in principle, be a reason
for the surface waves to have anisotropic properties. However, we can immediately
discard this hypothesis because had it been so, the Rayleigh wave anisotropy would
show a 4θ dependency instead of 2θ. Also, if it were the case that the tree resonances
were causing the anisotropy, it would have been limited to finite frequency bands,
but we observe similar results for all the observed frequencies.

2. Role of forest and subsurface structure

Forest structure
Soils in a forest often have a heterogeneous structure, with surface layers that

are more or less penetrable by roots, stones, and buried plant debris. Soil analysis
(Fig. 2.3) and GPR survey have confirmed the presence of the hard pan layer. The
soft sediment layer can guide the surface waves, similar to plates, but there will be
attenuation of the field as waves are free to scatter in the bulk. Before planting
the trees, the farmer breaks the ground in parallel rows to increase the effectiveness
of top soil cultivation by ripping and improving the impermeable or heavy subsoil,
resulting in better survival and growth of the trees. The tree plantation is then done
roughly in equally spaced parallel rows. Thus, this bilayer forest structure could be
a possible origin for the observed azimuthal anisotropy.

The root system consists of a deep taproot with a well-developed secondary root
system commonly seen in pine. Danjon et al. [1999b] use three-dimensional (3D)
digitization methods to measure cross-sectional areas and root volume distribution
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as a function of depth, azimuth, and radial distance, as shown in Fig. 2.23. The
root distribution in the depth direction is mostly confined to the first layer above
the fractured hard pan that has a decent lateral spread. The plan shows that the
tree volume is not perfectly distributed along all radial directions and is least in
the direction of the tree rows. Although trees are planted uniformly in rows, the
non-uniform distribution of nutrients can influence root distribution and develop-
ment at the full maturity of the forest. Furthermore, from the tomography results
(personal communication), there seems to be a tilted reflector under the forest, at a
depth of roughly 20-25m. However, surface waves become sensitive to this reflector
at frequencies lower than 5-6 Hz. But we observe the anisotropy at much higher
frequencies. Therefore, we also discard this hypothesis.

(b) (a) 

Broken hard pan layer

Figure 2.23: Spatial distribution of roots of pinus pinaster. (a) Cumulative 2D
spatial distribution of root volume (cm3 within a surface area of 25cm2) as a function
of depth and radial distance: tree mean, and (b) Cumulative 2D spatial distribution
of surface (depth < 30cm) root volume (cm3 within a surface area of 100cm2) in
the horizontal plane (i.e. integrated over depth): tree mean (from Danjon et al.
[1999a]).

Aligned fractures
This leaves us with the explanation that the anisotropy could be due to regular

fracturing of the upper soil layers that can cause HTI anisotropy (Fig.2.24). A
medium having vertical fractures which are preferentially aligned, as in the forest,
the symmetry is horizontal transverse isotropy and, therefore, can exhibit azimuthal
anisotropy. Tanimoto [2004] showed plots of analytic and exact solutions for both
Rayleigh and Love waves in a layer of HTI media overlying an isotropic half-space
(Fig.2.24). According to Montagner and Nataf [1986], Rayleigh waves travel faster
in a direction that is the same as that of faster P waves, due to the particle motion.
If aligned fractures are responsible for the azimuthal anisotropy, then the fractures
in the forest should be oriented N45◦E with respect to the array, which may be
unlikely.
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Figure 2.24: Azimuthal anistropy of HTI media. Results from a study by Tani-
moto [2004] showing a comparison of analytic and exact (numerical) solutions. The
medium has a simple one-layer over a half-space model and transversely isotropic
symmetry with the symmetry axis pointing in the x-direction whereas the lower half-
space is isotropic. (a) Both P and S wave velocities are assigned 5% anisotropy in
the two orthogonal directions, and (b) isotropic P-wave velocity and 10% anisotropy
for S-wave velocity in the upper layer. This kind of medium produces a cos 2θ
anisotropy.

Numerical simulations for diagnosing the observed anisotropy

We ask the question: if the anisptropy is derived from the forest or subsurface
structure, how can the effect of the trees be isolated from the effect of the subsurface
structure on the anisotropy? The key differences between the forest subsurface and
the field would be (a) the absence of roots and (b) the absence of a damaged hard
pan in the field. Running simulations with different models that account for both
soil structure and tree roots will be more conducive to identifying their respective
contribution.

Anisotropy in the case of elastic metamaterials is not unusual. For example,
Antonakakis et al. [2014b] through simple analytical and numerical studies, observed
strong anisotropy for the effective medium of a plate with periodic clamped holes.
In a laboratory experiment with a forest of regularly glued aluminum rods to an
aluminum plate, Lott and Roux [2021] observed that after the inflection point, the
energy leakage from the source inside the metasurface is anisotropic. A similar
dynamic anisotropy was also observed by Colombi et al. [2017b] from numerical
simulations in the time domain of both a plate and a half-space with rods attached to
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the free surface. All these studies report a cross-shaped anisotropic profile that starts
to be visible at the inflection point of the dispersion curve (see the bottom panel
of Fig. 2.25). However, those observations are different from the METAFORET
results in two ways: first, we see a radiation ellipse (2θ variation) instead of a
cross-shape (4θ variation), and second, we see the same shape of the ellipse for all
observed frequencies which is more of a quasi-static anisotropy. These frequencies
are below the longitudinal resonance of the trees, and thus we cannot comment on
the anisotropy in that regime.

Figure 2.25: Anisotropy in locally-resonant metamaterials. (Top panel) 3D numeri-
cal simulations reported by Roux et al. [2018] for trees over an elastic half-space. The
figures show the model meshing (a) and the vertical component wavefield snapshots
for a broadband source inside the forest for the cases of layered (b) and homoge-
neous (c) soil media, respectively. (Bottom Panel) Similar numerical simulations
from Colombi et al. [2017b], but for 2D array of rods showing a zoomed section of
the dispersion curve around the first longitudinal resonance (D). The plots in re-
ciprocal space show the isofrequency contours with a hyperbolic pattern around the
inflection point (E). Wavefield snapshot with the source located at the center of a
cluster of rods (F), when filtered in the band shown by the bracket in the dispersion
curve plot. The tree simulation shows a relatively circular spreading of the broad-
band wavefront inside the forest. On the other hand, the beam metasurface reveals
a strong dynamic anisotropy in the regime of the inflection point of the dispersion
curve.

In Roux et al. [2018], spectral-element time domain simulations are discussed
briefly without discussing about the anisotropy aspect of the wavefield. For example,
see snapshots of the wavefield excited by a Ricker source centered at 50 Hz for a
domain having a realistic forest tree pattern and vertical soil layering (top panel of
Fig. 2.25 (b)). Apparently, the wavefield after a few milliseconds of the zero time of
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the source, for both the layered and the homogeneous soil cases, seems to be quite
isotropic (circular wavefront instead of elliptical) for such broadband excitation. We
nevertheless ask ourselves the question: Could the observed anisotropy be reproduced
with numerical simulations considering (a) the tree arrangement, and (b) subsurface
that is more accurate than a 1D stratified soil profile?

For a future study, we suggest a simulation using a heterogeneity model to eval-
uate the anisotropy effects. We propose one such model schematic shown in Fig.
2.26 based on the literature and some of the findings of this study. The top layer
of soil overlying the hard pan can be idealized as an HTI medium with a symmetry
axis that points in the y-direction. Alternating rows of soil and root-soil composite
can be assumed for this top layer. Intuitively, the surface wave speed should be
faster along the direction of the fracture (x-axis) and slowest in the perpendicular
direction (y-axis), but this should be verified. In the second step, a checkerboard
model can be used, but with the root-soil composite staggered in the x and regular
in the y-direction that matches the actual tree distributions.

𝜌2  VP2 
VS2

𝜌1  VP1 VS1

𝜌1  VP1 VS1

𝜌2  VP2 VS2

𝜌1  VP1 VS1
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Hard pan “alios”

x
y z

z ≈ 0.5m

z ≈ 1.5m

Water saturated sand

Soft sediment

Root-soil composite

Figure 2.26: The proposed simplified METAFORET velocity model that can be
reasonable for performing numerical simulations to further understand the role of
the layering and the tree root structure in the observed azimuthal anisotropy.

A more realistic model can be further analyzed to take into account (only for a
second-order analysis):

1. trees as slender beams that exhibit flexural modes at low frequencies and
compressional resonances at higher frequencies,
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2. more realistic effects in the mechanical parameters of the soil, for example,
using a viscoelastic model instead of an elastic one and vertical gradients for
density and shear stiffness/velocity, and

3. the shape of the heterogeneities, e.g., accounting for the conical shape for the
root-soil composite (example, see Ding et al. [2022]), for the tap root system
of pine trees.

2.6 Concluding remarks

It was found that around the tree longitudinal resonance frequency, the energy
radiated by the trees is evanescent inside the forest. However, for tree flexural
resonances, we observe a weak coupling of the tree dynamics and the surface waves
in the frequency band of 1-10 Hz. Strong surface wave azimuthal anisotropy exists
in the forest. Rayleigh wave anisotropy exhibits a cos 2θ variation with a fast axis
oriented in the 45◦ direction with respect to the array over a broad observable
frequency range. Results for the Love wave anisotropy are less conclusive, because
of the small aperture of the 3C array and due to the inadequate illumination of the
SH waves. Nevertheless, the degree of anisotropy for both Rayleigh and Love waves
seems to be high, on the order of 11−17%. The origin of the strong anisotropy could
not be determined. However, the total anisotropy we observe could be either due
to: (1) intrinsic anisotropy of the shallow soil layer, (2) near-surface heterogenities
introduced by roots, and (3) preferential fracturing of the layers, or a combination
of these factors.
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Chapter 3

Surface wave propagation in a
dense wind farm

The META-WT experiment piece of this chapter with the initial comprehensive
results was published in Pilz M, Roux P, Mohammed SA, Garcia RF, Steinmann
R, Aubert C, Bernauer F, Guéguen P, Ohrnberger M and Cotton F (2024), Wind
turbines as a metamaterial-like urban layer: an experimental investigation using
a dense seismic array and complementary sensing technologies. Front. Earth Sci.
12:1352027. doi: 10.3389/feart.2024.1352027

Summary

The core of this chapter lies in the experimental investigation of the possible meta-
surface created by arrays of wind turbines at the geophysics scale. We identified two
wind farm sites that house densely arranged wind turbines - one with smaller but
identical turbines and another with much bigger but heterogeneous turbines. We
analyzed ambient noise data from arrays deployed at these locations using a simi-
lar approach. This is effectuated by (1) analyzing spectral amplitudes both inside
and outside the wind farm, and (2) performing a coherent analysis involving spatial
correlations to extract the effective properties of surface waves like phase velocity
and scattering. In the first wind farm with a sparse geophone array, we observed no
drop in spectral intensity inside the farm, nor any anomalous surface wave disper-
sion or strong scattering associated with wind turbine fundamental resonance. At
the site of the second wind farm, we deployed a DAS fiber optic cable as part of the
seismic near-field assessment alongside other sensors. The dense sampling allowed
a detailed study of the near-field radiation and propagation of surface waves. Here,
we observed unusually strong damping of surface waves in specific frequency bands,
indicating evanescent propagation within the wind farm. We have experimentally
demonstrated that a set of wind turbines in a wind farm - that are sufficiently close
to each other in relation to the seismic wavelength (a few hundred meters), can in
some respects exhibit a metasurface-like behavior for seismic surface waves.

3.1 Background

Classical approaches with seismic metamaterials aim at designing a set of spring-
mass resonators coupled to the ground to cancel seismic surface waves on a specific
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meta-surface. In this chapter, we investigate the role of the wind turbines (WTs)
themselves as the set of coupled resonators that could potentially create a meta-
surface. Based on the results of the METAFORET experiment, the purpose of this
study is to transpose the previous results (both the experiment and the numerical
simulations) to a larger scale (hundreds of meters to a few kilometers) and lower
frequencies (< 10Hz), on the assumption that the cluster of WTs in a wind farm
should behave as the pine trees did in the METAFORET experiment.

3.1.1 Motivation for this study

In the preceding chapter (Chapter 2), it was comprehensively described how trees,
due to their local resonances, can modify the propagation of surface waves in the
forest. It has been experimentally observed and confirmed through numerical simu-
lations that the frequency bandgap is associated with the longitudinal tree resonance
(Colombi et al. [2016c], Roux et al. [2018], Lott et al. [2020a]). Furthermore, within
the bandgap, we have found the radiation of the tree resonances to be evanescent
inside the forest. As far as earthquake ground motion in urban areas is concerned,
which is also the motivation for this thesis, the target frequency band is one to two
orders lower (∼0.5-5 Hz) for the longitudinal resonances of trees. In the context of
seismic protection of civil engineering structures through a forest of trees, one would
need trees that can resonate at much lower frequencies, i.e., trees that are extremely
tall and heavy. Although flexural resonances of trees are present at low frequencies
(below 10 Hz), we did not find any interesting bandgap-like behavior.

For the purpose of discussion, consider a tree 10 m tall with a uniform cross
section, clamped at its lower end and free at the top, and assume the average
material properties from the literature (Colombi et al. [2016c],Roux et al. [2018]):
ρ = 500 kg m−3, Vp= 2500 m s−1 and Vs = 1300 ms−1. We obtain the fundamental

longitudinal mode of the tree around f
(1)
l = 52 Hz using the expression f

(n)
l =

(2n−1)
4L

.
√

E
ρ

. Here, L is the height of the resonator, which has a material density ρ

and a Young modulus E. The position of the bandgap is certainly driven by the
resonator height. However, it is not just the height of the resonator that dictates the
metamaterial effect. In the analytical expression derived by Colquitt et al. [2017],
the bandgap width around the longitudinal resonance of beams attached to a half-
space is inversely proportional to the length of the resonator. Intuitively, short
resonators maximize the bandgap size, but there are other material parameters of
the resonator that appear in that expression. The bandgap opened at the tree
resonance frequency would still be too high considering practical applications in the
seismic hazard context. As a hypothetical scenario, if we consider trees ten times
taller (∼ 100m) , then the resonance should occur around 5 Hz, although resulting
in a relatively narrow bandgap. In any case, this would be more interesting from an
earthquake engineering perspective. Such tree species corresponding to these low
frequencies, for example, the Giant Sequoia, which can reach heights of more than
100 meters, are not always feasible. Thus, we turn our attention to WTs, which are
man-made structures that are relatively tall, heavy, and well-coupled to the ground,
and are increasingly prevalent in today’s landscape. A scaled version of the tree
forest configuration could be a dense forest of WTs.

Interestingly, WTs are often clustered together in configurations labeled as ‘wind
farm’ or sometimes as a ‘park’, ‘plant’ or an ‘array’. Wind farms can typically vary
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in size from a few turbines to several hundred WTs that cover an extensive area. By
taking advantage of the grouping of WTs, we can potentially explore their locally-
resonant subwavelength behavior. Here, the resonators are neighboring turbines,
which are much taller and heavier. The resonance effects of these structures is much
more pronounced in low frequencies, similar to those of tall buildings.

3.1.2 Structural Characteristics of a Wind Turbine

In recent decades, concerns over the global increase in temperatures have fueled the
demand for alternate sources of energy, for example, sunlight, wind, or heat from
the earth’s interior. WTs are designed and built for the generation of electricity
by using the kinetic energy of the wind. These are equipped with a set of blades
(usually 3 blades) that are designed such that the aerodynamic forces due to the
wind, i.e. the difference in air pressure across the two sides of the blade, make them
rotate around their axis when the wind speed is above a certain threshold (cut-in
wind speed). When the flow of the air stream is parallel to the axis of rotation, the
turbines are called horizontal axis wind turbines (HAWT) (Fig. 3.1). The blades,
which are coupled to a main shaft, then transfer this mechanical energy via the high-
speed shaft to a generator housed in the nacelle, which converts it into electrical
energy. The whole turbine assembly including the rotor blades, hub, and the nacelle
is mounted on top of a tower, which is supported by a foundation. We limit our
discussion to the horizontal axis WTs in this thesis, as they are the most prevalent
WT configuration that is in use today.

Following this climate-driven energy transition, wind energy has seen an increas-
ing share in the global electric power market. Consequently, with the progress in WT
technology over the years, individual turbine capacities have consistently increased,
resulting in larger and taller WTs (Fig’s 3.2a & 3.2b). The power captured by the
turbine increases with the swept area and the generation becomes more efficient,
since the wind speeds increase with height and become less turbulent. Thus, the
same turbine assembly can be mounted on towers of different heights (Fig. 3.2a) to
optimally harvest energy according to the wind conditions at a given site. Land-
based (onshore) WTs are relatively smaller, and thus have lower capacity compared
to their offshore counterparts. However, the scope of this thesis is limited to land-
based WTs. The global average hub heights for inland turbines have increased from
81 m in 2010 to 103 m in 2020 (IRENA [2022]). Greater hub heights naturally mean
taller and heavier turbine towers.

The turbine tower is the primary load bearing structure of a WT. In addition to
being responsible for raising the turbine to the design height, the tower is required
to resist both static and different dynamic forces acting on the global structure.
The gravity loads are from the assembly including the rotor hub and blades, the
nacelle, and all the components that are housed within the nacelle, and the self-
weight of the tower itself. In addition to static gravity loads, the forces from the
rotation of the blades and aerodynamic loading from the wind are the important
dynamic loads that the turbine structure experiences. Steel tubular towers that are
tapered along their height are the most common. For larger turbines, the tower is a
prestressed concrete-steel hybrid (PCSH), i.e., a major fraction (generally ∼ 2/3rd
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Figure 3.1: Components of a typical Land-based Horizontal Axis Wind Turbine.
The various terms are explained in the Glossary section of the thesis. (adapted from
Arne Nordmann (norro), CC BY-SA 3.0 http://creativecommons.org/licenses/

by-sa/3.0/, via Wikimedia Commons)

of the tower height) is the prestressed concrete sections and towards the top are
the steel sections. The dynamic behavior and both the overall and local stability
of prestressed concrete towers are superior to those of conventional steel tubular
towers. The WT tower safely transfers all the forces and moments at the base to the
subsurface through the foundation, which is typically a reinforced concrete base with
micro-piles, which is designed based on local soil conditions. The coupling between
the WT and the ground is governed by the type and design of the foundation and
the various subsurface properties. This coupling, called Soil-Structure Interaction
(SSI) in the literature, contributes to the ground motion, which is discussed in the
following chapter (Chapter 4).

3.1.3 Dynamics of a Wind Turbine and its influence on
ground motion

WT structures are tall cylindrical towers that vibrate continuously even when the
turbine is not operating, usually due to wind excitation. The spectrum of wind
excitation is depicted in Fig. 3.3 (a) with a green curve and in (b) as a dashed
curve. Under the excitation of the wind, the spectra of seismic noise indicate some
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Figure 3.2: Phenomenal growth of WT sizes over the last few decades. The figures
show the increase in rated capacity of wind turbines (in megawatts) associated
with the more recent taller and heavier WT structures. Trend shown for (a) WTs
manufactured by ENERCON® from 1984-2020. The turbines can be mounted on
towers of different heights. The highest variant is shown in the figure, the shortest
variant is indicated with dashed lines (adapted from Jahobr, CC0, via Wikimedia
Commons), and (b) WT nameplate capacity, hub height, and rotor diameter for
land-based wind projects in the US from 1998-2021. The inset shows the trends in
turbine hub height and rotor diameter over the last decade (Wiser et al. [2022]).

temporal variation i.e., wind speed affects the seismic noise observed. For calm
conditions, the WTs serve as passive bodies under continuous low-frequency seismic
noise excitation, mainly from the microseisms, scattering the seismic wave field. In
the case of higher wind speeds, the turbine is in the operating state, and thus the
active component of the WT, which is the rotor, generates low-frequency acoustic
signals. Thus, the WTs are non-stationary active sources of seismic waves. The
strong coupling of WTs to the ground through massive concrete foundations means
that signals are efficiently transferred to the subsurface. A secondary path for these
mechanical ground vibrations (for example, infrasound signals) is to travel through
the air and couple to the ground.
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(a) (b)

Figure 3.3: Excitation of the Wind Turbine structure (a) Typical normalized spectra
from depicting the actions due to wind, sea waves, and earthquake ground motions
(taken from De Risi et al. [2018]). The yellow and orange bands represent the ranges
of vibration periods for steel monopile-supported offshore WTs corresponding to
main and higher modes, respectively, and (b) The difference between a static wind
load spectrum and the spectrum felt by the turbine due to the blade rotation. Here,
1P and 3P indicate the blade passing frequency (adapted from Van der Tempel and
Molenaar [2002]).

Several recent studies have shown the influence of single or multiple WTs on
seismic recordings, the increase in local noise levels, and the influence of local wind
speed (for example, Saccorotti et al. [2011], Stammler and Ceranna [2016], Neuffer
et al. [2019], Hu et al. [2019]). In Fig. 3.4 (a), one can see the diurnal variations
of seismic noise, i.e., an alternation of high and low amplitudes during the day and
night, respectively. From the various studies in the literature that recorded and
analyzed seismic signals in the proximity of WTs, we can deduce that the seismic
noise recordings show a complex spectrum, which includes:

1. time-varying frequency peaks directly related to the blade-passing frequency
and their harmonics, and

2. stationary peaks associated with the various modes of oscillation of the WT.

The WTs are usually designed such that the two do not overlap and thus are
distinct from each other in most cases. The latter are excited at the natural frequen-
cies of the structure, which depend on the (a) stiffness of the tower, (b) mass of the
WT components, including the tower assembly, and (c) foundation and soil rigidity.
Therefore, external factors such as wind speed cause a variation in the peaks related
to blade passing frequencies, whereas the eigenvalues do not change unless there is
a change in the mass or stiffness of the system. For typical WT structures that are
constructed today, both onshore and offshore, the fundamental resonance frequency
is typically subhertz, starting from 0.1 Hz (Fig. 3.3 (a)). An important criterion in
the design of the WT structure is to locate the natural frequencies away from the
blade passing frequencies 1P and 3P, which can otherwise coincide and result in an
unstable resonance condition.
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Figure 3.4: WT seismic noise from an onshore WT (modified from Saccorotti et al.
[2011]) (a) Spectrogram for the vertical component of the ground velocity recorded
in the vicinity of the WT showing the diurnal variation of amplitude spectral den-
sity (b) Amplitude spectral densities for the vertical component recording at the a
reference site away from the WT during day-time and night-time periods (black and
gray curves respectively).

The seismic noise generated by WT operation can be detected by seismic in-
struments installed several kilometers from the wind farm (Saccorotti et al. [2011],
Stammler and Ceranna [2016], Estrella et al. [2017]). Saccorotti et al. [2011] ob-
served two steady peaks at 0.45 Hz and 1.7 Hz, which is likely due to the different
modes of oscillation of the WT. Signals at 1.7 Hz were detected as far as 11 km
from the wind farm. The studies have comprehensively analyzed the attenuation
characteristics of seismic waves away from wind farms. All the studies concluded
that the WT signals reduce the seismic event detection abilities of the seismic sta-
tions, particularly in the frequency band of 1-10 Hz. In general, the amplitude of
the seismic noise generated shows a good correlation with the wind speed. At the
same time, the dynamic response of WTs and the corresponding wave field is di-
versely affected by their operational states (i.e. normal operating conditions, parked
state and emergency shut-down due to excessive loads) and the related phenomena
(i.e. aerodynamic damping due to the spinning rotor). Estrella et al. [2017] and
Zieger et al. [2020] demonstrated that ground motion correlates well with the active
component of the WT and identified the spectral peaks under different WT oper-
ating conditions, as well as how they propagate in the subsurface. The transfer of
motion to the subsurface induced by different oscillating modes of a WT through
the foundation is thoroughly discussed in the following section.

3.1.4 Wind turbine source characteristics and near-field
radiation

For this study, it is quite important to understand how a WT, as a source, radi-
ates in the near-field due to the tower oscillations. WTs are well anchored in the
subsurface through their foundation. The transfer of WT tower oscillations to the
subsurface was well captured by two experiments performed by Lerbs et al. [2020]
and Neuffer et al. [2021]. Lerbs et al. [2020] in their experiment installed two ring
arrays of different radii around the WT, to investigate the WT-induced seismic sig-
nals and the radiation pattern of a single WT using particle motions. Surprisingly,
the direction of motion vary temporally over a short time period of 20 seconds.
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However, they did not analyze the motions from each mode separately, which was
then considered by Neuffer et al. [2021]. In their experiment, in addition to the
ground stations, sensors were installed on the tower and foundation, which helps to
understand the fully coupled system. At resonance frequencies, the tower, the foun-
dation, and the adjacent soil exhibit complex particle motion which was found to
have linear, elliptical, or circular traces similar to Lerbs et al. [2020]. In the vertical
plane, the foundation showed a greater displacement of the vertical component than
the two horizontal components at all frequencies considered. Further, both studies
show radiation in the near-field with respect to the wind direction. The radiation
corresponding to different eigen frequencies is shown in Fig. 3.5 (a through d). The
dipolar radiation of the vertical displacement field is visible in the near field, at least
for the first two modes (panels a and b), on either side of the WT, depending on the
direction of the tower flexure. The motion of the turbine tower, similar to that of a
fixed cantilever, predominantly oscillating in flexure, gives rise to a bending moment
at the base. At the foundation-soil interface, this moment is equivalent to a force
couple separated by a finite distance (dipole). However, a screw-type motion is ob-
served for the higher modes (panels c and d), indicating a torsion effect that can be
expected along with the flexure. The pitching moment, as explained by Lerbs et al.
[2020] is induced by the change of angular momentum of the WT rotor and this also
explains the elliptical motion seen in the near-field, which is induced by the tower to
the subsurface through the foundation. From the experiments, it appears that wind
direction plays a less significant role in understanding WT motion. However, it is
not necessarily the case that the tower only oscillates in the direction of the wind,
as seen in Fig. 3.5. The nacelle is usually oriented in the direction of the wind,
but because of its geometry (nacelle inertia), the system can oscillate both in the
fore-aft direction or in the side-side motion for a given mode (Thresher and Holley
[1981], Westwood et al. [2015]). This decides the tower bending direction and thus
the dipole orientation.
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Figure 3.5: WT source radiation: (a to d) Patterns of vertical ground notion in the
near-field of a WT (200m radius). Each row indicates the time progression for the
four eigen frequencies. The sensor placements are indicated by the black triangles,
and the wind direction throughout the measurement period is indicated by the
green line pointing NW from the map’s midpoint. Blue and red color correspond
to upward and downward motion respectively. The data between the stations is
bicubic interpolated and normalized to the highest amplitude for each frequency
(from Neuffer et al. [2019]).

Different studies have come to the conclusion that Rayleigh waves are the main
type of seismic waves excited by a WT. For example, Westwood and Styles [2017]
used polarization analysis to identify surface waves that dominate the wave field
radiated due to WT blade rotation and harmonics, which was also confirmed by
numerical simulations (Gortsas et al. [2017]). Neuffer and Kremers [2017] found
Rayleigh waves to dominate the surface wavefield when the turbines are operating
and specifically in the band 3-4 Hz which correspond to tower eigen frequencies.
However, in the literature, we do not find many studies that discuss the impact of
the source mechanism on the wave field. Gortsas et al. [2017] and Gaßner et al.
[2023] studied the effect of ground motion attenuation considering the two source
types: monopolar vs dipolar. The latter implementing a ‘tilt’ source in their simula-
tions, which is essentially a pair of vertical forces separated by a distance similar to
the foundation diameter. Unlike the case of a monopolar source, they find a strong
directivity effect shown by the attenuation of surface waves generated by the dipolar
source, i.e. stronger damping in the direction perpendicular to the tilt compared to
the other principal directions. Regardless, the local geology plays a crucial role in
path effects and propagation of WT signals. In the studies, which used simulations
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to study WT radiation, assume homogeneous subsoil which is not true. The turbine
has been replaced by equivalent forces, either a tilt force (Gaßner et al. [2023]) or
a single vertical force (Limberger et al. [2022, 2023]), or even by directly apply-
ing vertical force and moment forces on the foundation slab (Gortsas et al. [2017]).
However, the tower itself is not included in the model, which we attempt to include
in our study later in the chapter.
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Figure 3.6: Monopolar (a) and dipolar (b) source radiation of waves in an acous-
tic medium. (adapted from Korchagova et al. [2017]). An ideal dipolar source is
characterized by a pair of two monopoles of equal magnitude but opposite polarity,
and separated by a distance d that should be small compared to the wavelength
(kd ≪ 1). A WT source primarily behaves as a dipole due to the oscillations of the
tower.

In terms of seismic radiation from a group of WTs i.e., in the scenario of a
wind farm, some studies, for example, Limberger et al. [2021, 2022], analyze how a
wind farm hosting three or seven WTs affects seismic propagation. They develop
analytical and numerical models that simulate wave propagation from WT sources
and conclude that the wavefield interferences of multiple WTs significantly affect
the seismic radiation pattern of a wind farm. In their studies, the phase differ-
ences between WT excitation are varied, but the WTs are modeled as pure normal
forces neglecting the other source effects. This would be true if the turbines vibrate
only in the axial direction, as explained above. However, the authors acknowledge
that source mechanisms with different polarizations can affect the wave propagation.
Nevertheless, the superposition and propagation of the signals of a dense clusters
of WTs is not yet fully understood in the literature, since most studies that con-
sidered multiple WTs had a rather linear turbine arrangement or a sparse scattered
configuration.

3.2 Hypothesis and Objectives

3.2.1 Wind Turbines as coupled resonators

While recent work discussed in the previous section have confirmed that multiple
WTs have a significant influence on the seismic wavefield due to their interfer-
ences, we extend these studies to dense WT clusters. We hypothesize that a set of
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closely spaced WTs can be considered as sub-wavelength coupled resonators for low-
frequency seismic surface waves (below 10 Hz). A crucial design factor in increasing
wind farm efficiency is the arrangement and relative positioning of the turbines.
Turbines are strategically arranged to optimize energy capture: they can be equally
spaced, unequally spaced, or in a staggered grid arrangement, based on the opti-
mization of the wind farm layout taking into account several factors. Interestingly,
the physics of locally resonant metamaterials is independent of the spatial order-
ing of the resonators when they are organized at the subwavelength scale (Kaina
et al. [2013a], Rupin et al. [2014], Colombi et al. [2014], Lott and Roux [2021]),
which means that these effects should be observed whether the WTs are regularly
arranged or not. If the wind farm acts as a metasurface, then the set of resonat-
ing WTs should slow down or delay the propagation of surface waves, resulting in
unexpected dispersion as well as frequency bandgap(s). Fig. 3.7 shows a schematic
that is based on Fano-like interference of the surface wave field with the discrete
resonances of the WT. The turbine resonances that are out-of-phase with respect to
the incoming surface waves should result in an evanescent surface field within the
cluster. For wavelengths that span more than a few turbine spacings, should be in
the sub-wavelength regime, enough to create a seismic metasurface.
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Figure 3.7: Schematic of the hypothesis proposed to explain how a wind turbine
array can potentially behave as locally-resonant metasurface. Each resonator acts
as a strong scatterer and deviates the surface waves for lengths shorter than the
wavelength which causes them to mode convert into body waves, the so-called ‘hy-
bridization’ phenomenon. Such metamaterial behavior results from Fano interfer-
ence between the turbine resonances which are out-of-phase with respect to the
incoming surface waves. Similar effect can be expected from having a spatially dis-
ordered array of wind turbines because the hybridization bandgap originates from
the resonances only and not from the periodicity.
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3.2.2 Objectives

To validate our hypothesis stated in the above section, we propose to experimentally
study the ambient seismic wavefield inside dense wind farms, assuming it mainly
consists of surface waves. We identify two potential wind farm sites with a dense
arrangement of WTs;

1. San Gorgonio Pass Wind Farm in California, USA

2. Nauen Wind Farm in Brandenburg, Germany

The two wind farms host different WT builds and have different spatial density
of turbines, allowing us to investigate two different scenarios to test our hypothesis.
We aim to study surface wave propagation by analyzing ambient noise recorded by
temporary seismic arrays in both wind farms, following a similar approach in each
case. Our goal is to understand the differences in surface wave propagation inside
and outside the wind farm by performing both (a) an “incoherent analysis” - average
wavefield intensities, and (b) a “coherent analysis” - effective speed and scattering.
For the former, we specifically choose to perform spectral ratio analysis of noise
recordings from inside and outside the wind farm. Whereas, for the latter, we rely
on ambient noise correlations to verify if there is a difference in the effective
properties in the two media and how the WT can potentially scatter the wavefield
when we are inside the wind farm. Since we are dealing with seismic arrays, the
correlation technique can be useful in the identification of a potential metasurface.
More generally, our goal is the identification of the processes by which WT clusters
can influence seismic recordings at both short and intermediate distances.

3.3 San Gorgonio Pass Wind Farm

To investigate the role played by the WTs described as a field of heavy-mass coupled
resonators, we chose to first analyze data available from the 2011 Salton Sea Imaging
Project - SSIP (Rose et al. [2013], Han et al. [2016]). The SSIP in general was
designed with the aim of producing an approximate 3D image of the subsurface of
the Coachella and Imperial Valleys. ‘Line 6’ of the array in this experiment cuts
directly across the San Gorgonio Wind Farm (Fig. 3.8 (a)). We take advantage
of this temporary array to investigate our hypothesis of coupled resonators on the
geophysics scale.

3.3.1 Wind farm configuration

San Gorgonio wind farm has thousands of WTs of varying size and is located north-
west of Palm Springs, California (see the inset of Fig. 3.8). In January 2008, the
farm consisted of 3,218 units that delivered 615 MW (Source: U.S. Wind Energy
Projects – California Archives). The location where it cuts through the wind farm,
the WT units are identical and arranged in a periodic manner, with a uniform
130m spacing between WT rows and an inter-turbine spacing of roughly 40m. The
temporary array had stations not only inside the WT field but also just outside it,
allowing us to study the amplitude and phase properties of the wavefield in both
environments. The aerial image shows only a part of the wind farm which mainly
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includes the turbines of the Micon M108 model, which are towards the south-east
part of the wind farm (as seen in Fig. 3.8 (b,c)). This part of the wind farm is
located within the Whitewater River floodplain between the I-10 highway and State
Highway 111, and has nearly constant wind due to the venturi effect created by
the San Bernardino Mountains to the north and the San Jacinto Mountains to the
south. The stations installed on the wind farm are sitting between rows of Micon
M108 turbines, but also NM 44/750 turbines a bit further away. The turbine models
with a dense arrangement on either side of the array are the Micon M108 having a
rated capacity of 108 kW. There are several hundreds of these turbines that were
installed in 1985/86 and were only decommissioned in 2020 to be replaced by bigger
turbines.
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Figure 3.8: (a) Aerial view of the San Gorgonio Pass wind farm taken from over
the San Jacinto mountains (seen in the image foreground) showing the positions of
the ‘Line 6’ stations of the SSIP temporary array (red triangles) deployed in 2011
(photograph is from 2008 and adapted from Matthew Field, CC BY-SA 3.0 http:

//creativecommons.org/licenses/by-sa/3.0/, via Wikimedia Commons). Inset
in the bottom left shows the position of the site which is located north-west of Palm
Springs, California. (b,c) Densely spaced Micon M108 model wind turbines as seen
from two vantage points (Images are accessed from wind-turbine-models.com)

Predicted resonance frequency of Micon M108 wind turbine

One of the key ingredients in understanding the potential role of WTs in shaping
the wavefield is identifying resonances of the individual turbine structures. Unlike
trees, WTs are identical and therefore the masses and dimensions are not subject
to variation or randomness. The specifications for the M108 Micon were partially
retrieved via the database available at https://en.wind-turbine-models.com/

turbines/562-micon-108 (last accessed January 2024). The missing dimensions
of the turbine were approximated using field images and applying proportional es-
timates. The turbine is essentially a tubular steel tower made up of three segments
of different shell thicknesses that support the generator assembly at the top. The
various specifications of the Micon M108 turbine are listed in Table 3.1.
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Specification Value

Tower height (L) 23 m
Tower mean outer diameter (Do)

∗ 1.83 m
Tower mean shell thickness (t)∗ 7.33 mm
Tower mass (Mt) 7.2 tons
Assembly mass (Ma) 10.8 tons

*estimated value

Table 3.1: Specifications of the Micon M108 turbine model.

The fundamental resonance frequency of such an elongated beam-like structure
is in flexion is thus more easily excited. The approximate formula for the first nat-
ural frequency of a uniform cantilever beam of length L having a distributed beam
mass Mt and a concentrated end mass Ma is given as

fr =
1

2π

√
K

Meff

=
1

2π

√
3EI/L3

Ma + 0.23Mt

(3.1)

where K = 3EI
L3 is the bending stiffness of the Young Modulus beam E and

the moment of inertia I, while Meff = (Ma + 0.23Mt) is the effective mass (pae
[2010]). For Micon M108, using the above formula, we obtain a fundamental reso-
nance frequency of fr = 1.36Hz. In addition to flexural resonances, the structure
also exhibits torsional and compressional resonances, albeit at higher frequencies.
The vibrations induced by the passage of the blades can also exert a notable impact
on the spectral peaks observed in the frequency range of 1-10 Hz, as presented in
the literature in the previous section.

3.3.2 Array configuration

The positions of the stations, which can be seen in Fig. 3.9 as red triangles, were
installed within the forest of several hundred WTs (shown as yellow circles). The
interstation spacing is in the range of 80-110 m, which allows us to study the prop-
agation of wavelengths (λ > 200m - Nyquist limit) longer than the scale of WT
spacing (40m and 130m in the N-S and E-W direction, respectively). We find this
to be an interesting dataset to study metamaterial physics on a geophysics scale.
The stations in and around the wind farm were installed only for a brief period be-
tween 05th March 2011 and 11th March 2011. We choose to analyze the data from
different linear segments of the array running in the NS direction, starting from the
edge of the San Jacinto mountain in the south extending up to the highway towards
the north. The instruments are RefTek125a (”Texans”) with OYO Geospace GS-
11D seismometers with a cutoff frequency of 4.5 Hz, which records the velocity only
in the vertical component. Data and metadata were downloaded from the Incorpo-
rated Research Institutions for Seismology Management Center (IRIS DMC), now
the Seismological Facility for the Advancement of Geoscience (SAGE). For two days
(Julian days 69 and 70), continuous recordings of 7 hours each day from 07:00:00
to 14:00:00 UTC or 11 p.m. to 6 a.m. Pacific Standard (local) Time (John Hole
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[2011]) are available for the analysis. The station nomenclature is maintained as in
the original dataset, thus we have 36 stations from YG 6023 to YG 6058.

YG 6027

YG 6040

YG 6056

YG 6064

Figure 3.9: Satellite view of the part of San Gorgonio Wind Farm showing the
location of wind turbines (yellow circles) that were in existence as of March 2011
during the SSIP experiment. The Z-component geophones (red triangles) inside the
forest of wind turbines (yellow circles) extending into the open terrain towards the
south. The wind turbines positions were obtained from the United States Wind
Turbine Database (Hoen et al. [2018], Rand et al. [2020]).

3.3.3 Spectral Analyses

In this section, we use ambient noise recordings to find the spectral peaks and try to
link them to the predicted WT resonances. The raw data are originally sampled at
250 Hz. We used the data without being treated for instrument response removal be-
cause the ratio of the spectra should not be affected by this operation. The response
below 4.5 Hz is the damped response according to the slope of the instrument gain,
which is the same for all chosen instruments. Below 1 Hz, the spectrum is domi-
nated by Rayleigh waves that originate primarily from the secondary microseismic
field (Juretzek and Hadziioannou [2016]), but not be considered for our study.

We plot the spectrograms for the two 7-hour recordings from March 10 and
11, 2011 (here referred to as JD 69 and 70, respectively) separately in Fig. 3.10.
These are spatially averaged for all 33 selected stations, i.e., both inside and outside
(YG 6026 through YG 6058). The columns of the spectrogram were computed by
averaging the spectral estimates obtained over 40-s-long windows of the signal with
an overlap of 20 seconds. The day 69 recordings have relatively much lower overall
amplitudes, suggesting that the wind conditions must have been much calmer on this
day. The publicly available wind data for 2011 are available from a station in Palm
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Springs (“PALM SPRINGS ASOS”) that is 10 km from the wind farm site (Data
available from National Oceanic & Atmospheric Administration, U.S Department
of Commerce). Since wind speeds change quite quickly both spatially and with
altitude, these data cannot be used to interpret our results. The signals originating
from the passing of trains can be clearly seen as strong vertical features in the
spectrograms on both days. In addition to this, the Interstate 10 freeway crosses
the wind farm just north of the railway track and State Highway 111 to the south,
which adds to the noise in a broad frequency band. Both Julian days 69 and 70 are
weekdays; thus, the noise levels would have no correlation with the vehicular traffic.
Another defining feature of the spectrograms are the dominant peaks at 11.6 Hz
and 20 Hz, which persist for most of the recording on day 69 (since 09:00:00 UTC)
and for all the recording duration on day 70. The ‘switch on’ conditions can be seen
in Fig. 3.10 (a) around 09:00:00 UTC, which means that the source of the 11.6 Hz
peak could be related to the blade rotation harmonics. For the 20 Hz peak, it does
exist before the switch on of the turbine, but we suspect it is from the Micon M108
turbine generators, which have a rating of 1200 rpm i.e., 20 Hz. The harmonics of
this 20 Hz peak are also seen in the broadband spectra as peaks at 40, 60, 80 and
100 Hz (not shown here). We performed plane-wave and spherical beamforming for
the ambient noise at those frequencies, but the results from the linear array were
not decent enough to isolate the source. In the following sections, we separately
analyze the recordings from Julian days 69 and 70 due to the large difference in
their amplitudes.

95



(a) Julian Day 69

Stationary peaks 

Train
passage

March 10, 2011

(b) Julian Day 70
March 11, 2011

07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00
UTC Mar 10, 2011   

-6

-4

-2

0

2

4

6

V
el

oc
ity

 Z
-c

om
po

ne
nt

 (c
ou

nt
s)

10 4

0 2 4 6 8 10 12 14 16 18 20
Frequency (Hz)

10 0

10 5

10 10

|F
FT

|

07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00
UTC Mar 10, 2011   

-6

-4

-2

0

2

4

6

V
el

oc
ity

 Z
-c

om
po

ne
nt

 (c
ou

nt
s)

10 4

0 2 4 6 8 10 12 14 16 18 20
Frequency (Hz)

10 0

10 5

10 10

|F
FT

|

07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00
UTC Mar 10, 2011   

-6

-4

-2

0

2

4

6

V
el

oc
ity

 Z
-c

om
po

ne
nt

 (c
ou

nt
s)

10 4

0 2 4 6 8 10 12 14 16 18 20
Frequency (Hz)

10 0

10 5

10 10

|F
FT

|

07:00 08:00 09:00 10:00 11:00 12:00 13:00 14:00
UTC Mar 10, 2011   

-6

-4

-2

0

2

4

6

V
el

oc
ity

 Z
-c

om
po

ne
nt

 (c
ou

nt
s)

10 4

0 2 4 6 8 10 12 14 16 18 20
Frequency (Hz)

10 0

10 5

10 10

|F
FT

|

Figure 3.10: (a,b) Time domain signals for the vertical component of the ground
velocity (in counts) for the station YG6040 for the 7-hour recordings on March 10
and 11, 2011 respectively. The signals are low pass filtered below 40 Hz. Mean
Spectrograms spatially averaged over 33 stations located inside and outside the
wind turbine area shown in Fig. 3.9 for the Julian day 69 and 70. Each spectrogram
column results from the average of the spectral estimates obtained over 40-s-long
windows of the signal with an overlap of 20 seconds. Units are power spectral density
counts2/Hz, according to the color scale on the right.

Spectral Ratio

We select four sets of three stations (Sets 1 through 4) from the array, marked
by green triangles in Fig. 3.11 (a). Sets 1 and 2 are fully inside the WT area,
Set 3 is also within the WT field but close to its edge, and finally Set 4 stations
are in the open terrain outside the WT field. The sets of stations were chosen
to understand the amplitude characteristics of the wavefield at different positions
within the wind farm. The analysis of spectral ratio was done separately for the
two recordings of March 10 and March 11, 2011 (Julian days 69 and 70), so if there
is an effect of the varying noise levels on the spectral ratios, it should be apparent.
The total records have been windowed in 30-minute long spectrogram records with
a 20-minute overlap between the consecutive windows. The spectral ratios between
the two sets inside the WT field are plotted in Fig. 3.11 (b,c). The gray curves
are the spectral ratios for each sliding time window, and the mean is plotted in
black. We see a drop in the ratio around 1.5 Hz that roughly coincides with the
fundamental resonance frequency of the Micon M108 turbine. This drop, although
the stations sets are both inside the WT array, is due to the higher number of
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WTs radiating the signals from close proximity in the case of station set 2. For
stations in Set 1, there was not as much stacking of the peak amplitude from the
resonances of individual turbines. In a similar way, the spectral ratio plots for the
other stations sets inside with respect to those outside the wind farm display a peak
at the resonance frequency of the turbines. This again means that the resonances
are contributing to the higher spectral amplitudes inside the farm, which are 4 times
higher as compared to the outside. The difference between the spectral ratios of the
two days is not quite significant in most of the frequency bands, although there is a
difference in the overall noise levels between the two recordings. There is deviation
of 10% in the resonance frequency that we observe from the data and that which
was estimated from the analytical formula in the previous section (Section 3.3.1).
This can be attributed to the approximation of the uniform tower diameter and
shell thickness, which must have directly contributed to the lower tower stiffness
as compared to the actual structure. There is also no eccentricity provided for the
assembly mass at the top of the tower.

Stations Set 1 / Set 4
Stations Set 3 / Set 4

Stations Set 1 / Set 2

1

3
4

2

(d) (e)

(a) (b) (c)

f = 1.5 Hz

f = 1.5 Hz

JD 69 JD 70

JD 69 JD 70

f = 1.5 Hz

Figure 3.11: Spectral ratio plots for the Julian days 69 and 70 (a) Map showing the
selected sets of stations for the analysis. The gray curves in (b,c) are the spectral
ratios for the vertical displacement component for different 30-min-long windows
with a 20 min overlap. The mean is shown as a bold curve in black. The panels
(d,e) are the mean spectral ratios between the other sets inside and outside the wind
turbine area. There is no drop observed near the resonance frequency of the Micon
M108 turbines, but instead there is a peak showing that the amplitudes are higher
inside the wind farm.
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3.3.4 Surface wave dispersion and scattering

From the spectral ratio analysis, which is related to amplitude of the wavefield, we
did not obtain a result that hints towards a metamaterial-like behavior of the WT
cluster. To further understand the role of WTs, we need to look at the effective
parameters which are related to the coherent part of the ambient wavefield, for ex-
ample, phase velocity and scattering. One method of detecting potential frequency
ranges in which attenuation effects might occur is to analyze the correlation between
the geophones. As previously discussed in this thesis, in Section 2.1.2, noise correla-
tions can be useful in extracting the deterministic information of wave propagation
between any two receivers. For an isotropic distribution of sources, we can assume
that the incident plane wave arrival is omnidirectional. For such an assumption, the
correlation function between any two points in the field reduces to the zero-order
Bessel function of the first kind (Campillo and Roux [2015]). This is the basis of
the spatial correlation methods first proposed by Aki [1957], which have been used
to estimate the phase velocity of microtremors and investigate shallow structures
(for example, using methods such as SAC and ESAC). The correlation analysis also
helps us in understanding whether the correlation of the wave field is much faster
inside compared to the outside of the WT field.

Average two-point correlation function

In the context of elastic metamaterials, in a lab experiment with the setup of rods
attached to the plate, Lott and Roux [2019a] used the correlation functions between
receiver pairs to extract the effective impedance of such locally-resonant metasurface.
The ensemble-averaged two-point correlation function C(ω, dr) at pulsation ω, and
for all possible receiving points separated by an absolute distance dr, is given by

C(ω, dr) =

〈
Ψ(ω, r) Ψ∗(ω, r + dr)

〉

〈∣∣Ψ(ω, r)
∣∣2
〉 (3.2)

where Ψ(ω, r) is the field measured in r for a finite duration recording window.
⟨·⟩ denotes the ensemble average over all sources, time windows, and distance pairs.
The numerator in the above equation essentially gives us the cross-spectral density
matrix (CSDM) of the array. The denominator is the normalization coefficient that
corresponds to the averaged intensity measured from all the receiving points. The
plot of the real part of the correlation function C(ω, dr) for all frequencies, both
inside and outside the metamaterial, is shown in Fig. 3.12(A). A clear difference
between the frequency bands corresponding to the stopband and the passband of
the metasurface is evident. Based on the data, they then model the average 2-point
correlation at each frequency using the 2D Green’s function for the infinite plate in
the pass band, whereas in the stop band they use an effective wave number with
equal real and imaginary parts, as in Williams et al. [2015]. This gives an estimate
of the effective wavenumber (complex value) inside and outside the metamaterial.
However, they did not take into account the scattering attenuation in their model,
which becomes important at the edge of the passband where high scattering of the
field is expected.
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Similarly, for the forest metamaterial, Lott et al. [2020a] performed the two-point
correlation analysis for the field recorded from all geophones inside the forest that
were excited by active shots. These data come from the METAFORET experiment,
which has been described in the preceding chapter (Chapter 2). As in the case of the
plate, they compute the correlation coefficients using Eq. 3.2 between every pair of
geophones at each frequency, and finally average it over all sources and then over all
azimuths (Fig. 3.12(B)). The model used pertains to the 2D Green’s function that
is defined in the case of a surface wave propagating in a half-space. The real and
imaginary parts of the effective wavenumber are obtained by fitting this model. The
real part gives the phase velocity through the dispersion relation, and the inverse
of the imaginary part accounts for the classical attenuation length (shown in the
subplot (b) of Fig. 3.12(B)). This property of the effective wavenumber is discussed
in more detail in the following paragraphs.

A B

Figure 3.12: Two point correlation measured in two different media: (A) Plate
and rods experiment (Lott and Roux [2019a]). Real part of the averaged two-point
correlation function (normalized) measured at 5 kHz for all of the receiver pairs
located inside the metamaterial region (blue). The modeled plate Green’s function is
in red. (b), (c) Averaged two-point correlation versus frequency measured inside the
metamaterial (b) and outside the metamaterial (c). The black line in (b) corresponds
to the averaged intensity versus frequency measured inside the metamaterial. (B)
Forest of trees experiment (Lott et al. [2020a]). (a) Average two-point correlation
as a function of the frequency measured within the forest. (b) Attenuation length
(red circles) and phase velocity (blue diamonds and blue square for the 2-pts corr.
and DBF measurements, respectively) inside the forest versus frequency. (c) Real
part of the correlation function (blue, red) for two frequencies (25, 48 Hz), and the
corresponding modeled Green’s functions (gray, black).

99



Two-point correlation inside and outside the wind farm

To compute the average two-point correlation function, we follow a similar approach
to that used by Lott and Roux [2019a], Lott et al. [2020a], but instead of active
source signals, we perform correlations for seven hours of ambient noise recording
from March 10, 2011 (JD 69). We selected a set of 14 stations YG6038-YG6053
to represent the field inside the wind farm and another set of 11 stations YG6023-
YG6033 for the outside (see Fig. 3.9). The outside subarray has an almost linear
geometry, but the inside subarray has an L shape with a relatively shorter leg in
the E-W direction. We first compute the Fourier transform at all the stations by
dividing the recordings into short time intervals of 100 s each with a 50 s overlap.
The ensemble averaged two-point correlation function C(ω, dr) is computed using
Eq. 3.2 at each frequency for all the possible pairs of stations for each of the two
subarrays. Due to the mostly linear and uniform spacing of the geophones in the
subarrays (∼ 100m), we averaged C(ω, dr) for all interstation distances dr within
bins of 100 m. Similarly, we find that averaging the correlation function within
frequency bins of 0.1 Hz gives the optimal resolution for the frequency vs distance
representation. The real part of this correlation function is plotted in the frequency
range of 1.5 and 3.5 Hz in Figs. 3.13 (a) and (b) for inside and outside the WT region,
respectively. The horizontal axis denotes the distance between station pairs averaged
for 100m bins. Below 1.5 Hz, the correlation function is quite noisy, and beyond 3.1
Hz, both subarrays fail to satisfy the Nyquist-Shannon condition (Nyquist [1928],
Shannon [1949]) and thus have aliasing effects.
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Figure 3.13: Real part of the averaged two-point correlation function for the receiver
pairs inside(a) and outside(b) the wind turbine field. In panel (c), the model of 2D
Rayleigh wave Green’s function (blue curve) is fit to the correlation function (red
curve) at a frequency of 1.8 Hz, and similarly for all frequencies.

For the case of a surface wave propagating in a half-space, in theory, C(ω, dr)
should approach the 2D Green’s function (Campillo and Roux [2015]). To fit the
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data, we choose a function which can represent both (1) a propagative part related
to the spatial spreading, for example, a Hankel function, and (2) an evanescent
part that decays exponentially and is related to the attenuation due to scattering.
Note that the normalization factor in the denominator of equation 3.2 cancels out
intrinsic attenuation caused by viscous loss in the medium. Thus, scattering, if
present, should be mainly due to the WTs. The model can be expressed as

C(ω, dr) ≈ A H
(1)
0 (keff dr) (3.3)

Here A = A′e
−dr
2ls is the amplitude of the function, H

(1)
0 is the zero-order Hankel

function of the first kind. The wavenumber keff that controls the oscillations of
the function gives the phase velocity, i.e., keff = 2π

λ
and thus Ceff = ω

keff
. The

term in the exponential, which is essentially the damping of the function, gives the
attenuation length, ls. This length corresponds to the average distance between
the scatterers in the medium. Only the real part of the model is used for the fit.
We extract the parameters frequency by frequency, first fitting the amplitude of
the function A and the wavenumber keff , without considering the damping. In the
second step, we fit the wavenumber keff and the attenuation length ls by fixing the
amplitude A obtained from the first step. In Fig. 3.13(c), we show an example
of fitting the modeled Green’s function to the experimental data. The results are
plotted in Fig. 3.14(a) and (b), for the phase velocity and the attenuation length,
respectively. The goodness of fit in terms of the sum of squares error (SSE) for all
frequencies is shown in panel (c) of Fig. 3.13.

101



Ins
ide

Ou
tsid

e

-0.05 0 0.05 0.1
Amplitude

1.5

2

2.5

3

3.5

Fr
eq

ue
nc

y 
(H

z)

0 0.01 0.02 0.03
k eff

1.5

2

2.5

3

3.5

0 1000 2000 3000 4000
Phase velocity (m/s)

1.5

2

2.5

3

3.5

0 1000 2000 3000
ls(m)

1.5

2

2.5

3

3.5

0 0.5 1
RMSE fit

1.5

2

2.5

3

3.5

(a)

Inside
Outside

-0.05 0 0.05 0.1
Amplitude

1.5

2

2.5

3

3.5

Fr
eq

ue
nc

y 
(H

z)

0 0.01 0.02 0.03
k eff

1.5

2

2.5

3

3.5

0 1000 2000 3000 4000
Phase velocity (m/s)

1.5

2

2.5

3

3.5

0 1000 2000 3000
ls(m)

1.5

2

2.5

3

3.5

0 0.5 1
RMSE fit

1.5

2

2.5

3

3.5

0.04 0.06 0.08 0.1
Amplitude

1.5

2

2.5

3

3.5

Fr
eq

ue
nc

y 
(H

z)

600 650 700 750 800 850 900
Phase velocity (m/s)

1.5

2

2.5

3

3.5

0 1000 2000 3000
ls(m)

1.5

2

2.5

3

3.5

0 0.5
RMSE fit

1.5

2

2.5

3

3.5

0.01 0.015 0.02 0.025 0.03 0.035
k eff

1.5

2

2.5

3

3.5

(b)

-0.05 0 0.05 0.1
Amplitude

1.5

2

2.5

3

3.5

Fr
eq

ue
nc

y 
(H

z)

0 0.01 0.02 0.03
k eff

1.5

2

2.5

3

3.5

0 1000 2000 3000 4000
Phase velocity (m/s)

1.5

2

2.5

3

3.5

0 1000 2000 3000
ls(m)

1.5

2

2.5

3

3.5

0 0.5 1
RMSE fit

1.5

2

2.5

3

3.5

(c)

-0.05 0 0.05 0.1
Amplitude

1.5

2

2.5

3

3.5

Fr
eq

ue
nc

y 
(H

z)

0 0.01 0.02 0.03
k eff

1.5

2

2.5

3

3.5

0 1000 2000 3000 4000
Phase velocity (m/s)

1.5

2

2.5

3

3.5

0 1000 2000 3000
ls(m)

1.5

2

2.5

3

3.5

0 0.5 1
RMSE fit

1.5

2

2.5

3

3.5

SS Error

(d)

Attn. length ls (m)

Figure 3.14: Frequency dependent phase velocity and attenuation length extracted
from the model fit are shown in panels (a) and (b) respectively. The goodness of fit is
shown in the panel (c) as the sum of squared errors (SSE). (d) Cross-sectional slices
through the velocity model oriented along Salton Seismic Imaging Project (SSIP)
Line 6, adapted from Ajala et al. [2019]. Contour intervals of 1 km/s are used to
highlight the shape of the sedimentary basin. The increase in phase velocity for the
subarray outside the WT region below frequency of 2 Hz is justified by the velocity
model.

3.3.5 Discussion

In this section, we discuss the collective results from both the spectral ratio analysis
and the coherent analysis of the ambient noise recordings.

1. The phase velocity between 1.5-2 Hz for the array outside the wind farm
seems rather high for surface waves. This can be due to the dominance of
continuous P-waves in the ambient noise recording which are excited by distant
ocean winds up to a frequency of 2 Hz. The high P-wave energy has been
well observed in the background noise recorded at remote sites in Parkfield
and the Mojave desert in California (Zhang et al. [2009]). A phase speed of
∼ 3.7 km.s−1 at f=1.5 Hz with a contribution from both P-waves and Rayleigh
waves can be expected for the outside array which is deployed at the edge of
the sedimentary basin, with a quite shallow bedrock depth. Fig. 3.14 (d)
shows the cross section of the velocity model that was obtained by Ajala et al.

102



[2019], using the data from the SSIP experiment. There are significant lateral
variations in the section along the array as the depth of the sediments increases
from south to north. As we approach 2Hz, we gradually retrieve lower phase
speeds, due to the increased presence of Rayleigh waves in the ambient noise.

2. Conversely, for the array inside the wind farm, in the whole frequency band,
we observe the phase velocity to be suggestive of Rayleigh waves. The bedrock
is relatively deeper under this array, which is in the Whitewater river plain
(∼ 2km from the basin edge) where we can expect the signal to be dominated
by basin-induced, locally generated surface waves (Pilz et al. [2018]). However,
we do not see any abrupt slow down of the Rayleigh waves at the resonance
frequency of the WTs (f=1.5 Hz). It is important to mention that despite the
frequency range of our study being outside the nominal frequency range of
the geophones (4.5 Hz corner frequency), we still detect strong Rayleigh wave
signals up to 1.5 Hz in the correlations.

3. Due to the design of the subarrays and their orientation with respect to the
predominant energy flux, the surface wave phase velocities anticipated from
the correlation functions may not match the actual phase velocities (Hillers
et al. [2012]). The plane-wave beamforming was of low quality which could be
due to the linear geometry of the array, in which the backazimuth resolution
is restricted (Rost and Thomas [2002]).

4. The spectral ratio around the resonance frequency of the WTs (f=1.5 Hz),
shows a peak. This could imply that the wind farm does not act as locally-
resonant metasurface for the surface waves inside the wind farm. However,
since we have argued that at 1.5 Hz the P-waves seem to dominate the ambient
noise outside the wind farm, the spectral ratio is not a good indicator of the
metasurface behavior anymore.

5. It is more challenging to interpret the attenuation length ls. Classically, this
length represents the average distance a wave travels before encountering a
scatterer in its path, often referred to as the mean free path. Just after the
WT fundamental resonance frequency (f = 1.5Hz), there is a drop in the
attenuation distance both inside and outside. But outside the wind farm,
the scattering seems to be higher, since the attenuation length is less than or
comparable to the wavelength (ls ≈ λ) up to 2.5 Hz. However, this scattering
cannot be from the WTs, but rather has to be due to the presence of lateral
heterogeneities, like in this case, where we expect high scattering at the edge
of the basin.

6. Within the wind farm, ls ≫ a and ls > 3λ, suggesting that there is no inter-
action of the surface waves with the WTs and that there is weak attenuation
of the coherent field at this frequency. For frequencies where ls reaches its
upper bound (ls ≫ λ), it means that WTs do not have any role to play in the
scattering. There is no clear drop indicating strong scattering as seen in the
case of the forest metamaterial (Lott et al. [2020a]).

In conclusion, despite the presence of WT arrays, we found no indications of unusual
dampening of surface waves or discernible deviation in dispersion characteristics of
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surface waves within the wind farm, as we would have expected in the case of a
locally-resonant metasurface.

3.4 The META-WT Experiment

In our effort to confirm the hypothesis that WTs act as coupled resonators, we
selected a site near Nauen in Brandenburg, Germany, which hosts relatively taller
and heavier turbines. Supported by a dense acquisition grid, we conduct a high-
resolution geophysical experiment over three weeks in February 2023, called the
‘META-WT’ experiment (Pilz et al. [2024]). We opted to perform this experiment
in the winter, when storm activity and wave energy are typically higher, in order
to capitalize on the heightened microseism signals. The continuous ambient noise
recordings with dense spatial sampling permit us to study in great detail the po-
tential locally-resonant metamaterial behavior of this wind farm. Compared to the
WTs in San Gorgonio, here the WT units are much more sparsely distributed in
space (∼ 200 − 300m apart) due to their size and other factors related to topogra-
phy and wind. We anticipate to see metamaterial effects when wavelengths on the
order of a kilometer or higher interact with such a wind farm configuration. Our ap-
proach is further complementary to recently completed research projects (e.g., MISS
- Mitigation of the disturbance effect of WTs on seismological stations; TremAc -
Objective Criteria for Vibration and Noise Emissions of Inland Wind Power Plants)
which aimed at investigating vibration and infrasound emissions in the near-field of
single WTs and mitigating disturbing effect on seismic stations.

Contribution to the collaborative study

This experimental study being a collaborative effort, a significant portion of the
overall outcomes is from analyses performed by colleagues from GFZ and the Uni-
versity of Potsdam, Germany. The peer-reviewed article towards the end of the
chapter describes the comprehensive first results from the META-WT experiment.
Our primary contributions to this study include:

• active participation in the deployment of the various sensors in the wind farm

• wind turbine modeling, and

• (to some extent) the analysis of Distributed Acoustic Sensing (DAS) data.

In the remainder of this chapter, our focus mainly shifts to these contributions.
We perform detailed analysis of the DAS data, offering insights that complement
the results already presented in the article. However, before delving into the main
analysis, we first provide an overview of the deployment and the array configuration,
with a focus on the acquisition of the DAS data.

3.4.1 Wind farm configuration

The wind farm in located on the Nauen Plateau, a low plateau in the German
state of Brandenburg. The wind park is composed of 198 WTs and is subdivided
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into a number of smaller administrative sub-wind parks. We choose the sub-wind
park which is to the west of Nauen town and has a collection of over seventy WTs
that can potentially act as heavy-mass coupled resonators. WTs are of different
builds from various manufacturers, have different power ratings, and a range of hub
heights ranging from 65 to 115 m (identified in Fig. 3.15). The WT rows are slightly
inclined ∼ 10◦ with respect to the NS direction and are approximately 400 m apart
with a typical inter-WT distance of 250 m. In this region of the wind farm, a dense
nodal array is installed that covers about thirty of the WTs. The towers are either
prestressed concrete-steel hybrid (PCSH) towers or tubular steel towers, depending
on the WT model and its manufacturer. In this study, we do not compute the
resonances of all the WTs, but rather just the one that has been well instrumented
in its surroundings with geophones, broadband sensors, and a fiber optic cable.

WT models, Rated power and Hub heights

Data Source: https://en.wind-turbine.com/tools/wkamap (Last Accessed on 08/06/2023 as a registered user)

Enercon E-70 E4 2300kW, 114.5m 
Enercon E-70 E4 2000kW, 113.0m 
Enercon E-82 E2 2300kW, 108.0m 
Enercon E-82 2000kW, 108.0m 
NEG Micon NM 72C/1500, 98m
NEG Micon NM 82/1500, 93.6m
NEG Micon M1500-750, 73.8m
Wind World W5200/750, 73.9m
Enercon E-40 600kW, 65m 

Figure 3.15: META-WT experiment setting in the Nauen wind farm in Braden-
burg region, Germany. The dense nodal array of 1C and 3C geophones extends
2.5 km in the E-W direction and 1.5 km in the N-S direction. The array is lo-
cated within a quasi-periodic array of wind turbines that are encircled with differ-
ent colors indicating their model name, rated power and hub heights. Data Source:
https://en.wind-turbine.com/tools/wkamap (Last Accessed on 08/06/2023). Inset
shows a photograph of turbines in the wind farm.

Predicted resonance frequencies of Enercon E70 wind turbine

We chose to evaluate the resonance frequencies of the ENERCON E-70 turbine which
has a Lennartz 5-s broadband sensor installed at its base and the DAS fiber optic
cable in close proximity. This helps us better understand the recorded signals. This
WT with a nominal power of 2.3 MW, has a hub height of 113.5 m and is mounted
over a hybrid precast concrete-steel tower (Fig. 3.16 (a)). Since there was no explicit
measurement of the WT resonances in the field, we resort to eigenfrequency analysis
using COMSOL, a commercial FEA package. Unlike the previous study, where the
Micon M108 WT resonance was analytically determined with a reasonable accuracy,
in the case of Enercon E70 WT, it is more complicated due to the hybrid nature of
the tower. Thus, we have to use a finite-element model of the WT. The diameter of
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the tubular tower varies from 9.3 m at the base and smoothly tapers to 2 m at the
top. The lower two thirds of the tower is a precast concrete construction with 22
segments, each 3.8 m high with a 300 mm thick shell. The upper third of the tower is
composed of two structural steel segments 3 and 25 m long, having a shell thickness
of 40 and 25 mm, respectively. The tower is idealized as a vertical cantilever beam
(neglecting the effects of damping) of multiple segments having a mean annular
cross section with constant thickness. The rotor assembly, the nacelle and genera-
tor, which weigh around 104 tons in total (Source: http://www.darsunsolar.pl/wp-
content/uploads/2015/08/Enercon-E70-E4-23MW.pdf), are modeled as a concen-
trated mass placed on top of the beam, whereas the bottom end of the tower is
assigned a fixed boundary condition (neglecting soil-structure interaction). The
tower is discretized with one-dimensional beam elements available with the COM-
SOL structural mechanics module. The elastic parameters of concrete and structural
steel are obtained from the Euro codes 2 and 3 respectively (??). Table3.2 lists the
natural tower frequencies for both the Euler-Bernoulli (slender beam) and Timo-
shenko (thick beam) formulations.
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Concrete
𝜌 = 2500 kg/m3

ES1-S21 = 36.3 GPa
ES22 = 37.3 GPa
𝜈 = 0.2

Steel
𝜌 = 7850 kg/m3

E = 210 GPa
𝜈 = 0.3

Massembly = 104 t

Mtower = 1035 t

1

(a) (b)

Figure 3.16: Modal representations of the 112.3 m high ENERCON E70 wind turbine
tower motion under flexural and compressional resonances. (a) Technical drawing
of the wind turbine (© ENERCON GmbH). (b) Flexural and compressional oscilla-
tions of the tower. The concrete and steel segments are assigned a uniform annulus
cross section with material properties shown in the left panel. Although 1D beam
elements are used, the tubular representation of the tower is shown for better visu-
alization. The color represents the normalized eigen displacement magnitude, blue
and red indicating the respective minimum and maximum for each characteristic
mode. The eigenvalues corresponding to the Euler-Bernoulli and Timoshenko beam
formulations are shown in Table 1.
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Flexural modes Longitudinal modes

Beam formulation f1 f2 f3 f4 f5 f1 f2

Euler-Bernoulli 0.42 1.46 3.84 6.75 10.36 10.58 20.60
Timoshenko 0.42 1.44 3.72 6.47 9.56 10.58 20.60

Table 3.2: Numerically obtained eigen values for the ENERCON E-70 wind turbine
tower.

The foundation is coupled to the ground by a micropile or monopile system based
on the soil properties. This is done to ensure that the turbine does not lose traction
and also improves the shear strength of the soil. In the vicinity of the turbine the
soil is prepared artificially by compaction, to ensure that the foundation loads are
safely transferred. The exact type of foundation system used in Nauen is unknown.
We thus model a fixed base to give a perfect clamping to the WT base, but in the
field there is a role played by the interaction between the WT structure and the
subsurface soil. In this section, we have looked at only one kind of WT resonator.
This single WT cannot be considered to be representative of the entire wind farm.
We expect a heterogeneous distribution of resonances inside the wind farm that can
still be interesting and could potentially lead to wider frequency bandgaps.

3.4.2 Array deployment

Of the various instruments that were deployed in the field, the dense nodal array is
particularly prominent and spans 2.5 km and 1.5 km in the N-S and E-W directions,
respectively (see Fig. 3.17(a)). It is composed of 400 geophones with an equal
number of 1C and 3C sensors, deployed with a 100m grid spacing. The 1C geophones
have a 4.5 Hz cut-off while the 3C geophone have a 5.0 Hz cut-off which are connected
to Reftek digitizers (shown in the foreground of Fig. 3.18(a)). In addition to this
dense grid, we also deployed eight Trillium Compact 120-s broadband senors along
a radial line running in the N-S direction cutting across the wind farm. These serve
as a reference for comparing the response within the wind farm. In the S-E sector of
the wind farm we also have eight Lennartz 5-s three-component instruments, seven
iXblue blueSeis-3A rotational seismometers co-located with seven Trillium compact
120-s seismometers and with a Paroscientific pressure sensor on six of these stations.
Finally, we deployed a 1 km linear fiber optic cable traversing an L shape, trenching
a shallow 10 cm of the top layer of the soil. The backfill is well compacted by walking
back and forth, in order to have good ground coupling. The DAS cable is co-located
with the broadband sensors and the rotational sensors (a zoomed-in view is shown
in Fig. 3.17 (b)). The starting point is where the cable is connected to an OptoDAS
interrogator unit, which is seen in a photo taken in the field (see Fig. 3.18(d)). Along
the length of the linear fiber optic cable we have similar turbines belonging to the
manufacturer Enercon GmbH at 350m (PR05), 600m (PR06), and 850m (PR07).
In particular, one turbine (PR06) is selected to closely monitor the signals in the
near-field by installing various sensors - a Lennartz 5-s 3C sensor over the foundation
slab, seven 3C geophones in a circular fashion around the foundation, and a DAS
cable that is running in close proximity. Additional experiment details are provided
in Pilz et al. [2024]. In the next section, we focus on DAS data acquisition after
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briefly introducing its measurement principle.

NORTH 
SEA

BALTIC
SEA

N

a b

PR01

PR02

PR03

PR04

PR05

PR06

PR07

Figure 3.17: Experimental configuration in the wind farm near Nauen (Bradenburg
region, Germany shown in the inset). [Panel a] The 2D array of 400 geophones is
composed of an equal number of 4.5-Hz one-component geophones and 5-Hz three-
component geophones positioned on a 100-m grid. The radial line array of Tril-
lium Compact 120-s broadband instruments extends north-south. [Panel b] In the
south-eastern sector, the grid was densified by Lennartz 5-s short period sensors,
iXblue blueSeis-3A rotational seismometers co-located with Trillium compact 120-s
seismometers and pressure sensors (not shown here for clarity). The blue line rep-
resents the position of the DAS fiber optic cable.
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Alcatel Submarine Networks 
‘OptoDAS

1km long DAS cable 
Universal cable 
8x50/125

A GS

An Enercon

Broadband seismometer (3C) 
installation along the radial 
array, south of the wind farm

A rotational 6C station installed 
inside the wind farm

(d)

(e)

(a)

(b) (c)

Figure 3.18: Deployment of various geophysical instrumentation in the wind farm.
(a) A GS-One 3C geophone connected to a Reftek digitizer is seen installed in the
foreground and an Enercon E-70 turbine standing 113m high in the background.
(b) A rotational 6C station installed inside the wind farm, (c) 3C Broadband seis-
mometer installation along the radial array, south of the wind farm, (d) An Alcatel
Submarine Networks ‘OptoDAS’ interrogator at the start point of the cable, and (e)
A 1km long DAS cable - Universal cable 8x50/125, OM2 fiber being deployed inside
the wind turbine field.

3.4.3 DAS acquisition

Measurement Principle

Fiber-optic Distributed acoustic sensing (DAS) has developed across multiple in-
dustries and offered new possibilities in geophysics and especially in seismology. A
DAS system essentially measures the strain along the fiber optic cable by turning
them into a dense array of strain sensors - typically spaced between 1 to 10 m over
several kilometers (Zhan [2020], Lindsey and Martin [2021]). The principle of strain
measurement is based on the optical phase changes detected in Rayleigh backscat-
tered light at one end, when laser pulses are repeatedly sent through the cable.
These continuous laser pulses are sent out by an optoelectronic instrument, called
an interrogator unit (IU), which also measures the subtle phase shifts in Rayleigh
scattered light along different points of the fiber (Fig. 3.19). The spatial resolution
along the fiber is fixed, called the gauge length (usually between 1 and 40 m). Any
disturbance in the medium, for example, a seismic wave impinging on the fiber,
slightly alters the fiber mechanical strain. The phases of the backscattered laser are
proportional to the change in length of the path over this gauge length, i.e. the
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signal phase is linearly related to the gauge strain and directly proportional to the
dynamic mechanical strain of the fiber. This forms the basis of DAS measurement.
The virtual nodes (or channels) at which the DAS data are reported are often a
subset of the gauge length. While DAS units generally have a lower signal-to-noise
ratio and a stronger angular sensitivity than standard seismometers (discussed in
detail later), this drawback will be compensated by having an ultra-dense series of
highly-resistant seismic sensors. Another advantage of DAS recordings is that it can
capture dynamic deformations in a broad range of frequencies f = 0.001 − 1000Hz
(Lindsey and Martin [2021]).

(b)

(a)

Figure 3.19: DAS measurement principle. (a) A DAS unit attaches to one end of
a long optical fiber cable, sends laser pulses (harmonic or chirp) to the fiber, and
interrogates the Rayleigh backscattered light from intrinsic fiber defects. The data
processing and storage occur in real time within the DAS unit (adapted from Zhan
[2020]). (b) Intensity versus time and distance of two pulses demonstrates how the
optical phase information for a gauge length can be computed as the phase change
across a gauge measured using a single pulse along the fast axis or as the rate of
phase change across a gauge between repeat pulses along the slow axis. (adapted
from Lindsey and Martin [2021])

Ambient noise inside the wind farm

The DAS data were acquired for short periods on February 14, 16, and 23 with the
OptoDAS interrogator. Here, in this chapter, we analyze the data only from the
16-Feb-2023 which is 2-hour long recording with the highest wind speed and has the
most stable noise amplitude among the three recording periods. The native (optical)
sampling frequency is 5 kHz (i.e. 20µs sampling period), but for convenience, we
downsample the data to 500 Hz, which is quite sufficient for our analysis. The
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gauge length selected for the acquisition was 10m. We chose a channel spacing
of 4m, since this provides the best compromise between self-noise and the spatial
resolution. This dense spatial sampling is important for near-field analysis, which is
otherwise difficult to capture with a sparse array of traditional seismometers (with
the METAFORET experiment being an exception). The lowpass filtered (below 10
Hz) strain-rate data is shown in Fig.3.20. The signals at distances close to the WTs
PR05 and PR06, i.e., at ∼ 350m and ∼ 610m are the strongest as expected. Of
the two turbines, PR06 is positioned slightly closer to the cable compared to PR05,
thus higher in amplitude.
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Figure 3.20: DAS linear cable profile showing the strain-rate amplitude of seismic
noise along the fibre-optic cable for a few seconds. The waveforms are lowpass
filtered below 10 Hz. The vertical axis denotes the time in seconds after the start
time of the recording, whereas the horizontal axis is the linear fiber length in meters
with a resolution of 4m. The high amplitudes in the beginning and the end of the
cable due to interfering signals of the power supply of the interrogator are not shown.
The radiation from the wind turbines PR05 and PR06 can be observed at ∼ 350m
and ∼ 610m of the cable, respectively (marked by an arrow to guide the readers
eye). The latter being located more closer to the cable shows stronger amplitudes.
The wiggles at 200m is the noise time series for illustration.
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3.4.4 Spectral Analyses

In this section, we look at the spectral properties of the ambient noise recorded by
a short segment of the DAS fiber optic cable in the vicinity (20m on either side of
the turbine) of the WT PR06. We choose the same dataset from 16th Feb 2023
for consistency. The whole time series of 2 hours is divided in to half-overlapping
consecutive windows of 10-s and the average spectrogram is plotted in Fig 3.21(a).
We observe a number of stationary peaks that are explicitly identified from the
spectral amplitudes in Fig. 3.21(c). These peaks correspond to the WT resonances,
and are similarly observed in the literature. We also plot the wind speed during the
same period to show the amplitude dependency on the wind speed. The direction of
wind does not vary much during the recording (240◦−260◦). The turbine should be
active during the whole period since the wind speed is always above the threshold
cut-in wind speed. Indeed, the noise seems to be elevated during windows of high
wind, similar to what has been observed in other studies related to WT seismic
noise.
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Figure 3.21: (b) Strain-rate spectrogram of the ∼2 hr DAS recording on 16-Feb-
2023 from 10:09:29 to 12:10:09 (CET) for the channels 20m on either side of the
Enercon E-70 wind turbine (designated PR06 in the Fig. 3.17). Each column of the
spectrogram results from the average of spectral estimates obtained over 10-s-long
windows with 5-s overlap. (a) The wind speed measured at the hub height with
a resolution of 10 min is plotted for the same duration of the recording. The red
arrows indicate the direction of the wind, which is mostly constant throughout the
period. (c) In the spectral amplitude plot, the stationary peaks encircled in red are
at the discrete frequencies that correspond to the resonances of the wind turbine
structure. The other peaks are either WT blade rotation or sub-harmonics of current
grid frequency.

We now compare the peaks observed from the DAS data with those of the 5-s
broadband sensor installed on the foundation of the same WT under the operating
conditions (gray dotted curve in Fig. 3.22(b)). We see almost identical values of
the peaks from the DAS and BB sensors. In addition to this, over the whole fre-
quency range, the numerically obtained eigenvalues are in good agreement with the
observations, and small deviations can only be seen for higher modes. The fixed
base model predicts the natural frequency of the WT with reasonable accuracy. Al-
though our model does not take into account the flexibility of the foundation due to
the soil coupling, the numerical results obtained are evidence that the foundation
is almost clamped due to the type of foundation system that has been used.Apart
from the unknown foundation clamping, slight deviations might also be caused by
the eccentricity of the head mass with respect to the center of gravity of the tower
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cross-section. This causes the resonance frequencies to widen (seen in Fig. 3.22)
when the WT is operational with respect to when it is non-operational and the
higher modes shift. However, since Rayleigh waves have an elliptical polarization,
which implies both horizontal and vertical displacements, a straightforward coupling
of both the flexural and the compressional resonances of the WT towers with the
seismic wavefield is also possible. Secondly, most of the resonances here are caused
by flexural modes. This might be due to the fact that flexural resonances of slender
structures such as WTs are excited more easily than compressional ones. This is
different from the METAFORET experiment in which no efficient coupling between
the horizontal components of the Rayleigh waves with the flexural resonances of the
trees was observed, which might be due to different material properties. Although
from a theoretical point of view we do not see an overlap between the flexural and
compressional resonance frequency ranges, we cannot exclude the possibility of in-
teraction between the two. Finally, the other peaks that are not related to the
resonances of the turbine correspond to the blade-passing frequency and its har-
monics. The blade passing frequency for the Enercon E-70 model can vary between
0.1 – 0.34 Hz (also measured in the field), thus the 3P frequency can vary between.
0.3 – 1 Hz.

(b)(a)

Figure 3.22: (a) Spectral ratios (vertical component) between the 400 array nodes
and the three most distant broadband stations outside the wind farm (adapted from
Pilz et al. [2024]). The solid line is the mean and the shaded area is ± one standard
deviation. The dashed line corresponds to the horizontal-to-vertical spectral ratio for
the southernmost broadband station. (b) Power spectral densities of the 400 array
nodes (solid line) and the broadband stations (dashed line). The dotted lines show
the geometrical mean of the two horizontal components of the 5-s sensor installed
on the foundation of a single wind turbine during operation (gray) and at standstill
(black).

Since the DAS cable was only deployed inside the wind farm, we cannot compare
the ratio of the spectra inside and outside with a spectral ratio analysis. However,
spectral analyses of the nodal array and the radial BB array under no-wind condi-
tions have been discussed in the attached article. For the method of computation
of the spectral ratio, we refer the reader to Pilz et al. [2024]. The results suggest
drops in the spectral ratio (Fig. 3.22(a)) in several frequency bands. For exam-
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ple, the width of the first drop spans the subhertz frequency spectrum between
0.1-0.5 Hz, where one would except the individual WTs to oscillate in the funda-
mental flexural mode. It is interesting to note that similar to what we observed in
the METAFORET experiment around the tree longitudinal resonance, the drop in
spectral ratio is caused by a spectral peak outside the wind farm. This means less
energy penetrates through the ground inside the wind farm, even though the WTs
are resonating at these frequencies - implying propagation of evanescent waves, as
one would expect for a metasurface. The drop after 10 Hz has to be linked to the
longitudinal resonances of the WTs. The interpretation of the bandgap after 10
Hz should be done carefully as the the wind farm and the BB stations outside are
separated by a large distance. The sources of these high-frequency surface waves
can be of different origin as they attenuate (intrinsic attenuation) much strongly as
compared to low-frequency surface waves.

3.4.5 Source radiation for different WT modes

We take advantage of the dense sampling offered by the DAS measurements, to verify
the radiation pattern from each of the WT modes. Fig. 3.23 shows the profiles for
different peaks observed in the spectra that correspond to the WT resonances from
different time windows of the recording. We observe two distinct features of the
signals in the frequency bands we chose:

1. The dipolar source radiation is observed for all the modes i.e., an anti-symmetric
motion about the WT due to the bending moment at the foundation induced
by tower flexure, and

2. The amplitudes for the lower frequencies drop off in a much shorter distance
from the WT source, which is counter-intuitive, since higher frequencies typi-
cally attenuate more rapidly.

For the latter, we have found that this effect is seen for both the WTs at 350 and
600 m along the cable. In contrast, signals of high frequency can be seen spread-
ing hundreds of meters, with tower resonance frequencies experiencing significant
attenuation. Peculiarly, the drop in the attenuation factor coincides well with the
resonance frequencies of the WT (Pilz et al. [2024] ). Such an unusual attenuation of
surface waves, which are mainly emitted by WTs, cannot be explained by near-field
effects. Among the hypotheses, this effect could be due to the destructive interfer-
ences of surface waves from neighboring WTs, meaning that if the WT were to be
isolated we would not have observed this strong attenuation. This can be verified
by running time-domain simulations with an isolated WT with the inverted velocity
model in the following section.
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Figure 3.23: DAS profiles of a 200m segment of the cable for several time windows
[rows A through F] with the wind turbine PR06 roughly centered on the horizontal
axis. The columns (1) through (5) correspond to the WT resonance modes. The
color represents the normalized strain-rate data after filtering around each of the
spectral peaks indicated. All the modes show a dipolar radiation pattern. Note the
different y-axes for each row, as only five cycles of oscillation are plotted for each
frequency.

Simulation of coupled WT-soil system

In order to gain insight into the seismic wavefield emitted from a WT and the as-
sociated radiation patterns, we run simulations in the time-domain with realistic
modeling of the WT tower and a realistic ground model. We run P-SV time-
domain simulations using the solid-beam coupling module available in COMSOL
Mutiphysics. The turbines PR05, PR06 and PR07 are all Enercon E-70 models
with hybrid towers. The tower is modeled as a Timoshenko beam and the turbine
assembly as a concentrated mass at the top end, similar to the model used in the
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simulations in the section 3.4.1. However, instead of clamping the base, we now
rigidly couple it to a tapering concrete foundation base slab anchored in the top
layer of the soil. For the velocity model, we used the four-layer S-wave velocity (Fig.
3.24(a)), obtained from the inversion of field data from the META-WT nodal array
(Pilz et al. [2024]). We neglect here the effects of damping for the tower as well as
the soil. The low reflecting boundary (LRB) condition is assigned to the bottom
and side boundaries, whereas the top boundary is traction free. In this section, we
are mainly interested in understanding the radiation pattern when the WT oscil-
lates in both bending and compression modes. As stated before, the exact type of
foundation system used in Nauen is unknown, but this should not drastically effect
the radiation patterns. However, a result of the unknown soil clamping is that we
obtain slightly lower resonance frequencies than those observed.

We choose to first excite the turbine with a horizontal force using a flat chirp
from 0 to 10 Hz, at the free end of the turbine for a duration of 20s (see Fig. 3.24
(b,c)). We apply a Tukey window to gradually taper both sides of the signal. In the
WT response, we observe two flexure modes to dominate. As we would expect, we
see an inverse polarization of the vertical displacement on either side of the tower
(shown in Fig. 3.24 (d,e)) for every oscillation of the WT as we observed in the data
(Fig. 3.23). The total duration of the applied force is 20s, but the total simulation
time is ∼ 33s, which means the WT continues to resonate freely in the first two
modes even after the force is removed. In real situations, the tower excitation, for
example due to wind acting horizontally along the tower height, is more complex
than a chirp and the force spectrum is low frequency dominated. The radiation of
the first two flexural modes in the near-field is nevertheless similar as we see that
from the DAS profiles (see Fig. 3.23).

In the second simulation, we excite the top of the WT with the same chirp in the
vertical direction. As expected, we see a monopolar radiation for the longitudinal
excitation of the turbine that is caused by a purely up and down motion of the
foundation (Fig. 3.24 (f,g)). In contrast to the flexural excitation, the turbine stops
resonating immediately after the force is removed. This is explained by the fact
that the compressional resonance exhibits a low Q-factor, indicating that the WT
rapidly re-emits the energy that is injected to it by the external force. On the
other hand, flexural resonances demonstrate high Q-factors, implying that the WT
flexural vibrations persist for an extended duration before dissipating the energy
fully into the ground. This was also confirmed by Lott and Roux [2019b] in the
case of resonances of the rods attached to a plate. Thus, when the WT is not
forced by the wind, it will mainly resonate in the various flexural modes emitting a
dipolar radiation. In addition to the Q-factor, the strong impedance mismatch at
the foundation-soil interface will not permit an efficient exchange of energy between
the turbine and the ground.
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Figure 3.24: P-SV simulations in time-domain for a single WT coupled to the
ground. (a) Simulation box with the WT modeled as beam elements, whereas the
foundation slab and the soil layers are solid elements. The free end of the WT is
excited by a vertical and horizontal force separately using a 20-s chirp signal go-
ing from 0 to 10 Hz (b,c). Snapshots of the vertical displacement field uz for two
consecutive cycles of WT tower oscillation for horizontal forcing (d,e) and vertical
forcing (f,g) a few seconds after the zero time of the applied force. We see a dipole
like source that continuously alternates when the WT is oscillating in flexure, and
a classical monopolar radiation for the longitudinal excitation of the turbine. The
symmetric rainbow color map goes from blue (downward motion) to red (upward
motion).

3.4.6 Surface wave dispersion and scattering

An immediate question arises from the unusual drops observed in the spectral ratio:
Does this phenomenon in the wavefield intensity also manifest in the effective phase
properties of surface waves in the wind farm? To answer this question, the surface
wave phase velocity and scattering inside the wind farm can be extracted from noise
correlations, similar to the approach taken in the study of ambient noise in the San
Gorgonio wind farm (Section 3.3.4). However, in this case, we use DAS data, which
offer much denser spatial and temporal sampling as compared to the geophones. The
META-WT nodal array has a grid spacing of 100m, which allows analysis up to 2 Hz
(beyond which we have aliasing λ = 200m). Consequently, the frequency range for
DAS array processing is less constrained with a much denser (4m) channel spacing.
A distinctive feature of DAS is that it offers an effective means of capturing wavefield
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data for analysis using array processing tools (Lindsey et al. [2017], van den Ende
and Ampuero [2021]).

Correlations of axial strain measurements

DAS measures average axial strain rate along the fiber. The only difference com-
pared to a geophone array is that we are now dealing with a tensor field (strain
rate) instead of a vector field (particle velocity). Various studies have been able
to successfully separate coherent signals from background noise using DAS-based
interferometry. The noise correlation functions were formed using strain-rate sensor
data captured by collinear channels from several surface DAS arrays set up in vari-
ous configurations (Martin* et al. [2015], Martin et al. [2016], Dou et al. [2017], Zeng
et al. [2017], Lindsey [2019]). In a theoretical study of interferometry based on DAS
measurements, Martin et al. [2021] concluded that cross-correlation of DAS sensor
data leads to important radiation pattern sensitivity depending on the wave type,
orientation of the cable and azimuth between the sensors. The rigorous equations are
derived for the plane wave incidence i.e, source is in the far-field. In our case, how-
ever, the seismic energy radiated from WTs is in the near-field. That means if the
energy propagates with wavelengths higher than the gauge length (here Lg = 10m),
then this effect should be less pronounced. We anyways plot in Fig. 3.25, the sen-
sitivity of the DAS measurements to plane waves arriving from different azimuths
using the expression derived in Martin et al. [2021] (only the amplitude terms ignor-
ing the oscillatory terms and exponentially decaying depth-dependent Rayleigh wave
terms). As already shown in their study, we see that the axial strain measurement
over a gauge length is most sensitive to Rayleigh waves such that ϕ−θ = 0, π, where
ϕ is the angle of plane wave incidence and θ is the orientation of the DAS cable itself.
This holds good for wavelengths that are a few times higher than the gauge length.
As the wavelength approaches the gauge length (λ ∼ lg), the sensitivity lobes start
to flatten along the cable direction and eventually when the wavelength and the
gauge length become equal, the Rayleigh waves incident along the cable direction
cannot be detected as the strain is not measured (in our case this happens around f
= 27 Hz). For even smaller wavelengths, the pattern changes to four-lobed instead
of two-lobed, with a maximum sensitivity again in the direction of the cable.

Similarly, Rayleigh wave radial-radial correlations between DAS channels exhibit
a dipole sensitivity, peaking in the in-line direction similar to the directly incident
plane RW sensitivity, but forms additional lobes at higher frequencies (Fig. 3.26). If
we limit our analysis to frequencies up to 15 Hz (For C ≈ 300m/s at f = 15Hz;λ =
20m), where λ ∼ 2lg, then sensitivity is always maximum along the DAS cable. This
means, for a fiber-optic cable where the channels are aligned in a linear fashion, the
2-point correlation functions are primarily interpreted as approximations of Rayleigh
wave 2D Green’s functions.
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Figure 3.25: Amplitude sensitivity of DAS measurements to planar surface waves of
varying azimuth and wavelength. Each polar plot represents the sensitivity of DAS
measurements (cable oriented along 0◦ − 180◦) with a 10m gauge length to a range
of wavelengths for the META-WT velocity model. The expression is taken from
Martin et al. [2021] keeping only the amplitude terms and ignoring the oscillatory
terms and exponentially decaying depth-dependent Rayleigh wave terms, which is
given as 2ck

Lg
cos(ϕ− θ)sin(kLgcos(ϕ−θ)

2
).
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Figure 3.26: Same as Fig. 3.25 but for amplitude sensitivity of radial-radial
cross-correlations of DAS measurements (cable oriented along 0◦ − 180◦) at two
sensors simultaneously recording the same (Rayleigh) plane wave of varying az-
imuth and wavelength. The expression is extracted from Martin et al. [2021],
which are simply the square of the amplitudes plotted in the 3.25, and given as
4c2k2

L2
g
cos2(ϕ− θ)sin2(kLgcos(ϕ−θ)

2
).

Cross Spectral Density Matrix (CSDM)

We recall the steps involved in computing a CSDM, which was already discussed
in the previous chapter in Section 2.4.1 in the context of the dense array of the
METAFORET experiment. In this case, we process the noise data for each DAS
channel and populate the CSDM for every channel pair (i, j), Kij(f) =

〈
di(f) d∗

j(f)
〉
.

We compute K for each frequency by averaging estimates from individual time win-
dows. As K is a function of both frequency f and time t, we take a time interval
∆t that varies with frequency bands, i.e. ∆t varies from 10 s to 2 s in the 0.25-15
Hz frequency band. By taking an ensemble average, we eliminate the coupling of
the sources inside each time window (here the WT signals are the dominant source).
We use the full 2 hour recording to maximize the number of time windows M , such
that M ≫ N usually M ≈ 3N , where N is the number of DAS channels; thus giv-
ing a full-rank CSDM. The results for the time-averaged CSDM for a few selected
frequencies are shown in Fig. 3.27.
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Figure 3.27: Real (a-1 through d-1) and imaginary (a-2 through d-2) parts of the
cross-spectral density matrix along the optical fiber for frequencies of 1.5 Hz, 3.5 Hz,
7.5 Hz and 10 Hz. The red box marks the channels which are used for the two-point
correlation analysis.

The initial observation drawn from the CSDM plots for various frequencies re-
veals a coherent wave propagation around the closest WTs to the cable i.e, PR05
and PR06, but also from the turbines to the south and north (PR04 and PR07) - see
Fig. 3.17. According to the correlation theorem, we except that in a medium having
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random spatial distribution of the noise sources considering long time series, the av-
erage cross-correlation should give a non-zero real part, and an imaginary part that
goes to zero. But here, we have both the real part and an imaginary part that are
nonzero. The latter, however, is in fact the only part of the complex cross-spectra
that reflects true nonzero-lagged interactions, meaning that this observed effect does
not have a time-lag with respect to the source activity of the WTs.

At 1.5 Hz the cross-spectral density amplitude drops rapidly around the WTs,
meaning that the scattering intensity is significant at this frequency. The coherent
signal is strongly attenuated with respect to the diffusive wavefield, also evident
from the DAS profiles. For the other frequencies at 3.5 Hz, 7.5 Hz and 10 Hz the
cross-spectral density amplitude remains high over a much longer distance range and
a coherent signal can be detected over several hundred meters. Similar observations
apply for both the real and imaginary parts of the cross-spectral density. A peculiar
feature of the CSDM is that around the channels near the WT sources, there is
180◦phase flip, i.e. x = 320m for PR05 at x = 576m for PR06. This phase shift
comes from the dipolar source of the WT, which if it were a monopole, the phase
would have been continuous (recall the simulations in the previous section). Tracing
the strain-rate measurements in the near-field of the turbine makes this effect clear
(Fig. 3.23). Another benefit of dense wavefield sampling is the ability to locate
precisely the point along the cable where this shift in phase polarity occurs, which
seems to also vary with frequency. This, for example, was not observed in the case
for the San Gorgonio wind farm, where the stations were relatively sparse (80-110
m) compared to the WT spacing (40 m) and it was not possible to see any abrupt
phase shift in the frequency range of our interest.

Average two-point correlation of DAS channels

We now perform the two-point correlation on the DAS channels. The theory and
background related to the two-point correlation technique have already been dis-
cussed in Section 3.3.4 in the context of previous experimental investigations on
seismic metamaterials and also in this thesis for the San Gorgonio wind farm array.
We choose channels starting from the position of the PR06 turbine up to a distance
of 160 m north of it (enclosed in a red box marked in the CSDM plots of Fig. 3.27).
This is necessary, because if we consider the CSDM that includes channels on either
side of the WT, then we end up with meaningless correlation functions. Therefore,
we simply stay on one side of the dipolar source, with the inflection point on the
DAS cable acting as the reference point. Then, we average the correlation functions
over 4m bins at each frequency and plot them as a function of distance for the same
frequencies as the CSDM in Fig. 3.28. In both the real and imaginary part of the
correlation function, we see the oscillations for the higher frequencies, meaning that
surface waves can propagate in these bands. However, there is weak propagation at
f=3.5 Hz, but purely evanescent propagation at f=1.5 Hz. The imaginary part of
the correlation function cannot be neglected due to the dipolar source. The imag-
inary part below 2 Hz is mostly flat, but becomes more clear as we move higher
in frequency. We now collect the correlation functions at different frequencies and
normalize them for each frequency to plot the frequency-vs-distance representation
of the 2-point correlation function C(ω, dr) in Fig. 3.29.
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Figure 3.28: Averaging of the real (a-1 through d-1) and imaginary (a-2 through d-2)
parts of the two-point correlation function for various frequencies for DAS channel
pairs in the interval x = 576m to x = 736m along the fiber-optic cable (marked
with a red box in Fig. 3.27).
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Figure 3.29: Frequency normalized real (a) and imaginary (b) parts of the averaged
two-point correlation function C(ω, dr) inside the wind farm for the DAS channel
pairs in the interval x = 576m to x = 736m along the fiber-optic cable (marked
with a red box in Fig. 3.27).

From the frequency-vs-distance plots of both the real and imaginary parts of
the correlation function, we see propagation in the frequency band of 7-10 Hz and
at discrete frequencies between 3.5-7 Hz that correspond to the spectral amplitude
peaks (Fig. 3.21). Around 11 Hz, there is suddenly an increase in surface wave
attenuation, where we had interestingly also seen the start of the drop in spectral
ratio from the nodal array. The low-frequency band below 2 Hz is omitted as we
see a uniform phase for all the channels in the CSDM. We can better interpret the
potential metamaterial effect by fitting a model 2D Green’s function to the average
two-point correlation at each frequency. This can then give us the phase velocity
and the attenuation length in the wind farm.

Monopolar and Dipolar source models

For the estimation of the phase velocity and attenuation length inside the wind farm,
the correlation function needs to be modeled using a suitable 2D Green’s function
for Rayleigh waves. Although we are considering the correlations for the channels
locally around one WT, this does not mean that the WT is isolated, but rather
is among a set of other WTs which are also contributing to the surface wavefield.
However, we assume that the PR06 turbine is the dominant source for the segment
of the DAS cable considered for all the frequencies. We search for a model that can
represent the contributions of the WT in both the near-field and the far-field. It has
to be noted that in the case of a half-space, a near-field formulation does not exist
because Rayleigh waves are a combination of both P and S waves. Thus, one way is
to start from the formulation for the 2D Green’s function of Lamb waves (bending
waves) in an infinite plate (Ljunggren [1983]) that includes both the propagative
and evanescent terms. Thus, we conveniently use the same form of 2D Green’s
function that was also used by Lott and Roux [2019a] for a plate with contributions
from (1) a propagative part - a Hankel function of the second kind and zero-order

H
(2)
0 (kr) and (2) an evanescent part - a hyperbolic Bessel function K0(kr). We plot

these individual constituent functions in Fig. 3.30 for a wavelength λ = 40m as an
example.
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Figure 3.30: Constituent functions of the model 2D Green function for a wavelength
λ = 40m or k = 0.157 m−1. The real and imaginary part of the oscillating zero-
order Hankel function of the second kind are shown in blue circles and ‘+’ symbols
respectively. The hyperbolic Bessel function K0 which decays rapidly with distance,
represents the evanescent part and is shown with red asterisks.

The WT can ideally behave as both a dipolar and a monopolar source depending
on the forces exciting it and the frequency in consideration. A schematic for the WT
source and the DAS receivers configuration is shown in Fig. 3.31, assuming that the
axis of the dipole is parallel to the DAS fiber-optic cable. For a monopole, it should
simply be the 2D Green’s function excited by a force F⊙

z . On the other hand, for
expressing a dipole source, we need to have two point sources or ‘monopoles’ that
are of equal magnitude but opposite polarity (out of phase by π), i.e. F⊕

z and
F⊖
z = −F⊕

z . These two sources are co-located around the WT separated by a finite
distance that we assume should depend on the source frequency, as discussed in
Section 3.23.
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Figure 3.31: Schematic for the formulation of the WT source model representing
the monopolar F⊙

z and the dipolar sources F⊕
z and F⊖

z .

We can write the proposed 2D Green’s function due to a normal force Fz and
measured at any given distance r on the surface of the half-space, for both the
monopolar and dipolar sources respectively as below,

Monoplar source :

V ⊙
z (ω, r) = A⊙

[
H

(2)
0 (kr) − i

2

π
K0(kr)

]

Dipolar source :

V ⊕
z (ω, r+) = A⊕⊖

[
H

(2)
0 (kr+) − i

2

π
K0(kr

+)
]

V ⊖
z (ω, r−) = A⊕⊖

[
H

(2)
0 (kr−) − i

2

π
K0(kr

−)
]

The amplitude of the function A = Ãe
−dr
2ls depends on the attenuation distance,

and here k is the effective wavenumber. We now fit the real and imaginary parts
of the average two-point correlation function frequency-by-frequency with a trial
approximation that is a linear combination of the real and imaginary parts of the
monopole and dipole 2D Green’s functions as below:
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ℜ(C(r)) ≈ ℜ(V ⊙
z ) + ℑ(V ⊕

z − V ⊖
z ) (3.4)

ℑ(C(r)) ≈ ℑ(V ⊙
z ) + ℜ(V ⊕

z − V ⊖
z ) (3.5)

There is a weight for the monopolar and the dipolar sources in the both the real
and imaginary part of the two-point correlation. All the four right-hand terms in
equations 3.4 and 3.5, are on the same order. Thus, neglecting the off-diagonal/imaginary
terms degrades the quality of the fit. With such a model we will need to fit for a
total of 7 parameters assuming the data reference point does not shift, and 8 param-
eters when the data shifts along the x-axis by ∆x. This shift parameter is basically
required because the dipole inflection point on the DAS cable can lie between any
two channels and not necessarily at the channel position. Thus,

Neglecting the reference shift Considering the reference shift

A⊙ = Ã
⊙
e

−x

2l⊙s A⊙ = Ã
⊙
e

−(x−∆x)

2l⊙s

A⊕⊖ = Ã
⊕⊖

e
−x

2l⊕⊖
s A⊕⊖ = Ã

⊕⊖
e

−(x−∆x)

2l⊕⊖
s

k =
2π

λ
k =

2π

λ

r =
√

x2 + dy2 r =
√

(x− ∆x)2 + dy2

r+ =
√

(x− dx)2 + dy2 r+ =
√

(x− dx− ∆x)2 + dy2

r− =
√

(x + dx)2 + dy2 r− =
√

(x + dx− ∆x)2 + dy2

Fit parameters at any frequency ω

{λ, Ã⊙
, Ã

⊕⊖
, l⊙s , l

⊕⊖
s , dx, dy} {λ, Ã⊙

, Ã
⊕⊖

, l⊙s , l
⊕⊖
s , dx, dy,∆x}

Having a single phase velocity i.e, a single wavelength value λ for the fit at a
given frequency ω, is more rational as it is a property of the half-space medium
and should not be different for the monopolar or dipolar sources (even though the
values are not very different with two separate fits). However, the justification that
scattering attenuation ls is allowed to have two different values for the monopole
and dipole comes from the observation in the plate-and-rods experiment (Lott and
Roux [2019b]), where the monopole and dipole had very different attenuation in the
vicinity of the source. The monopole energy was evanescent while the dipole energy
was able to propagate. This is brought up in more detail within the Discussion
section.

We first try to fit the real and imaginary parts of the correlation function with
the model without considering the shift of the data from the original reference point.
Then by including the shift of the reference, we manage to obtain a slightly better
fitting model. We show here one example of a fit at frequency f=7.5 Hz in Fig. 3.32.
For some discrete frequencies below 6 Hz, we do not have a good fit in the short range
of 20m of the cable segment. This is irrespective of whether the shift in the reference
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channel is considered or not, which could be due to the long wavelengths and near-
field effects that the model is not fully able to replicate. We assume reasonable
limits for the parameters including the distances dx and dy whose absolute values
are both free to vary between 2m to 100m. However, they are more meaningful
when normalized with the wavelength, as their absolute values do not really matter
in the diffraction physics we are in. Even when the absolute values dx and dy are
better constrained, there seems to be a trade-off between these spatial features and
the quality of the fit in different frequency regimes.

(b)(a)

Distance (m) Distance (m)

Figure 3.32: Fit of the 2D Green’s function model approximation with the (a) real
and (b) imaginary parts of the average two-point correlation function at frequency
f=7.5 Hz. There is a better agreement between the model considered with shift of
reference for the real and imaginary parts of the experimental two-point correlation
function C(r).

The phase velocity and the attenuation due to scattering are extracted from the
best fit at each frequency. However, we do not report this here as the parameter
values from the best fit change abruptly below f=6Hz. A better way to relate the
8 fit parameters and understand their relative robustness is necessary, which could
be achieved, for example, by a genetic algorithm. After understating the correlation
between the multiple parameters, the model needs to be better constrained and re-
fitted with an improved physical interpretation of these parameters, including the
observations from the numerical simulations. Our current effort is to try to develop
a model with fewer and more accurate parameters to understand how surface waves
propagate inside the wind farm.

3.4.7 Discussion

The overall results of the META-WT experiment are encouraging from the perspec-
tive that the surface wavefield interacts strongly with tall structures on the urban
scale. Despite observing a notable impact of the wind farm on the seismic wave field
across a wide frequency spectrum, the relatively soft soil conditions result in shorter
wavelengths above 2 Hz, relative to the spacing of the WTs, which is around a few
hundred meters. This means that only the first two modes are really sub-wavelength
(λ/8 and λ/2 for the first and second flexural mode). From the two-point correlation
analysis of the DAS data we found that,
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1. The bands where the surface waves propagate for larger distances are associ-
ated with the spectral amplitude peaks observed in the near-field (Fig. 3.21).
This means that the wavefield emitted by WT flexural resonances propagates
inside the wind farm, even though the frequencies in their vicinity are strongly
damped. This behavior resembles the observation in the frequency bandgap
regime, that was made for bending waves in a plate excited by flexural reso-
nances of rods attached to it (Lott and Roux [2019b]).

2. The frequency bands in which we observe strong damping is similar to the
observation made in the literature for (a) the plate-and-rods metamaterial
where the average two-point correlation function shows a strong damping of
A0 Lamb waves in the stopbands (Lott and Roux [2019a]); and (b) in the
forest of trees where we see a strong damping near longitudinal resonance of
the trees (Lott et al. [2020a]). The correlation function was shown for both
these cases in the Fig. 3.12 panels A and B, respectively.

3. The potential “stopbands” do not exactly coincide with the global spectral
ratio drops in Fig. 3.22 (a), which is expected as the DAS array is local to one
sector of the wind farm while the spectral ratio was calculated for the global
node array. The strong damping immediately after 11 Hz, however, coincides
with the start of the bandgap which seems to originate due to the longitudinal
resonances of the WTs.

4. The monopolar and dipolar source models considered together, fit well both
the evanescent and the oscillating parts of the correlation function with a
few exceptions at discrete frequencies. However, without the extraction of
the phase velocity and scattering attenuation, no conclusion can be made
from the two-point correlation analysis on the behavior of the wind farm as a
metamaterial.

5. There is a need to verify the time-dependent behavior of the two-point correla-
tion functions within the recordings and also between different days of record-
ings that have different wind conditions. The recording of 23rd Feb which
has a switch-off condition of the turbine PR06, will further help establish the
robustness of the metamaterial-like behavior of the wind farm.

Remark on analogy with plate-and-rods metamaterial

We try to draw an analogy between the wind farm and the laboratory experiment of
the plate-and-rod metamaterial, which although are on extremely different spatial
scales, could have interesting analogies. As demonstrated by Lott and Roux [2019b],
around the flexural resonance frequency of the rods, when a source was placed within
the plate metamaterial, energy could escape from the metamaterial (region where
rods are attached to the plate), even in the bandgap regime. The wavefield in the
region near the source exhibited a dipole-like behavior, consistent with the flexural
deformation of the rods (see Fig. 3.33 (b)). The behavior of a monopolar radiation
from a source inside the same metamaterial, on the other hand, is well restricted
within the small spatial region around the source. Interestingly, even in the case
of a wind farm, we see at discrete frequencies where the surface waves are prop-
agative, coincide with the flexural resonances of the WTs (Fig. 3.29). This means
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the energy emitted by a cluster of beams resonating in flexure, be it either in a
plate or a half-space can propagate more effectively. The physics of wave propa-
gation in plates differs from a half-space, mainly in the dispersion characteristics.
Linking the plate-and-rods case with a WTs on a half-space is not straightforward
because of two reasons: (a) we also have body waves in a half-space, and (b) the
impedance contrast between the resonator and the substrate is very different in the
two cases. Nonetheless, such analogy can offer potential insights into the interpre-
tation of evanescent waves around WT flexural resonances to some extent. We also
predict that the numerical simulations of the WT coupled to a half-space, shown
earlier in Section 3.4.5, can better explain the observations of the near-field radiation
and propagation of surface waves. That said, we believe it is not necessary to invoke
metamaterial physics to interpret the observations across the broadband frequency
range. In certain regimes, there could potentially be other source effects itself that
dictate the radiation (or inhibition) of surface waves.

(a) (b)

Figure 3.33: Analogy of the wind turbines to rods attached to a plate, adapted from
Lott and Roux [2019b]. Spatial representation of the Fourier transform (real part)
of the wavefield at (a) f = 6400 Hz and (b) f = 6700 Hz. In both the cases the source
is located inside the metamaterial region (shown by the black box). In the case of
monopolar excitation, energy being restricted within the metamaterial, whereas for
the dipolar excitation the wavefield pattern shows that there is energy leakage in a
stopband through one flexural resonance. In the case of a wind farm, we observe
energy transmission for the spectral peaks associated with the flexural resonances
of the wind turbines.

3.5 Concluding remarks

The META-WT experiment is the very first field test of metamaterial physics applied
to a larger spatial scale in seismology after the successful recording of meter scale
field experiments with a borehole array in 2012 (Brûlé et al. [2014]) and the tree
forest METAFORET project in 2016 (Roux et al. [2018]). We have demonstrated
the idea that a set of wind turbines on the ground can show effective metamaterial-
like properties to some extent. The dynamic strain data measured by DAS fiber-
optic cable deployed inside the wind farm gives interesting insight into the Rayleigh
waves radiated by the turbines. The transmission bands and stopbands observed
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from the two-point correlation allow us to link the characteristics of the wavefield
inside the wind farm to the wind turbine flexural resonances. Although the complex
wind turbine source is better idealized with the help of numerical simulations, the
extraction of phase velocity and scattering requires a more rigorous approach. In
addition, the time-dependent behavior of these effective properties of surface wave
will have to be verified.
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Observatory Fürstenfeldbruck, Ludwig Maximilian University of Munich, Munich, Germany, 5Institute
of Geosciences, University of Potsdam, Potsdam, Germany

The deflection and the control of the effects of the complex urban seismic
wavefield on the built environment is a major challenge in earthquake
engineering. The interactions between the soil and the structures and between
the structures strongly modify the lateral variability of ground motion seen
in connection to earthquake damage. Here we investigate the idea that
flexural and compressional resonances of tall turbines in a wind farm strongly
influence the propagation of the seismic wavefield. A large-scale geophysical
experiment demonstrates that surface waves are strongly damped in several
distinct frequency bands when interacting at the resonances of a set of
wind turbines. The ground-anchored arrangement of these turbines produces
unusual amplitude and phase patterns in the observed seismic wavefield, in
the intensity ratio between stations inside and outside the wind farm and
in surface wave polarization while there is no metamaterial-like complete
extinction of the wavefield. This demonstration is done by setting up a dense
grid of 400 geophones and another set of radial broadband stations outside
the wind farm to study the properties of the seismic wavefield propagating
through the wind farm. Additional geophysical equipment (e.g., an optical fiber,
rotational and barometric sensors) was used to provide essential explanatory and
complementary measurements. A numerical model of the turbine also confirms
themechanical resonances that are responsible for the strong coupling between
the wind turbines and the seismic wavefield observed in certain frequency
ranges of engineering interest.

KEYWORDS

soil structure interaction, seismic metamaterials, local resonance, wind turbines,
bandgaps
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1 Introduction

The interactions between the soil and urban structures above
it can strongly modify seismic ground motion, as first outlined
by Jennings and Kuroiwa (1968) and Luco and Contesse (1973).
Following the 1985 Michoacán (Mexico) earthquake, due to the
difficulties of traditional computational approaches in matching
seismic records, Wirgin and Bard (1996) proposed that some of
the seismic energy transmitted to the buildings is redistributed
in their surroundings through numerous structure-soil-structure
interactions. This phenomenon was called “site-city interaction”
or “city effect”. Following this study, a number of authors
have investigated the possible feedback of the soil-structure
interaction on the free-field ground motion with a special focus on
densely urbanized areas. These studies involved either numerical
simulations based on more or less detailed soil properties and/or
structural characteristics (e.g., Guéguen et al., 2002; Tsogka and
Wirgin, 2003; Kham et al., 2006; Schwan et al., 2016) as well as
laboratory experiments at a reduced scale based on shaking tables
or acoustic devices (e.g., Mason et al., 2013; Tian et al., 2023). The
majority of them yield consistent results showing the possibility
of observable effects on seismic ground motion with an overall
decrease in the average level of ground motion at specific frequency
ranges with greater spatial variability.

In this sense, the emergence of the so-called metamaterial-
like concept in the urban fabric is a promising prospect to be
developed. Typically, a metamaterial is based either on the periodic
arrangement or on the resonant properties of elements with their
dimension being much smaller than the wavelength considered
(typically λ/2 to λ/10). As a result, these materials acquire effective
properties not observed in constituent materials. Metamaterials
have expanded the variety of options for influencing and directing
wave propagation including ultrasound, acoustic, thermodynamic,
electromagnetic and elastic waves (reviews provided by Simovski,
2009; Kadic et al., 2013; 2019; Turpin et al., 2014; Kumar et al., 2022;
Qahtan et al., 2022 among others). Although thesementioned topics
deal with different kinds of waves, analogies between them can
still be drawn.

For applications in seismology, the innovative work of Liu et al.
(2000) on locally resonant crystals with structural periodicity
two orders of magnitude smaller than the respective sonic
wavelength and exhibiting clear bandgaps clears the way for the
damping of Rayleigh waves within the sub-wavelength regime.
Following on from this study, experiments ranging from optical
wave manipulation to acoustic testing have been used to study
the underlying nature and resilience of metamaterial physics.
Common vibration mitigation measures that have been proposed
include the use of rows of piles (Avilés and Sánchez-Sesma,
1988; Gao et al., 2006; Dijckmans et al., 2016), open or infill
trenches (Dasgupta et al., 1990; Laghfiri and Lamdouar, 2022)
and wave impeding barrier. Regarding the first issue, Brule et al.
(2014) explored the impact of a periodic arrangement of pile
foundations in soft soils as a seismic barrier as if it was a giant
crystal. The authors have demonstrated that boreholes with meter-
long spacing can attenuate seismic surface waves in the Bragg
scattering regime, achieving vibration isolation and absorption
control at frequencies around 50 Hz at the geoengineering scale.
For isolating vibrations at even lower frequencies, Miniaci et al.

(2016) investigated the attenuation behaviour of different periodic
structures for bulk and surface waves indicating that only unit cells
with decameter size may attain bandgaps for frequencies less than
10 Hz. In addition, the Bragg scattering mechanism has also been
used to attenuate traffic-induced ground vibrations using periodic
inclusions (Huang et al., 2017; Castanheira Pinto et al., 2018; Pu and
Shi, 2018; Albino et al., 2019) and trenches (Pu and Shi, 2020).
For example, Pu and Shi (2020) explored surface wave attenuation
by periodic trenches, which may give a wide bandgap starting
at roughly 30 Hz when the lattice constant and trench depth
are meter-size.

Based on the research on negative refraction caused by perfect
lenses as metamaterials (Guenneau and Ramakrishna, 2009), a
slightly different concept was explored by Colombi et al. (2016a)
who numerically demonstrated that natural forests act as local
resonators, opening the bandgaps for Rayleigh waves around 30
and 100 Hz corresponding to the longitudinal resonances of the
trees. These complex wave propagation phenomena were then
experimentally demonstrated by the deployment of a large number
of receivers in a forest in south-western France (METAFORET
experiment, Colquitt et al., 2017; Roux et al., 2018; Lott et al.,
2020a), illustrating that metamaterial physics–classically being
observed at small scales in acoustics and optics at frequencies from
kHz to MHz–does also exist at larger spatial scales in geophysics.
The results of this experiment conclusively describe how trees in
a forest, acting as locally resonant structures, strongly modify the
propagation of surface waves. These experiments have confirmed
the scalability in spatial dimension and frequency that underlies
such behaviour (Wegener, 2013), i.e., the frequency range in
which a strong modification of the wavefield occurs is positively
correlated with the natural frequency of the resonators. This in
turn means that, on the geoengineering scale, long and heavy
masses are required to modify and dampen the wavefield at even
lower frequencies.

As far as earthquake groundmotion in urban areas is concerned,
which is also the motivation for this study, the target frequency
band is one to two orders lower (∼0.5–25 Hz). However, there are
only a few investigations on metamaterial-like behaviour at the
earthquake engineering scale (e.g., Brule et al., 2014; Guéguen et al.,
2019; Ungureanu et al., 2019; Joshi and Narayan, 2022), pushing
forward a different approach of structuring the urban environment.
In fact, a key point is that this shifts the standard passive-approach,
where the building should adapt to the imposed seismic input,
to a method where a group of structured buildings capable of
reacting together at the district scale are considered together. We
therefore turn our attention to wind turbines, which are man-
made structures that are relatively tall, heavy, and well-coupled
to the ground.

Taking advantage of the METAFORET results, here we
experimentally explore how interactions between locally resonant
structures, in this case a large number of wind turbines, degenerate
low-frequency seismic surface (Rayleigh) waves. We analyse the
effects of such large number of wind turbines on the surface
wavefield and separate this from other effects like soil layering. The
wind turbines are not studied as single elements with their own
characteristics but as an interacting set of above-ground resonators
at the size of a city district. After a description of the experimental
setup, we analyse the recorded seismic noise wavefield in terms of
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spectral ratios, polarization, dispersion and attenuation properties
through advanced array processing methods. For reaching the full
potential, measurements are complemented by additional seismic
sensors outside the wind farm, pressure sensors and distributed
acoustic sensing (DAS) using a fiber-optic cable to measure strain
through the wind farm, i.e., to use the strain data as a seismic
array with which we overcome small-scale spatial limitations.
The experimental results are finally compared with numerical
modeling results.

2 Natural setting and experimental
configuration

The site of the experiment is located south of the town of Nauen
in north-eastern Germany about 40 km west of Berlin. The area can
be characterized as a low plateau rising on average 15 m above the
surrounding landscape, flanking glacial valleys. The geology of the
area consists of Quaternary unconsolidated sediments, i.e., sandy-
gravelly silts with a thickness of several tens up to 80 m overlying
homogeneous Tertiary strata (Stackebrandt and Manhenke, 2010;
Gau and Gau, 2011).

In February 2023, a dense acquisition grid of 200 vertical-
component 4.5-Hz geophones and 200 three-component 5.0-
Hz geophones spaced regularly with an interstation distance of
100 m was deployed covering an area of 1.5 x 2.5 km (Figure 1).
While the entire wind farm is composed of more than 70 wind
turbines, the area of the dense grid covers around 30 of them
which are placed along slightly angled lines with a distance of
200–250 m in the north-south direction and around 400 m in
the east-west direction between the individual wind turbines. The
installation was complemented by nine Trillium Compact 120-s
broadband instruments forming a radial line outside the wind farm.
After deployment, the instruments were recording seismic noise
continuously for around 2 weeks. In the south-eastern sector of
the array, eight Lennartz 5-s three-component instruments, seven
iXblue blueSeis-3A rotational seismometers co-located with seven
Trillium compact 120-s seismometers and with a Paroscientific
pressure sensor on six of these stations as well as an optical fiber
with a length of 1,000 m connected to anOptoDAS interrogatorwere
installed for a shorter period of time between 14 and 21 February
2023. The deployment of the optical fiber forms an L-shape and
passes four wind turbines at different distances from ten to around
60 m (details of which will be discussed below). One of the 5-s
sensors, one of the rotational sensors and one of the pressure sensors
were installed at the same location near the optical fiber and another
one of the 5-s sensors was located directly on the foundation of one
of the wind turbines.

The wind turbines are mainly identically constructed turbines
of the types Wind World WW 750 with a hub height of 73.9 m
and NEG Micon M1500-750 with a hub height of 73.8 m, both of
them having rated output power of 750 kW. In the south-eastern
sector of the seismic array, seven wind turbines are of the type
ENERCON E-70 with hub heights of 113 and 114.5 m. In the
transition area between these two areas there are still four wind
turbines NEG Micon NM82/1500 with a hub height of 93.6 m. All
types are variable-speed wind turbines, i.e., their blade rotational
speed varies with incident wind speed although they all begin

to operate only if the wind speed exceeds a threshold value of
approximately 3 m/s.

3 Data analysis and interpretation

3.1 Spectral ratios

As a first examination of the role of the field of wind turbine
towers on the seismic wavefield we calculate the ratio between
the Fourier spectra (vertical component) measured separately for
all sensors in the wind farm and for the three southern-most
broadband station which are located far enough outside the wind
farm so that it can be assumed that their recordings are not directly
affected by the wind turbines. For each station, we take a 1-h signal
starting at midnight on 16 February 2023 when there was almost
no wind (less than 2 m/s average wind speed at the top of the wind
turbines, most likely no rotation of the wind turbine blades). We
divide the 1-h window into 120-s long windows, each of which
is tapered with a 5-per cent cosine function. The corresponding
Fourier spectra are then averaged for stations inside and outside
the wind farm and the corresponding mean spectral ratio with
a confidence interval as the standard deviation of all averaging
processes shown in Figure 2A. As a side note, we have assured that
the spectra are reliable for frequencies lower than 1 Hz since we have
set the pre-amplifier gain to 8 and since the input level of noise
is significantly higher than the minimum new low-noise model of
Peterson (1993) in this frequency range. For comparison, Figure 2A
also shows the horizontal-to-vertical spectral ratio (HVSR) for
the southernmost station of the radial array. The latter (Nogoshi
and Igarashi, 1970; 1971; Bard, 1999) is a passive technique that
can be used to estimate a resonance frequency and a lower-
bound level of amplification of the soft soil layers above the main
impedance contrast.

Three strong minima for the inside-to-outside spectral ratio can
be identified at around 0.25, 1.4 and 13 Hz. At these frequencies,
the spectral amplitude in the wind farm is smaller by a factor
of more than 5 compared to the neighbouring frequencies. Other
smaller minima can be seen between 3 and 4 Hz and around
8 Hz. The occurrence of these spectral minima is well constrained,
in particular for intermediate frequencies, and larger standard
deviations only occur for the first minimum and for frequencies
higher than ∼ 7 Hz. Looking at the HVSR and comparing it with
the data in the frequency domain represented by the power spectral
densities (PSDs) for stations inside and outside the wind farm
(Figure 2B), it can be concluded that these troughs cannot be
related to soil resonance effects at the stations outside the wind
farm, meaning that the spectral pattern reveals a strong attenuation
of the wavefield between the individual wind turbines. In these
frequency bands, the spectral amplitude inside the wind farm is
reduced relative to the spectral amplitude outside and significantly
less energy penetrates through the ground. The only exception to
this is the peak at 0.25 Hz in Figure 2A which might be amplified
due to an increased amplitude of the vertical spectra of the outside
station.This could either be caused by soil resonance effects or due to
secondarymicroseismswhich the geophones were not able to record
sufficiently well.
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FIGURE 1
Geometry of the experiment in the wind farm near Nauen (north-eastern Germany). The 2D array is composed of 200 4.5-Hz one-component
geophones (red circles) and 200 5.0-Hz three-component sensors (blue circles) positioned on a 100-m grid. In the south-eastern sector, the grid was
densified by Lennartz 5-s short period sensors (yellow circles), iXblue blueSeis-3A rotational seismometers co-located with Trillium compact 120-s
seismometers (green circles) and pressure sensors (brown circles). The black line represents the position of the optical fiber. The radial line array
extending north-south with Trillium Compact 120-s broadband instruments is represented by orange circles.

3.2 Rayleigh wave dispersion curve

If less energy is propagating through the wind farm in certain
frequency ranges, this effect may also be observed in other space-
frequency patterns. To estimate the dispersion curve of Rayleigh
waves, we consider two different methodologies, the Extended
Spatial AutoCorrelation (ESAC, Ohori et al., 2002 based on Aki,
1957) and the slant stack method, described by Thorson and
Claerbout (1985). The former is based on the calculation of the
spatial correlation coefficients between pairs of stations which are
then fitted to Bessel functions for a range of frequencies. In this
way, for each frequency, the average phase velocity can be obtained.

The slant stack method translates seismogram amplitudes relative to
distance and time to amplitudes relative to the ray parameter (the
inverse of the apparent velocity) and an intercept time. This in turn
gives a power spectral density function, which is a representation
of signal strength as a function of frequency and apparent phase
velocity.While the ESACmethod provides reliable dispersion curves
over a broader frequency range, especially toward lower frequencies,
the slant stack method can determine the frequency ranges where
higher surface wave modes dominate.

Here we take a total of 120 non-overlapping vertical component
signal windows from all geophones, each window being 120 s long,
again starting at midnight on 16 February 2023 when almost no

Frontiers in Earth Science 04 frontiersin.org

136



Pilz et al. 10.3389/feart.2024.1352027

FIGURE 2
(A) Spectral ratios (vertical component) between the 400 array nodes and the three most distant broadband stations outside the wind farm (solid line
plus/minus one standard deviation). The dashed line corresponds to the horizontal-to-vertical spectral ratio for the southernmost broadband station.
(B) Power spectral densities of the 400 array nodes (solid line) and the broadband stations (dashed line). The dotted lines show the geometrical mean
of the two horizontal components of the 5-s sensor installed on the foundation of a single wind turbine during operation (gray) and at standstill (black).

wind prevailed and the blades of the wind turbine were not expected
to have rotated. As shown in Figure 3, the two approaches provide
equivalent average dispersion curves spanning a range from 0.4
to 4 Hz with phase velocities ranging from 900 to 350 m/s and
corresponding wavelengths ranging from 90 m to over 2 km. As
usual, the slant stack approach shows decreasing resolution for
lower frequencies and cannot be used for frequencies much lower
than 1 Hz. Although the dimension of the entire array should
allow a determination of phase velocities at even lower frequencies,
incoherent noise prevents the use of the ESAC analysis in long
wavelength range (Cho and Iwata, 2021). A representation of the
covariance matrix, discussed below (cf. Figure 5B), will confirm this
hypothesis.

Between 1 and 2 Hz, the dispersion curves from both methods
are characterized by a flat shape–there is even a slight through
around 1.4 Hz. As we can assume from the slant stack image,
only a single mode is present. In order to check that there is
no mode interference of different propagation modes that would
either cross or overlap in the time-frequency space (commonly
referred to as mode kissing or osculation phenomenon, Forbriger,
2003), we determine a one-dimensional S wave velocity profile by
a joint inversion of Rayleigh wave dispersion curve (as shown in
Figure 3) and the HVSR from the three-component sensors inside
the wind farm based on Parolai et al. (2005). Herein, the dispersion
curve is considered to be an apparent one (Tokimatsu et al., 1992).
This approach has the advantage to properly account for all
modal contributions which means that an explicit mode-number
identification is not required (O’Neill and Matsuoka, 2005). As we
do not observe strong lateral variations in the shape of the HVSR
within the wind farm, the inversion is performed out under the
assumption that the structure below the site is nearly 1D for the
studied frequency range. During the inversion analysis, the S wave
velocity and the thickness of the individual layers were allowed to
vary within pre-defined but large ranges while the density of the

soil and its P wave velocity were constrained based on geological
information and the results provided of Kitsunezaki, (1990).

As shown in Figure 3, inside the wind farm, the sedimentary
layers uniformly extend for several tens of meters with S wave
velocities increasing steadily and ranging from 400 to just over
800 m/s. No significant impedance contrasts are mapped down to
a depth of more than 300 m. This is expected as also the HVSR
curves (as shown in Figure 2 for a station near the wind farm)
are characterized by low amplitude levels. The narrow distribution
of models with a misfit of 10% of the best-fit model around this
best-fit model itself (red curves in Figure 3B) is another indication
that the S wave velocity profile is well constrained. As we do not
observe any large velocity contrasts and/or velocity inversions, it is
reasonable to assume that the dispersion curve is representative of
the fundamental mode only. The dispersion curve, however, does
not show any anomalous behaviour with frequency ranges at which
strong bending occurs.

3.3 Influence of infrasound signals on the
seismic records

As we are dealing with data recorded in a wind farm, one has
to be aware that a seismological footprint of atmospheric pressure
perturbations on the recorded signals might also exist. This means
that for a proper interpretation of the seismic data, in particular the
spectral troughs in Figure 2A, it is necessary to investigate whether
the ground motion signals might actually be caused by the pressure
fluctuations or by ground vibrations. Such disturbances can also
induce ground motion through the ground’s elastic response to
pressure forcing. These compliance effects include both pressure
disturbances arising from atmospheric dynamics and horizontally
propagating infrasoundwaves.Theywere first described by the plane
wave approximation by Sorrells et al. (1971) for a homogeneous
half-space and by Kenda et al. (2017) for a layered soil structure.
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FIGURE 3
(A) ESAC (black dots) and slant stack (colour scale) Rayleigh wave dispersion curves. For the latter the colouring indicates the calculated wavefield
power normalized relative to the maximum at each processing frequency. (B) S wave velocity profile showing all tested models (gray lines), the
minimum cost model (black line) and all models within the minimum cost ±10% range (red lines).

The inertial effects are much stronger for infrasound signals than
for pressure perturbations moving at wind speed. The pressure
forcing creates ground displacement in the horizontal and vertical
directions with the horizontal motion being in phase with the
pressure, whereas vertical ground motion is phase shifted by 90°
relative to the pressure. Garcia et al. (2021) perform an extensive
search of the seismic and pressure data for pressure infrasound
signals that produce ground signals through compliance effects.

To study the compliance effects, we focus on two time periods
during 14 February 2023: the early day around 06:00 UTC that
present infrasound signals due to the slamming of the door of
a truck deployed in the field, and the late night between 22:00
and 23:00 UTC when the wind was not blowing at the ground
level but it was at the top of the wind turbine. This second time
period is interesting because the noise on the pressure sensors
induced by the wind is minimum whereas the blades of the wind
turbines are rotating. In a first step, we process the door slam
events in order to estimate the compliance from these events. The
90° phase shift between the pressure vertical velocity during such
events is clearly visible in Figures 4A, B. The compliance estimate
is done through envelope ratios by using narrow-band pass filtered
data. Figures 4C, 4D presents the compliance values estimated in
the frequency range between 0.2 and 3 Hz. The compliance values
increase above 1 Hz due to a higher sensitivity to soft layers near
the surface.

We then use the data from the second time period to estimate
how much of the signal from the seismic sensors could be
attributed to compliance effects. During this period, the blades of
the wind turbines are rotating and several peaks in the pressure
Amplitude Spectral Density (ASD) are observed in the 0.4–3 Hz
range (Figure 4E). Some of these signals can be attributed to
infrasound generated by the wind turbines.Multiplying the pressure
ASD by the estimated compliance values provides an estimate of the

compliance effects (red curve in Figure 4F) which can be compared
to the measured ASD of vertical ground motions by the co-located
broadband seismometer (blue curve in Figure 4F). This comparison
clearly indicates that the two main peaks around 0.43 and around
1.4 Hz are not due to compliance effects whereas the peaks in spectra
of the broadband seismometer between 2.13 and 2.3 Hz are mainly
driven by compliance effects. The source of these infrasound waves
is probably external to the wind farm. The comparison of the ASD
suggests that compliance effects are over-estimated for frequencies
higher than 2.6 Hz, probably because the door slamming events
have a poor signal-to-noise ratio above 2.6 Hz, thus generating a
larger error in the compliance estimates in this frequency range. In
contrast, the two main peaks at 0.43 and 1.4 Hz are due to causes
other than pressure interference and infrasound waves.

3.4 Time-dependence of resonance effects

Of course, when studying wind turbines, an obvious question
might arise to what extent the wind and the prevailing wind speed
will contribute to the observed effects. A general correlation between
meteorological parameters, the operation of a single or only a limited
number of wind turbines and the corresponding seismic signals
has already been studied by several authors (Withers et al., 1996;
Zieger and Ritter, 2018; Neuffer et al., 2019; Limberger et al., 2022
among others), indicating that narrow spectral amplitude peaks
can develop with increasing wind speed. From the PSDs for the
station installed on the foundation of a single ENERCON E−70
wind turbine (Figure 2B), spectral peaks around 0.43, 1.4, 4 and
8 Hz can be observed both during operation at high wind speed
and at standstill due to maintenance operations on 23 February
between 11:00 and 12:55 UTC. This indicates that the observed
peak frequencies represent tower resonance effects while additional
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FIGURE 4
Pressure (A), vertical velocity (B) and energy envelope ratios of vertical velocity to pressure (C) filtered in the frequency range between 0.7 and 0.9 Hz
range during a door slam event on 14 February 2023. On the right, compliance estimates in the frequency range between 0.2 and 3 Hz range (D) and
Amplitude Spectral Density (ASD) of pressure (E) and ground velocity records (F) during the time range 22:00–23:00 UTC on 14 February. The red
curve in (F) is an estimate of the vertical ground velocity variations induced by compliance effects (the product of the curves in panels (D, E).

spectral peaks during operation are expected to represent wind
turbine excitation frequencies (e.g., turbine rotation, rotor blade
passing) and multiples thereof.

To quantify the temporal stability of these effects over the 2-week
period of the experiment, Figure 5A shows the spectrogram from
continuous seismic time series. The spectrograms are calculated
from the measured spectral ratios (vertical component, 120-s
long windows) between the 400 stations inside and the three
southernmost stations outside the wind farm. Over the entire
period, the spectral shape is very stable and the spectral signatures
of the wind farm dominate over much of the array, particularly at
times ofmoderate-to-high wind speeds. As can already be seen from
Figure 2, for intermediate frequencies between 1 and 10 Hz, peak
amplitudes are slightly higher for increased wind speeds though the
differences are less than a factor 3.

Besides building the spectral ratio, we also calculate the
spectral width of the covariance matrix of the time series (vertical
component) of 16 geophones inside the wind farm in the south-
eastern sector (Figures 5B, C). The spectral width is a measurement
for the eigenvalue distribution of the covariance matrix and reflects
the spatial coherence of the seismic wavefield. A high spectral
width indicates a diffusive wavefield with a low spatial coherence
while a low spectral width indicates a high spatial coherence. This
measurement has been introduced to identify coherent seismo-
volcanic tremor signals (Seydoux et al., 2016) and has been applied
to identify flexural resonances in an elastic metamaterial (Lott et al.,
2020b). Due to the eigenmodes and seismic signals generated
by the wind farm one might expect a rather coherent wavefield.
Interestingly, the covariance matrix spectral width shows similar
patterns as for the spectral ratio. There are temporarily relative
stable values for the minima of the spectral width between 1 and

10 Hz, indicating a coherent wave field due to the tower resonances
displayed by the greenish colors. On the other hand, as expected,
a low spatial coherence can be observed for microseisms, i.e., for
frequencies less than 1 Hz (e.g., Correig and Urquizú, 2002).

We further would like to point out that the large values in
the spectrogram and the contemporaneous small values for the
spectral width towards the end of 15 and 21 February, to a lesser
extent also on 23 February, are interpreted as disturbing signals
due to the rotation of the nacelle due to changing wind incidence
direction as well as due to the permanent starting and stopping
of the rotation of the blades. During these periods, the wavefield
shows a more uncorrelated behaviour and these minima become
less prominent. However, the minima at 1.4, 4 Hz and around 8 Hz
appear to be more stable than the other minima (e.g., towards the
end of 15 February).

This means that external factors like wind speed or blade
rotation frequency will cause a variation in the amplitudes of the
certain spectral peaks while the resonance frequencies of the tower
eigenmodes remain stable in time.More importantly and also clearly
visible in Figure 5, the spectral troughs around 1.4 and 13 Hz, to
a lesser degree also at 8 Hz, at which significantly less energy is
transmitted to the ground, are also temporarily stable with their
amplitude being smaller than 1 for most of the time (pale and
blueish horizontal lines in Figure 5A, most visible between 17 and
22 February and after 24 February). This holds both for small and
high wind speeds Figure 5D and seems to confirm that the inside-
to-outside spectral minima described in section 3.1 are caused by
the strong interaction due to local resonances of the large number of
wind turbine towers in the wind farm. As already mentioned above,
the trough at 0.25 Hz might not be caused by resonance effects but
this trough is likely due to the fact that the amplitude of the second
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FIGURE 5
(A) Spectrogram for the spectral ratio between the array nodes and the most distant broadband stations to the south of the wind farm. (B) Spectral
width of the covariance matrix of a subarray of 16 vertical component time series within the large nodal array estimating the spatial coherence of the
seismic wavefield. (C) A zoom on (B) with an adapted color-scale highlighting the spectral width minimum around 0.43 Hz. (D) Wind speed and wind
direction measured at the top of a wind turbine with 10-min sampling interval.

microseism cannot be measured correctly due to the self-noise of
the geophones in the low-frequency range while it can be assessed
correctly at the broadband stations outside the wind farm.

3.5 Phase differences and signal amplitude

As there is a strong interaction between the soil and the
structures, the horizontal and vertical components of the Rayleigh
waves will excite the resonances of the large number of individual
wind turbines around their resonance frequencies (both flexural
and compressional resonances). This behaviour will induce a phase
shift of π on the incoming waves, i.e., a reflection of the wavefield
around the resonant frequencies of the wind turbines. When in
anti-resonance, the attachment point between the earth surface
and the wind turbine is at rest (Ewins, 2000; Williams et al.,
2015), achieving the desired reduction of the incoming wavefield
energy. Due to the sub-wavelength arrangement of the wind
turbines, there is a less strong wavefield power within the wind
farm between resonance and anti-resonance (smaller amplitude,
i.e., greenish color in the slant stack image around 1.4 Hz, see
Figure 3A) when considering the cumulative effect of the array
of wind turbines.

To study the influence of possible phase differences on the
amplitude decay, we calculate the phase differences between signals
measured at the foundation of one wind turbine and at a single
short-period station in the south-eastern sector of the seismic array.
The investigated station (yellow circles in Figure 1) is located at a
distance of around 50 m from the wind turbine, i.e., at the sub-
wavelength scale (the wavelength for Rayleigh waves is ∼ 500 m at
1 Hz). For calculating possible phase differences, we refer to the
cross-correlation analysis with a moving window with a length of
5 s and a total length of 1 hour (again starting from 16 February
2023 atmidnight).The signals are filtered in narrow frequency bands
around the observed minima and maxima of the inside-to-outside
spectral ratio shown in Figure 2. Exemplarily, in Figure 6 we show
the phase differences for frequency ranges between 0.7 and 1.1 Hz
where a well-constrained peak can be seen and between 1.3 and
1.6 Hz in which the inside-to-outside spectral ratio is characterized
by a strong trough. In the former case, the wind turbine and the
soil are oscillating in phase as there is almost no phase difference
between the signal at the foundation of the wind turbine and a
station a few tens of meters away. Similar effects, although less clear,
can be observed for the other frequency ranges where the inside-to-
outside spectral ratio shows a trough (not shown). On the contrary,
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FIGURE 6
Phase shift between bandpass filtered signals at the foundation of the
wind turbine with respect to recordings at a short-period station at a
distance of 50 m.

around 1.4 Hz, we observe a phase shift that is mainly limited to the
range between π/2 and π, meaning that the oscillating wind turbine
is mostly moving in an opposite direction at the sub-wavelength
scale compared to the soil, thus decreasing its motion. This out-
of-phase motion is, however, confined to the surface resonators,
i.e., the wind turbines, meaning that such behaviour would not
be observed for arbitrary pairs of stations in the seismic array
nor when the distances between the resonators and the station
approaches the wavelength of the surface waves but only on the
sub-wavelength scale.

In the high-frequency range, which is not affected by resonance
effects, the phase differences between source signals appear rather
randomly and no clear phase shift can be detected (already discussed
by Saccorotti et al., 2011; Limberger et al., 2021). The scattered
wavefields of the individualwind turbines lead to apparently random
constructive and destructive interferences, making the interference
condition very sensitive to any phase difference which can lead
to strong spatial and temporal changes in the wavefield amplitude
along the optical fiber (Figure 7B). In this plot, wind turbines are
located at meter points 0, 350, 600 and 850 along the fiber. The
respective wind turbines are located around 50, 16, 10 and 60 m
away from the fiber and the blades of all wind turbines were rotating
at apparently identical rotation rates at moderate wind speeds. The
highest amplitude values are found for the two closest wind turbines
but the corresponding amplitude pattern is not stable in time.

On the contrary, a temporally stable amplitude pattern is
observed in a frequency range between 1.3 and 1.6 Hz (Figure 7A).
Here we see an extremely rapid drop in signal amplitude around
the wind turbine resonances. Only the signals from the third wind
turbine closest to the fiber at meter point 600 can be detected while
for the second wind turbine at meter point 350 the signal can only
be approximated (the signals from the first wind turbine are strongly
disturbed by the power supply of the interrogator). After further
10–15 m, signals of the wind turbine are already barely discernible
although all signals are in phase, revealing a strong damping of the

wavefield inside the wind farm at the resonance frequencies of the
wind turbine towers.

At first glance, it might look strange that lower frequencies
of surface waves are more strongly damped. To this regard, we
obtain complementary information on the attenuation by the
PSD along the fiber. The PSD allows the frequency-dependent
wave propagation characteristics to be revealed. After anti-alias
filtering and downsampling to 100 Hz, we calculate strain-rate PSDs.
We follow the procedure described by McNamara and Buland
(2004) although PSDs are classically calculated for ground-motion
accelerations; the relationship between ground-motion and strain-
rate is not straightforward though. The PSDs calculated for each
fiber channel at 16 February 2023 between 11:00 and 13:00 UTC
are shown in Figure 8. PSD amplitudes strongly vary along the fiber.
Signals from wind turbines at meter points 350 and 600 can clearly
be identified in the high-frequency range while signals from wind
turbines at meter points 0 and 850, which are around 50 and 60 m
away from the fiber, are barely visible. For frequencies lower than
a few Hz, only signals from the wind turbine closest to the fiber are
seen. Counter-intuitively, these low-frequency signals attenuate very
quickly and this effect is identical for all four wind turbines near the
fiber. As wind turbines mainly emit surface waves (Styles et al., 2011
among others), intuitively one would expect stronger attenuation
for higher but not for low frequencies. However, the high-frequency
signals can be detected over distances of several hundredmeters and
it is the tower resonance frequencies that are strongly attenuated.
Notably, the attenuation pattern for frequencies between 5 and 10 Hz
is rather similar, already reported by Gortsas et al. (2017), with the
exception that signals around 8 Hz attenuate very rapidly.

3.6 Attenuation factor and attenuation
length

The basic premise is that the PSD amplitude decay follows
a power law, meaning that there should be a linear relationship
between the logarithm of the amplitude and the logarithm of the
distance. The slope of a linear fit of the decay can then be used
to calculate an attenuation factor, first proposed by Stammler and
Ceranna (2016) and by Flores-Estrella et al. (2017). The results in
Figure 9 show peak values between 2.5 and 3 in frequency ranges
around 0.43, 1.4, 4, 9 and 13 Hz. Most of these values coincide
with the resonance frequencies of the wind turbine tower shown
in Figure 2B. For frequencies in-between, the attenuation takes
values between 1 and 2. For high frequencies above 20 Hz, there
is a systematic decrease down to values between 0.5 and 1. By
multiplying PSD amplitudes by a factor of 0.5, the corresponding
attenuation values for time signals can be estimated as they are
proportional to the square of time domain amplitudes. Note,
however, that we are discussing strain-rate PSD, not ground-motion
values. Nevertheless, after multiplication by 0.5, attenuation values
significantly greater than 1 occur in the five distinct frequency ranges
which have already been discussed earlier, indicating an attenuation
even stronger than that of classical body waves, meaning that this
behaviour cannot be explained by near-field effects.

Another way to identify the existence of frequency ranges where
attenuation effects occur is to examine the correlation between
different channels along the optical fiber. This involved processing
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FIGURE 7
3-s normalized strain amplitude of seismic noise along the optical fiber filtered in frequency ranges between 1.3 and 1.6 Hz (A) and 3–4 Hz (B).
Measurements were taken at 16 February 2023 at 11:15 UTC. The high amplitude at very small distances is due to interfering signals due to the power
supply of the interrogator.

FIGURE 8
Two-hour PSDs (16 February 2023, 11:00 to 13:00 UTC) as a function
of frequency and distance along the optical fiber. For a range of
distances between 0 and 30 m, the signal power has been set to zero
to eliminate the power supply signals from the interrogator.

of the noise data for each channel i to accumulate a coherent phase
signal in the form of a cross-spectral density matrix which is the
spatial covariance matrix of the data in the Fourier domain (e.g.,
Gerstoft and Tanimoto, 2007; Roux, 2009)

S(ω, i) = d(ω, i)d*(ω, i) (1)

In Eq. 1, d is the Fourier transform of the data and the asterisk
represents the Hermitian transpose. S is a symmetric matrix with
the autocorrelations of all stations on the diagonal elements and the
cross-correlations on the off-diagonal elements. As S is a function of
both angular frequencyω and time t, we take a time interval of 5 s for
each channel of the fiber and compute S for each angular frequency
and individual timewindow.The results for the time-averaged cross-
spectral density matrix are shown in Figure 10.

FIGURE 9
Frequency-dependent attenuation factor determined from the
double-logarithmic representation of PSD amplitude decay (16
February 2023, 11:00 to 13:00 UTC).

At 1.5 Hz the cross-spectral density amplitude drops very rapidly
around the wind turbines, meaning that the scattering intensity
is significant at this frequency. The coherent signal is strongly
attenuated with respect to the diffusive wavefield. At 7.5 Hz the
cross-spectral density amplitude remains high over a much longer
distance range and a coherent signal can be detected over several
hundred meters. Similar observations apply for both the real and
the imaginary parts of the cross-spectral density.The latter, however,
is in fact the only part of the complex cross-spectra that reflects
true non-zero-lagged interactions, meaning that this observed effect
does not have a time-lag with respect to the source activity of
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FIGURE 10
Real (A, C) and imaginary (B, D) parts of the cross-spectral density matrix along the optical fiber for frequencies of 1.5 Hz (top) and 7.5 Hz (bottom).

the wind turbines. A significant damping attenuation of the wave
field around 1.5 Hz is also evident here while this effect cannot be
observed for 7.5 Hz.

3.7 Polarization of seismic noise

In the penultimate section we discussed the phase shift of the
incident waves which causes a reflection of the wavefield around
the resonance frequencies of the wind turbines. Such a phase shift
also exists between coupled P and SV waves, i.e., for the classical
Rayleigh waves. Here the coupling between the SV waves on the
vertical component and the P waves on the horizontal component is
only possible if both components are shifted in phase by ±90°. Since
the particle motion of the different seismic wave types is different,
the key parameter for the proper identification is their polarization.
The analysis is based on Vidale’s (1986) complex particle motion
polarization analysis approach. A three-component ground motion
recording of seismic noise is used to calculate the coherency matrix
or complex covariance matrix. Kulesh et al. (2007) adapted the
conventional covariance approach (e.g., Kanasewich, 1981) and
utilized it to estimate time-frequency dependent polarization. In
this process, time-averaging is not required explicitly. Prior to
applying polarization analysis to the complex wavelet amplitude for

each time-frequency pair, we first decompose the signal using a
continuous wavelet transform (CWT). The ellipse, which is often
inclined in 3D Euclidian space, then describes the particle motion at
each time and frequency. The frequency-dependent particle motion
is finally fitted to an ellipse which is characterized by its ellipticity
ratio, i.e., the ratio between the minor and the major axis of the
ellipse (Greenhalgh et al., 2018). The ratio takes a value of zero for
a fully linearly polarized waves and a value of one for a circularly
polarized arrival.

The average ellipticity ratio, i.e., the ratio of the minor to the
major axis, for the seven 5-s three-component instruments inside
the wind farm and the three southernmost stations outside the wind
farm for 60 signal windows with a length of 120 s again starting
at 16 February 2023 at midnight is shown in Figure 11. While for
the latter the ellipticity ratio does not show any significant variation
over the entire frequency range, for stations inside the wind farm the
shape of the ellipse is frequency-dependent. For frequencies between
0.3 and 0.4 Hz, around 1.5 Hz, between 2 and 2.5 Hz and around
13 Hz there is a significant decrease towards a more linearized
polarization (although the particle motion still has to be considered
elliptical). These results of polarization analyses are stable in time.
While, as discussed above, the trough between 2 and 2.5 Hz is
likely to be caused by compliance effects (see peaks in the red
curve in Figure 4F), a possible explanation for the low values in the
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FIGURE 11
Ellipticity ratio of the reconstructed particle motion through the
continuous wavelet transform for 5-s short-period stations inside
(solid line) and the broadband stations outside (dashed line) the
wind farm.

other frequency ranges could be that the local resonances (partially)
cause an energy conversion. Herein, Rayleigh waves are (partially)
converted into nearly linearly polarized S waves (or more linearly
polarized Rayleigh waves) at the resonance frequencies of the wind
turbines in the wind farm. In the context of surface resonators over
a homogeneous semi-infinite elastic medium, such conversion of
the Rayleigh waves has already been predicted theoretically and
observed numerically (Colombi et al., 2016a; 2017; Colquitt et al.,
2017).The abrupt shift in particle motion observed in the wind farm
provides a further indication of the influence of the wind turbines on
the propagation of surface waves as these effects are not observed for
stations outside the wind farm.

4 Numerical modeling of the wind
turbine and discussion

Understanding the surface wave dynamics observed in this
experiment also requires a good understanding of the dynamic
characteristics of the wind turbine resonators present in the field.
On the experimental side, there is a high degree of consistency
with respect to the frequency ranges in which strong damping
effects occur and some of these observations cannot be interpreted
as the behaviour of individual wind turbines but only as the
interaction of a large number of wind turbines. The peaks
that we observe in the spectra can originate from flexural and
compressional oscillations of the tower, blade rotation or power grid
frequency including harmonics and subharmonics. For a numerical
evaluation of mechanical resonance effects, the eigenvalues for one
of the turbines in the wind farm are obtained using COMSOL
Multiphysics® , a finite element analysis program. We specifically
choose to evaluate the resonances of the wind turbine from type
ENERCON E-70 which has a Lennartz 5-s broadband sensor
installed at its base and the DAS fiber optic cable in close proximity.

This will help us better understand the recorded signals. This wind
turbine with nominal power of 2.3 MW has a hub height of 113.5 m
and is mounted over a prestressed concrete-steel hybrid tower
(Figure 12, left panel). The diameter of the tubular tower varies
from 9.3 m at the base and smoothly tapers to 2 m diameter at the
very top. The bottom two-thirds of the tower is a precast concrete
constructionwith 22 segments, each 3.8 mhighwith a 300 mm thick
shell. The top one-third of the tower is composed of 2 structural
steel segments 3 and 25 m long, having a shell thickness of 40 and
25 mm respectively. The tower is idealised as a vertical cantilever
beamofmultiple segments having amean annular cross sectionwith
constant thickness. The rotor assembly, the nacelle and generator
which weigh around 104 tons in total, aremodeled as a concentrated
mass placed on top of the beam,whereas the bottom end of the tower
is assigned a fixed boundary condition. The tower is discretised
with one-dimensional beam elements available with the Structural
Mechanics module of COMSOL. The elastic parameters of concrete
and structural steel, as seen in Figure 12, are obtained from the
Euro code 2 and 3 respectively (British Standard Institution, 2004;
John Wiley and Sons, 2005).

Table 1 lists the natural frequencies of the tower for both the
Euler-Bernoulli (slender beam) andTimoshenko beam (thick beam)
formulations. As can be seen from the table, the fixed-base model
predicts the natural frequency of the wind turbine with reasonable
accuracy. The slightly lower eigen values for the fundamental mode
may be due to neglecting the steel reinforcement of the concrete
sections as well as the pre-stress that would further stiffen the tower.
Although our model does not take into account the flexibility of the
foundation due to the soil coupling, the numerical results obtained
are evidence that the foundation is almost clamped due to the type of
foundation system that has been used. We do not have information
on the foundation system. For soft soil sites like that in Nauen, deep
foundations are usually used with micro-piles for resisting traction
but it is very difficult to imagine the size, the number and the length
of such piles, if any.

The numerical modelling allows two observations to be made.
First, over the whole frequency range, the eigenvalues are in good
agreement with the observations and small deviations can only
be seen for higher modes. Apart from the unknown foundation
clamping, such deviations might also be caused by the eccentricity
of the head mass with respect to the centre of gravity of the tower
cross-section. This causes the resonance frequencies to widen (seen
in Figure 2B when the wind turbine is operational with respect to
when it is non-operational and highermodes to shift.However, since
Rayleigh waves have an elliptical polarization, which implies both
horizontal and vertical displacements, a straightforward coupling
of both the flexural and the compressional resonances of the wind
turbine towers with the seismic wavefield is also possible.

Secondly, most of the resonances here are caused by flexural
modes. This might be due to the fact that flexural resonances
of slender structures like wind turbines are excited more easily
than compressional ones. This is different from the METAFORET
experiment in which no efficient coupling between the horizontal
components of the Rayleigh waves with the flexural resonances of
the trees was observed which might be due to different material
properties. A few theoretical studies have focused on flexural
resonances and its interaction with the seismic wavefield indicating
that these flexural resonances can play an important role in certain
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FIGURE 12
Modal representations of the 112.3 m high ENERCON E−70 wind turbine tower motion under flexural and compressional resonances. (A) Technical
drawing of the wind turbine (© ENERCON GmbH). (B) Flexural and compressional oscillations of the tower. The concrete and steel segments are
assigned a uniform annulus cross section with material properties shown in the left panel. Although 1D beam elements are used, the tubular
representation of the tower is shown for better visualisation. The color represents the normalized eigen displacement magnitude, blue and red
indicating the respective minimum and maximum for each characteristic mode. The eigenvalues corresponding to the Euler-Bernoulli and Timoshenko
beam formulations are shown in Table 1.

material regimes (Xiao et al., 2012; Colquitt et al., 2017; Lott and
Roux, 2019; Wootton et al., 2019; Marigo et al., 2020). In particular,
flexural resonances become more important for less rigid substrates
(i.e., softer and more flexible soils) but that is exactly what we see in
our experiment.

Although from a theoretical point of view we do not see
an overlap between the flexural and compressional resonance
frequency ranges, we cannot exclude the possibility of interaction
between the two. However, it seems clear that for the first
compressional resonance around 13 Hz, its effect on the seismic
wavefield is stronger. This can be seen from the lowest troughs
in Figures 2, 11 and the highest peak in Figure 9 caused by the
compressional resonances of the wind turbine. Consistent with the
findings of Roux et al. (2018) and Lott et al. (2020a), this may be due
to the surface waves being more strongly slowed down and damped
around the compressional resonance of the resonators.

While it seems clear that the set of wind turbines in the
wind farm does have an impact on surface waves propagation
in distinct frequency ranges, the results also indicate that there
is no complete extinction of the surface wavefield as observed
in classical metamaterials but only a metamaterial-approximate
behaviour. Several possible factors are at play here.

(1) The frequency ranges of flexural resonances overlap with
the passband of compressional waves, i.e., no compressional
resonances are found below 10 Hz. Longitudinal (Rayleigh)
waves can still propagate throughout the wind farm in the
frequency ranges of the flexural resonances as can also be
seen in Figure 11, meaning that there is no full elimination
of (Rayleigh) surface waves. Similar observations have already
been made by Ma et al. (2016).

(2) As we do not have a single height for all wind turbines,
the damping effects associated with different heights overlap,
i.e., we are mapping effective material properties. This,
in turn, will cause a weakening of the overall damping
but a broadening of the frequency ranges in which the
damping occurs (similar to what has been described by
Colombi et al., 2016b; Li and Li, 2020).

(3) Although the arrangement of the wind turbines in the north-
south direction is periodic, in 3D the chosen wind farm
is not sufficiently periodic for “seismic crystal” effects to
become dominant as described by Colombi et al. (2016c) and
by Qahtan et al. (2022).

(4) For the dispersion curve (Figure 3), we do not observe a clear
slowdownof surfacewave velocities around 1.5 Hz as predicted

Frontiers in Earth Science 13 frontiersin.org

145



Pilz et al. 10.3389/feart.2024.1352027

TABLE 1 Numerically obtained eigenvalues of the ENERCON E-70 wind
turbine tower and comparison with the experimental results with values
taken from the 5-s sensor installed on the foundation of the single wind
turbine (black dotted line in Figure 2B).

Mode Eigenvalue [hz] Experimental
value [hz]
peak values
in Figure 2B

Euler-
Bernoulli

Timoshenko

1st flexural 0.42 0.42 0.43

2nd flexural 1.46 1.44 1.39

3rd flexural 3.84 3.72 3.85

4th flexural 6.75 6.47 7.61

5th flexural 10.36 9.56 10.2 (only partially
visible)

1st
compressional

10.58 10.58 12.8

2nd
compressional

20.60 20.60 not observed

theoretically in previous studies (e.g., Colombi et al., 2016b;
Colombi et al., 2017) but we only observe a flattening of the
dispersion curve. This could be due to the interaction of the
surface waves with body waves in the frequency range of the
flexural resonances of the wind turbines.

(5) Although we see a significant influence of the wind farm on
the seismic wave field in a broad frequency range, given the
rather soft soil conditions (Figure 3) and a spacing between
the wind turbines in the order of a few hundred meters, the
wavelengths are rather short.This means that only the first two
modes are really sub-wavelength (λ/8 for the first, λ/2 for the
second flexural mode).

(6) In addition, the degree of coupling of Rayleigh waves and
hybrid Rayleigh waves at the soil-resonator interface is
sensitive to the mass of the resonator. Such heavy masses–here
we are discussing masses in the order of much more than
1,000 tonnes–do not cause a smooth bending of the dispersion
curve for frequencies smaller than the resonance frequencies
but a very sharp deviation of the dispersion curve towards
low velocities just before this frequency (Boechler et al., 2013;
Palermo et al., 2016).

(7) The heavy masses are associated with a strong impedance
contrast at the soil-resonator interface. Assuming values for
ρsoil ≈ 1800 kg/m³, ρsteel/concrete ≈ 8,000 kg/m³, vSsoil ≈ 500 m/s,
vSsteel/concrete ≈ 3,200 m/s results in an impedance contrast in
the order of 30. While we generally observe an increase in
the width of the damping frequency ranges for decreasing
impedance contrasts, for strong impedance contrasts–as seen
here–the corresponding damping frequency ranges tend to
become smaller due to a weakened coupling between the
ground and the resonators (Colombi et al., 2014; Joshi and
Narayan, 2022).

(8) While previous reference studies have generally been
performed for a homogeneous halfspace, a multi-layered

soil will result in a more complex wavefield. The coupling
of the wavefield with the resonators will then depend more
strongly on the variation of the soil properties with depth
(Chen et al., 2019) although a leakage to higher-mode surface
waves which cannot be resolved with our experimental
configuration (Lott et al., 2020a) as well as an interplay
between flexural and compressional resonance resonances
(as described, for example, by Marigo et al., 2020) might also
be possible.

While so far we only have focused on Rayleigh waves, layered
soils will practically also allow the study of anti-plane waves, i.e.,
Love waves requiring horizontal resonators (Palermo and Marzani,
2018). Although the overall results are consistent, there are a number
of experimental peculiarities which can be excluded in theoretical
studies but which are unavoidable in the real-world experiments.
Such peculiarities can only be resolved by dense spatial sampling of
the seismic wavefield.

5 Conclusion

We have demonstrated for the first time that tall structures
at the city-district scale can interact with each other, with the
seismic wavefield and with the atmospheric pressure field. The
spatially dense installation of extended resonators can produce
strong structural damping of Rayleigh waves in the frequency
range of engineering interest (a few Hz). A dense grid of
seismic geophones and complementary instrumentation allows the
physical interpretation of the observed wavefield properties to
be validated. Around the flexural and compressional resonance
frequencies of the wind turbine towers, the coupling between the
resonators and surface waves in the wind farm is demonstrated
taking into account amplitude and phase patterns, attenuation
length, spectral ratio and surface wave polarization. The damping
effect in these frequency ranges is further clearly observed in
the strain amplitude along the optical fiber. The spectral ratio
between stations inside and outside the wind farm reveals that
this attenuation results from the incoherent scattering linked
to the interaction of surface waves with the wind turbines,
meaning that these effects cannot be observed outside the wind
farm and can only be explained by the interaction of a large
number of wind turbines. The shift in particle motion ellipticity at
frequencies near to the resonance of the wind turbines is another
indicator of the resonance impact of the resonant structures on the
propagation of Rayleigh waves which is supposed to be stronger
for compressional resonances with respect to the flexural ones.
With respect to metamaterial-like effects, although both types of
resonances (flexural and compressional) certainly have an impact
on the wavefield of seismic surface waves, we do not see evidence
of a classical metamaterial with a strict bandgap in the sense
of one or several frequency range(s) where the propagation of
seismic surface waves is completely inhibited. The results still
pave the way to potential future applications in terms of urban
seismic hazard mitigation and/or earthquake engineering in urban
environments. In a first step, for example, arrays of buildings
could be studied with a focus on building component resonances
like large concrete floors or an emphasis on designs of buildings
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with resonances in the frequency range of earthquake engineering.
One could then ask to what extent the real urban organization
with a highly heterogeneous building stock can contribute to the
emergence of frequency ranges in which the seismic energy is
strongly reduced.
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Chapter 4

Experimental evaluation of
Soil-Structure Interaction

The description of the data obtained from the experiment and the preliminary re-
sults were published in Anna Maria Sk lodowska, Chiara Amendola, Shoaib Ayjaz
Mohammed, Srihari Sangaraju, Carla Barnaba, Dimitris Pitilakis, Philippe Roux,
Alessio Compagno, Bojana Petrovic, Valentin Schindelholz, Stefano Maffione, Fabio
Meneghini, David Zuliani, Stefano Parolai; EuroMASS Soil-Structure Interaction
Experiment: A Semi-Dense Array for the Analysis of Wave Propagation from a
Single-Degree-of-Freedom Structure to Its Surroundings. Seismological Research
Letters 2024; https://doi.org/10.1785/0220240018

Summary

We study the dynamic coupling of a resonator with the ground, often termed as ‘soil-
structure interaction’ in the engineering context. We perform a field experiment that
attempts to characterize the response of a ground coupled ’single degree-of-freedom’
isolated structure. We design and deploy a set of arrays that are specific to the
different phases of the experiment. Both active and passive data are acquired. We
only present here the preliminary results obtained from ambient noise data; however,
conclusive SSI effects remain undemonstrated, prompting consideration for future
studies with active data.

4.1 Background

In theory, in certain frequency regimes, the joint response of the soil-structure sys-
tem can be different from (a) the ‘free-field’ response of the soil (neglecting the
structure) and on the other hand, the (b) ‘rigid-base’ response of the structure
(neglecting the soil). This collective dynamic behavior is classically termed the
‘Soil-structure interaction’ (SSI) phenomenon, and in the context of multiple res-
onators as ‘Structure-soil-structure interaction’ (SSSI) or in terms of the city scale
as ‘Site-city interaction’ (SCI). For a compilation of observations, specific experi-
ments, and numerical computations related to these phenomena in the context of
urban seismology, see Guéguen et al. [2022] and the references therein.
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4.1.1 Motivation for this study

In this thesis, we have seen that the resonator dynamics in each of the three cases
of seismic metamaterials considered, whether it is a clamped pile or a tree or a wind
turbine, can interact differently with the subsurface dynamics. It is well proven in
the literature that the unusual scattering of the surface wavefield observed in locally-
resonant metamaterials is driven by the mechanical coupling (impedance contrast)
between the resonators and the substrate. Scattering inside locally resonant media is
different from the multiple-scattering phenomenon that occurs at relatively shorter
wavelengths. Resonant scattering inside a metasurface causes the wave to slow down,
forcing it to additionally travel up and down the resonators. This kind of scattering
by modifying the wave path depends on the effective impedance of the metasurface.
If the wave is traveling through resonant media having impedance similar to that
of the substrate, there is a decent coupling that leads to stronger attenuation by
the metasurface. The perturbations of the wavefield in the case of the multiply
scattered waves is higher when the impedance contrast between the soil and the
heterogeneities is high. In contrast, in the scenario of resonant scattering, a lower
impedance contrast leads to higher scattering around the resonance frequencies of
the resonators.

Let us now examine the impedance contrast of the resonators and the substrate
media in light of the previous experiments concerning elastic metamaterials. On
a laboratory-scale, aluminum rods attached to the plate (Lott and Roux [2019a]),
the same material was chosen for the plate and rods, which allowed efficient energy
exchange. In the case of trees in a forest, Colombi et al. [2016c] used the same
acoustic impedance for the longitudinal velocity in trees and the ground which re-
sulted in a strong attenuation of the surface field inside the bandgap. However, they
found the bandgaps to persist only if the impedance ratio between the trees and the
ground was in the range of 0.5 to 2, and for any stronger impedance mismatch, the
bandgaps gradually disappear thus limiting the energy trapped by the trees. Now,
consider the wind turbine resonators from the previous chapter where heavy masses
are associated with a strong impedance contrast at the soil-resonator interface. As-
suming values ρsoil ≈ 1800 kg/m3, ρconcrete ≈ 7800 kg/m3, Vs,soil ≈ 500 m/s,
Vs,concrete ≈ 3200 m/s results in an impedance contrast on the order of 30 (Pilz et al.
[2024]). For strong impedance contrasts like this, the corresponding bandgap fre-
quency ranges tend to become smaller due to a weak coupling between the ground
and the resonators. For buildings, as in the case of wind turbines, the foundation is
usually more rigid than the underlying soil. While studying SSI effects in the case of
buildings, Petrovic et al. [2018] found that the proportion of the wave field observed
to be radiated back from the building to the soil decreases as the impedance contrast
increases. In a numerical study considering a cluster of buildings, Joshi and Narayan
[2022] concluded that both the insulation capacity and the meta-capacity of a city
increase with the decrease in impedance contrast between structures and the soil.
Each of these studies emphasizes how crucial the coupling between the ground and
resonators is for the metamaterial effect to manifest.

Given that the wind turbine tower in the META-WT experiment was itself not
instrumented, it eliminates the possibility to analyze the SSI effects and the energy
radiated back to the soil by the turbines alone. Nonetheless, using state-of-the-art
numerical simulations, one could study such an effect. Our aim with this study is to
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design a new experiment that can evaluate the coupling of a simple resonator to the
surrounding soil in a relatively controlled environment. This is done by installing
sensors not only on the ground, but also instrumenting the foundation and structure
itself. This can potentially help us identify, reconstruct and characterize the surface
wave field radiated from a vibrating structure, and estimate the amount of energy
associated with it (Sk lodowska et al. [2023]).

Contribution to the collaborative study

This experiment is a collaborative effort within the framework of the WP3 work
package of the URBASIS-EU project. A significant portion of the initial results
comes from the analyses performed by colleagues from OGS Trieste and the AU
Thessaloniki. The article associated with this chapter describes the various aspects
of the deployment, array configurations, and the comprehensive first results of the
EuroMASS SSI experiment. The attached version of the article is from two cycles
of peer review. Our primary contributions to this study include:

• planning, design and implementation of various optimized seismic array con-
figurations, and

• active participation in a seismic experimental campaign

Although only a preliminary analysis of passive data has been performed in this
study, we anticipate interesting results from the analysis of active source signals,
which are yet to be analyzed. Through this effort, we generated a quality data set
in a controlled environment for future investigation of soil-structure interaction.
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EuroMASS Soil-Structure
Interaction Experiment:
A Semi-Dense Array for the
Analysis of Wave Propagation
from a Single-Degree-of-Freedom
Structure to Its Surroundings
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Abstract

Cite this article as Skłodowska, A. M.,
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For years, soil-structure interaction (SSI) has been a subject of interdisciplinary studies,
although full-scale SSI experiments and the use of real data are rare. To study SSI in a
well-known and controlled environment, a full-scale experiment, EuroMASS, was con-
ducted at the Piana di Toppo test site in Northeast Italy. For the needs of the experi-
ment, a simple structure consisting of a lumped mass overtopping a steel column on a
concrete base was designed and assembled at the test site. In April 2022, a three-com-
ponent instrumentation network was installed to record the seismic noise, weak earth-
quakemotions, and active source signals to study the structure, the foundation, and the
soil seismic responses. The experiment was designed to collect data that can be used for
accurate dynamic characterization of the structure and analysis of wave propagation in
the soil-structure system.

Introduction
The seismic excitation of structures exposed to earthquake
shaking is a combination of effects related to (1) the earthquake
source, (2) the travel path, (3) local site effects, and (4) soil-
structure interaction (SSI; Stewart et al., 1999). The first three
compose the “free-field” ground motion. However, the seismic
response of structures to free-field motion is affected by
dynamic interaction with the underlying soil (e.g., Gazetas,
1983; Mylonakis and Gazetas, 2000; Todorovska, 2009;
Kausel, 2010), also known as SSI. As a result of kinematic inter-
action, the actual base-slab motions deviate from free-field
motions (Kausel, 2010). These deviations arise due to effects
such as base-slab averaging, wave scattering, and embedment
effects (Kramer, 1996).

When the foundation supporting soil is compliant, flexural,
axial, and shear deformations of structural foundation elements
occur as a result of the inertial response and displacements
applied by the superstructure and the soil medium (National
Institute of Standards and Technology [NIST], 2012).
Because of inertial interaction, the fundamental frequency of

the soil-structure system decreases. Furthermore, additional
energy is dissipated by downward wave radiation from the struc-
ture, on top of the soil hysteretic behavior (Richart et al., 1970).
In the case of structures founded on stiff soil, the decrease in the
resonant frequency might be related to changes in the dynamic
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behavior of the structure and not necessarily to SSI effects
(e.g., Astorga et al., 2018; Skłodowska et al., 2021).

The influence of SSI on the dynamic behavior of existing
structures has been identified from the analysis of their
response to seismic noise (Luco et al., 1988; Luco and de
Barros, 2005; Pitilakis et al., 2018) and weak-to-strong earth-
quakes (Gueguen and Bard, 2005; Brunelli et al., 2021).
Nevertheless, the analysis of existing buildings prone to SSI
phenomena can be a challenging task. The introduction
of properties for the definition of complete models is often
problematic because the geometry of foundations is usually
unknown and properties of the underlying soil are, on average,
not fully documented.

In this context, field experiments can provide valuable
insights because they may help in the development of improved
models and design guidelines for seismic-resistant structures.
Previously published onsite investigations provide results
over a limited frequency range (e.g., Tileylioglu et al., 2011;
Amendola et al., 2021) or for specific structures, such as a
nuclear reactor (Luco and de Barros, 2005). In all cases, (1)
the limited resolution of the data acquisition system introduced
significant noise, leading to spurious results and (2) the shear-
wave velocity profile was measured in the so-called “free-field”
conditions, neglecting the stress increment exerted by the struc-
tural weight. Therefore, it is difficult to identify the most suitable
experimental layout for SSI problems and the dynamic struc-
ture–foundation–soil system from recorded data.

SSI describes not only the influence of the soil on the
response of the structure but also, as many studies have shown,
the effect that the buildings have on the response of the soil (e.g.,
Jennings, 1970; Wirgin and Bard, 1996; Cardenas et al., 2000;
Chávez-García and Cárdenas-Soto, 2002; Guéguen et al., 2002;
Petrovic and Parolai, 2016; Petrovic et al., 2018; Chandra and
Guéguen, 2019; Skłodowska et al., 2023). Based on the example
of the destructive effects of the 1985 Michoacan earthquake on
Mexico City, Wirgin and Bard (1996) showed that in densely
urbanized areas, the so-called “free-field” strong-motion record-
ings include the possible effects of the nearby located buildings.
The significance of the contamination of the “free-field”motion
by the wavefield radiated from a vibrating structure into the
ground was also underlined by Gueguen and Bard (2005) and
recently by Petrovic and Parolai (2016) and Skłodowska
et al. (2023).

In this framework, full-scale field tests were conducted in
April 2022 at the instrumented facility of Piana di Toppo
(PITOP, latitude 46.20°, longitude 12.82°) in Northeast Italy.
The experimental campaign included seismic noise measure-
ments and active source tests throughout wide frequency
and amplitude ranges. In addition, due to the long acquisition
time, several weak earthquakes were recorded. A dense three-
component instrumentation network was arranged to record
the structure, foundation, and soil responses. The main objec-
tive of the tests was to study the SSI phenomenon on both the

dynamic behavior of a simple structure and its surroundings,
in a well-known and controlled environment. The experiment
was coordinated by the National Institute of Oceanography
and Applied Geophysics (OGS, Italy) in collaboration with
Aristotle University of Thessaloniki (Greece), the Institute
of Earth Sciences (ISTerre) of Université Grenoble Alpes
(France), and Politecnico di Milano (Italy) as a part of the
URBASIS-EU ITN project (see Data and Resources).

Instrument Deployment and Details
Test site description
The Piana di Toppo test site is located in the Friuli Venezia
Giulia region of northeastern Italy, about 70 km from
Udine in the intermountain plain on the external thrust belt
of the eastern Southern Alps (Fig. 1a). The test site is 80 m
long and 50 m wide (Fig. 1b), located in a seismically active
area (Slejko et al., 1999) with relatively low levels of seismic
noise originating from the urban environment. To the south
of the test site is a railway line on which a train runs during
the summer (not in operation during this experiment). About
100 m north of the test site runs a provincial road (SP32).
Otherwise, the test site is far from any other infrastructure.

The geology of the test site consists of Quaternary alluvial
sediments (loose coarse gravels) overlying Miocene conglomer-
ates (the Morello formation; Poletto et al., 2011; Dreossi and
Parolai, 2022). The S-wave velocity profile for the Piana di
Toppo test site was calculated from seismic noise data using
a modified version of the extended spatial autocorrelation
approach by Dreossi and Parolai (2022) and is presented in
Table 1.

Design of the structure
The EuroMASS prototype structure was specifically designed
for full-scale tests for the assessment of SSI effects. The
structure consists of a square concrete shallow foundation
(2 m × 2 m × 0.3 m) with a quadratic hollow steel column
(QHS profiles 250 mm × 250 mm × 10 mm) overtopped by
a similar concrete slab (2 m × 2 m × 0.5 m, Fig. 2). It was
constructed in the northwestern part of the test site
(Fig. 1b). The total height of the structure was 2.5 m and
the width was 2 m × 2 m. The symmetry ensures the same
bending stiffness in both plane directions. The higher mass

TABLE 1
Average Shear-Wave Velocities of the Soil Layers at
the Piana di Toppo Test Site (Dreossi and Parolai,
2022)

Layer Number Depth (m) S-Wave Velocity (m/s)

1 0–11.1 551.4

2 11.1–33.2 741.6

3 Below 33.2 1011.8
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of the top slab (∼5 tonne) with respect to the bottom
(∼3 tonne) shifts the center of gravity of the system closer
to the top, making the structural configuration similar to an
single-degree-of-freedom system. The fixed-base fundamental
frequency of 5.0 Hz was estimated using SAP2000 software (see
Data and Resources, Fig. 2b). In the numerical model, the col-
umn was modeled as an elastic beam element with a QHS steel
section (γS � 78 kN=m3) characterized by Young’s modulus
equal to 2:10 × 108 kN=m2. The foundation and top slabs
were modeled as shell elements made of concrete material
(γC � 25 kN=m3). In the model, the column was fully fixed
to the slabs using linear link element constraints. The con-
structed structure with a part of the installed instruments is
presented in Figure 2c.

Instrumentation and experimental setups
Instrumentation. During the experiment, seismic data were
recorded by 15 three-component Lennartz sensors connected
to 12 RefTek130 digitizers (nine with three channels and three
with six channels, Table 2, Fig. 3a). There were nine LE-3D/1s
(Fig. 3b) connected to three-channel digitizers and three
LE-3D/1s and LE-3D/5s Lennartz sensors pairs connected
to the three digitizers with six channels. Global Positioning
System (GPS) antennas were used for the time synchronization
of the instruments. The digitizers’ power supply was provided
by external batteries, which were replaced every few days. The
sampling frequency of the digitizers was set to 250 Hz. An
example of the components of the instrumentation installed
at the test site is presented in Figure 3c.

All the sensors, installed both in the field and on the
EuroMASS structure, were aligned with the primary axes of
the assembled structure, which is approximately true north
(rotated about 5° toward the east). For the field sensors, a

shallow hole was dug in the ground, the bottom was leveled with
sand, and the sensor was then covered with soil. This was done
to ensure good coupling of sensors with the ground, to decrease
the negative impact of adverse weather conditions on the
recordings, and to avoid potential damage to the instruments.

The sensors installed on the structure were leveled and
aligned with the main axes of the structure. Because all the digi-
tizers were placed on the ground, the cables were secured to the
concrete slab to prevent the sensors installed on the top of the
structure from being displaced by the movement of the cables
(e.g., caused by wind). After installation of the sensors, digi-
tizers along with the batteries were placed on the styrofoam
and covered with the boxes. To ensure proper time synchro-
nization of the recordings, the GPS antennas were placed on
top of the secured digitizers.

Hereafter, the digitizer–sensor combinations will be referred
to as “stations.” The 1s Lennartz sensors (LE-3D/1s) will be iden-
tified by the subscript “E” (corresponding to the digitizer chan-
nels used to connect those sensors—e.g., 921DE or 931D_E) and
5s Lennartz sensors (LE-3D/5s) will be identified by the subscript
“H” next to the station ID (e.g., 931CH or 931C_H).

Experimental setups. During the Piana di Toppo experi-
ment, the 15 instruments were used in the following three
different spatial configurations:

  5° E  10° E  15° E  20° E

40° N

 45° N

Piana di Toppo

Italy

(a) (b)

Figure 1. (a) Map of Italy with the location of the Piana di Toppo
test site indicated with the black square. Udine, around 70 km
from the test site, is indicated with a red circle. (b) Satellite view
zoom on the Piana di Toppo test site. The location of the center
of the assembled EuroMASS structure is marked with a red
square. The color version of this figure is available only in the
electronic edition.

Volume XX • Number XX • – 2024 • www.srl-online.org Seismological Research Letters 3

Downloaded from http://pubs.geoscienceworld.org/ssa/srl/article-pdf/doi/10.1785/0220240018/6946124/srl-2024018.1.pdf
by Shoaib Ayjaz Mohammed 
on 13 September 2024

155



• setup 1 (S1): Before installation of the structure, only on the
field (Fig. 4a);

• setup 2 (S2): After installation of the structure, with a dense
sensor array on the top and bottom slabs (Fig. 4b); and

• setup 3 (S3): After installation of the structure, with sensors
installed both on the top and bottom slabs of the structure
and on the field (Fig. 4c).

In the first setup S1, all available sensors were installed on
the field in two perpendicular linear arrays aligned with the
north–south and east–west axes of the future structure
(Fig. 4a). The two arms of the L-shape array had an interstation

spacing that loosely followed the Fibonacci sequence with the
sensor spacing increasing away from the structure. Such an
array shape was chosen because it provides the best data analy-
sis quality in L-shape arrays for an additional passive-seismic
study (Napa Seismic, 2023). In this setup, 5s sensors were
installed right next to the 1s sensors connected to the same
digitizer to have a direct comparison of the recordings from
two different sensor types. Approximately 20 hr of seismic
noise was recorded in this setup.

For the installation of the EuroMASS structure, all the sen-
sors were removed from their positions to avoid potential dam-
age from the heavy construction machinery that was used for

Figure 2. (a) Schematic drawing of the designed structure
(dimensions in meters), QHS, quadratic hollow steel column,
(b) 3D numerical model of the structure from SAP2000, and
(c) assembled EuroMASS structure with a part of the installed

instrumentation located in the northwest part of the Piana di
Toppo test site. The color version of this figure is available only in
the electronic edition.

(b)(a) (c)

Figure 3. (a) RefTek130 digitizer used in the study, (b) 1s Lennartz
sensor LE-3D/1s, and (c) installed instrumentation at the test site.

The color version of this figure is available only in the electronic
edition.
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the structure assembly. After the structure was assembled, in
setup S2 (Fig. 4b), most of the sensors were installed on the top
and bottom slabs of the assembled structure. On the top slab of
the structure, a total of seven sensors were installed in four
corners and on three sides, to enable the use of the active
source (seismic vibrator) in the middle of the slab. Such place-
ment of the active source was chosen due to the relatively
small available area on the top slab for such a type of excitation
(2 m × 2 m). On the bottom slab, there were six sensors in total:
one in each corner of the foundation and two on the sides
facing the north–south and east–west legs of the field array.
Two remaining sensors were installed on the soil to the south
of the structure: one right next to the bottom slab (the 5s
931CH) and the second 2 m away (9EDA). This setup was
installed for approximately 19 hr.

In the last setup S3, all but four of the sensors were installed
in the field (Fig. 4c). Of the four sensors on the structure, two
each were installed on the top and bottom slabs. At the top slab,
sensor 912C was left in its original position from setup S2 (on
the south edge), and sensor 921D was moved from the corner of
the slab to the east edge to be aligned in the east–west field array.
The two sensors installed on the foundation slab were located on
the south and east sides of the slab. The sensors installed on the
structure were positioned to be aligned with the field arrays. The
field sensors were placed in the L-shape array in similar posi-
tions as in setup S1. This setup was installed until the end of the
experiment, for around 20 days.

The setup layouts were chosen to enable a comparison of
the dynamic characteristics obtained from the recordings col-
lected before and after the installation of the structure, to assess
possible changes in the soil-structure system. Therefore, in the
S3 setup, the location of the field instruments was the same as
before and after the installation of the structure.

Overall Quality
During the Piana di Toppo experiment, seismic data were
recorded from 6 April to the end of 27 April 2022. All the data
with the poles and zeros files for instrument response removal
are available in MiniSEED format (see Data and Resources).
Data continuity is described in Figure 5 for the east component
of all stations used during the experiment. The recordings
of the north–south and vertical components are of the same
duration as the presented east–west component. From 6
April to the end of 14 April, the continuity of the recordings
is very good for almost all of the sensors. Because of battery
limitations, there are no recordings from 15 to 16 April for
all the sensors.

Because of the malfunction of the GPS antenna, the record-
ings of the 9EDA station are not synchronized with the other
instrumentation and therefore not shown in the following
figures. In addition, the vertical component of sensor A928
in setup S1 did not record properly. However, in setups S2
and S3, the sensor started to function and record seismic data
properly again.

TABLE 2
List of Acquisition Systems Deployed for the Piana di Toppo Experiment

Acquisition
Station Name Sensor Channel

Location
Setup 1 Setup 2 Setup 3

921B LE-3Dlite 1s EHE, EHN, EHZ Field Bottom slab Bottom slab

962F LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Field

921E LE-3Dlite 1s EHE, EHN, EHZ Field Bottom slab Field

LE-3Dlite 5s HHE, HHN, HHZ Field Bottom slab Field

A928 LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Field

9EAA LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Field

921A LE-3Dlite 1s EHE, EHN, EHZ Field Bottom slab Field

LE-3Dlite 5s HHE, HHN, HHZ Field Bottom slab Field

A894 LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Field

921C LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Top slab

931D LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Field

931C LE-3Dlite 1s EHE, EHN, EHZ Field Bottom slab Bottom slab

LE-3Dlite 5s HHE, HHN, HHZ Field Field Field

921D LE-3Dlite 1s EHE, EHN, EHZ Field Top slab Top slab

9EDA LE-3Dlite 1s EHE, EHN, EHZ Field Field Field
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Seismic noise
During the Piana di Toppo experiment, seismic noise was
recorded on 23 consecutive days using the three described
setups.

An example of the unfiltered seismic noise recordings of
10-minute-long time windows for all sensors for all three
instrumental setups is presented in Figure 6. The mean, trend,
and instrumental response are removed from the pre-
sented data.

The initial evaluation of the seismic noise recordings shows
that, as expected, the signals recorded at the top of the structure
were amplified compared with the motion recorded at the
foundation slab and on the ground due to the vibration of
the structure.

Active source
In addition to the seismic noise recordings, active source
measurements were performed using an Elvis VII-type

seismic vibrator source (see Data and Resources). To maxi-
mize coupling, ensure stability, and prevent the vibrator from
moving or vibrating inconsistently during the test, we loaded
weight on the shaker (an operator sitting on the robust suit-
case on the upper part of the device). The vibrator generated a
P-wave upsweep of 30 s with a theoretical frequency range
from 10 to 200 Hz and force amplitude equal to 1 kN.
Three to four sweeps for each source position were made
(red stars in Fig. 4).

(a) (b)

(c)

Figure 4. (a) Setup S1, (b) setup S2, and (c) setup S3. Triangles
represent sensors, red stars indicate active source locations, and
the blue square is the location of the structure. H next to the
sensor name indicates 5s Lennartz sensors. No subscript next to
the sensor name indicates 1s Lennartz sensors. (c) Numbers from
F1 to F13 next to the red stars refer to the active source position.
Dimensions are in meters. The color version of this figure is
available only in the electronic edition.
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Figure 5. Data availability of Piana di Toppo experiment. Data
were recorded between 6 and 28 April 2022 in three different
instrument setups. The vertical lines indicate the change in the
instrumental setups: a dashed red line, from setup S1 to S2; a

solid blue line, from setup S2 to S3. The time axis corresponds to
the dates in April 2022. Station names with the tag “_E” indicate
1s sensors and “_H” denotes 5s sensors. The color version of this
figure is available only in the electronic edition.
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Figure 6. The 10 min-long east–west-component seismic noise
data examples from (a) setup S1, (b) setup S2, and (c) setup S3.
Green traces, on the field; black traces, on the top slab of the
structure; and gray traces, on the bottom slab of the structure.
Subscript “E” refers to 1s sensors and “H” refers to 5s sensors.

Because of the lack of recording synchronization, data from
sensor 9EDA are not shown. The scale on each plot is normalized
with the maximum amplitude recorded in each setup. The color
version of this figure is available only in the electronic edition.
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In setup S1, the vibrator was placed in two positions: (1)
next to the 921B station in the north–south line of the array
and (2) next to the A894 station installed in the center of the
planned location of the structure. In setup S2, three active
source positions were considered: one directly on the top of the
structure in the center of the slab and two on the ground—one
5.5 m and another 1.6 m from the southern and the northern
edge of the foundation, respectively. In setup S3, 13 vibrator
positions (F1–F13), all on the ground, were used (Fig. 4).
The vibrator was placed next to each of the field sensors, apart
from the one next to the bottom slab—931CH (shots F2–F11)
and in three additional locations in the north–south line of the
sensors (shots F1, F12, and F13).

An example of recordings of one sweep source (F13)
recorded by sensors from the north–south array line of
setup S3 and the corresponding Fourier amplitude spectra
smoothed with Konno–Ohmachi smoothing function
(smoothing coefficient b = 80, Konno and Ohmachi, 1998)
is shown in Figure 7 for the vertical component. The data
are filtered with a high-pass filter at 1 Hz and the mean,
trend, and instrument response are removed from the
presented data.

Initial Observations
Dynamic characterization of the soil
To estimate the fundamental frequency of the soil in the loca-
tion of the future structure, we performed horizontal-to-verti-
cal spectral ratio (HVSR, e.g., Nakamura, 1989). We used 2 hr
(0:00 a.m. to 2:00 a.m. on 7 April 2022) of seismic noise record-
ings from sensor A894 from setup S1, located in the center of
the future EuroMASS structure (Fig. 4). The analysis was
performed using the HVSR Python package by Vantassel
(2021). The data were filtered between 0.5 and 30 Hz and
divided into 60 s long windows. The obtained HVSR curve
is presented in Figure 8.

From the obtained HVSR curve in the location of the
EuroMASS structure, the resonance frequency of the soil corre-
sponding to the highest peak is estimated at around 10Hz. Some
additional peaks are also visible at around 2.1, 2.9, and 6.4 Hz.

Dynamic behavior of the structure
Figure 9 shows the average Fourier amplitude spectra of 1 hr of
seismic noise (unfiltered) recorded by all the stations in setup
S1 (Fig. 9a), setup S2 (Fig. 9b), and setup S3 (Fig. 9c). The peaks
in the Fourier amplitude spectra of all seismic noise recordings
are between 1 and 30 Hz.

The spectra of the recordings of the sensors from the three
setups show peaks related either only to the soil (setup S1) or to
both (setups S2 and S3). The presence of peaks at 1.6, 2.3, 2.6,
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Figure 7. (a) Example of the vertical-component recordings of
the active source in the north–south instrument’s lines from
setup S3. The source was located 13 m north of the structure
(F13 in Fig. 4c). The black lines show the recordings of sensors
installed on the top slab of the structure and gray lines
represent the recordings of sensors located at the bottom slab.
Green lines represent sensors installed on the field.
(b) Corresponding Fourier amplitude spectra smoothed with
the Konno–Ohmachi smoothing function (Konno and
Ohmachi, 1998). Subscript “E” refers to 1s sensors and “H”
refers to 5s sensors. The color version of this figure is available
only in the electronic edition.

Figure 8. Horizontal-to-vertical spectral ratio (HVSR) of the 2 hr
(0:00 a.m. to 2:00 a.m., 7 April 2022) of seismic noise recordings
from sensor A894 in setup S1. The thick red line indicates the
HVSR curve, and the dashed black lines are ± 1 standard
deviation. The color version of this figure is available only in the
electronic edition.
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and 6.4 Hz in setup S1 (i.e., before the installation of the struc-
ture) implies that they are unrelated to the dynamic behavior of
the structure, even though they are also visible in the spectra of
the sensors installed on the slabs.

The spectra of the recordings collected by sensors installed
in setup S2 (Fig. 9b) show clear dominant peaks, around
4.9 Hz for the east–west component and 5.1 Hz for the
north–south component, related to the structure. The peaks
are visible both in the spectra of the recordings of the sensors
installed on the top slab of the structure (black lines) and,
with lower amplitudes, in those related to the recordings
of the sensors installed on the foundation slab (gray lines).
The spectra of the vertical component of motion show a dou-
ble peak at 4.9 and 5.1 Hz.

The spectra of the recordings collected by the stations
installed on the structure in setup S3 (Fig. 9c) show clear peaks
at the same frequencies as those identified using setup S2, that
is, 4.9 Hz for the east–west component, 5.1 Hz for the north–
south component, and a double peak at 4.9 and 5.1 Hz for the
vertical component. The peaks at 4.9 and 5.1 Hz are related to
the bending modes in the east–west and north–south direc-
tions, respectively. The peak at 7.1 Hz, which is present in
all spectra of the horizontal components of sensors installed
on the top of the structure, is most likely related to the torsional
mode of the structure.

The numerical model of the EuroMASS structure designed
for the Piana di Toppo experiment showed the existence of
three modes: two bending modes in two orthogonal directions
at 5.0 Hz and a torsional mode at 5.9 Hz. The frequencies
observed in the Fourier amplitude spectra are in good

agreement for the two bending modes with the modes obtained
from the numerical model. However, the difference between
the numerical model and recorded data is observed for the
third torsional mode.

In both setups, S2 and S3, the amplitudes of the spectral
peaks are around 20–30 times bigger in the recordings of the
sensors installed on the top slab with respect to those col-
lected by the sensors installed on the foundation slab.

Earthquake recordings
Because the stations installed in the setup S3 configuration
were used for recording seismic signals for almost three
weeks, weak motions from moderate-magnitude regional
events and small-magnitude local events were also recorded
during the acquisition time. Figure 10 shows an example of
the time history of velocity (filtered using a band-pass
Butterworth filter between 0.1 and 35 Hz) and the corre-
sponding Fourier amplitude spectra of the east–west compo-
nent of the Mw 5.5 earthquake that occurred on 22 April at
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Figure 9. Fourier amplitude spectra of all sensors installed in
(a) setup S1 (before installation of the EuroMASS structure),
(b) setup S2 (most of the sensors installed on the structure), and
(c) setup S3 (sensors both on the structure and the field). Green
lines correspond to the sensors installed on the ground, gray lines
correspond to those installed on the bottom slab of the
EuroMASS structure, and black lines correspond to those
installed on the top of the structure. The color version of this
figure is available only in the electronic edition.
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21:07:49.1 (UTC) near Stolac in Bosnia and Herzegovina
(∼550 km from the test site) recorded by the north–south line
of the array. The mean, trend, and instrument response are
removed from the presented data.

Similar to the seismic noise recordings, the amplitudes of
the signal recorded by the sensor installed on the top slab
of the structure are larger with respect to those of the record-
ings collected by the sensors located on the bottom slab and the
surroundings (Fig. 10a).

The fundamental mode peak at 5 Hz can be seen in the spectra
of the recorded shaking of the sensors installed at the top (black
lines) and the bottom (gray lines) of the structure (Fig. 10b).

From the previous results and the comparison of the ampli-
fication functions, which were calculated as the spectral ratio
between the top structure and the free-field motion and the top
of the structure and the foundation (Appendix), it can be seen
that the predominant frequency slightly decreases, confirming
the effects of SSI.

Summary
The EuroMASS structure was designed to study complex SSI
phenomena in a controlled well-understood environment.
The first results show that the peaks in the Fourier amplitude
spectra correspond to the first three modes—the two bending
modes in the two orthogonal directions of the structure and
the torsional one. In addition, the analysis of the dynamic
behavior of the structure from the recorded data is in agreement
with the numerical model, especially for the two first bending
modes. Because the EuroMASS structure is symmetric, the
vibration frequencies of the first two bending modes are very
close for both the east and north components. However, the
differences between the numerical model and the observed data
are most likely because the stiffness of the structure is in reality
slightly unequally distributed in the two orthogonal directions.

Even though we notice a small disparity between the
resonant frequencies of the numerical model and the
EuroMASS structure, the model is a good representation

of the assembled structure and can be used for supportive
analyses. In addition, the different instrumental setups
during the experiment, the sufficiently long recording time,
and the availability of the numerical model make the exper-
imental data ideal for studying in detail the dynamic behavior
of the built structure.

The key outcome of the performed tests was the identifica-
tion of the most suitable experimental layout for the experi-
mental characterization of the dynamic response of similar
prototypes and, more generally, existing buildings.

Data and Resources
The raw velocity data collected during the experiment, separated for
each day of the recording, along with the detailed description are
available at https://opendata.ogs.it/SSI_EuroMASS_April2022/ and
doi: 10.13120/zzeg-j721. The EuroMASS structure is available for fur-
ther experiments at the Oceanography and Applied Geophysics
(OGS) test site Piana di Toppo (https://www.ogs.it/en). The
URBASIS-EU ITN project is available at https://urbasis-eu.osug.fr.
The SAP2000 software is available at www.csiamerica.com/
products/sap2000. The Elvis VII seismic vibrator information is avail-
able at GEOSYM website (https://www.geosym.de/en/systems/). All
websites were last accessed in December 2023. The supplementary
files include (1) technical drawings of the three setups with the indi-
cated location of the sensors, (2) coordinates of the sensors, (3) poles
and zeros (PAZ) files for instrument response removal, and (4) infor-
mation about the active source used during the experiment.
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Figure 10. (a) An example of the time history of the east–west
component recordings of theMw 5.5 earthquake occurred on 22
April at 21:07:49.1 (UTC) near Stolac in Bosnia and Herzegovina
(∼550 km from the test site), registered by the north–south line
from setup S3. The black trace depicts the time series registered
by the sensor installed on the top slab of the structure, the gray
trace registered by a sensor at the bottom slab, and the green
trace collected by the sensors installed on the field.
(b) Corresponding Fourier amplitude spectra. The color version of
this figure is available only in the electronic edition.
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Appendix
Figure A1 shows spectral ratio of the magnitude 5.5 earthquake
(see Fig. 10) and Figure A2 depicts spectral ratio of a small local
earthquake with an epicentral distance of around 20 km from
the test site.

Although we do not anticipate significant soil-structure
interaction (SSI) effects due to the medium-stiff soil, the
comparison of the amplification functions calculated as
the spectral ratio between the top structure and the free

(a) (b) (c)

Figure A1. Comparison of normalized spectral ratios of the Mw 5.5
earthquake (see Fig. 10) for (a) east, (b) north, and (c) vertical
components. The blue line indicates the spectral ratio between
recordings from the top of the structure and the furthest away

sensor installed in the field. Orange lines indicate the spectral ratio
between recordings from the top and the bottom of the structure.
The color version of this figure is available only in the electronic
edition.

(a) (b) (c)

Figure A2. Comparison of normalized spectral ratios of small
local earthquake recordings for (a) east, (b) north, and (c) ver-
tical components. The blue line indicates the spectral ratio
between recordings from the top of the structure and the

furthest away sensor installed in the field. Orange lines indicate
the spectral ratio between recordings from the top and the
bottom of the structure. The color version of this figure is
available only in the electronic edition.
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field (blue lines in Figs. A1, A2) and between the top struc-
ture and the foundation (orange lines in Figs. A1, A2) shows
a slight decrease in the peak frequency, highlighting the
presence of SSI effects. These plots do not directly compare
the resonant frequencies of the soil-structure system and
the fixed-base structure, as it is typically done, because the
fixed-base frequency for this structure is not directly
measured. In contrast, the plots in Figures A1 and A2 show

a comparison between the soil-structure system frequency
and a pseudonatural soil-structure system frequency, as
defined in Rovithis et al. (2009, 2011). From Figures A1
and A2, a slight decrease in the resonant system frequency is
witnessed because of SSI.

Manuscript received 10 January 2024

Published online 13 September 2024

Volume XX • Number XX • – 2024 • www.srl-online.org Seismological Research Letters 13

Downloaded from http://pubs.geoscienceworld.org/ssa/srl/article-pdf/doi/10.1785/0220240018/6946124/srl-2024018.1.pdf
by Shoaib Ayjaz Mohammed 
on 13 September 2024

165



Conclusion

Metamaterial physics presents a novel perspective of anomalous seismic wave prop-
agation arising due to the local resonance properties of the medium constituents.
This thesis encompasses various investigations that contribute to the understanding
of the physics governing complex surface wave propagation within locally-resonant
media, across scales spanning from a few meters to a few kilometers. Expanding
upon previous research in elastic wave manipulation, each of the four main chapters
discusses a different scale and setting. Moreover, we validate the physics observed at
smaller scales, now extending its relevance to geophysical and seismological contexts.

In summary, we have shown evidence of the following:

• Time-average cross-correlations of seismic noise from dense arrays can be an
effective way to study metamaterial physics. Apparently, a few hours of ambi-
ent seismic wavefield is sufficient to evaluate the coupling between the ground
and the resonators.

• At the scale of a city, surface wave propagation is modified by a set of wind
turbines inside a wind farm in a broad frequency band of 0.25-15 Hz, both
in terms of amplitude and phase properties. Particularly, a spatially dense
configuration of resonators can produce strong damping of Rayleigh waves in
the frequency range of engineering interest (a few Hz).

• Longitudinal resonances of elongated structures couple well with Rayleigh
waves, resulting in wider frequency bandgaps as compared to the flexural res-
onances. Densely arranged trees inside a forest and wind turbines in a wind
farm emitting evanescent waves at their longitudinal resonances are a case in
point.

• Azimuthal anisotropy of the near-surface structure can be evaluated using a
dense nodal array through cross-correlation based plane wave beamforming of
ambient noise.

• Distributed Acoustic Sensing (DAS) is an optimal way to obtain dense sam-
pling, not only for studying the near-field properties of a resonator, but also
necessary for measuring the dispersion of surface waves for a potential meta-
surface.

• It is possible to preferentially excite surface wave modes, in a layered half-
space by using a combination of time reversal and a phased source array. This
can be used to study the sensitivity of modes in a scattering medium.
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• Clamping a buried pile column to a stiffer half-space leads to a resonant
scattering of the dominant fundamental mode of Rayleigh waves in the Mie-
scattering regime. This is in contrast to the rigid scattering behavior when
the pile is not clamped. Therefore, a group of clamped piles could potentially
behave as a locally-resonant metamaterial.

• Impedance contrast between the resonator and the substrate is indeed the
most important driving factor for the soil-structure coupling and thus for the
local resonance bandgaps to manifest.
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Perspectives

Going forward, there are more questions than answers, which provide opportunities
to expand this research in many directions. To conclude this dissertation, in the
following sections I present some key questions that remain unanswered, followed
by suggestions and possible directions for future studies.

Outstanding questions from Chapter 1

Keeping in view the limitations of the mode-selective focusing methodology and the
scattering study (already discussed in Section 1.4), I ask the following questions:

• Can we come up with an empirical relation between the optimal number of
sources/receivers for the symmetric arrays (N ≥ N∗) and the medium parame-
ters (H, ρ, Vp, Vs), such that the Rayleigh wave modes in a layer over half-space
medium are satisfactorily excited?

• To what extent is the bandgap (if any) induced by local-resonances for a
clamped-pile-metamaterial related to the zero-frequency stopband proposed
in the literature?

• How do the (a) contact conditions at the pile-soil interface, and (b) the pile-soil
stiffness contrast affect the resonant behavior of the pile and thus the Rayleigh
wave scattering?

• How different (both qualitatively and quantitatively) would be the forward
scattering of Rayleigh wave for single and multiple-piles in a realistic 3D do-
main as compared to a P-SV domain?

• Is it possible to define thumb rules, as a function of soil type, for optimal
pile arrangement, with the aim of reducing the ground motion? How can this
interact with the site response features at the urban scale?

An additional practical question for the civil engineering community relates to
the realization of the pile clamping effect in the field. Since the pile tip needs to be
well anchored in the bedrock or a stiffer half-space, how deep would the pile need to
be drilled to achieve the desired clamping, and how is this effected by the different
soil parameters? Questions related to the effect of the pile-soil interface and clamping
depth could perhaps be answered through numerical simulations using engineering-
oriented FEA packages, for example Real-ESSI (Jeremic, B. et al. [1989-2024]), that
has capabilities for realistic modeling of soils, structures and their interaction.
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Scattering of P-SV modes in a granular medium

The methodology devised for the Rayleigh wave mode separation and phased array
excitation in Chapter 1 was discussed for the simplest case of a layer over half-space
considering two dominant modes. More realistic earth models however, can have
a complex velocity model, for example, unconsolidated granular materials having a
power-law elastic profile that originates from their gravitational compaction. During
this thesis, our collaborators at ETH Zürich performed a lab scale experiment with
the aim of evaluating the scattering due to buried pile-like heterogenities in a gran-
ular medium (Fig. 4.1). Although in theory, there exist an infinite number of P-SV
modes that arise from the dispersion relation, only the two dominant lowest-order
modes are observed. The same methodology demonstrated using numerical data
in Section 1.2.3, can be applied to this acquisition to preferentially excite the two
dominant P-SV modes. Two different configurations of 3D printed pile-like hetero-
genities were buried in the top few centimeters of the sand that can scatterer these
surface modes. The eventual goal would be to study the scattering sensitivity of the
modes to such pile arrangements. The proposed scattering matrix approach can be
used to quantify the scattering coefficients in each case.
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Figure 4.1: Surface waves in granular media. (a) Photograph of the experimental
setup of the sand box used in the lab-scale experiment at the IBK structure labora-
tory at ETH Zürich. Buried scatterers arranged in two different configurations of (b)
11 piles, and (c) 5x4 grid, that are excited by a piezoelectric actuator fixed to a steel
block (Credits: Henrik Thomsen). (d) Snapshot of the wavefield excited by a vertical
Riker source centered at 420 Hz. (e) Seismogram of a Ricker pulse along the symme-
try axis of the sandbox without the scatterers. (f) Frequency-wavenumber spectrum
representing the experimental dispersion shows two dominant P-SV modes propa-
gating in the pristine granular medium. These modes can be preferentially excited
using the proposed methodology in Section 1.2.3 in order to study the sensitivity of
each mode to the scatterers.
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Outstanding questions from Chapter 2

The overall conclusion we reach from the study of the surface wave azimuthal
anisotropy is that the trees in the forest themselves may not be contributing to
any anisotropy observed. However, the total anisotropy we observe could be either
due to: (1) intrinsic anisotropy of the shallow soil layer, (2) near-surface heterogen-
ities introduced by the root structure, and (3) preferential fracturing of the layers,
or a combination of these factors. Given this uncertainty, I am interested in the
following questions:

• What is the underlying cause of the prominent RW azimuthal anisotropy with
a consistent fast axis observed over a broad frequency range?

• Can we reproduce the observed anisotropy with numerical simulations consid-
ering both the tree-root arrangement, and a subsurface that is more accurate
than a simple 1D velocity model?

• Can we invert the noise data and the observed azimuthal anisotropy to get the
approximate velocity model using a HTI medium for the top layer overlying
other homogeneous layers?

• How does the azimuthal phase velocity extracted from the beamforming ap-
proach compare to those evaluated by following an eikonal strategy or by
fitting a Rayleigh wave 2D Green’s function to noise correlations?

Outstanding questions from Chapter 3

Since this an ongoing study, there are several questions that are being addressed by
our current work. Several additional investigations should be performed to confirm
(or eliminate) the “meta-effect” interpretation. A couple of important ones that
should be considered by a separate study are listed here:

• How does the wavefield produced by the torsional mode or hybrid flexural-
torsional mode (usually corresponding to the third peak) of the neighboring
wind turbines interact?

• Is there any correlation of the “meta”-effect with meteorological conditions
like wind speed (and thus, with the WT blade rotation)?

• To what extent does a real urban organization with an array of buildings in a
sub-wavelength configuration behave as a metamaterial?

For the torsional modes, shear forces from torsion produce Love waves, which
can exist in a layered medium. This can also be studied using data recorded by
the 6C rotational sensors that were deployed during the META-WT experiment.
I expect that 3D numerical simulations will improve the prediction of the seismic
wavefield attenuation and thus provide a quantitative prediction of both the near-
field and far-field effects of the WTs in the real data. This can be achieved with
COMSOL, by using the beam-solid coupling module (as presented in the thesis for
the 2D model), with the WT coupled to a solid circular foundation embedded in
a 3D layered half-space. There are other open-source codes more popular among
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the seismological community, for example SPECFEM3D, where the WT can be
approximated as cylindrical beams, like trees were modeled in the METAFORET
experiment simulations. However, I expect the COMSOL model to be more accurate
in terms of reproducing the WT resonances. A newly implemented module (SPEED-
SCI) in the high-performance code SPEED, developed by the URBASIS project
partners, has the capability to couple physics-based ground motion with reduced
models for both linear and non-linear structural response. This feature of SPEED-
SCI also seems convenient to study the surface wave interaction with the (non-linear)
response of a cluster of buildings in urbanized environments.

Dense urban areas as a metamaterial

This dissertation had begun with a motivation to better explain the spatial vari-
ability of ground motion in urban areas. Several studies have explored the potential
impact of SSI on the ”free-field” ground motion, particularly in dense urban areas.
Nevertheless, these studies have either relied on theoretical analysis, or numerical
simulations. Even if experimental investigations were made, these were scaled-down
laboratory experiments employing centrifuges and shaking tables. In this thesis,
we have experimentally studied more realistic full-scale proxies of an urban setting,
like a dense forest and wind farm. These observations have provided a first order
understanding on what effects can be expected in an urban setting with tall build-
ings. We have come to a conclusion that surface waves, which can be a major part
of the seismic wavefield, are strongly modified due to the presence of building-like
resonators. The modification of the surface wavefield can therefore result in a reduc-
tion or increase in site response and therefore might have implications for seismic
hazard in urban areas.

To further develop the idea of metamaterials on the geophysics scale, one can
work with the existing dataset from an urban area in Quito city (Guéguen et al.
[2019]), where a semi-dense array was deployed for a few hours (Fig. 4.2 (a-1)). This
could be a good starting point towards understanding the meta-city effect. There is
however also the Long-beach “Large-N” array that had a total of 7800 nodes with
an inter-sensor spacing of 120m and was deployed for 9 months (Fig. 4.2(a-2)).
The Long beach downtown has a few high-rise buildings which can resonate with
frequencies below 1-2 Hz that can potentially modify the surface wavefield in the
frequency range of engineering interest.
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Figure 4.2: Examples of dense seismic arrays deployed in urban areas. (a-1)
METACity-Quito experiment in Quito City, Ecuador where a temporary array was
installed in 2018 specifically designed to analyze the coupling between soil and struc-
tures at short wavelengths. (b) Dense Long beach urban seismic arrays (LB3D and
ELB) with 5300 and 2500 sensors respectively and an average spacing of 100 m (Im-
age Source: https://web.gps.caltech.edu/c̃lay/LB3D/Survey.html). The wavelength
λ ≈ 1 km is denoted for a typical tall building resonance frequency of 0.6 Hz. The
inset demarcates the buildings that are 50m or taller in the Long Beach downtown
area.

In the future, I envision research on seismic metamaterials leading towards even
large scale features, for example, modern cities hosting tall buildings of heights more
than 100-150m which resonate at even longer periods (> 2s or f < 0.5Hz). A quite
recent and interesting observation by Bard, P. Y. et al. [2024] is the reduction in
site response which is strongly affected by surface waves in the downtown area of
Tokyo in the low frequency regime of 0.2-1 Hz. This drop is calculated over a 20
year period which has seen the construction of tall buildings whose fundamental
resonance frequencies falls in the same frequency band. A possible explanation of
this observation could be the “meta-city” effect due to the long-period Rayleigh
waves generated by the basin edge being dampened inside the downtown. Interest-
ingly, this agrees with the larger attenuation coefficient of earthquake motions that
Yamabe and Kanai [1988] found in the urbanized areas of Tokyo.

Another example similar to the Tokyo downtown is the New York City down-
town which has skyscrapers that are densely spaced in a relatively small area (Fig.
4.3). As we know, ground motion in urban areas exhibits a high spatial variability,
which makes it difficult to accurately quantify unless we have an extremely dense
spatial sampling of the wavefield. This dense spatial sampling is also necessary for
the computation of the dispersion inside the urban area. One way to achieve this
sampling is to use existing underground telecommunication infrastructure (so-called
‘dark fiber’) as DAS arrays. This is an appealing alternative to geophone arrays
due to their durability, the requirement for just one power source for hundreds to
thousands of virtual sensors at meter-scale spacing but also it’s cost effectiveness.
In the coming years, such an experiment can be performed to confirm the meta-city
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Figure 4.3: Example of a potential Meta-City: (a) The map shows the New York
City downtown area with blue lines indicating potential telecommunication cables
that can form an ultra-dense urban DAS array in a grid-like configuration (Source:
Open Street maps). Whereas the inset shows a bird’s eye view of the NYC skyline
over the Central Park (Image: Google Earth). The right panels (b,c) display a wider
zone, demarcating the high-rise buildings of heights greater than 100m and 150m
respectively (Data source: https://skyscraperpage.com/)

A case-by-case study of dense city layouts is essential to evaluate local energy
trapping in certain building configurations or to evaluate which buildings might un-
dergo more shaking in earthquake scenarios. This can help to better constrain urban
planning for new cities or in the expansion of current cities. Accurate ground mo-
tion prediction at a site is crucial for the estimation of seismic hazard, and therefore
for the optimal design of robust civil engineering structures. The idea of seismic
metamaterials can potentially be transformative to the field of urban seismology.
Our understanding, however, is still rudimentary, and further full-scale experimen-
tal studies are needed for a better understanding of the complex physics.

https://skyscraperpage.com/
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Stéphane Brûlé, Stefan Enoch, and Sébastien Guenneau. Sols structurés sous sol-
licitation dynamique : des métamatériaux en géotechnique. Revue Française de
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tonio González-Fernández, and Octavio Lázaro-Mancilla. Continental rup-
ture and the creation of new crust in the Salton Trough rift, Southern
California and northern Mexico: Results from the Salton Seismic Imag-
ing Project. Journal of Geophysical Research: Solid Earth, 121(10):7469–
7489, 2016. ISSN 2169-9356. doi: 10.1002/2016JB013139. URL https://

agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016JB013139. eprint:
https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2016JB013139.

R. B. Herrmann. Computer Programs in Seismology: An Evolving Tool for In-
struction and Research. Seismological Research Letters, 84(6):1081–1088, Novem-
ber 2013. ISSN 0895-0695, 1938-2057. doi: 10.1785/0220110096. URL https:

//pubs.geoscienceworld.org/srl/article/84/6/1081-1088/315307.

Gregor Hillers, Michel Campillo, Y.-Y. Lin, K.F. Ma, and Philippe Roux. Anatomy
of the high-frequency ambient seismic wave field at the TCDP borehole. Journal of
Geophysical Research, VOL. 117:19 PP., June 2012. doi: 10.1029/2011JB008999.
URL https://hal.archives-ouvertes.fr/hal-00706923. Publisher: Ameri-
can Geophysical Union.

Ben Hoen, James E Diffendorfer, Joseph Rand, Louisa A. Kramer, Christo-
pher P Garrity, Aaron D. Roper, and Hannah Hunt. United States Wind
Turbine Database, 2018. URL https://www.sciencebase.gov/catalog/item/

57bdfd8fe4b03fd6b7df5ff9.

VIII

https://doi.org/10.1080/13632460509350561
https://doi.org/10.1080/13632460509350561
https://doi.org/10.1080/13632460509350561
https://doi.org/10.1785/0120000306
https://doi.org/10.1785/0120000306
https://doi.org/10.1785/0220190044
http://onlinelibrary.wiley.com/doi/abs/10.1002/9781119887690.ch5
http://onlinelibrary.wiley.com/doi/abs/10.1002/9781119887690.ch5
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016JB013139
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016JB013139
https://pubs.geoscienceworld.org/srl/article/84/6/1081-1088/315307
https://pubs.geoscienceworld.org/srl/article/84/6/1081-1088/315307
https://hal.archives-ouvertes.fr/hal-00706923
https://www.sciencebase.gov/catalog/item/57bdfd8fe4b03fd6b7df5ff9
https://www.sciencebase.gov/catalog/item/57bdfd8fe4b03fd6b7df5ff9


Weifei Hu, Rebecca J. Barthelmie, Frederick Letson, and Sara C. Pryor. Seis-
mic Noise Induced by Wind Turbine Operation and Wind Gusts. Seismo-
logical Research Letters, 91(1):427–437, October 2019. ISSN 0895-0695. doi:
10.1785/0220190095. URL https://doi.org/10.1785/0220190095.

Asaf Inbal, Tudor Cristea-Platon, Jean-Paul Ampuero, Gregor Hillers, Duncan Ag-
new, and Susan E. Hough. Sources of Long-Range Anthropogenic Noise in South-
ern California and Implications for Tectonic Tremor Detection. Bulletin of the
Seismological Society of America, 108(6):3511–3527, October 2018. ISSN 0037-
1106. doi: 10.1785/0120180130. URL https://doi.org/10.1785/0120180130.

IRENA. (2022) Renewable Technology Innovation Indicators: Mapping progress
in costs, patents and standards, March 2022. URL https://www.irena.org/

publications/2022/Mar/Renewable-Technology-Innovation-Indicators.

Paul C. Jennings. Distant motions from a building vibration test. Bulletin of
the Seismological Society of America, 60(6):2037–2043, December 1970. ISSN
0037-1106. doi: 10.1785/BSSA0600062037. URL https://doi.org/10.1785/

BSSA0600062037.

Finn B. Jensen, William A. Kuperman, Michael B. Porter, and Henrik Schmidt.
Computational Ocean Acoustics. Modern Acoustics and Signal Processing.
Springer, New York, NY, 2011. ISBN 978-1-4419-8677-1 978-1-4419-8678-8.
doi: 10.1007/978-1-4419-8678-8. URL https://link.springer.com/10.1007/

978-1-4419-8678-8.

Jeremic, B., G. Jie, Z. Cheng, N. Tafazzoli, P. Tasiopoulou, F. Pisanò, J. A. Abell,
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Näım Darghouth, Will Gorman, Seongeun Jeong, and Ben Paulos. Land-Based
Wind Market Report: 2022 Edition. Technical report, Lawrence Berkeley National

XX

https://doi.org/10.1007/s10659-020-09789-2
https://se.copernicus.org/articles/12/915/2021/
https://iopscience.iop.org/article/10.1070/PU1968v010n04ABEH003699/meta
https://iopscience.iop.org/article/10.1070/PU1968v010n04ABEH003699/meta
http://asa.scitation.org/doi/10.1121/1.1993149
https://doi.org/10.1121/1.1898683
https://onlinelibrary.wiley.com/doi/abs/10.1002/we.2124
https://onlinelibrary.wiley.com/doi/abs/10.3997/1873-0604.2015001
https://onlinelibrary.wiley.com/doi/abs/10.3997/1873-0604.2015001
https://link.aps.org/doi/10.1103/PhysRevB.91.104307


Lab. (LBNL), Berkeley, CA (United States), August 2022. URL https://www.

osti.gov/biblio/1882594.

Richard D. Woods. Screening of Surface Wave in Soils. Journal of the Soil Mechan-
ics and Foundations Division, 94(4):951–979, July 1968. doi: 10.1061/JSFEAQ.
0001180. URL https://ascelibrary.org/doi/10.1061/JSFEAQ.0001180. Pub-
lisher: American Society of Civil Engineers.

Tang-dai Xia, Miao-miao Sun, Chen Chen, Wei-yun Chen, and Xu Ping. Anal-
ysis on multiple scattering by an arbitrary configuration of piles as barriers for
vibration isolation. Soil Dynamics and Earthquake Engineering, 31(3):535–545,
March 2011. ISSN 0267-7261. doi: 10.1016/j.soildyn.2010.10.008. URL https:

//www.sciencedirect.com/science/article/pii/S0267726110002447.

Katsuyoshi Yamabe and Kiyoshi Kanai. An empirical formula on the attenuation
of the maximum acceleration of earthquake motions. In of: Proceedings of Ninth
World Conference on Earthquake Engineering, volume 2, pages 337–342, 1988.

R. Zaccherini, A. Palermo, A. Marzani, A. Colombi, V. K. Dertimanis, and E. N.
Chatzi. Attenuation of surface modes in granular media. arXiv:2111.07199
[physics], November 2021. URL http://arxiv.org/abs/2111.07199. arXiv:
2111.07199.

Rachele Zaccherini, Antonio Palermo, Alessandro Marzani, Andrea Colombi, Vasilis
Dertimanis, and Eleni Chatzi. Mitigation of Rayleigh-like waves in granular media
via multi-layer resonant metabarriers. Applied Physics Letters, 117(25):254103,
December 2020. ISSN 0003-6951, 1077-3118. doi: 10.1063/5.0031113. URL http:

//arxiv.org/abs/2109.12917. arXiv: 2109.12917.

Xiangfang Zeng, Chelsea Lancelle, Clifford Thurber, Dante Fratta, Herb Wang,
Neal Lord, Athena Chalari, and Andy Clarke. Properties of Noise Cross-
Correlation Functions Obtained from a Distributed Acoustic Sensing Array at
Garner Valley, California. Bulletin of the Seismological Society of America, 107
(2):603–610, January 2017. ISSN 0037-1106. doi: 10.1785/0120160168. URL
https://doi.org/10.1785/0120160168.

Zhongwen Zhan. Distributed Acoustic Sensing Turns Fiber-Optic Cables
into Sensitive Seismic Antennas. Seismological Research Letters, 91(1):
1–15, January 2020. ISSN 0895-0695, 1938-2057. doi: 10.1785/
0220190112. URL https://pubs.geoscienceworld.org/ssa/srl/article/91/

1/1/579426/Distributed-Acoustic-Sensing-Turns-FiberOptic.

Jian Zhang, Peter Gerstoft, and Peter M. Shearer. High-frequency P-
wave seismic noise driven by ocean winds. Geophysical Research Let-
ters, 36(9), 2009. ISSN 1944-8007. doi: 10.1029/2009GL037761. URL
https://onlinelibrary.wiley.com/doi/abs/10.1029/2009GL037761. eprint:
https://onlinelibrary.wiley.com/doi/pdf/10.1029/2009GL037761.

T. Zieger, S. Nagel, P. Lutzmann, I. Kaufmann, J. Ritter, T. Ummenhofer,
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