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Titre: Encodage avec des Patterns : Un Espace de Conception et des Évaluations
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Résumé: Cette thèse vise à comprendre

théoriquement et empiriquement les pat-
terns en tant que variable visuelle. Les pat-
terns ont été une variable visuelle importante

dans la visualisation de données bien avant

que l’impression en couleur ne soit devenue

courante et abordable, et ils continuent d’offrir

des avantages aujourd’hui. Ils sont particulière-

ment utiles pour les dispositifs à capacités

limitées d’affichage en couleur, tels que les

écrans e-ink, et sont essentiels pour améliorer

l’accessibilité pour les personnes daltoniennes,

malvoyantes ou aveugles. Les patterns possè-
dent des attributs riches qui peuvent varier

pour coder des données. Cependant, s’ils sont

utilisés de manière inappropriée, les patterns
peuvent provoquer des effets visuels négatifs

et être esthétiquement peu attrayants. Malgré

le potentiel des patterns, les recommandations

de conception que nous avons sont limitées sur

la manière de les utiliser efficacement dans les

visualisations. Cette thèse aborde cette prob-

lématique à partir de deux perspectives princi-

pales : la conception et l’évaluation.

Nous clarifions d’abord les ambiguïtés en-

tourant les termes « texture » et « pattern

», un problème provenant de la traduction

de la Sémiologie graphique de Bertin. In-

spirés par les travaux sur les variations de pat-
terns et les incohérences dans l’utilisation des

variables visuelles, nous les conceptualisons

comme une variable composite avec des prim-

itives graphiques. Un espace de conception

est développé pour systématiquement décrire

ces variations, structuré autour de trois ensem-

bles d’attributs : les relations spatiales entre les

primitives, les relations d’apparence entre les

primitives et les caractéristiques d’apparence

des primitives. De plus, nous relions le concept

de patterns au processus de lecture de carte et
discutons de l’encodage des informations géo-

graphiques dans les primitives.

Ensuite, nous étudions empiriquement

l’utilisation de patterns en noir et blanc pour

visualiser des données catégorielles. Nous

nous concentrons sur deux types de patterns
: les patterns géométriques (formes abstraites)

et les patterns iconiques (icônes rappelant

les catégories). Nous conduisons trois ex-

périmentations ayant pour but d’étudier les

différentes stratégies de conception et de

mesurer l’esthétique et l’efficacité. Nos résul-

tats montrent que les préférences esthétiques

sont subjectives. En termes d’efficacité, les

graphiques remplis de patterns ont obtenu

des performances similaires à celles des

graphiques ne les utilisant pas, avec des vari-

ations de performance en fonction du type de

graphique. Cela indique que les patterns sont
une option viable pour l’encodage des don-

nées.

Enfin, nous introduisons l’échelle BeauVis

pour évaluer l’esthétique des visualisations,

validée par des méthodes standards. Com-

posée de cinq items (« enjoyable », « likable

», « pleasing », « nice » et « appealing »),

cette échelle fournit un instrument standardisé

pour comparer l’apparence de diverses visuali-

sations indépendamment du contexte.

En résumé, les principales contributions

de cette thèse sont au nombre de trois :

théoriquement, nous contribuons à la con-

ceptualisation du pattern de variable visuelle

et au développement d’un espace de con-

ception pour les variations de patterns ; em-

piriquement, nous fournissons des résultats

sur l’utilisation des patternspour la visualisation
des données catégorielles ; et, en termes de

méthodologie d’évaluation, nous présentons le

développement et la validation d’un instrument

de mesure pour évaluer l’esthétique des visual-

isations. Notre travail démontre le potentiel du

pattern de variable visuelle et établit une base
théorique pour de futures recherches et appli-

cations des motifs dans la visualisation.
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Abstract: This thesis aims to theoretically and

empirically understand patterns as a visual vari-

able. Patterns have been an important visual

variable in data visualization since before color

printing became common and affordable, and

continue to offer benefits today. They are par-

ticularly useful for devices with limited color dis-

play capabilities, such as e-ink displays, and are

essential for enhancing accessibility for viewers

with color vision deficiencies or severe visual

impairments. Patterns have rich attributes that

can be varied for data encoding. However, if

used improperly, patterns can result in nega-

tive visual effects and unappealing aesthetics.

Despite the potential of patterns, there are lim-

ited design guidelines on how to use them ef-

fectively in visualization. This thesis addresses

this gap from two primary perspectives: design

and evaluation.

We first clarify the ambiguities surrounding

the terms “texture” and “pattern,” an issue that

originated from the translation of Bertin’s book

Semiology of Graphics. Inspired by previous re-

search on pattern variations and inconsisten-

cies in Bertin’s use of visual variables, we then

conceptualize patterns as a composite visual

variablewith graphical primitives that can serve

as sub-marks. We develop a design space to

systematically describe pattern variations that

can be used for data encoding. The design

space includes three set of attributes: spatial

relationships between primitives, appearance

relationships between primitives, and individ-

ual appearance characteristics of primitives. In

addition, we connect the concept of patterns

to the map-reading process and discuss encod-

ing geographical information into pattern prim-

itives.

Next, we empirically investigate the use of

black-and-white patterns for visualizing cate-

gorical data. We focus on two types of pat-

tern: geometric patterns and iconic patterns.

Geometric patterns use repeated abstract ge-

ometric shapes, while iconic patterns use re-

peated icons thatmay stand for data categories.

We collect a set of pattern designs from visual-

ization experts and conduct three experiments

aimed at studying various design strategies, as

well as measuring the aesthetics and effective-

ness of these patterns. Our results show that

aesthetic preferences are subjective. In terms

of effectiveness, charts filled with patterns per-

formed about equally well compared to uni-

color charts, with performance variations de-

pending on the chart type. This indicates that

patterns are a viable option for data encoding.

Finally, we introduce a rating scale to com-

parer the aesthetic pleasure of visual data rep-

resentations, which we call the BeauVis scale.

We developed and validated this scale follow-

ing standard scale development methods. This

scale, consisting of five items (“enjoyable,” “lik-

able,” “pleasing,” “nice,” and “appealing”), offers

a simple and standardized instrument for com-

paring the visual appearance of different visu-

alizations, independent of data or context.

In summary, the key contributions of this

thesis are threefold: theoretically, we con-

tribute to the conceptualization of the visual

variable pattern and the development of a de-

sign space for pattern variations; empirically,

we provide findings on the use of patterns for

categorical data visualization; and, in terms of

evaluation methodology, we present the devel-

opment and validation of a measurement in-

strument for assessing aesthetic pleasure of vi-

sualizations. Our work demonstrates the po-

tential of the visual variable pattern and estab-

lishes a theoretical foundation for future inves-

tigation and application of patterns in visualiza-

tion.
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Synthèse en français

Cette thèse vise à comprendre théoriquement et empiriquement les pat-
terns en tant que variable visuelle. Les patterns ont été une variable visuelle
importante dans la visualisation de données bien avant que l’impression en

couleur ne soit devenue courante et abordable, et ils continuent d’offrir des

avantages aujourd’hui. Ils sont particulièrement utiles pour les dispositifs à ca-

pacités limitées d’affichage en couleur, tels que les écrans e-ink, et sont essen-
tiels pour améliorer l’accessibilité pour les personnes daltoniennes, malvoy-

antes ou aveugles. Les patterns possèdent des attributs riches qui peuvent
varier pour coder des données. Cependant, s’ils sont utilisés de manière in-

appropriée, les patterns peuvent entraîner des effets visuels négatifs et être
esthétiquement peu attrayants. Malgré le potentiel des patterns, les recom-

mandations de conception que nous avons sont limitées sur la manière de

les utiliser efficacement dans les visualisations.

Notre question de recherche fondamentale est donc comment utiliser
esthétiquement et efficacement les patterns pour la visualisation de
données. Cette thèse comble cette lacune en s’appuyant sur des considéra-

tions larges et contrastées du pattern en tant que variable visuelle pour dévelo-
pper une théorie consolidée expliquant, explorant et utilisant les patterns

dans la visualisation sous deux perspectives : la conception et l’évaluation.

Plus précisément, nous répondons aux quatre questions de recherche suiv-

antes:

RQ1 : Quelle est la variable visuelle « pattern » ?
Pour comprendre l’utilisation des patterns dans les visualisations, nous

avons d’abord clarifié la terminologie ambiguë et recommandé le terme pat-
tern plutôt que texture pour désigner la variable visuelle caractérisée par des
éléments répétitifs dans les cartes et les graphiques. Le terme texture a des

significations plus larges et varie dans son interprétation à travers les do-

maines de la visualisation et les disciplines connexes, ce qui rend le terme

patterns plus approprié pour décrire cette variable visuelle. Inspirés par des
recherches antérieures sur les variations de patterns et les incohérences dans
l’utilisation des variables visuelles par Bertin, nous conceptualisons les pat-
terns comme une variable visuelle composite avec des primitives graphiques

en tant que signes graphiques secondaires.

RQ2 : Quelles variations de patterns pouvons-nous utiliser pour l’en-
codage des données ?

Nous développons un espace de conception pour décrire systématique-

ment les variations de patterns qui peuvent être utilisées pour encoder des
données. L’espace de conception comprend trois ensembles d’attributs : les

relations spatiales entre les primitives, les relations d’apparence entre les
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primitives et les caractéristiques d’apparence des primitives. De plus, nous

relions le concept de patterns au processus de lecture de carte et discutons

de l’encodage des informations géographiques dans les signes graphiques

secondaires.

RQ3 : Comment mieux utiliser les patterns en noir et blanc pour les
visualisations catégorielles ?

Ensuite, nous étudions empiriquement l’utilisation de patterns en noir et

blanc pour visualiser des données catégorielles. Nous nous concentrons sur

deux types de patterns : les patterns géométriques et les patterns iconiques.
Les patterns géométriques utilisent des formes géométriques abstraites répét-

ées, tandis que les patterns iconiques utilisent des icônes répétées rappelant
les catégories de données. Nous conduisons trois expérimentations ayant

pour but d’étudier les différentes stratégies de conception et de mesurer l’es-

thétique et l’efficacité. Nos résultats montrent que les préférences esthé-

tiques sont subjectives. Pour l’efficacité, les graphiques utilisant des patterns
se sont révélés aussi performants que les graphiques ne les utilisant pas, avec

des variations de performance selon le type de graphique. Cela indique que

les patterns sont une option viable pour l’encodage des données.
RQ4 : Comment comparer l’esthétique des visualisations ?
Enfin, nous introduisons une échelle de notation pour évaluer l’esthétique

des représentations visuelles de données, que nous appelons l’échelle Beau-

Vis. Nous développons et validons cette échelle en suivant les méthodes stan-

dards de développement d’échelle basées sur la théorie classique des tests.

Cette échelle, composée de cinq items (« enjoyable », « likable », « pleasing »,

« nice » et « appealing »), offre un instrument standardisé et simple pour com-

parer l’apparence visuelle de différentes visualisations, indépendamment des

données ou du contexte.

En résumé, les principales contributions de cette thèse sont au nombre

de trois : théoriquement, nous contribuons à la conceptualisation du pattern
de variable visuelle et au développement d’un espace de conception pour les

variations de patterns ; empiriquement, nous fournissons des résultats sur

l’utilisation des patterns pour la visualisation des données catégorielles ; et,

en termes deméthodologie d’évaluation, nous présentons le développement

et la validation d’un instrument de mesure pour évaluer l’esthétique des visu-

alisations. Notre travail montre le potentiel de la variable visuelle pattern et
fournit une base théorique pour des futures études et utilisations des patterns
dans les visualisations.
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1 - Introduction

Data is everywhere in today’s world, and the effective use of abundant and

ubiquitous data is thus crucial. Visualization is an important tool that aids in

the data analysis process. A commonly accepted definition of visualization is

“the use of computer-supported, interactive visual representations of data to

amplify cognition [40].”

The information visualization reference model [40, 49] describes how we

transform raw data into visual representations and ultimately into insights

that we use for sense-making. This model structures the visualization pro-

cess into multiple steps, with a core step being the visual mapping, i.e., the

mapping of data values to visual variables [40].

Visual variables, also referred to as visual channels, are attributes of graph-

ical elements—referred to as “marks”—whose appearance can be manipu-

lated to encode data [124]. The concept of visual variables provides an influ-

ential and fundamental framework for visualization design and research [143].

Therefore, it is crucial to identify and articulate the basic visual variables that

can be manipulated to encode data effectively [111].

We have quite a few visual variables at our disposal, such as position, hue,
or size and their effectiveness ranking has been the subject of much research

and discussion in our field [53, 112, 118]. Among the available visual variables is

one that researchers call pattern [109], which currently lacks a clear definition
but typically features repetitive dots or lines . In this thesis, I focus on

this visual variable, pattern.

1.1 . Pattern as a visual variable

Pattern is a powerful visual variable with broad application potential, and

it was already in use for a long time before color printing became affordable

and common practice. A century ago, pattern was an important visual vari-

able for data mapping in news graphics [29, 30], often featuring beautifully

hand-crafted representations. In Figure 1.1, I present examples from Bertin’s

book Semiology of Graphics [14, 15] and in Figure 1.2, and in Figure 1.2, I include
examples from Brinton’s book Graphic Methods for Presenting Facts [29]. Both
of these works have served as sources of inspiration for us.

Patterns continue to offer many benefits in visualization today, particu-

larly by enhancing accessibility in scenarios where the use of color is limited

or unavailable [65, 95, 150]. From a device perspective, black-and-white vi-

suals can improve the expressiveness of visual representations on devices

with limited color display capabilities, such as e-ink displays. In addition, visu-
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Figure 1.1: Examples of visualizationswith black-and-white pattern from

Bertin [14, 15]; © EHESS, used with permission.

Figure 1.2: Examples of visualizations with black-and-white pattern

from Brinton [29];p the images are in the public domain.

alizations with few colors can be applied in physical display contexts such as

knitting, embroidery, or 3D printing. From a visualization reader’s perspective,

using patterns instead of colors can help prevent unintended data-to-color as-

sociations and make visualizations more accessible to individuals with color

vision deficiencies. Moreover, encoding data in black-and-white enables us

to extend visualization techniques to target groups with more severe forms

of visual impairments: Black-and-white visualizations can be turned into em-

bossed representations that can be touched and felt.

Despite the historical context and the potential benefits of pattern as a

visual variable, there have been little design guidelines and empirical research

within the visualization community on how to use patterns for visualization.

For example, Zeng andBattle [181] reviewed current theories and experiments

on graphical perception and categorized themby visual variables. Pattern (the

authors call it texture) was the least discussed visual variable, being covered

in only 2 out of 59 papers and under different definitions. This inconsistency

in the use of terminology—between “texture” and “pattern”—and the varied

definitions of this visual variable can be traced back to a mistranslation in the
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Figure 1.3: An example of a visualization with patterns that are aesthet-

ically unappealing, primarily due to the vibratory effect—an unwanted

visual vibration observed in the patterns on these charts [158]. Image

from [90];p the image is in the public domain.

English edition of Bertin’s book, Semiology of graphics.
To address this gap, we first clarify the terminology and define the visual

variable pattern (Chapter 2), then systematically summarize its variations and

develop a design space (Chapter 3). Based on this design space, we contribute

three empirical studies focused on a specific subset of patterns: black-and-

white patterns for categorical visualization (Chapter 4).

1.2 . Aesthetic considerations in visualization with patterns

Patterns have rich attributes that can be varied to create different varia-

tions, giving them huge potential to be used in visualization. However, if used

improperly, patterns can bring negative effects such as the vibratory effect (an

optical illusion making patterns seem unstable, also called the Moiré effect)

[14, 15, 158] and visual clutter that may ultimately be distracting, leading not

only to ineffective graphics but also to unappealing aesthetic visualizations.

Figure 1.3 [90] shows an example of a visualization with patterns that not very

beautiful, primarily due to the vibratory effect [158]. Consequently, we should
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carefully consider and evaluate the visualization’s aesthetics when designing

patterns for data encoding.

While the discussion here focuses on patterns, aesthetic pleasure is an

important aspect of visualization design more broadly. In 2005, Chen [46]

listed the study of “pretty or visually appealing” visualization designs under

the heading of aesthetics as one of the top ten unsolved problems in informa-

tion visualization. Research suggests that aesthetics affect the usability and

effectiveness of a visualization [44, 84] and has the potential to communicate

[27] and engage viewers [5, 155].

To make empirically-grounded statements about the impact of aesthetic

pleasure on visualization use, however, we first need a set of research instru-

ments to study this concept. Rating scales are commonly used to capture sub-

jective assessments of aesthetic pleasure, and researchers have developed

such scales to study the aesthetic pleasure of websites [102, 123] or design ob-

jects [18]. However, there is no validated instrument specifically for measur-

ing the aesthetic pleasure of visualizations. As a result, researchers currently

use scales from related fields, or pick their own terms to evaluate aesthetic

pleasure, asking participants to rate visualizations according to, for example,

how “visually appealing” [3], “elegant” [63], or “aesthetic” [92] they are. Unfor-

tunately, without proper validation, we cannot be certain that these ad-hoc

approaches to understanding the aesthetic pleasure of visualizations are reli-

able and valid.

To address this gap, we developed and validated the BeauVis scale, an

instrument specifically designed to measure the aesthetic pleasure of visual

data representations (Chapter 5). We used the BeauVis scale in our empirical

studies on the aesthetics of patterns (Chapter 4), but it has broader applica-

bility and can also be used to evaluate the aesthetics of more general visual-

ization designs.

1.3 . Thesis statement

Our fundamental research question is how to aesthetically and effec-
tively use patterns for data visualization. This thesis addresses this gap
by drawing upon broad and contrasting considerations of pattern as a visual
variable to develop a consolidated theory for explaining, exploring, and using

patterns in visualization from two perspectives: design and evaluation.

We initially planned to evaluate the aesthetics of pattern design in visual-

ization, but there is currently no validated scale for measuring visualization

aesthetics. Therefore, we first developed a validated instrument that allows

researchers and practitioners to compare the aesthetic appeal of different vi-

sual data representations before investigating specific patterns. We call this

instrument the BeauVis scale. After establishing this scale, we began to ex-
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plore the design space of patterns. In parallel, we conducted an empirical

study focusing on a specific scenario: using black-and-white patterns to en-

code categorical data. We centered our analysis on two types of patterns:

geometric patterns (repeated abstract geometric shapes) and iconic

patterns (repeated icons) . We collected a set of pattern designs from

visualization design experts and conducted controlled experiments to empiri-

cally evaluate their aesthetics and effectiveness. Finally, we generalized these

findings to develop a comprehensive design space for patterns. We concep-

tualized the term pattern as a composite visual variable consisting of a group

of graphical primitives that can serve as visual marks, and we systematically

described the potential variations of patterns.

In this thesis, I present our work in reverse order to establish a more log-

ical flow: I first introduce the general pattern design space, followed by the

empirical studies on specific patterns, and finally, the development and valida-

tion of the aesthetic scale. To summarize, this thesis addresses the following

research questions:

• RQ1: What is the visual variable “pattern”?

• RQ2: What pattern variations can we use for data encoding?

• RQ3: How can we better use black-and-white patterns for categorical

visualization?

• RQ4: How can we compare the aesthetic pleasure of visual data repre-

sentations?

Correspondingly, this thesis makes the following contributions:

• Clarification of the terminology “texture” and “pattern,” and a concep-

tualization of pattern as a composite variable consisting of a group of

primitives that can serve as marks.

• A design space that summarizes the attributes we can vary in a pattern

and the application of this model.

• A collection of geometric and iconic pattern designs for categorical vi-

sualization from design experts, along with experiments conducted to

compare their visual appearance and chart reading effectiveness.

• The development and validation of a scale for measuring the aesthetic

pleasure of visual data representations.
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1.4 . Thesis overview

After this introduction, the rest of this thesis is structured into the follow-

ing five chapters. The titles and short descriptions of each chapter are as

follows:

• Chapter 2: Clarification of Terminology and a Discussion of Back-
ground on Patterns clarifies the use of the terms “texture” and “pat-

tern” in the visualization literature and recommends using the term pat-
tern over texture for the visual variable that consists of a group of prim-

itives used in maps and charts. We also review previous research on

pattern variations and discuss inconsistencies in Bertin’s use of visual

variables.

• Chapter 3: A Design Space of Pattern as a Visual Variable describes
the design space for pattern variations and summarizes pattern attri-

butes from three aspects: spatial relationships, appearance relation-

ships, and individual characteristics of primitives. We also discuss en-

coding geographical information into primitives and link pattern to the
map-reading process.

• Chapter 4: Empirical Studies on Black-and-White Patterns for Cate-
gorical Visualization presents the results of three experiments that

elicited design strategies and measured the aesthetics and effective-

ness of using geometric and iconic black-and-white patterns for cate-

gorical data.

• Chapter 5: BeauVis: A Validated Scale forMeasuring Aesthetic Plea-
sures of Visualizationsdetails the development and validation process

of the BeauVis scale.

• Chapter 6: DiscussionandConclusion summarizes ourwork, presents

reflections, and discusses potential avenues for future research.
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2 - Clarification of Terminology and a Discus-
sion of Background on Patterns

When patterns are described as visual variables, researchers have

also referred to them as texture. This interchangeability of the terms pattern
and texture may arise from the blended use of these two terms in everyday

language and the inclusion of texture in Bertin’s initial list of visual variables

[14, 15]. However, to add to the confusion, the term texture, has a diverse set
of meanings in the visualization research that goes beyond an understand-

ing of texture as pattern . Researchers working on 3D representations,

for example, often use texture to mean surface or volume characteristics of

3D objects, represented as realistic images [93, 108]. These textures

typically have different visual characteristics and encoding goals from the pat-

terns that are used as a visual variable in abstract data representation. Even

in the specific context of discussing the visual variables used for abstract data

representations, researchers may interpret the term texture as a variation of
a specific dimension of a pattern, such as “granularity” (Bertin called it “grain”
in French) , the spacing between the repeated elements , or the

shape of these elements . We argue that this melange of terminology

hinders the research community in investigating pattern as a visual variable or
using this encoding effectively because research on patterns and the practice

of using them are difficult to compare and situate in the absence of consistent

terminology.

Inspired by the literature [41, 109, 124, 169], we therefore suggest to use

the term pattern to describe a composite visual variable that consists of

graphical primitives which can also serve asmarks (which we call “sub-marks”)

for data encoding. In this chapter, we first provide an in-depth discussion and

clarification of the terms texture and pattern in light of existing interpretations
around both terms. To better understand the composite nature of patterns,

we then review the literature discussing the dimensionality of patterns.

2.1 . Texture and Pattern

Researchers often use the terms pattern (e.g., [99, 109, 159]) or texture (e.g.,
[82, 168, 171]) to describe a visual variable characterized by repeated elements

. While both terms can make sense and are understandable, Carpen-

dale [41], in her discussion of visual variables, suggest to use the term texture
for “apparent surface quality of the material like wood or marble” and to use

pattern for “repetitive use of shape variations.” We consider Carpendale’s rec-
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(a) (b) (c)

Figure 2.1: Textures in (a) surface rendering [32], (b) volume rendering

[108], and (c) flow visualization [117]; all images © IEEE; used with per-

mission.

ommendation reasonable and useful1 due to twomain issues associated with

the term texture: (1) compared to pattern, the term texture has a broadermean-

ing in visualization and related fields, can refer to different concepts (as we

show in Figure 2.1 and Figure 2.2), making it less precise; and (2), even when

texture specifically refers to a visual variable, it is subject to different interpre-
tations, as can be observed by comparing various publications that use the

term [14, 15, 60, 98, 99, 151, 159]. In this section, we discuss the first of these

issues and clarify the use of texture and pattern in the visualization literature,

and explain why pattern is a more suitable term for this type of visual variable.

We discuss the second issue in Section 2.2.

2.1.1 . Texture: Surface characteristics
The term texture is often used to describe an object’s “visual or tactile

surface characteristics and appearance” [119]. In the computer graphics field,

especially in research that relates to rendering, texture is a widely used con-

cept. Texture in this context essentially refers to a data structure that stores

characteristic (visual or other) information. It is typically represented as amul-

tidimensional array. Through texture sampling, we obtain the necessary data

from the texture and map it onto the corresponding location of the object.

The visual texture that we ultimately observe on the object is the result of the

rendering process [19, 42]. From an appearance standpoint, textures are of-

ten closely related to real-world materials, have a sense of depth and realism,

and often look continuous.

Leveraging techniques from computer graphics, researchers in 3D visual-

ization use texture, for example, to depict materials of a model’s surface (e.g.,

Figure 2.1(a)) or to define a volume’s visual characteristics (e.g., Figure 2.1(b)).

In flow visualization, researchers also use texture-based techniques, such as

Line Integral Convolution (LIC) [37] or spot noise [161], to represent the di-

1Weagree that texture should only be used formaterials, butwe argue that pattern
has broader variations beyond only repetitive use of shape variations, as we discuss

in Section 2.2.3.
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rectionality, magnitude, and other attributes of vectors or tensors (e.g., Fig-

ure 2.1(c)).

Texture is also used to refer to surface characteristics in other visualization-

related fields beyond computer graphics. In the arts, texture is recognized as

one of the seven elements of design, denoting the characteristics of an ob-

ject’s material [69]. In the visual arts, visual textures are called implied textures
(in contrast to actual textures, which are tactile), e.g., to create a simulated

appearance of physical materials[69]. In computer vision, researchers inves-

tigate texture analysis techniques (e.g., texture segmentation and classification)
to enable computers to recognize objects and understand scenes [157]. In

the vision sciences, researchers study texture perception to understand how

humans perceive surface qualities [141].

Importantly, Carpendale [41] brings this work together in her discussion

of visual variables for information visualization. Carpendale specifically dis-

cusses the possibility of using surface materials (i.e., the computer graphics

interpretation of texture) as a separate visual variable [41, Table 9]. She illus-
trates differences in surface quality through the use of photographic images

[41, Table 11]. In this case, a (texture) image is applied to elements of a chart,

and what we read is both the chart element’s value and the information in the

texture image. We can thus still call this visual variable texture as Carpendale
suggested—yet a term such as “surface material texture” would make for a

clearer distinction.

2.1.2 . Pattern: Repetition and structure

A body of research and practice that has its roots in cartography and sta-

tistical graphics interprets texture in a different manner, mapping data dimen-

sions directly to graphical features of textures in abstract encodings of qual-

ity or quantity. In Figure 2.2 we show examples of this type of “texture.” Re-

searchers map data dimensions to the graphical features of these textures.

From an appearance perspective, they are clearer, more distinguishable, and

more structured than the textures used in rendering. They typically feature

repetitive shapes and are generally unrelated to surface materials.

We describe this use of “texture” as a pattern, a concept that emphasizes

different aspects than texture. The term “pattern” originated from the same

root as “patron,” derived from the Latin patronus, meaning “protector” or “de-

fender” [58]. It evolved to signify “an example to be copied” [58], emphasiz-

ing the repetition of elements—rather than the tactile or perceived feeling

of a material (i.e., a texture). Note that the term pattern is not limited to vi-

sual elements, it is a structural concept that can be applied to the abstract as

well as the physical world. In our daily life, e.g., pattern can refer to many

physical items and abstract concepts that include repetition, such as a so-

cial/behavioral patterns, sound patterns, language structures, or chronologi-
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(a) (b) (c)

Figure 2.2: Patterns used in the visualization community that are called

“texture,” from (a) [168], (b)[45] , and (c) [82]; (a) and (b) © IEEE, (c)cb

CC BY 4.0; used with permission.

cal orders.

We focus, however, on the visual aspects of pattern. The emphasis on rep-

etition and structure makes the concept of pattern particularly suitable for de-
scribing visual variables in the form of repeated elements. It captures their na-

ture of composite encoding as well as their abstract appearance. AsWilkinson

[176] in his discussion of visual variables mentioned: “these [visual variables]

are not ones customarily used in computer graphics to create realistic scenes.

They are not even sufficient for a semblance of realism.” Nevertheless, pat-

terns can also characterize a surface, suggesting that we can view patterns

as a specific type of “texture,” one that characterizes a surface with distinct

sub-marks and a structured arrangement. When the repeated elements in

a texture are clearly identifiable, the texture can take on the characteristics

of a pattern. This overlap between both concepts may explain why some re-

searchers use the terms pattern and texture interchangeably.

2.1.3 . Summary
We can see that the term “texture” is used differently in different visual-

ization contexts, with meanings derived and used in computer graphics and

in abstract data representation having some similarities, but important dif-

ferences. Both can characterize a surface and add visual complexity. Texture
often describes the appearance of a surface and its material properties, while

pattern emphasizes the repetition and structure of elements that involves

semiotics and is frequently used in abstract data representation and encod-

ing. We acknowledge the overlap of the terms texture and pattern as well as
respect other researchers’ use of both terms. In our case of using it as a visual

variable, however, we suggest that pattern is a more precise term than texture,
as patterns rely on repetition and are not meant to suggest surface material.

10

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


2.2 . Pattern as a visual variable: Three interpretations under
the term of “texture”

While pattern is a more precise term for describing the visual variable con-

cept, we frequently see “texture” in lists of visual variables. This preference

of using “texture” to describe a visual variable can be traced back to Bertin’s

seminal work, “Semiology of Graphics” [15, 14]. Bertin introduced the first set

of visual variables in his book, “texture” among them. Subsequent literature

on visual variables has continued to use this term (e.g., [41, 112]), however, with

different interpretations. It has been referred as the variation of granularity

in a pattern (e.g.[15, 14, 98]), the spacing of a pattern (e.g.[60, 151]), the shape
variation of a pattern, or a pattern in its entirety (e.g.[99, 159]).2 This incon-

sistency has its roots in the translation of Bertin’s book, which we discuss in

detail below.

2.2.1 . Grain: The original term Bertin used
The French term “grain” is the original word that Bertin used to describe

the visual variable, which William J. Berg translated to “texture” in the English

version of this book [15]. Bertin defined the visual variable grain as follows: “at
a given value, the [granularity]3 represents the number of separable marks

within a unit area.” In the “texture” palettes from his book that we reproduce

in Figure 2.3, the variation of granularity along each horizontal palette involves
changing both the size and spacing of primitives simultaneously, while main-

taining a given ratio of black to white. As a result, the average value of each
square stays constant. This effect is akin to what can be achieved by zooming

in or out of a pattern or through photographic reduction [14, 15].

Researchers have raised concerns about the translation of Bertin’s “grain”

variation to the English term “texture,” suggesting that “grain” or “granularity”

would providemore precise translations. MacEachren [109], for example, sug-

gests that the English term “grain” may be better to describe this variation, as

it is similar to the grain in film. Similarly, Wilkinson [176] mentioned Bertin

“really means granularity (as in the granularity of a photograph).” Carpendale

[41] also commented that this variation ismore closely related to a variation of

granularity and she directly referred to it as “grain” using the English term. Be-

tween “grain” and “granularity,” we recommend using “granularity” in English,

based on the rationale that it is not the “grain” itself that varies, but rather the

size of the grain, which is more accurately described by “granularity.” More-

2These examples are all textbooks on cartography with lists of visual variables. By

observing how they interpret “texture” in various ways we found inconsistencies in

the understanding of the term “texture” as a visual variable.
3In contrast to the official translation of the book, which uses the term “texture,”

we intentionally changed the translation here to use “granularity” and also not “grain,”

for reasons that we explain further below.
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Figure 2.3: Bertin’s diagram for granularity variation, described in

French as “Horizontalement: grain. Verticalement: valeur et forme”

[our translation: horizontal: granularity. vertical: value and shape] [14]

and in English as “texture is given horizontally; value and shape [pat-

tern] vertically” [15]; © EHESS, used with permission.

over, in English, “grain” can refer to the longitudinal pattern of wood fibers

(i.e., “wood grain”), potentially conveying a sense of direction. The concept

of direction, however, is not implied in Bertin’s grain visual variable, making

“grain” less appropriate.

2.2.2 . Spacing: A misinterpretation in Bertin’s book
Another interpretation of the word “texture” refers to the spacing of prim-

itives in a pattern. Spacing between primitives can affect density: the smaller

the spacing is, the more densely packed the primitives are. This variation is

called “spacing” by Brewer [28] and Slocum et al. [151], “density” by Mackinlay

[112], or “frenquecy” by Chung et al. [52].

The interpretation of “texture” to relate to spacing may arise from amisin-

terpretation in a translator’s note in the English version of Bertin’s book, which

we reproduce in Figure 2.4. As we had just discussed, for Bertin changes in
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Figure 2.4: Translator’s note from the English version of Bertin’s book

[14]; © The Board of Regents at the University of Wisconsin.

granularity (French: “grain,” translated in Figure 2.4 to “texture”) require that

a constant average value is upheld. The translator’s note, however, refers to

the difference between Squares A and B as a change in “texture” (i.e., “grain”

in French or, for us, granulatity). Yet, A and B do NOT share the same average

value, as A has a lower black-to-white ratio than B. Therefore, A and B would

not constitute the same (French) “grain” for Bertin. Instead, if we see the black

lines as primitives of the pattern, we can see from the figure that A and B only

differ in the spacing between primitives.

2.2.3 . Pattern: Not only shape variation

“Pattern,” largely in the sense we have established in Section 2.1.2, is a

third termoften used interchangeablywith “texture”when referring to a visual

variable—partly because of the overlap ofmeaning between the two terms as

we discussed in Section 2.1 and partly due to the interpretation of the trans-

lator of Bertin’s book. In his original French book [14], Bertin said about the

visual representation we reproduced in Figure 2.3 that the vertical change be-
tween corresponding “palette” entries is a variation of “value and shape” (French:
“valeur et forme”). While it is unclear if this interpretation was supported by

Bertin, the translator of the book amended this statement to “value and shape

[pattern]” in the English version [15]. This amendment seems reasonable: we

can see in Figure 2.3 that the differences between palette entries on each

column are not just differences in value and shape, but also include differ-

ences in size of the elements, spacing between the elements, etc.—which are

all variations a pattern can have. In the same translator’s note we just men-

tioned (Figure 2.4), however, Berg explained that “a difference in ‘pattern’ is

essentially a difference in shape.” Carpendale [41] follows this interpretation

that pattern means the “repetitive use of shape variations (the use of marks

upon marks)” and equates the impact of using the visual variable pattern in
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visual interpretative tasks with the visual variable shape. This interpretation
captures the emphasis of pattern on repetition well and the notion of “the use
of marks upon marks” touches an apparent inconsistency of Bertin’s use of

visual variables, which we discuss in Section 2.3.2. The variations of patterns,
however, should not be limited to the change of shape as we just discussed

for Figure 2.3.

2.2.4 . Summary and our recommendation
“Texture” can have multiple meanings, so when the term is used without

any further explanation or examples in the context of abstract data represen-

tationwe cannot be surewhich interpretation an author had inmind. We thus

recommend to avoid using the term texture in lists of visual variables in the

future and to, instead, name granularity, spacing, and shape of sub-marks in
the pattern when referring to these specific meanings, to reduce ambiguity.

2.3 . Additional related work on pattern variations

We consider granularity, spacing, and primitives’ shape merely to be sub-

dimensions of pattern; with none being able to fully represent variations of

a pattern on their own. What, then, really constitutes a pattern? Pattern as a
visual variable can include all of the aforementioned dimensions but can also

havemore. We thus now review previous work on identifying sub-dimensions

of pattern and then point out an inconsistency in Bertin’s use of visual vari-

ables; but this inconsistency can inspire us to develop a comprehensive de-

scription of pattern.

2.3.1 . Pattern description from two perspectives
In the past, researchers have investigated the variations of pattern from

two perspectives, corresponding to the encoding and decoding process. In

the encoding process, visualization designers employ graphical properties of

marks (visual variables) to represent differences in data attributes. Conversely,

during the decoding process, readers perceive the variation in visual variables

and interpret these as differences in data attributes. The description of pat-
tern can thus be approached from two directions: what designers can control,

and what readers can perceive. Research from the design field has proposed

sub-dimensions of pattern from a design perspective, and research from the

field of vision science has explored dimensions of pattern from the perception

perspective.

Perception perspective

To be able to use pattern for encoding data effectively, it is vital to understand

how the human visual system perceives patterns. Vision science researchers
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have tried to identify the most important perceptual dimensions that are use-

ful for humans to judge the difference between appearance of textures (also

known as texture features).

Tamura et al. [154] proposed six basic texture features, namely, coarse-

ness, contrast, directionality, line-likeness, regularity, and roughness. Amada-

sun and King [4] approximated 5 perceptual texture attributes in computa-

tional form, namely coarseness, contrast, busyness, complexity, and strength

of texture. Rao and Lohse [136] identified a Texture Naming System with

three most significant dimensions in natural texture perception: “repetitive

vs. non-repetitive; high-contrast and non-directional vs. low-contrast and di-

rectional; granular, coarse and low-complexity vs. non-granular, fine and high-

complexity.” Liu and Picard [106] identified three mutually orthogonal dimen-

sions of texture that are important to human texture perception, namely pe-

riodicity, directionality and randomness. Cho et al. [51] extended the per-

ceptual research and reported four texture dimensions, namely coarseness,

contrast, lightness and regularity.

Although most of these vision researchers [4, 51, 106, 136, 154] have pri-

marily focused on natural textures (e.g., the photographic textures in Bro-

datz’ album [31]), their work—dedicated to understanding how humans per-

ceive texture—can shed light on using pattern for data visualization. In par-

ticular, Ware and Knight [172, 173] identified three orderable dimensions for

data displays: orientation, size, and contrast (OSC). Healey and Enns [83] built
three-dimensional perceptual texture elements, or called pexels, for visualiz-

ing multidimensional datasets. Pexels can be varied in three separated tex-

ture dimensions, which are height, density, and regularity, and color of each

pexel. This perception perspective is highly relevant to the use of pattern as a
visual variable and we use some of these variables in the model we present

later, but it is not our focus. After we build a pattern description with the de-

sign perspective, we can test it in the context of perception as future work.

Design perspective

Researchers in design, cartography, and visualization have noticed the com-

posite nature of pattern, and specified it has multiple dimensions that can be

varied to encode data.

From the field of architecture design, Caivano [38, 39] adopted a bottom-

up approach to describe patterns. He classifies simple textures and complex
textures, defining the former as “the uniform repetition of a certain element”

and the latter as combinations of multiple sets of simple textures [39]. His

simple textures are essentially two elements within a tiling unit. Caivano con-

structed his simple texture through the tiling of a texture unit (the minimal

entity for repetition; see Figure 2.5 (b)). In Caivano’s model, a texture unit

comprises a pair of texturing elements (see Figure 2.5 (c)). He then treats

15



(a) (b) (c) (d)

Figure 2.5: Redraw based on Caivano’s diagram of composition of a

simple texture [38, 39]. (a) A texture, (b) a texture unit, (c) a texture

element, (d) two subsets of textures identified from this simple texture

composition, colored blue and black, respectively.

texture as a tripartite variable, including size of the texture elements, direc-

tionality (the unit’s width-height ratio), and density (the overall black-to-white

ratio). Later [38] he refined his theory to describe pattern variation through

the shape of texture elements, organization (the relative positions of the two

texture elements within the tiling unit), proportionality (the tiling unit’s width-

height ratio), and density (the overall black-to-white ratio).

Cavaino, however, did not intend to use texture as a visual variable for

data encoding. As a result, not all the dimensions he identified are directly

manipulable, and his composition of simple textures is unsuitable for our pur-

pose. In addition, we interpret through Caivano’s classification that a simple

texture should be themost basic form of texture—without any subsets of tex-

tures (“uniform repetition of a certain element”). If a texture is combination of

multiple sets of textures, we should categorize it as a complex texture. Upon

analysis of Caivano’s simple texture composition, however, we identified two

subsets of texture within it, which appears to contradict our interpretation of

his definition of a simple texture. Figure 2.5(d) illustrates the two subtextures

identified in a simple texture according to Caivano’s composition, with blue

and black highlighting, respectively. Thus, while we adopt Caivano’s catego-

rization of simple and complex textures, we offer an alternative that covers a

wider design space of pattern, specifically aimed at encoding data, which we

present later.

From the field of cartography, MacEachren in his book “How Maps Work”

[109] suggests to “consider ‘pattern’ as [a] higher-level visual variable, con-

sisting of units that have shape, size, orientation, texture (in Bertin’s sense

of grain), and arrangement.” In the field of visualization, Harris [77] in his

book on information graphics design suggests that “there are many varia-

tions” within patterns and lists factors that make up patterns: “shape of in-

dividual elements,” “orientation of individual elements,” “texture (sometimes

referred to as coarseness)”, “size of individual elements,” and “spacing be-

tween individual elements.” Wilkinson [176] wrote that “texture includes pat-

tern, granularity, and orientation,” but he does not further analyze pattern.
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Instead, he interpreted pattern as being “similar to fill style in older computer

graphics systems, such as GKS (Hopgood et al., 1983) or paint programs” but

does not describe the subdimensions of pattern. In our own previous work

[82] we identified a set of pattern properties (as [sic] “textures”) but also did

not cover all dimensions.

In summary, this prior work provides useful examples for understanding

the dimensionality of patterns, even though the concept was not systemati-

cally or comprehensively defined. Additionally, none of the previous discus-

sions highlight that a pattern is comprised of sub-marks, except for those by

Bertin [14, 15] and Carpendale [41], which we discuss in the next section. This

dissatisfaction with the ad-hoc descriptions of pattern has motivated us to es-

tablish a more rigorous theory.

2.3.2 . Inspiration from Bertin’s apparent inconsistency

Bertin himself did not explicitly define or employ the concept of pattern,
but why then do we see many visual encodings we may intuitively call pattern
in his charts or maps? One explanation may be that, when Bertin addressed

the inherent limitations of line marks and area marks, he used a method of

adding an additional mark or a group of repetitive additional marks to the

original mark. When he did the latter, he created a pattern with repetitive

tiling of sub-marks—that’s why Carpendale interprets pattern as “the use of

marks upon marks.”

To be specific, linemarks cannot change in orientation and areamarks can-

not change in size, shape, or orientation [14, 15, 41, 124], without the area or line
encoding changing itsmeaning. For example, we cannot encode an additional

data attribute into the size, shape, or orientation of a region (an area mark) on

a map because these attributes are already taken by geographic information.

When discussing these constraints, however, Bertin also wrote that, for a line

mark, we can change the “orientation of its constituents,” and for area marks

that, “if the area is visually represented by a constellation of points or lines,

these constituent points and lines can vary in size, shape, or orientation with-

out causing the area to vary in meaning” [14]. This adjustment explains why

Bertin could apply all his six retinal visual variables—including size, shape, and
orientation—onto line and area marks (see his overview in Figure 2.6), and the

“constituents” here equates to the sub-marks (the primitives in the pattern).

Let us take the visual variable size as an example to explain how he mixed

these two approaches. Size is applicable to point and line marks, but not to

areamarks. When applying size to point and linemarks, Bertin directly adjusts

the mark’s intrinsic properties, such as the dot’s radius or the line’s width.—

without introducing sub-marks (Figure 2.7(a), left and middle). We call this

approach Approach 1: changing the graphical properties of the mark itself,

which aligns with the precise definition of a visual variable. Size is not appli-
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Figure 2.6: Bertin’s diagram for visual variables across threemark types

[14, 15]. From left to right, the columns represent point mark, line mark,

and area mark, respectively; © EHESS, used with permission.
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(a) (b)

Figure 2.7: Size variations from Bertin’s book [14, 15]: (a) Size varia-

tions for three mark types: left and middle show Bertin’s Approach 1,
where he directly adjusted the marks’ size properties (dot size and line

width); right shows Bertin’s Approach 2.2, where he added repetitive

sub-marks (dots) to fill the area mark and varied the sub-marks’ size

properties (dot size). (b) Size variation for an area mark using Bertin’s

Approach 2.1, where he added a single sub-mark (rectangle) and var-

ied its size property (rectangle size). © EHESS, used with permission.

cable to area mark, however, so Bertin takes another approach: introducing

new mark(s)—we call this approach Approach 2. Approach 2 includes two

options: Approach 2.1 adding one constituent (sub-mark) or Approach 2.2
adding repetitive sub-marks (“constellation”) to fulfill the mark. For example,

he shows the application of size to an areamark by adding a rectangle of differ-

ent size to each area mark (Figure 2.7(b), which aligns with Approach 2.1), or
by repetitively filling each areamark with circles of varying sizes (Figure 2.7(a)),

which aligns with Approach 2.2). In summary, when Bertin can use approach

(1), he does so. When he cannot use Approach 1, he automatically switches

to Approach 2, yet without clarification. In his discussion, unfortunately, he

did not clearly explain why andwhen to select Approach 2.1 or Approach 2.2
either.

The sub-marks Bertin adds to the marks are typically point-marks or line-

marks, as more visual variables can be applied to them than to area marks.

With Approach 2.2, Bertin, in fact, creates point-basedpatterns and line-based
patterns as we understand it, and so that is ultimately why we see many pat-
tern examples in Bertin’s book.

Bertin’s mixing of the two methods actually blurs the meaning of visual

variables. Wilkinson [176] pointed out, “Bertin uses size, shape, and orienta-

tion to characterize both the exterior form of objects (such as symbol shapes)

and their interior texture pattern (such as cross-hatching).” Bertin’s approach

also limits the use of patterns and does not fully explore the concept. We can,

in fact, apply pattern across all visual variables and mark types, but Bertin

reserved “pattern” for situations where visual variables were not applicable

to certain types of marks. In addition, Bertin simply kept the sub-marks ar-

ranged in a regular grid and ensured that each sub-mark was exactly repet-

itive. Similarly, Carpendale [41] equated the variation in patterns to the vari-

ation in shapes constituting them, as discussed in Section 2.2.3. Inspired by
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their idea but go one step beyond, we aim to systematically explore, from a

single mark to a composite mark, what new potentials patterns offer for our

use in encoding data.
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3 - Patternas aVisual Variable: ADesign Space

Based on the previous discussion we can now start to establish a new

pattern system. Our goal is to identify the most basic visual variables that

designers can manipulate to create different patterns. These visual variables

should ideally be independent and have no sub-dimensions. It is important

to note that our discussion of the independence of visual variables focuses

primarily on the design perspective. The independence of variation achieved

in design does not necessarily guarantee perceptual orthogonality—human

perception may still interpret these variations as being linked or correlated

[176].

In this chapter, we conceptualize the notion of a pattern along with its po-
tential variations for data encoding. A pattern is composed of graphical prim-

itives. When encoding data within a pattern, we manipulate the graphical at-

tributes of these primitives. Therefore, these graphical elements can also be

considered “marks.” To differentiate them from themarks towhichwe apply a

pattern, we refer to the graphical elements within the pattern as “sub-marks.”

Transitioning from a single mark to a composite of sub-marks (patterns), the

new graphical attributes that patterns introduce are the rules that describe

the relationships between sub-marks. We identify two sets of rules: the spa-

tial relationships among the primitives and their appearance relationships. To

complete a pattern, it is also necessary to characterize each primitive’s appear-

ance. Accordingly, we have identified three sets of attributes to characterize

a pattern: spatial relationships, appearance relationships, and individual ap-

pearance characteristics of primitives. These attributes can be used as visual

variables to encode data.

3.1 . Pattern Configuration: The Number of Dimensions of Lat-
tice

The configuration of a pattern, which is the basic structure for arranging

primitives, is fundamental to understanding the spatial arrangement of these

elements. Therefore, it is essential to address this configuration before dis-

cussing the spatial relationship variables. We start with a type of patternmost

commonly seen in our existing visualizations, which is based on the tiling of

repeated identical elements in a regular arrangement. We begin with the sim-

plest configuration and use a lattice structure to describe this regular arrange-

ment. A lattice consists of a set of regularly spaced points that can extend in-

finitely in space. Each point, known as a lattice point, represents a predefined

position for a graphical primitive within the pattern.
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(a) (b) (c) (d)

Figure 3.1: Configuration of pattern with (a) 2D primitives on a 2D lat-

tice, tiling across an area; (b) 1D primitive on a 1D lattice, tiling across

an area; (c) 2D primitive on a 1D lattice, tiling along a line; and (d) 1D

primitive on a 1D lattice, tiling along a line. Here, the primitives are in

black (they could also be colored); the dashed lines are structural lines

to describe the lattice on which we place the primitives; we use them

only for descriptive purposes and they are not part of the pattern itself.

The number of lattice dimensions influences the parameters required to

define the lattice. In this work, we focus on patterns used in maps or charts,

which are typically displayed on a 2D plane. Therefore, we can organize the

primitives of a pattern into either a 1D or a 2D lattice. It is important to note

that the number of dimensions of the lattice (1D or 2D) differs from the num-

ber of dimensions that the pattern itself occupies (along a line or across an

area), as well as from the number of dimensions of the marks onto which the

pattern can be applied (point, line, or areamarks). The number of dimensions

of a lattice is determined by the directions in which the lattice can extend. We

explain these distinctions with four common structures of patterns shown in

Figure 3.1.

Figure 3.1(a) and Figure 3.1(b) illustrate two types of patterns most com-

monly seen in existing visualizations, which we refer to as point-based and

line-based patterns, respectively. Figure 3.1(a) displays a pattern arranged in

a 2D latticewith point primitives placed at equally spaced lattice points extend-

ing in two directions. In contrast, Figure 3.1(b) presents a pattern arranged in

a 1D lattice with line primitives of infinite length, oriented differently from the

lattice line and spaced equally along a straight line. Both Figure 3.1(a) and Fig-

ure 3.1(b) show patterns that have repetitive primitives tiling across an area.

However, when applied in charts, they are not limited to use on area marks,

but can be used on all three types of marks—point, line, or area marks—

because all three mark types practically have an area (e.g., a point mark is

not a theoretically point but represented by a circle with size).

Figure 3.1(c) and Figure 3.1(d) show the patterns with a linear configura-

tion. These patterns are arranged in a 1D lattice, featuring repetitive primitives

equally spaced along a line, which constitutes the lattice. These patterns with

a linear configuration are often used on line marks, for example, to represent

boundaries or tracks onmaps, trajectories (e.g., [126]), or in charts (such as line

charts). Therefore, practically speaking, the lattice representing their spatial
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arrangement structure is not a straight line but curves along the direction of

the line mark. The difference between Figure 3.1(c) and Figure 3.1(d) only lies

in the primitives, not the arrangement. Figure 3.1(c) has 2D point primitives,

whereas the primitives of Figure 3.1(d) are 1D lines with limited length and no

width. Thus, Figure 3.1(d) forms a strict dashed line, a truly “1D pattern.” Brath

[26], in his blog, characterized patterns in form of Figure 3.1(d) by their length,

gaps, and rhythm.

3.2 . Spatial relationship variables

Based on the configuration of patterns, we identify the spatial relationship

variables of a pattern by following these steps: We first define a lattice with

lattice parameters, including the shape and size of the unit cell. Next, we posi-
tion the lattice on the mark, determining its orientation. Finally, we position
the primitives onto the lattice, considering positional regularity. We discuss

the variables in each step.

3.2.1 . Define the lattice: Lattice parameters (Θ, a and b)
We follow a method used in crystallography [70] to define a lattice. The

central idea of this method is to identify the unit cell of the lattice. The unit

cell is the smallest unit of a lattice and the entire lattice can be generated by

the repetitive tiling of the unit cells. We call the parameters that define the

unit cell and thus the lattice structure “lattice parameters.”

Shape of the unit cell. Figure 3.2(a) shows the variation of the shape of

the unit cell. In a 2D lattice, we define its shape using the angles between the
edges of the unit cell. For patterns based on orthogonal lattices, such as square
and rectangular lattices, the angle θ = 90°. Angles other than 90° are charac-

teristic of parallelogram lattices, which exhibit various degrees of obliqueness.

Theoretically, this angle can range from 0° to 180°. Practically, when θ is very

close to 0° or 180°, the unit cell nearly collapses into a line, making the lattice

resemble a 1D lattice, which is not very practical for data encoding because it

is difficult to place and clearly read primitives on such lattices. For a 1D lattice,

no parameter is needed to define its shape, as its unit cell is simply a line.

Note that when varying the angles between the edges, the shape of the

unit cell is restricted to different forms of parallelograms. However, shape

variation can extend beyond adjusting the angles of the edges to altering the

entire geometry of the unit cell. For instance, the unit cell can take the form

of a hexagon, resulting in a pattern that is not grid-based.

Size of the unit cell. Figure 3.2(b) shows the variation of the size of the

unit cell. In a 2D lattice, we use the lengths of unit cell edges define its size,

denoted as a and b. These parameters describe the spacing between prim-

itives within the lattice. The simplest form of a 2D lattice is a square lattice
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ref: (a) (b)

Figure 3.2: Compared to the left: (a) variation on shape of unit cells, (b)

variation on size of unit cells

ref: (a) (b) (c)

Figure 3.3: Orientation at different level, compared to the left: (a) ori-

entation at arrangement-level, (b) orientation at primitive level, (c) ori-

entation at both levels with same degrees(we can call it orientation of

the whole pattern).

where a = b and θ = 90°. The spacing can be modified either uniformly across

both directions—altering a and b simultaneously by the same factor—or in-

dependently, allowing for directional variation in the pattern. Independent

adjustments in a and b can significantly affect the directionality of the resul-

tant lattice pattern. For a 1D lattice, variations in spacing are constrained to

a single dimension, namely along the line of the lattice. By varying the spac-

ing between primitives, one can manipulate the area of the unit cell, which

in turn influences the density of primitives within a given area. Theoretically,

the range of possible spacings—or unit cell sizes—extends from zero up to

the size of the entire marking. Practically, it is crucial to maintain a sufficient

number of primitives within the visible area to ensure that the pattern is dis-

cernible. If the primitives are too sparse, the pattern may become difficult to

perceive effectively.

3.2.2 . Place the lattice onto the mark: Orientation (Φ)

We use lattice parameters to describe the lattice in a self-contained man-

ner, independent of the external environment. When using a pattern as a

visual variable in a chart, the external plane is the plane of the chart. There-

fore, we need to specify how the lattice is positioned on this plane, introducing

the orientation of the lattice as a variable. When placing the lattice onto the

plane, we have the option to rotate it. Theoretically, the angle of rotation can

range from 0° to 360°. Typically, the center of rotation is the center of the

mark onto which the pattern is applied, although it can be set to other points

if necessary.
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For a pattern arranged in a 2D lattice (Figure 3.1(a)), it is important to dis-

tinguish between the orientation of the lattice itself (as shown inFigure 3.3(a))

and the orientation of the primitives within it (as shown in Figure 3.3(b)). If

both the primitives and the lattice are rotated by the same angle, this can

intuitively be described as a rotation of the entire pattern, as shown in Fig-

ure 3.3(c). For patterns arranged in a 1D lattice, theoretically orientation can

similarly be applied at two levels. For the three specific cases previously men-

tioned (Figure 3.1(b), Figure 3.1(c) and Figure 3.1(d)), however, the orientation

of the lattice is not applicable. To be specific, for a line pattern (Figure 3.1(b)),

the orientation of the lattice has the same effect of the orientation of the

primitives. For patterns with a linear configuration applied to a line mark (Fig-

ure 3.1(c) and Figure 3.1(d)), their lattice aligns with the line mark and thus

cannot be rotated.

Wilkinson [176] describes the orientation of a mark as “rotation” and the

orientation of primitives in a pattern (he called it as “texture”) as “orientation.”

He illustrates the concept of “orientation” exclusively with examples of line

patterns (Figure 3.1(b)) and does not address the orientation variable of the

lattice, which we explore here. Moreover, in our view, distinguishing between

“rotation” and “orientation” does not imply a differentiation betweenmethod”

and result”: the outcome of the orientation of primitives is achieved through

the method of rotation. Consequently, we recommend referring directly to

the orientation at two levels as the orientation of the lattice and the orienta-

tion of the primitives.

3.2.3 . Place the primitives onto the lattice: Positional
regularity (R)

So far, we have defined the lattice on the plane, establishing a set of pre-

defined position points for the primitives in the pattern—the lattice points.

However, when we place the primitives onto the lattice, they can deviate from

these predefined points. To describe this deviation, we introduce a new vari-

able called positional regularity. Positional regularity describes a pattern con-

trol that spans from a highly structured, regular layout to an unstructured,

randomly dispersed layout (Figure 3.4).

Morrison [122] first introduced this concept of positional regularity into vi-
sual variables. He referred to it as “arrangement” and adding it as an addi-

tional visual variable to Bertin’s initial visual variable list. The essence of posi-
tional regularity variation lies in the degree of deviation allowed for the prim-

itives from these lattice points, ranging from strict adherence to the grid to

completely random placement within the mark (Figure 3.4). This deviation

can occur in either one direction of the unit cell or both directions. For pat-

terns arranged in a 1D lattice, the primitives can be randomly placed along the

lattice line.

Positional regularity is not an atomic variable and has sub-dimensions, in-
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ref: (a) (b) (c)

Figure 3.4: Positional regularity variation, compared to the reference

on the left: (a) in both directions or (b)(c) only in one direction.

(a) (b) (c)

Figure 3.5: The spatial relationship variables of 2D and 1D lattices, (a) 2D

lattice, (b) 1D lattice, (c) 1D lattice (along a line). The gray is an example

of lattice unit cell, the red indicate what we can vary for the spacial

relationship based on the lattice, including: Θ: the shape of the unit

cell (included angle), a and b: the size of the unit cell (spacing between

primitives), Φ orientation of the lattice and R: positional regularity.

cluding its range, and its dispersion level. Range describes how far can we

deviate from the predefined point. Dispersion level can be understood as

the standard deviation or entropy of the deviations among all primitives.

3.2.4 . Summary
We identify three sets of attributes to describe the spatial relationships

of primitives in a pattern based on a lattice-based pattern configuration: (1)

lattice shape and size, (2) lattice orientation, and (3) positional regularity of

primitives. Figure 3.5 shows a summary of these variables.

In this discussion, we use a grid lattice as an example to explain pattern

configuration and spatial arrangement variables, as it is the most commonly

observed configuration in both historical and contemporary visualizations.

However, the arrangement of pattern primitives is not necessarily limited to

a grid structure. As discussed in the shape of the unit cell section, whether
a pattern is grid-based or non-grid-based is a variation of the lattice shape

parameter itself. Therefore, the spatial arrangement of primitives in non-grid-

based patterns can still be characterized according to these three sets of at-

tributes.
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ref: (a) (b)

Figure 3.6: Compared to the left, (a) variation in the number of groups

of primitives (changing from 2 to 4), while the ratio between each group

stays the same; (b) variation in the ratio between each group (changing

from 1:1 to 1:3), while the number of groups of primitives remains 2. The

different groups of primitives are differentiated by hue in this example,

but we can apply any primitive-level variables to them, i.e., size, shape,

etc.

3.3 . Appearance relationship variables

Beyond the spatial relationship, we also need to characterize the appear-

ance of the primitives within the pattern. For non-composite marks, describ-

ing their graphical attributes—such as shape, size, and color—is sufficient.

These attributes are what Bertin refers to as the “retinal variables.” However,

a pattern consists of a group of primitives, and we cannot directly manipulate

the retinal variables of each primitive. This is because when we use a pattern

as a visual variable, it usually fills the entire mark. Consequently, we are often

unaware of the total number of primitives within the pattern and thus cannot

directly control each primitive’s graphical attributes. Therefore, it is necessary

to establish rules that describe the relationships between their appearances.

For example, for common patterns with repeated primitives, this rule is sim-

ply “all primitives look the same.” However, the composite nature of patterns

gives us more possibilities. We identify a set of new graphical attributes that

can serve as visual variables to encode data, describing the internal variation

in the appearances of primitives. We discuss this set of variables next.

3.3.1 . Number of primitive groups

Number of primitive groups describes how many primitive groups are cre-

atedwithin a pattern, with each group getting a differentmapping. Figure 3.6(a)

shows an example of variation on this variable. For the most common pat-

tern, the number of primitive groups is 1. Therefore, the appearance of all

primitives is the same, meaning that one or more visual variables are ap-

plied consistently across all primitives of a given mark to encode data (e.g.,

Figure 3.7(a)). The composite nature of the pattern, however, allows us to

break this consistency. We can apply different variables to recognizable sub-

sets of the primitives (groups) (e.g., Figure 3.7(b), where the number of primi-

tive groups = 2).
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ref: (a) (b)

Figure 3.7: Compared to the left, which number of primitives group is

1: (a) global encoding with hue and size, number of primitives group

is still 1; (b) pattern with internal variation for hue (subset blue, other

subset red), number of primitives group is 2.

Intuitively, adding internal variation of patterns allowsus to visualize a new

facet of data and represent it within the mark. This new facet introduces a set

of keys (categories) and corresponding values. We can use the variable num-

ber of primitive groups to encode the number of categories associated with

this new facet. However, its application is not limited to this alone; in practice,

as it is just a graphical attribute like any other visual variable, it can encode

various types of data. This variable is essentially ordered, as it represents a

numerical count, making it useful for encoding ordinal data. When using this

variable, it is important to ensure that the number of primitive groups is not

excessively large to maintain discernibility.

3.3.2 . Ratio between each group
When there are multiple primitive groups, it is necessary to describe the

ratio of the number of primitives within each group. We refer this variable as

the ratio between groups. Figure 3.6(b) shows an example of variation on this

variable. Note that this variable is applicable only when the number of prim-
itive groups is greater than 1. When the number of primitive groups is 1, there
is no variation in the interval of appearance of primitives within the pattern;

therefore, the attribute ratio between each group is not applicable. In addi-

tion, since ratio between each group describes the proportion of primitives of

each group, the total of it should add to 1. This variable also theoretically can

encode ordered data, because it has a numerical nature.

A straightforward way to use this new facet is to form primitive groups

and encode categories (i.e., keys). For example, all red primitives encode data

for category A, and all blue primitives encode data for category B. If these

categories have a certain distribution (e.g., 75% of data items are of type A,

and 25% are of type B), then we can (but do not have to) reflect this split

in the primitive group ratio. Figure 3.8(a) from Bertin’s book [14, 15] shows

a good example of using ratio between each group to encode distribution of

categories. It shows 3 categories of data for France, with differently colored

primitives that encode data by region. Here, the width of each colored prim-

itive encodes the proportion of the respective category, whose totals add to
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(a) (b)

Figure 3.8: Examples of using regular arrangement pattern with inter-

nal variation. Within the patterns, the variations (a) show a facet of data

(described in Section 3.3.2), (b) based on geographical information (de-

scribed in Section 3.5.2); © EHESS, used with permission.

Figure 3.9: Unit visualization that can be considered to be using internal

variation. Image ‘The Great War’ by Otto Neurath;p the image is in the

public domain.
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Figure 3.10: Map of nationality distribution in NYC [132] from 1895, il-

lustrating patterns with internal variations from an additional facet,

namely, “nationality.” It depicts the distribution of different nationali-

ties across sanitary districts in Manhattan. p the image is in the public

domain.

(a) (b) (c)

Figure 3.11: Pattern with internal variation with different arrangment of

groups of primitives (a) negative autocorrelation, (b) positive autocor-

relation, and (c) no autocorrelation.

100%. Figure 3.10 shows another example, employing the number of groups

of primitives to encode the number of categories. The ratio between groups

(indicated by line width) encodes the percentage of each category. Unit-based

visualization with sub-groups an also be considered as using patterns with in-

ternal variation—where the variable shape is used to represent the categories.
Figure 3.9 shows an example of a unit-based visualization. In this figure, if

we view each diamond region as a pattern, it exhibits internal variation de-

rived from a new facet, “type of soldiers”. Within each pattern, the number

of groups of primitives encodes number of categories in this facet, the ratio

between groups represents the percentage of each category.

3.3.3 . Distribution style of different primitives
The distribution style of each group refers to how we place each group of

primitives within the pattern. We should differentiate it from the spatial ar-

rangement of primitives, which concerns the predefined spatial positions of

all primitives. Here, we discuss how, after defining all primitives’ positions, to

further specify which primitive belongs to each group.

Figure 3.11 illustrates three different choices of distribution style (note that

30



they are same in terms of spatial arrangement primitives). Both Figure 3.11(a)

and Figure 3.11(b) feature regular arrangements. In Figure 3.11(a), the two

groups of primitives are distributedwith negative autocorrelation, resulting in

a uniform distribution, as exemplified in Figure 3.10. Conversely, Figure 3.11(b)

exhibits positive autocorrelation, with primitives within the same group clus-

tering together, as seen in Figure 3.9. Figure 3.11(c) represents a random dis-

tribution, where the primitives of the pattern within each group are arranged

irregularly.

3.3.4 . Summary
We identify three attributes to describe the appearance relationship of

primitives in a pattern, opening many new opportunities for visualization de-

sign. Althoughpatternswith internal variationmayposeperceptual challenges

[109], historical examples (e.g., Figure 3.8(a), Figure 3.9, Figure 3.10) demon-

strate their potential in encoding data, making themworth exploring in design

and empirical studies.

3.4 . Retinal visual variables on each primitives

In the previous two sections, we used two sets of parameters to describe

the relationships between primitives, including their spatial and appearance

relationships. After establishing these rules, we still need retinal variables to

characterize the appearance of each primitive to complete the pattern. For ex-

ample, these two patterns are identical in terms of spatial relationship

and appearance relationship, but they differ in the choice of retinal variables

(the first uses color to differentiate two groups of primitives, maybe for encod-

ing categories; the second uses size, maybe for encoding quantities). In this

section, we explore the application of retinal variables to primitives within a

pattern, as well as the additional parameters and effects that arise from their

utilization.

3.4.1 . Retinal variables for primitives
Bertin [14, 15] used the term “retinal variables” to describe the graphical at-

tributes that elevatemarks above the plane, and point out that these variables

are independent of position. Following Bertin’s definition, we use the term

retinal variable to describe non-spatial graphical attributes. However, we fur-

ther clarify these attributes to those applicable to individual, non-composite

graphical elements, thereby distinguishing them from variables in our previ-

ous two aspects.

Bertin identified six initial retinal variables: shape, size, orientation, value,
color, and texture (granularity). In Bertin’s list of visual variables, granularity
notably comprises two sub-dimensions: size and spacing, as discussed in Sec-
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tion 2.2.1. This categorizes granularity as a composite visual variable rather

than an atomic one. Strictly speaking, size also comprises two components—

width and length. Similarly, Bertin’s color combines hue, saturation, and value/
lightness. We have therefore revised Bertin’s list, identifying the most com-

monly used retinal variables as shape, size (1D size), orientation (primitive-level

orientation), and color (hue, saturation, value/lightness).
Theoretically, we could also apply a pattern to the primitives of a pattern,

with the possibility of adding multiple layers of additional patterns ad infini-

tum. Figure 3.10 shows an example. It depicts the distribution of different

nationalities across sanitary districts in Manhattan. The designer uses lines

pattern with variations in orientation to distinguish the districts of the city

and use patterns on each line to distinguish different categories. However,

it is important to acknowledge this recursive application can cause high vi-

sual complexity which may make interpretation challenging, so needs to be

designed thoughtfully, and in light of evidence that supports the approach.

Unlike the variables on spatial arrangement and on internal variation of

appearancediscussed in the previous two chapters, these retinal variables are

not new variables introduced by pattern. Therefore, this list can extend to any
visual variable that is applicable to individualmarks. For example, researchers

have expanded Bertin’s initial list to include additional variables such as reso-
lution, transparency and crispness. For non-static charts, the retinal variables
can also have [109]motion parameters [109, 170]. We can apply all these visual

variables to the primitives within a pattern if needed.

Previous work (e.g., [14, 15, 109, 124, 143]) has investigated the use of these

variables and proposed guidelines on their syntactics for mapping (such as

which variable is suitable for which type of data), we assume that the use

of retinal variables for primitives within a pattern is similar to their use for

individual marks. Therefore, we do not introduce each retinal variables one

by one. Instead, we focus on issues related to these variables that arise from

the repetitive use of primitives.

3.4.2 . Regularity of retinal variables: A secondary visual variable
characteristic

While retinal variables themselves do not constitute new variables intro-

duced by patterns, their repetitive use within patterns leads to a series of new

variables: the regularity of each retinal variable. These regularities are, in fact,

secondary characteristics for each of the visual variables at the primitive level,

for which examples are shown in Figure 3.12. Similar to positional regularity,

we can describe their range and dispersion level.

For variables that can carry numerical values (e.g., size, orientation, value,

lightness), similar to positional regularity, we can quantify the range using

the maximum deviation, and quantify the dispersion level using the standard

deviation. For variables that do not carry numerical values (e.g., hue, shape),
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ref: (a) (b) (c)

Figure 3.12: Primitive regularity variation, compared to the left: (a) for

size, (b) for orientation, and (c) for value.

how to quantify the range and dispersion level requires specific examination.

For example, we can use entropy to describe the degree of their regularity.

Related to this concept is work by researchers in the field of non-photorea-

listic rendering (NPR), who have investigated the generation of non-repetitive

patterns (e.g., [7, 87, 115, 144, 177]). These patterns have non-regularity both

in their primitives and the primitive’s specific placement.

3.4.3 . Dependency between variables
Retinal variables are independent of variables in spatial and appearance

relationship. However, when retinal variables are used in the context of pat-

terns, they are constrained by the variables in other aspects. For example,

size is influenced by the spatial arrangement. Theoretically, a graphical ele-

ments size can range from 0 to infinity, but in the context of pattern, a primi-

tive cannot have 0 size and increasing the size of primitives beyond a certain

point leads to overlap. This overlap threshold is based on the spatial rela-

tionship of the primitives. As soon as primitives with tessellating shapes (e.g.,

2D squares or dashed lines in a line pattern) and arrangements touch each

other, they form a seamless tessellation and directly convert the pattern into

a solid fill. For non-tessellating shapes (e.g., dots), in contrast, an overlap-

ping results in the merging of primitives without necessarily resulting in an

immediate solid fill. Drawing on Gestalt principles, even as primitives merge

and lose their individuality, our brain is often still capable of perceiving the

shape of primitives to some extent through mental completion. Regardless

of the specific primitive shape, as their size continues to increase, the pattern

ultimately becomes completely saturated, effectively turning into a solid fill.

The range of size variation that can be effectively utilized in visualization thus
spans from just noticeable differences to a threshold where the pattern is no

longer identifiable.

There are also dependencies between retinal variables. The primitive sha-
pe affects both the range and steps of the orientation of the primitive. When

the primitive is a round dot, the primitive’s orientation cannot produce any

variation. The more elongated the shape is, the better we can perceive its

orientation [14, 15]. We can thus always use orientation variation on line pat-

terns. For these, however, the orientation at both the primitive level and the
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Figure 3.13: Examples of “patterns have achieved the status of symbols”

from Bertin’s book [14, 15]; © EHESS, used with permission.

arrangement level essentially refer to the same aspect.

3.4.4 . Using multiple variables
We can usemore than one visual variable in a pattern. Bertin [14, 15] refers

to this as a combination of variables. We vary multiple visual variables for

representing the same dimension of data, which is known as a redundant

combination. On the other hand, when we represent different dimensions of

data, it is referred to as a meaningful combination. In Bertin’s discussion on

the combination of variables, he only combines the retinal variables. Since we

have identified more variables for patterns, we offer more possiblities based

on Bertin’s original concept.

In addition, we can also combine multiple variables to generate semantic

meaning in patterns. Bertin [14, 15] stated that “patterns have achieved the

status of symbols.” He classified this variation as shape variation, as shown

in Figure 3.13. From the examples, however, we can see that they not only

vary in shape but also in spatial relationships. Therefore, they combine multi-

ple visual variables. Formore examples, refer to Figure 3.14. These include the

hatching used in technical or architectural drawings, which arewell-established
pattern sets used for indicating specific materials of objects or surfaces of

plans (e.g., standardized by ANSI and ISO). We have also explored the aesthet-

ics and effectiveness of geometric versus iconic patterns [82], as illustrated in

Figure 2.2(c).

3.4.5 . Emergent phenomena
When we directly manipulate the pattern attributes mentioned in the pre-

vious chapters, it may also affect the appearance of the pattern beyond the

attributes we control. We refer to these unintended effects as emergent phe-
nomena. These phenomena primarily arise from the composite nature of the

pattern.

Regional value. The concept of regional value refers to the ratio of black
(or colored) to white across the entire pattern, differing from the value of in-
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Figure 3.14: Examples of pre-printed hatchings from Bertin’s book [14,

15]; © EHESS, used with permission.

35



dividual primitives. We adopt Bertin’s definition of regional value and under-

stand it as the overall ratio across the pattern. Bertin’s approach to control-

ling value employs a traditional halftoning technique to create varying levels

of gray. Halftoning [160] creates the illusion of various shades of gray by ad-

justing the density of numerous black dots on a white background. Given

its composite nature, a pattern can inherently produce a regional value that
aligns with the logic of value as perceived from halftoning.

Value variation is a dominant variation for conveying order [14, 15]. Even

though regional value is emergent and cannot be controlled directly, we thus

need to pay attention to the regional value of patterns when using them for en-

coding data. It is, therefore, important to know which independent variables

of pattern affect or do not affect regional value.
Among the independent variables we discussed, orientation (at both the

primitive and the arrangement level) and carefully designed shape variations
(that essentially keep the number of black pixels constant) canmaintain a con-

stant regional value. In addition, employing combination variables such as

granularity variation can also preserve regional value. Size variation usually af-
fects regional value, only the special case of changing the sub-paramateters

width and height in opposite directions can keep value. Conversely, a variation
of spacing and of the individual primitive’s value always also influence regional
value.

These phenomena help us to reason about the encoding of data, yet with-

out regional value variation. For example, one recommended scenario of pat-

tern use [169] is to overlay a pattern on a color encoding to represent a bivari-
ate scalar field, with one data dimension being mapped to pattern and the

other mapped to color. Using this concept, Retchless and Brewer [139] com-

pared eight ways to show uncertainty, as shown in Figure 3.15. Among them,

most participants preferred the design using a random dot pattern overlaid

on color (Figure 3.15(g)). This design exemplifies using the pattern’s positional
regularity to encode uncertainty. Yet Ware [169] pointed out that, when using

patterns overlaid on color, the bandwidth of the luminance channel is shared

between color and pattern. We assume that this phenomenon is due to the

changing regional value of the pattern, which affects the perception of the un-
derlying color layer. When using a pattern to represent one of the bivariate

variables, therefore, we should represent the (ordered) data dimension with

a pattern variation with a constant regional value to reduce the phenomenon

on the perceived value of the color layer.
Regional color. If all primitives in a pattern are the same color, the re-

gional color is simply the color of the primitives mixed with the (white) back-

ground. However, if there are multiple color primitives, we introduce a re-
gional hue to the pattern. Incorporating internal hue variations among differ-

ent primitives (e.g., some primitives are blue some primitives are yellow) can
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Figure 3.15: Comparison of eight uncertainty representations by Retch-

less and Brewer. Most participants prefer (g). Reproduced from [139].

cb CC BY-NC; used with permission.
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Figure 3.16: An example of Moiré effect from Bertin’s book [14, 15];

© EHESS, used with permission.

yield a regional hue (i.e., green) due to color mixing, akin to color halftoning

.

Optical illusion. Repeated patterns can cause a sense of instability, which
is called Moiré effect [14, 15] (see Figure 3.16 for example). In addition, there

are many Op artworks based on patterns (e.g., Movement in Squares by Brid-

get Riley). These works vary the size and spacing of pattern primitives to cre-

ate a sense of movement.

3.5 . Pattern from geographical information

In our discussion so far we explored patterns based on a regular arrange-

ment. We used a lattice to arrange the primitives such that, at most, the rela-

tive position between primitives was considered as a visual variable, and the

absolute position of primitives became meaningless. This approach is widely

accepted in the community for encoding data using patterns. An intriguing

alternative, however, is to make use of each primitive’s position and use it to

encode geographical data. While doing this, do the other parameters of the

pattern (i.e., parameters for appearance relationship and retinal variables of

each primitive) tell us anything? Do they implicitly encode anything?

3.5.1 . Geographic pattern: Both spatial arrangement and inter-
nal variation driven by geographical information

One intuitive approach is to directly encode geographical position into the

position variable of each primitives, which leads to symbol maps, in this case

the “pattern” is less intuitive and is not created directly. Consider, for exam-

ple, Figure 3.17, which depicts a symbol map, where each dot represents a
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A

B

Figure 3.17: Symbol map example, edit based on a map about Popula-

tion and Taxation in Castille from Bertin’s book [14, 15]; © EHESS, used

with permission. A and B can be considered as patterns whose primi-

tives encoding geographical information.

city, and the position of each dot is the city’s actual geographical location on

the map. When we read this map, we can read at individual dot level—get a

certain city’s population (from the dot’s size) and its tax rate (from the dot’s

value). It is also very common for us, however, to read the map beyond the

individual dots and look at regions. We may be interested in a specific region

such a Region A on themap in Figure 3.17. Whenwe focus on this regionwe, in

fact, visually focus on a pattern—the pattern highlighted inside the red frame.

It consists of a group of dots, which are the pattern’s primitives. We can see

that the pattern of Region A has internal variation and conveys comprehen-

sive regional information. From the pattern we can get (1) where cities are in
this region (from the dot positions), (2) how many cities there are (from the

dot density), and (3) what their characteristics are (in this case, dot size for
population and value for tax rate). Among them, (1) and (2) are emergent vari-

ables that come from geographic information, which uses arrangement-level

visual variables, while (3) is directly encoded in primitive-level variables. The

pattern also allows us to compare different regions. We can see, for example,

that the pattern in Region A is different from the pattern in Region B, and we

can find, e.g., that the taxation levels within Region A might have a greater

diversity compared to those in Region B. This information also emerges from

the encoding of geographic data to primitives. In this way, when we read this

map, we can visually select different patterns at multiple scales and multiple
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places concurrently to understand geospatial data based on the emergent vi-

sual patterns. This process aligns with the goal of cartographic visualization

pointed out by MacEachren [110]: to “assist an analyst in discovering patterns

and relationships in the data.”

We should note that here the “geographic information”we encode to prim-

itive positions can go beyond real-world geographic data, which is typically

limited to maps. In fact, what we are doing is encoding positional information

relative to a coordinate axis. Formaps, this pertains to geographical locations,

but for a scatterplot, for instance, we can also consider the points as patterns,

with the position being the x- and y-dimensions of the data. We can thus use

a similar way to interpret the emergent “pattern” on scatterplots.

3.5.2 . Part-geographic pattern: Only internal variation driven by
geographical information

For maps, actually placing a primitive at any point corresponds to geo-

graphical information (within the accuracy of the map). Therefore, another

approach to make use of the primitives’ position is to just keep the spatial

arrangement of primitives consistent among the patterns (or, say, across the

entire map). In this case, we fix the visual variables in the spatial relationship

aspect and do not use these to encode information. We visualize geograph-

ical information using the retinal variables of primitives, and the variation in

the appearance relationship of primitives emerges.

Bertin calls this specific type of maps with consistent spatial arrangement

dot as “semis (seedbed).” Then, we can let each primitive’s primitive-level vari-

able change according to the corresponding information of its location, which

is called “a regular pattern of graduated circle.” For instance, Figure 3.8(b)

shows the use of dot size to represent the local population. On this map, the

pattern in each map region (departments of France) we see has internal vari-

ation.

3.6 . Conclusion

We have elucidated the underlying thoughts in Bertin’s works, addressing

internal inconsistencies of Bertin’s methods (described in Section 2.3.2). We

identify three sets of attributes of patterns. The first set of attributes describes

the spatial arrangement relationships of primitives. Previous works have pro-

posed some variables that can be included in this set, such as density and po-

sitional regularity. However, these works do not systematically describe these

variables in the context of patterns, nor do they fully summarize all spatial ar-

rangement variables of patterns. Next, we propose the attributes describing

appearance relationships between primitives, which introduce internal varia-

tions within patterns. This is a novel concept not discussed in previous works.
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We found some good examples from Bertin and other older visualizations,

but these examples are scattered and not systematically analyzed. Lastly, we

discuss the retinal variables on primitives. While these sets of visual variables

have already been investigated by previous researchers, we introduce new

variables brought by patterns, the regularity of the retinal variables, and the

visual effects caused by using retinal variables repeatedly.

In summary, our approach is the first to systematically describe that, com-

pared to single marks, how patterns—as visual variables consisting of multi-

ple marks—provide additional variations on relationships compared to single

marks. The visual variables we have identified offer visualization designers

with a toolkit for encoding data through patterns and lay the groundwork for

future empirical studies and the development of visualization libraries. More-

over, by exploring how patterns emerge from positional information without

compromising their essence, we employ patterns as a theoretical lens to com-

pare, explain, and connect different types of visualizations.
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4 - Empirical Studies on Black-and-White Pat-
terns for Categorical Visualization

As shown in the pattern design space in Chapter 3, patterns have vari-

ous attributes that we can manipulate for encoding data. However, existing

guidelines and empirical evidence on how to effectively use these pattern at-

tributes are limited. It remains unclear how these attributes interact within a

single data display and how the use of patterns affects perceived aesthetics

and chart reading effectiveness.

To address this gap, we conducted three empirical experiments to ex-

plore the aesthetics and effectiveness of different combinations of pattern

attributes for data encoding. Theoretically, the instances of patterns can be

infinite. As this is the first study in this area, we narrowed our research scope

to a specific subset: black-and-white patterns for categorical visualization. We

focused on three simple chart types (bar charts, pie charts, andmaps) and two

pattern types (geometric patterns and iconic patterns ).

First, we invited 30 visualization experts to design geometric and iconic

patterned bar charts, pie charts and maps by adjusting parameters of each

pattern attribute. We collected 66 designs and experts’ design strategies and

opinions on using patterns for visualizations. Then, we conducted a crowd-

sourced experiment, in which we had 150 participants rate the designs we

collected for their aesthetics. Finally, we conducted another crowd-sourced

experiment with 150 participants to perceptually assess how quickly and ac-

curately people can read the bar and pie charts filled with the top-rated geo-

metric and iconic patterns as well as a unicolor fill. In this chapter, I present

these three experiments in detail.

This chapter is an updated version of my original article published at

IEEE Transactions on Visualization and Computer Graphics [82]. The

work was led by myself in collaboration with Yuanyang Zhong, Petra

Isenberg, and Tobias Isenberg.

4.1 . Related Work

In this section, we first examine previous work on the use of patterns in vi-

sualizations, with a focus on traditional geometric patterns. Next, we describe

research on pictographs, which inspired our use of iconic patterns.
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4.1.1 . Using pattern for visualization
In his seminal book, Bertin [14, 15] comprehensively discussed how to use

2D geometric patterns for visualizations. Bertin referred to visual channels

as retinal variables and proposed 7 key ones, including planar position, size,
value (black/white ratio), texture, color, orientation, and shape. These visual

channels are mainly used to manipulate 2D marks such as points, lines, and

polygons in printed data graphics. As we discussed in Section 2.2.1, we note

here that Bertin’s terminology differs from what we commonly use today. He

used the term texture to refer to the number of distinct marks in a given area,

which is similar to what we call grainularity (e.g., ). Our notion of

pattern encompasses several visual variables mentioned by Bertin (texture

(granularity), size, orientation, shape), so his ideas on the use of these vari-

ables are important for us. For instance, Bertin identified four perceptual

qualities—associative, selective, ordered, and quantitative—to determine which

visual channels are suitable for representing different types of data. Both as-

sociative and selective qualities are important for nominal data. Associative

perception helps designers to balance variations and groupings across all cat-

egories of a given variable, while selective perception indicates that a variable

has enough diversity for people to distinguish all the elements of this category

from others. Bertin found that texture (granularity) as a visual variable is both

selective and associative, making it ideal for encoding categorical data.

More visual channels were proposed and evaluated after Bertin. Cleve-

land and McGill [53] evaluated various channels for accuracy, but excluded

pattern and texture. Mackinlay [112] extended this research to 13 visual chan-

nels, ranking them based on their effectiveness in encoding quantitative, ordi-

nal, and nominal data. For nominal data, texture ranked third, outperformed

only by position and hue.

The use of pattern in visualizations has not been extensively researched.

There are several design guidelines on how to use pattern in visualizations,

but they are limited and mostly borrowed from the psychophysics field di-

rectly, without empirical research using visual data representations—which

is what we provide. Some visualization design books [97, 169] recommend

ensuring that visual properties are distinguishable when using pattern. For

instance, it is suggested that orientation varies by at least 30° and that the

spacing of primitives with similar orientations varies by at least a ratio of 2 to

1. Both Tufte [158] and Bertin [14, 15] mentioned that patterns may produce

the vibratory effect. Bertin pointed out that this visual effect represents a re-

markable selective possibility, so designers can make good use of it. Tufte

[158], however, believed this effect should be avoided altogether. We empiri-

cally investigate this effect further in our own work.
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4.1.2 . Research on pictographs
Pictographs, or pictorial visual representations, use an icon-based lang-

uage to represent data visually [182]. They have a long history and have been

shown to have many positive effects. The ISOTYPE system, an icon-based vi-

sual language developed by Otto Neurath, Marie Neurath, and Gerd Arntz in

themid-1920s, is a well-known example of pictographic visualization. ISOTYPE

visualizations feature rows or arrays of icons, using repetition rather than size

of icons to represent quantitative data [127]. Chen and Floridi [47] organized

over 30 visual channels into a simple taxonomy consisting of four categories,

namely geometric, optical, topological, and semantic channels. Icons and ISO-

TYPE are classified as semantic channels in this taxonomy.

Studies by Haroz et al. [76] on bar charts with ISOTYPE found that pic-

tographs are beneficial for working memory and engagement, and do not

significantly impact chart reading performance. Burns et al. [34] conducted a

comparison between part-to-whole visualization using pictographs and found

that pictographs made it easier for people to envision what was happening in

the charts.

Since icons have lots of shape attributes, researchers also investigated

how to support the design of pictographs. Borgo et al. [22] did a comprehen-

sive survey of glyph-based visualization and proposed a set of design guide-

lines. Morais et al. [121] created a design space for anthropographics, a type

of visualization that incorporates human-related information. One common

approach in anthropographic design is to use pictographs in the shape of hu-

mans. Shi et al. [149] explored the design patterns of pictorial visualizations

that can be used to guide their generation. All these studies and the estab-

lished pictograph qualities inspired us to investigate the use of icons as pat-

tern primitives.

Pictographs, however, can also be seen as a type of visual embellishment

(or ‘chart junk’), which are extraneous elements in a chart or visualization that

do not represent data [9]. Tufte’s [158] design principles suggest to maximize

the data-ink ratio and to avoid chart junk. To investigate this issue, Bateman

et al. [9] conducted a study comparing plain and embellished charts. They

discovered that adding embellishments did not have any impact on interpre-

tation accuracy, but it did improve long-term recall, made the topic and de-

tails of the chart more memorable (an effect later confirmed by Borkin et al.

[23, 24]), and embellished charts were preferred by participants. These results

also led us to investigate icon-based patterns more closely.

4.2 . Experiment 1: Design

To better understand how to effectively combine pattern properties in de-

signing patterns for visualization, we conducted a series of experiments. In
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(a)

Toolbar Visualization Texture Controls

Chart Outline Controls

(b)

Figure 4.1: Technology probe for designing patterns used in charts: (a)

for geometric patterns, and (b) for iconic patterns. The annotations

highlight the elements discussed in Section 4.2.1.

our first experiment, we focused on the perspective of visualization profes-

sionals. We reached out to visualization experts with a design background

and asked them to create designs using patterns to identify the characteristics

of effective textured visualizations in their eyes and to study their approaches

to parameter arrangement. To keep the workload manageable, we narrowed

our scope to three basic chart types (bar charts, pie charts, maps) and two

pattern categories (geometric, iconic).

4.2.1 . Pattern design interface as a technology probe
To collect input from professionals, we developed a web-based technol-

ogy probe [88]. This tool allowed experts to create chart designs using black-

and-white patterns by adjusting various parameters. The probe comprised

three main views: the visualization itself, the controllers, and the toolbar.

Using our web-based technology probe, designers can create patterns by

adjusting parameters via buttons and sliders. Figure 4.1 shows screenshots

of our technology probe for designing geometric patterns and iconic patterns

used in pie charts, with annotations for each part of the probe.

Visualization view

In the central view, we show the chart—a bar chart, a pie chart, or a map “col-

ored” with black-and-white geometric or iconic patterns—and its legend. The

chart represents unspecified quantities for seven vegetable items (carrots, cel-

ery, corn, eggplant, mushrooms, olives, tomatoes).

When opening the interface, we showed the chart with default patterns

and dataset. For geometric patterns, we provided five default pattern sets, all

sourced fromBertin’s book [14, 15] (see Figure 4.2 ). Bertin used these patterns

to encode nominal and ordered data. We picked the default pattern set from
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the Bertin set randomly per participant.

Figure 4.2: The five pattern sets (rows) we included in Experiment 1 as

defaults, inspired by visualizations from Bertin’s book [14, 15].

For iconic patterns, we chose two professionally designed, neutral, and

stylized icon sets from Icon8.com [2] to represent the vegetable items, as we

show in the top two rows in Figure 4.3 (one light one and the corresponding

dark variant). In addition, we wanted to provide the participants with two

corresponding simplified pattern sets. As we did not find complete, matching

sets on Icon8.com, we created the simplified version by eliminating details

and streamlining the outlines of the original, detailed icons, as shown in the

bottom two rows of Figure 4.3. The only icon that we did not change is that

for the mushroom, as there was no detail that we could reasonably remove.

In total, in Experiment 1, we thus provided participants with four distinct icon

sets (Figure 4.3).

The visualization experts could then edit any given vegetable’s pattern by

clicking the corresponding section of the chart (e.g., the bar or pie piece) or the

vegetable’s legend entry. We showed a blue round dot next to the vegetable

on the chart and the legend to indicate the vegetable currently being edited.

The experts could also swap patterns by dragging and dropping, such as drag-

ging the pattern from the carrot’s bar and dropping it on the mushroom’s bar.

For iconic patterns, naturally, we then switched only the parameters and not

the vegetable icons themselves (e.g., the carrot bar always used carrot icons).
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Figure 4.3: Icon sets included in Experiment 1. The first and second

rows of icons are collected from Icon8.com, the third and fourth rows

of icons are simplified versions we created outselves. The icons in the

top two rows are © Icon8.com, used with permission.

Controls for adjusting the patterns

Our interface relied on buttons and sliders. After selecting a vegetable’s pat-

tern, the experts could modify the chart’s patterns using these controls by

first choosing a primitive type and then adjusting its properties.

Primitive shapes. For the geometric patterns, we provided three prim-

itive types: lines, dots, and a grid. For the iconic patterns, we selected two

professionally designed, neutral, stylized icon sets from Icon8.com [2] (ensur-

ing we would have icons for all data items). We also provided two matching

simplified pattern sets, created by removing internal details and simplifying

outlines from the original versions. In total, we offered four sets of icons (all

shown in Figure 4.3).

Properties. The visualization experts could adjust the various pattern

properties 1, including primitive type, density, size, orientation, the pattern

position in the chart, and the chart outline width.

In addition to these common properties, dot patterns could be modified

to display circles, while grid patterns allowed angle adjustments between two

lines. For icons, the entire pattern could be rotated and the individual icons

themselves as well. For pie charts and maps with connected regions, we also

added an optional white halo between the pattern and the black outline and

allowed the experts to adjust its width.

1These properties are commonly used in patterns in current visualizations, as

summarized based on a review of historical patterns and prior literature. They do

not fully include the pattern properties summarized in Chapter 3, because we first

conducted the experiments described in this chapter and then generalized the results

to the design space in Chapter 3.
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We pilot-tested our technology probe within our research group and, ba-

sed on this pilot, chose reasonable value ranges for density, size, outline, and

the white halo width. For other parameters such as orientation we allowed

the full spread of possibilities (i.e., a full 360° rotation). We also offered con-

trols to quickly set certain properties to special values, such as rotating the

pattern in steps of 45°. We selected these special values because they are

common in historical visualization examples. We also added a “for all” check-

box to the property controllers that, when checked, applies changes across all

patterns of the same type (for geometric patterns, e.g., all grid patterns; for

iconic patterns for the patterns of all seven vegetables).

Toolbar

At the top of the interface we offered a toolbar for managing operations on

patterns and datasets, loading default pattern sets, as well as undo and redo

functionality. A reset button allowed the visualization experts to revert all

patterns to their respective default settings. We also provided a button to

load a new, random dataset or to return to the default dataset (that we use

throughout this chapter; e.g., Tables 4.2–4.7 ).

User feedback on the tool

Although we did not specifically request participants to comment on our tool,

four participants voluntarily commented in their free-text answers in Experi-

ment 1, and nine participants provided voluntary, unprompted comments in

response to the invitation e-mail. They said that they enjoyed using our tool

(mentioned 10×) and found that the interface was well-designed (1×), that the
controls made it easy to manipulate the patterns (1×) and allowed them to

create expressive patterns (1×).

4.2.2 . Method and procedure
Weused amixed designwith the between-subjects variable chart type (bar,

pie, map) and the within-subject variable pattern type (geometric, iconic). The

experiment was pre-registered (osf.io/r4z2p) and IRB-approved (Inria CO-

ERLE, avis № 2023-01).

We recruited participants by reaching out to visualization experts with de-

sign expertise within our network via e-mail. We also requested that these

experts share the e-mail with their colleagues, friends, or students. Further-

more, we sent our experiment link to the design-related Slack channels of the

Data Visualization Society [1].

We started the study by asking participants for their informed consent

and background information. Following a tutorial to familiarize themwith the

interface, we assigned participants randomly to a chart type and instructed
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them to design two charts, one with geometric and one with iconic patterns,

in random order. We asked them to adjust the parameters to create effec-

tive visualizations. Subsequently, we asked them about their goals and de-

sign strategies, their opinions on the two pattern types, and their thoughts

on the transferability of their designed patterns to the other two chart types

by showing them their designs automatically applied to the respective other

charts. After completing the experiment once, we gave the participants the

chance to continue. For any repetition they could select their preferred chart

type to use, while we still randomly assigned the pattern type order.

4.2.3 . Results
We collected 66 designs from 30 experts (12 female, 18 male; ages: mean

= 40.1, SD = 14.4; prior experience in visualization design: mean = 13.4 years,

SD = 11.0 years). The designs consisted of 14 bar charts, 30 pie charts, and 22

maps. Six of the pie charts were from participants who had completed this

experiment at least once before. Half of the designs used geometric patterns,

while the other half used iconic patterns. We show all created designs in Sec-

tion A.2 and qualitatively coded the free-text answers using open coding. We

discuss our observations and findings next.

Design strategies

We broadly categorized the primary objectives of the experts into two classes:

those related to data readability (e.g., distinguishing between categories, en-

suring clarity of the chart, creating semantic associations) and those focused

on aesthetics (visual pleasure, balance).

Distinguishability. 27 participants mentioned wanting to make the cat-

egories distinguishable (5× bar, 12× pie, 10× map). To achieve this goal, the

use of varied visual channels was the most commonly used method (men-

tioned 12×). For differentiating geometric patterns, most participants used

background color, density, and size as the key visual channels. For iconic pat-

terns, background color, orientation, icon style, and density were generally

considered helpful. In addition, participants mentioned that, for designing

pie charts, outlines (1×) and white halos (3×) contributed to creating a more

distinct separation. We indeed observed many designs with thick outlines

(11×) and white halos (10×) in pie chart designs, which is not common in other

chart types. For iconic patterns, specifically, 5 participants found it important

to show complete icons in the chart. One response also mentioned that up-

right icons were generally easier to recognize.

Clarity. 14 visualization experts tried to make the chart clear and read-

able (4× bar, 4× pie, 6× map). To be specific, 5 responses mentioned they

participants focused on avoiding clutter and overwhelming elements. Fading

icons into the background is considered as a way to avoid icons being over-
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whelming and distracting (2×). The white halo was also considered useful in
preventing a perception of clutter (1×).

Semantic association. Five participants tried to create a semantic associ-

ation between the patterns and the vegetable items (2× bar, 2× pie, 1×map).

With iconic patterns, people applied the vegetables’ relative size to the icons

of their representative patterns (4×), such as making the tomato icon larger

than the olive icon due to their physical size difference. In addition, in 2 de-

signs the visualization experts selected the patterns for vegetables (dark vs.

bright) based on their respective colors. Remarkably, 4× the experts sought

to establish conceptual matches between the vegetable items and the geo-

metric patterns. One did this by considering the vegetables’ color, while two

others tried to elicit visual associations by incorporating various visual chan-

nels. Furthermore, one employed dots to signify vegetables typically planted

in rows such as carrots, celery, and corn.

Visual pleasure. In 13 responses the participants tried to make the chart

visually pleasing (4× bar, 5× pie, 4×map). One common strategywas tomain-

tain a consistent visual style throughout all categories by applying a uniform

orientation, line width, density, or icon style (9×). Other strategies included
selecting an aesthetically pleasing default pattern set (2×) and striving to cre-
ate a visual experience that was harmonious (1×), clean and elegant (1×), or
sketch-like (1×).

Visual balance. In 12 responses the visualization experts mentioned to

attempt a visually balanced chart (2× bar, 7× pie, 3× map). To achieve this

objective, a strategy was to use a consistent ink density across all categories

such that the patterns maintain a roughly equal visual weight, preventing one

pattern from dominating or becoming too weak (8×). Notably, in 3 responses
the participants emphasized that, since our designs were aimed at general

datasets, patterns should be effective for small areas without being overpow-

ering in larger ones, indicating that the pattern should remain recognizable

even when a category represents a small data point.

Other design strategies. Apart from these primary design goals, our par-

ticipants employed several other noteworthy strategies.

Abstracting iconic patterns: One person aimed to create an abstract repre-

sentation of iconic patterns by making the icons overlap (BI4 in Table 4.3 or

Figure A.5(d) in Section A.2). This approach produced an interesting pattern-

like style, in which the vegetables are still distinguishable.

Avoiding conflicts with chart outlines: Another participant avoided using ver-
tical line patternswhen designing bar charts with geometric patterns, as these

would conflict and compete with the vertical bars.

Using dense icons for iconic maps: When designing iconic maps, people of-

ten used small and dense icons. Two participants mentioned to make an ex-

plicit effort to incorporate this design approach. We observed 8 out of 11 iconic
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maps with dense icons.

Connecting areas: Two participants removed borders to allow the same

patterns to connect between areas on amap. Unfortunately, this visual group-

ing of regions in the maps (Figure A.9(g) in Section A.2; to some degree also

MG4 in Table 4.6 or Figure A.8(d) in Section A.2) may be misleading, resem-

bling a pattern version of the rainbow color map [25].

Avoiding negative pattern effects: Participants also employed various strate-

gies to address the potential negative effects caused by patterns. For exam-

ple, one participant attempted to avoid the vibratory effect, while anotherwas

cautious not to incorporate too many patterns that could generate an alias-

ing effect. In addition, one participant adjusted the density of dot patterns to

minimize spatial density associations with adjacent patterns, thereby reduc-

ing the adverse effect of densities altering the perception of grouping.

Using geometric and iconic patterns

After designing patterns for both geometric and iconic shapes, we asked par-

ticipants to share their thoughts on using these pattern types in data repre-

sentation. The most notable difference that was mentioned by participants

was the semantic association provided by iconic patterns (10×), which made

iconic patterns self-explanatory. In addition, participants generally found geo-

metric patterns easier to handle (3×), had more variation (2×), and better for
distinguishing bar chart columns (1×). Despite the novelty of iconic patterns
(2×), they were perceived as more cluttered and harder to read (7×).

Application of patterns to other charts

We also applied the patterns designed by participants to the two other chart

types and asked the participants whether they thought that the patterns still

worked and to provide their reasoning. Table 4.1 summarizes the percentage

of designs that participants considered to still work in each condition. We can

see that patterns designed for bar and pie charts were rarely considered to

work well on maps. Patterns designed for maps, in contrast, were considered

to be quite suitable for both bar and pie charts. The primary reason for this

discrepancy is that the space available for filling patterns in maps can be rel-

atively small compared to bar and pie charts. Applying patterns designed for

bar and pie charts to maps can thus lead to visual clutter or generally bad

readability. This observation highlights the significant impact that the avail-

able space in a chart has on the effective use of patterns. Experts should

therefore tailor their patterns specifically to the target chart.

4.3 . Experiment 2: Rating
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Table 4.1: Percent of designs that still worked for another chart type.

texture design \ applied to bar pie map

geometric bar / 57.1% 28.6%

iconic bar / 100% 28.6%

geometric pie 53.3% / 26.7%

iconic pie 73.3% / 13.3%

geometric map 90.9% 90.9% /

iconic map 72.7% 81.8% /

After we collected a diverse set of pattern designs, we wanted to know

how the general public would experience them in terms of their visual appeal.

We asked participants about the collected designs’ aesthetics, vibratory effect,

and overall preference. We included questions about the vibratory effect be-

cause it is a well-known negative effect that patterns can produce. According

to some experts [14, 15, 158], its negative impact makes the use of patterns

for visualization undesirable (see Section 4.1.1). This experiment was also pre-

registered (osf.io/nyru7) and IRB-approved (Inria COERLE, avis № 2023-01).

4.3.1 . Participants
We recruited 150 valid participants (fluent English speakers, of legal age—

18 years inmost countries) through the Prolific platform. Participants received

a compensation equivalent to 10.20 euros per hour.

4.3.2 . Stimuli selection
To avoid a lengthy experiment and given the similarity between some de-

signs, we chose a subset of aesthetically appealing designs that represented

a diverse range of aesthetic styles for our experiment. To facilitate this se-

lection process, we first printed each of the 66 designs from Experiment 1

(Section A.2) using the default dataset on individual A4 paper sheets. Subse-

quently, we classified these designs based on their distinguishing aesthetic

characteristics. Some of these attributes included unique pattern properties

such as the use of a predominantly black background or overlapping icons.

We also looked at the overall impression the design conveyed such as an ap-

pearance of regularity or a sense of calmness. While this classification process

was inherently subjective, we made an effort to ensure a balanced represen-

tation of various aesthetic styles. After identifying different styles, we selected

24 designs we considered aesthetically pleasing with four images represent-

ing each combination of chart type and pattern type (see Tables 4.2–4.7).

4.3.3 . Method
We employed a mixed design using the between-subjects variable chart

type (bar, pie, map) and the within-subjects variable pattern type (geometric,
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iconic). We randomly assigned participants to one chart type.

We started the study by asking participants to complete a consent form

and to provide their background information. We then gave them a brief ex-

planation of the vibratory effect, and instructed them to focus only on the

visual appearance of the charts. Subsequently, we asked them to evaluate a

total of eight images, presented in two separate blocks: one containing geo-

metric and the other iconic patterns. Each block contained four images, with

the block order and the images within them randomized. For each block, we

asked participants to rate the aesthetics of each visualization using a 7-point

Likert scale via the 5 items of the BeauVis scale [80], a validated measure we

developed to compare the aesthetic pleasure of visualizations, as explained in

Chapter 5. We also added 1 item to assess the degree to which they perceived

a vibratory effect. We included one attention check question in this section.

Following the rating section, we asked participants to rank the four visualiza-

tions they had just evaluated based on their overall preference. In addition,

we asked them to provide a rationale for their selection of the highest-ranking

visualization.

4.3.4 . Data analysis and interpretation
For each design, we computed the BeauVis score as the mean of the five

BeauVis Likert items. We then calculated the average BeauVis and vibratory

scores for each design across all participants. We also counted the number

of times a design was ranked first for overall preference.

For each chart type, we also computed the average BeauVis score for both

the four geometric and the four iconic pattern designs per participant. We re-

port the sample means of BeauVis scores along with their 95% Bootstrap con-

fidence intervals (CIs; 10,000 bootstrap iterations, indicating that we have 95%

confidence that the calculated interval encompasses the population mean).

We also first averaged the question on the vibratory effect across the four im-

ages per pattern type, and then across all participants, and report the sample

mean with its 95% CI. We present the CIs of the mean differences between

two pattern types for each chart type for BeauVis score and vibratory score.

In our analysis, we derive inferences from the graphically presented point

estimates and interval estimates, thus eliminating the need for conducting

significance tests or reporting p-values. As suggested in the literature [16, 17,

54, 59, 62], we interpret CIs as providing different levels of evidence for the

population mean. To compare different techniques, we examine the CIs of

mean differences. When the CI bar of the mean difference between two tech-

niques does not intersect with 0, we can conclude that there is evidence of a

difference between these two techniques, which is equivalent to the results

being statistically significant in traditional p-value tests.

4.3.5 . Results
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We received 170 responses from Prolific. After excluding those who failed

our attention check question, we obtained 150 valid responses for our analysis

(75 female, 75 male; ages: mean= 28.2, SD= 8.9; education: 87 Bachelor’s or

equivalent, 27 Master’s or equivalent, 3 PhD or equivalent, 33 other). Among

them, 53 participated in the bar condition, 44 in the pie condition, and 53 in

the map condition.

Tables 4.2–4.7 show the BeauVis score (and its respective distribution), the

number of times a design was ranked first, and the vibratory score for each

design. While we calculated these scores primarily for selecting stimuli for our

next experiment (Section 4.4), they can also provide insight into the general

public’s opinion on each design.

Looking at the pairwise differences of the two pattern types for each chart

(Figure 4.4 and 4.5), we only found evidence of a difference between iconic

and geometric patterns for maps, where geometric patterns were perceived

as more aesthetically pleasing. Participants perceived iconic patterns to have

a lower vibratory effect than geometric patterns across all three chart types.

The average BeauVis scores were lowest for the iconic maps at just below

average on the 7-point scale and hovered around or just above average for

most other designs. The chart with the highest BeauVis score was an iconic

bar chart with a rating of 5.07 on average. This finding is particularly intrigu-

ing, prompting us to delve deeper into the data to examine the distribution of

BeauVis scores for each design, which we included as word-scale histogram

visualizations [72] alongside the BeauVis scores in Tables 4.2–4.7. From these,

we see that, in each condition except for iconic maps, the highest average

score one (located on the leftmost side of the table) all have a normal-like

BeauVis score distribution, which means that people’s opinions are consis-

tent. This consistency gives us confidence in utilizing the BeauVis score as

a reliable reference indicator for selecting the most suitable pattern within

each condition to serve as stimuli. But we can also see that opinions diverge

for designs that received lower average scores, such as BI3 and BI4. Notably,

the BeauVis score distributions for PI3, PI4, and MI1 are uniform or even bi-

modal, suggesting that participants hold varying views about these designs.

Therefore, patterns with lower average scores should not be directly counted

as bad since they may appeal to certain individuals, as also demonstrated by

the fact that each chart was ranked as the top choice by some participants.

4.4 . Experiment 3: Chart Reading

Beyond this feedback on visual appearance, however, it is also important

to understand how the use of patterns influences chart reading.

Lin et al. [105] found that employing semantically-resonant colors can

improve performance in chart reading tasks, while Haroz et al. [76] found
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Table 4.2: BeauVis score with distribution, # ranked first (total: 53), and

vibratory score for geom. bars BG1–4 (left–right; larger in Section A.2).

BG1 BG2 BG3 BG4

BeauVis (1–7) 4.70 4.45 3.92 3.84

ranked first 16 20 13 4

vibratory (1–7) 3.83 3.66 3.00 5.13

Table 4.3: BeauVis score with distribution, # ranked first (total: 53), and

vibratory score for iconic bars BI1–4 (left–right; larger in Section A.2).

BI1 BI2 BI3 BI4

BeauVis (1–7) 5.07 4.71 4.29 3.79

ranked first 16 13 19 5

vibratory (1–7) 2.89 2.02 3.42 2.92

Table 4.4: BeauVis score with distribution, # ranked first (total: 44),

and vibratory score for geometric pies PG1–4 (left–right; larger in Sec-

tion A.2).

PG1 PG2 PG3 PG4

BeauVis (1–7) 4.95 4.40 4.37 4.33

ranked first 17 13 4 10

vibratory (1–7) 4.30 3.73 5.02 3.64
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Table 4.5: BeauVis score with distribution, # ranked first (total: 44), and

vibratory score for iconic pies PI1–4 (left–right; larger in Section A.2).

PI1 PI2 PI3 PI4

BeauVis (1–7) 4.81 4.69 4.60 4.48

ranked first 13 9 10 12

vibratory (1–7) 2.55 2.95 2.59 3.57

Table 4.6: BeauVis scorewith distribution, # ranked first (total: 53), and vi-

bratory score for geometric mapsMG1–4 (left–right; larger in Section A.2).

MG1 MG2 MG3 MG4

BeauVis (1–7) 4.27 4.25 3.57 3.15

ranked first 21 18 6 8

vibratory (1–7) 3.42 4.43 4.38 3.08

Table 4.7: BeauVis score with distribution, # ranked first (total: 53), and

vibratory score for iconic maps MI1–4 (left–right; larger in Section A.2).

MI1 MI2 MI3 MI4

BeauVis (1–7) 3.58 3.55 3.32 2.66

ranked first 17 18 16 2

vibratory (1–7) 2.81 3.68 2.32 3.55
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Figure 4.4: Aesthetics analysis: BeauVis score for each fill type for (a)

bar charts, (b) pie charts, and (c) maps; (d)–(f) corresponding pairwise

comparisons between the two fill types. Error bars are 95% Bootstrap

confidence intervals (CIs).

that pictographs do not significantly affect chart reading time. When we ini-

tially pre-registered this experiment, we assumed that iconic patterns, like

pictographs, would have no impact on chart reading speed. However, given

the emphasis by experts in our Experiment 1 on the semantic association char-

acteristic of iconic patterns, we revised our hypothesis before beginning the

experiment so that iconic patterns may also enhance chart reading speed.

Bertin [14, 15] proposed that geometric patterns possess selective qualities,

enabling them to assist viewers in distinguishing between categories. Conse-

quently, we hypothesized that these patterns may also have a positive influ-

ence on chart reading speed. With this in mind, we hypothesized (H1) that
both iconic and geometric patterns can lead to faster chart reading. Earlier stud-
ies, however, demonstrated that pictographs can improve engagement [76]

and that people tend to find embellished charts more attractive than those

without [9]. Interestingly, our previous experiment (Section 4.3) showed no

evidence of a difference between geometric and iconic patterns in terms of

aesthetics for bar and pie charts. This contrast led us to question whether

the focus on participants’ first impressions in our prior study may be a factor.

We thus decided to investigate if aesthetic preferences changed after actually

using the visualizations and formulated our second hypothesis H2 that iconic
patterns will be perceived as more aesthetically pleasing compared to geometric
patterns, after people have completed chart reading tasks.

To test our hypotheses, we conducted a third experiment to compare the
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Figure 4.5: Vibratory effect analysis: vibratory score for each fill type

for (a) bar charts, (b) pie charts, and (c) maps; (d)–(f) corresponding

pairwise comparisons between the two fill types. Error bars: 95% CIs.

most preferred geometric and iconic patterns with respect to effectiveness,

aesthetics, and readability. We limited the chart types to bar and pie charts

as they are suitable for the chart reading tasks studied in previous research

[76], and maps overall received a lower BeauVis score in our Experiment 2.

Specifically, participants answered which one of two specific data values rep-

resented more or fewer items. This experiment was again pre-registered

(osf.io/8cy62) and IRB-approved (Inria COERLE, avis № 2023-01).

4.4.1 . Participants
Following the sample size used in previous experiments[76, 105], we re-

cruited 150 English-fluent, legal-age participants and compensated them at a

rate of 10.20 euros per hour.

4.4.2 . Pattern selection
To select the best patterns for bar and pie charts in this experiment, we

considered their BeauVis scores and the number of times each was ranked

first in Experiment 2. In instances where the BeauVis scores and ranking

counts did not align, we took into account the vibratory effect scores for each

image and the open responses to the strategy question. Only if the result

remained inconclusive, we prioritized the BeauVis score.

To be specific, for both geometric and iconic patterns for pie charts, the

pattern with the highest BeauVis score and the highest number of being ran-

ked first were consistent. We thus confidently selected these top 2 designs

(PG1 in Table 4.4 resp. Figure A.6(a) and PI1 in Table 4.5 resp. Figure A.7(a)).
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Figure 4.6: The bar chart, pie chart designs with geometric and iconic

textures with the highest ratings in Experiment 2.

For iconic patterns for bar charts, despite the BeauVis score and top-ranking

frequency being inconsistent, the choice was clear. Themost aesthetic design

(BI1 in Table 4.3 resp. Figure A.5(a)) had a much higher BeauVis score than the

most frequently ranked first design (BI3, shown in Figure A.5(c)), and their

top-ranking frequencies were similar. In addition, the most aesthetic design

received a significantly lower vibratory score, leading us to choose it as the

best iconic pattern for bar charts.

Selecting the geometric pattern for bar charts, however, was challenging

as we had to decide between the first (BG1, shown in Figure A.4(a)) and second

(BG2, shown in Figure A.4(b)) designs (comparison in Table 4.2). BG1 had the

highest BeauVis score (4.70), ranked first 16×, and a vibratory score of 3.83.

BG2 had a BeauVis score of 4.45, ranked first 20× (the highest), and had a

better vibratory score (3.66) than BG1. To make a decision, we conducted a

qualitative coding analysis of the reasons participants provided for ranking

these patterns as their top choice. For BG1, the most frequently mentioned

reasons were aesthetics (7×) and ease of distinction (5×), while for BG2 they
were aesthetics (9×) and visual comfort (6×). Considering these reasons col-
lectively and factoring in the lower vibratory score of BG2, we decided on BG2.

Notably, due to technical issues, the pattern in BG2 was slightly shifted in our

previous experiment, suggesting that the original versionmight have received

even higher ratings. We thus chose to use the originally designed version in

this experiment.

This process resulted in the four designs we show in Figure 4.6. We added

a light gray fill for bar and pie charts as a baseline.

4.4.3 . Method
We used a mixed design with a between-subjects variable chart type (bar,

pie) and a within-subjects variable fill type (geometric, iconic, unicolor). We

also used two question types (more, fewer). At the beginning of the experi-

ment, we asked participants to complete a consent form and to provide back-

ground information.

Inspired by the studies of Haroz et al. [76] and Lin et al. [105] who mea-

sured chart reading speed and accuracy, we asked each participant to com-

plete 60 trials, consisting of 2 question types × 3 fill types × 10 repetitions.
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Figure 4.7: Screenshots of a trial in Experiment 3 under different con-

ditions. Left: One trial in Experiment 3 with bar charts and geometric

textures, asking participants to identify the item with a higher value

(“MORE”). Middle: One trial in Experiment 3 with pie charts and iconic

textures, asking participants to identify the item with a lower value

(“FEWER”). Right: One trial in Experiment 3 with bar charts and unicolor

fill, asking participants to identify the itemwith a higher value (“MORE”).

We grouped the trials by question type and sub-grouped by fill type. At the

beginning of each block, we presented participants with instructions that ex-

plained the task and instructed participants to complete the tasks as quickly

and accurately as possible. In each fill type block, we asked participants to

first examine a chart with the pattern type to familiarize themselves with the

chart fill and then to proceed to the training. We required the participants to

complete three correct training trials, before they could advance to the real

experiment. We randomized the chart type, the order of each block, and the

stimuli.

During each trial, we presented two targets (e.g., olive and corn) and one

of two questions: “Which has MORE?” or “Which has FEWER?” We represented

the targets as a vegetable name and an image, the latter being a geometric

pattern, an icon, or a blank light gray square depending on the chart fill condi-

tion. Participants needed to press the space bar to initiate the trial, reveal the

chart, and start the timer. Figure 4.7 shows three screenshots taken during a

trial in Experiment 3, representing varying chart types, fill styles, and question

categories. We instructed them to press the left or right arrow key to indicate

which target answered the question. We ensured that, for both bar and pie

charts, the item designated by the left arrow key consistently appeared on the

left side relative to the item identified by the right arrow key. After 5 seconds,

the question and chart disappeared, and we showed participants the result of

their response (correct, incorrect, or timed out). We conducted a pilot within

our research group and determined that 5 seconds was a reasonable time to

be able to give an answer.

Finally, we showed participants three charts with default data values, each

featuring a different fill type, in random order. We asked them to rate each

chart using the 5 items of the BeauVis scale and an additional readability item

on a 7-point Likert scale.
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Table 4.8: Number of trials per condition that timed out in

Experiment 3.

chart \ fill geometric iconic unicolor

bar 12 26 8

pie 23 31 25

4.4.4 . Dataset generation
Following the approachusedby Lin et al. [53, 105], we generated 10 datasets

for our experiment, with seven data values each. We randomly selected these

seven values from a range of 5 to 95 on a 0–100 scale, ensuring that the val-

ues of two targets for comparison were separated by at least 5 points on the

scale. With the 10 datasets, we generated images for each fill type × chart

type condition, resulting in 60 images in total. In the experiment, we used the

30 images of bar or pie charts twice due to the two question types. For each

image, we randomly shuffled the order of the seven vegetable items on the

chart (e.g., in a bar chart, the carrot bar could appear at any position). We also

generated additional stimuli for training trials, following the same rules.

4.4.5 . Data analysis and interpretation
Wecalculated average correct rates, response times, readability, andBeau-

Vis scores for each fill and chart type combination (e.g., geometric bars) across

participants. We report sample means and pairwise mean differences of our

three fill types with 95% CIs. We adjusted the CIs of pairwise differences using

the Bonferroni correction to reduce the risk of type I errors when doing mul-

tiple comparisons simultaneously [85]. We interpret the results in the same

way as in Experiment 2. (Section 4.3.4).

4.4.6 . Results
We received 150 valid responses (67× bar, 83× pie), which we used for

our analysis (74 female, 76 male; ages: mean = 28.0, SD = 8.1; education: 99

Bachelor’s or equivalent, 23 Master’s or equivalent, 1 PhD or equivalent, 27

other). We should have received 9000 valid experiment trials, but we lost data

from 12 trials due to log file issues. Among the remaining 8988 trials, there

were 125 timed-out trials. Table 4.8 shows the distribution of time-out trials.

Accuracy rate. Figure 4.8 shows the mean values and pairwise compar-

isons of the accuracy rates for all fill types in bar and pie charts. All condi-

tions yielded high average accuracy rates, exceeding 85%, much higher than

the 50% correct rate for random guessing. Pairwise comparisons, shown in

Figure 4.8(c, d), reveal that for bar charts, unicolor and geometric patterns

outperform iconic patterns, while for pie charts, unicolor surpasses both pat-

terns. We note, however, that the difference is quite small in practice (<3.6%).
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Figure 4.8: Correct answer rates in% for (a) bar and (b) pie charts; (c), (d)

corresponding pairwise comparisons between the fill types. Error bars:

95% CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.

After examining individual correct rates, we revised our pre-registrated anal-

ysis plan of including all participants (see Section A.1) to only include the 86

participants who achieved ≥90% overall accuracy (45× bar, 41× pie) for the

following analysis, minimizing the effect of random guesses. We counted 2

trials recorded with correct answers but durations slightly over 5s as correct.

Response time. We only counted the response times of correct trials

from the 86 participants to ensure the interpretability of our results. Fig-

ure 4.9 shows the mean values and pairwise comparisons of response times

for all fill types in bar and pie charts. The analysis of the pairwise differences

shows that, for bar charts, we have evidence that both patterns have a longer

response time than unicolor. For pie charts, we see evidence that geometric

patterns have shorter response times than the other two fill types. There was

no evidence of a difference for any other combination of fill types. Again, we

note that the differences are minimal, within a range of < 255ms.

Readability. Figure 4.10 presents the mean values and pairwise compar-

isons of readability scores for all fill types for bar charts and pie charts, which

we measured using a 7-point Likert item. For bar charts, the pairwise differ-

ences in Figure 4.10(c) indicate that unicolor filling was considered more read-

able than the other two types; however, we have no evidence for a difference

between the two patterns. We observe a consistent trend across all three

analyses (correct rate, response time, and readability) for bar charts, show-

ing that unicolor outperforms geometric patterns, which in turn outperform
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Figure 4.9: Response times in ms for (a) bar and (b) pie charts; (c), (d)

corresponding pairwise comparisons between the fill types. Error bars:

95% CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.

iconic patterns. This trend aligns with the distribution of the number of timed-

out trials. Regarding pie charts, the pairwise differences in Figure 4.10(d) re-

veal no evidence of differences in readability among the three fill types.

Aesthetics. Figure 4.11 displays the mean values and pairwise compar-

isons of the BeauVis score for all fill types separated by bar and pie charts. For

bar charts, the pairwise differences in Figure 4.11(c) reveal no evidence of a dif-

ference between either geometric or iconic patterns and unicolor, although

iconic patterns were considered more aesthetically pleasing than geometric

patterns. For pie charts there was evidence suggests that both geometric and

iconic patterns were perceived as more aesthetically pleasing than unicolor;

no evidence, however, supports a difference between geometric and iconic

patterns in terms of aesthetics.

Summary. Our results show that for, bar charts, iconic patterns performed

worse than the other two types, resulting inmore errors and slower responses.

While geometric patterns did not reduce accuracy, they did slow down re-

sponse times. For bar charts our hypothesis H1 is thus incorrect, but, since

geometric patterns were perceived as less aesthetically pleasing than iconic

patterns, H2 is supported. For pie charts, the situation is reversed; geomet-

ric patterns performed well, demonstrating faster response times and being

considered more visually appealing than unicolor patterns. There was also a

trend towards higher readability for geometric patterns. For pie charts, how-

ever, the iconic patterns did not have a positive effect on chart reading effec-
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Figure 4.10: Readability scores for (a) bar and (b) pie charts; (c), (d) corre-

sponding pairwise comparisons between the fill types. Error bars: 95%

CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.
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Figure 4.11: BeauVis scores for (a) bar and (b) pie charts; (c), (d) corre-

sponding pairwise comparisons between the fill types. Error bars: 95%

CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.

65



tiveness, supporting H1 only partially. Since there is no significant difference

in aesthetics between geometric and iconic patterns, H2 is not supported.

4.5 . Discussion and Limitations

The results of Experiments 2 and 3 slightly deviated fromour expectations,

but the overall differences were marginal. In Experiment 2, the average Beau-

Vis scores hovered around ‘neutral,’ with a range of opinions causing this me-

dian result. Experiment 3 saw the unicolored bar chart surpassing the two pat-

terns in terms of readability, time, and accuracy, but the differences were rel-

atively minor (less than 3.6% in accuracy, and under 255ms in response time).

Practically speaking, these differences may be too small to be substantial. In

addition, the results from this simple test of Experiment 3 should not be over-
generalized to broad conclusions that “patterns reduce accuracy.” Since pat-

terns are considered to be as aesthetically pleasing as unicolor in bar charts,

and even more aesthetically pleasing than unicolor in pie charts, the use of

patterns could be recommended for those who have a strong preference for

aesthetics or specific needs to incorporate patterns into their charts.

Our hypothesis in Experiment 3 about the effects of semantic association

onpatterns, although failed, is still intriguing. Experiment 1 demonstrated that

semantic association is a quality valued by experts, as they sought to achieve

semantic association, not only for iconic patterns but also for geometric ones.

Interestingly, despite the evident semantic association of iconic patterns, pre-

vious research on pictographs [34, 76] and our own experiment did not reveal

any positive effects on chart reading speed like those observed with seman-

tically resonant colors [105]. This may potentially be because icons can be

distracting and thus increase reading difficulty. One visualization expert’s ap-

proach to using the overlapping of icons to abstract them is highly insightful

(see Figure 4.12), as it balances other expert strategies of retaining complete

icons for their semantic associationwhile simultaneously fading them into the

background to prevent visual overload. This method reminded us of Escher’s

tessellations with recognizable figures and suggests that exploring a middle

ground between iconic and geometric patterns may be a promising direction

in pattern design.

Our observed equal or slightly better performance of unicolor charts com-

pared to patternsmay also be due to the fact that all charts we showed to par-
ticipants were labeled. The associative quality of patterns [14, 15]may have en-

ticed participants to use pattern or icon association for finding the right items,

while for unicolor charts the lack of any pattern forced participants to read the

labels. This was possible in a fast way, in particular for the short, one-word

items we used and the lack of “distraction” from patterns. In situations where

the labels are longer or where there is no possibility to have labels in the first
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Figure 4.12: An iconic textured bar chart design (BI4) from Experiment

1, featuring overlapping icons.

place, the situation may thus be more favorable for textured charts.

Finally, we want to acknowledge some limitations of our work. Especially

Experiments 2 and 3 are based on specific instantiations of iconic and geo-

metric patterns and, as such, it is important not to make general claims for

all possible patterns of these two types. We also only focused on three ba-

sic chart types as we already noted. Patterns have a much larger parameter

space than color and are, as such, difficult to analyze comprehensively. We

hope that our work will spark some interest in the community and that efforts

in this space will continue.

4.6 . Conclusion

So, where does this leave us now? On the one hand, we could not show

substantial benefits of patterns as a means of associating data representa-

tions to data items—akin to a null result. On the other hand, we also learned

a lot and the patterns did not really fare worse than the baseline. So, in situ-

ations where color and/or labels are not available for some reason they are

valid options for the design of visual representations. What particularly en-

courages us to continue is the enthusiasm expressed by some of the visual-

ization experts we had approached. For example, one expert stated: “it’s been

a fun morning for me. I wish all my mornings could start like this.” Another

said, “nice to see someone doingwork on patterns” andmany expressed inter-
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est in the results. Some also saw the potential for visualization on alternative

displays: “Please make e-ink visualization displays a thing! My tired eyes will

thank you.” So, ultimately, the use of patterns in visualization may be in the

eye of the beholder—both patterns specifically and visualization in general

are not “just” a science but also an art.
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5 - BeauVis: A Validated Scale for Measuring
Aesthetic Pleasures of Visualizations

In Chapter 4, we used an instrument called the BeauVis scale to empiri-

cally compare the aesthetics of patterns in visualizations. The BeauVis scale

is a simple and validated instrument that we developed for researchers and

practitioners to assess and compare the aesthetic pleasure of different visual

data representations. It can be used independently for quick aesthetic com-

parisons or togetherwith other approaches to provide an additional data point
or to help formulate hypotheses that may explain other empirical results.

The development and validation of the BeauVis scale followed a standard

scale development procedure that includes multiple steps [20, 61]. First, we

conducted a systematic review of how aesthetic pleasure has been studied in

the literature and extracted a set of terms used in the visualization literature.

Next, we conducted surveys with 31 visualization experts, who we asked for

additional terms. We narrowed down our combined set of 209 terms to 37

terms and asked experts to rate them according to their relevance to the con-

struct of aesthetic pleasure. We then derived a final set of 3–5 terms from a

crowd-sourced experiment in which we had 1001 participants rate 15 different

visualizations using a subset of the expert-rated terms. Finally, we conducted

another confirmatory crowd-sourced analysis of 3 visualizations in which par-

ticipants used our 5-item scale to rate the visual data representations’ aes-

thetic pleasure. In this chapter, I present each step of this procedure in detail.

This chapter is an updated version of my original article published at

IEEE Transactions on Visualization and Computer Graphics [80]. The

work was led bymyself in collaboration with Petra Isenberg, Raimund

Dachselt, and Tobias Isenberg.

5.1 . Related Work

Aesthetics is an elusive concept that does not have a universally accepted

definition. Generally speaking, aesthetics is related to beauty and its appreci-

ation. In this section, we start by defining aesthetic pleasure and then summa-

rize empirical aesthetic methods. Next, we present past work on the study of

aesthetics in the field of visualization and finally, we review how researchers

in related fields measured aesthetic pleasure.
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5.1.1 . Definition of Aesthetic Pleasure

The debate about whether beauty is subjective or objective has persisted

throughout history. Reber et al. [138] summarized that, in the philosophical

tradition, there are three main ways of looking at beauty. According to the

objectivist view, beauty is a characteristic of an object that causes a delightful
experience in any appropriate perceiver. Several features of an object can

contribute to its aesthetics, such as balance, symmetry, clarity, etc. According

to the subjectivist view, in contrast, anything can be beautiful. Beauty depends
on perceivers, and all attempts to discover the rules of beauty are futile. The

most modern approach is an interactionist view that combines the previous

two views and regards beauty as the function of both the characteristics of

the object and the perceiver. We adopt this interactionist view in our work.

In the past, researchers have used “beauty” and “aesthetic pleasure” in-

terchangeably. For instance, Reber et al. [138] defined beauty as “a pleasur-

able subjective experience that is directed toward an object and notmediated

by intervening reasoning” and equate it to the concept of aesthetic pleasure,

meaning essentially the same thing. This definition also fits well with how

many researchers (e.g., [44, 46, 78, 162]) approached the concept in visualiza-

tion, and we adopt this definition to describe the construct we want to mea-

sure in our scale. We can see similar definitions in other work, e.g., “the plea-

sure people derive from processing the object for its own sake, as a source

of immediate experiential pleasure in itself, and not essentially for its utility

in producing something else that is either useful or pleasurable” [64], but see

this definition as largely equivalent to the first one, which we adopt.

Aesthetic pleasure is part of the concept of aesthetic experience as it is

used in empirical aesthetics, which can be understood as the experience that

arises from a unique combination of cognitive and emotional processes [103].

Aesthetic appreciation consists of threemainmodes [137]: aesthetic pleasure,

emotions evoked by an artwork, and understanding of an artwork. Our work

focuses on the aesthetic pleasure of visualizations, so it is to study the first

modes of aesthetic appreciation. Graf and Landwehr [73, 74] proposed a com-

prehensive model of aesthetic pleasure called the Pleasure-Interest Model

of Aesthetic Liking. This model shows that there are two forms of process-

ing aesthetics, resulting in different forms of liking: automatic processing and
controlled processing. Automatic processing is driven by a stimulus, which is

a quick and instinctive judgment based on pleasure or displeasure as a re-

sponse to the stimulus, and leads to pleasure-based liking. Controlled process-
ing is driven by the perceivers, which leads to interest-based liking. This model

involves both the stimuli and perceiver, so it is in line with our interactionist

view on beauty.

5.1.2 . Empirical Aesthetics
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There are twomain ways to study aesthetics [125]. Philosophical aesthetics,
with a long tradition starting in ancient Greece, uses a top-down approach,

examining general concepts and then applying them to specific cases. Em-
pirical aesthetics, established by Gustav Theodor Fechner in the 19th century,

works bottom-up, examining specific cases (e.g., what people like or dislike

about something) and then deriving a set of principles from them. In our

work, we mostly follow the approach of empirical aesthetics as we use empir-

ical methodologies [125].

Experimental aesthetics is one of the most essential subfields of empiri-

cal aesthetics. It generally relies on the measurement of historical data, ver-

bal ratings and judgments, measurement of nonverbal behavior, and mea-

surement of psychophysiological changes. Among these methods, the one

most relevant to our own work is the measurement of verbal responses. Re-

searchers use this method to collect some aspect of the way participants ex-

perience a stimulus. Most commonly, participants are asked to provide “de-

scriptive aspects of the stimuli (e.g., their complexity, regularity, or novelty),

evaluative aspects of the hedonic value (e.g., degree of interest or pleasure,

liking, beauty, or attractiveness), and internal states (e.g., evoked emotions

or meanings)” [125]. Verbal ratings can, thus, be recorded and analyzed in

several ways, but a common approach is to establish a scale that targets the

construct described by the participants—which is what we do in this work.

5.1.3 . Aesthetic Pleasure in Visualization

The term aesthetics is often used in visualization to describe a property

of a visual representation that is separated from how understandable, infor-

mative, or memorable it is; and that instead focuses on its beauty or visual

appeal. In this way the concept aligns with the definition we adopted for aes-
thetic pleasure, and we set out to study it in more detail.

Chen [46] identified the exploration of “pretty or visually appealing” visu-

alization designs as a key unsolved problem in information visualization in

2005. Since then, however, research dedicated to visualization aesthetics has

been sparse, perhaps due to the challenges of describing, measuring, and

quantifying aesthetics [162]. Lau and Vande Moere [101] proposed information
aesthetics as a term that describes aesthetics in the context of visualization

as a construct meant to augment “information value and task functionality.”

Vande Moere and Purchase [162], later, equate aesthetics with attractiveness

in their work on the role of design in information visualization but describe

aesthetics as a concept that is broad and includes aspects such as “originality,

innovation, and novelty” [162]. The authors specifically call for research that

aims to explain the reasons for aesthetic experiences. This is specifically not

something our rating scale will accomplish. Our scale will allow researchers to

compare the aesthetic pleasure of visual data representations as it is judged
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by participants, but it will not allow us to explain why participants rated the

representation in a certain way. To derive reasons for aesthetically pleasur-

able experiences or to establish a comprehensive aesthetic measurement the

scale can, however, be included in larger questionnaires or in qualitative stud-

ies (interviews, observations, etc.).

Aesthetics has also been regarded as an important factor in some sub-

fields of visualization. For example, aesthetics has been identified as a heuris-

tic for evaluating ambient visualization [113]. Also, within graph drawing, spe-

cific aesthetics heuristics have been defined as properties of a graph that

not only describe attractiveness but impact readability and understanding

[12, 135]. These include aesthetics related to symmetry, edge lengths, or the

minimization of edge crossings. These heuristics have also been extended,

e.g., to aesthetics heuristics for dynamic graph visualization [10] or the faith-

fulness criterion [128] based on readability.

Several studies have been conducted by previous researchers for evalu-
ating the aesthetics of a visualization. Much of this work has borrowed from

methods introduced many years ago in empirical aesthetics; e.g., the use of

rating scales. Cawthon and Vande Moere [43] presented a conceptual model

for assessing aesthetics as part of an information visualization’s user experi-

ence. In another study[44], they asked participants to rate visualizations on

a scale from “ugly” to “beautiful” to judge their aesthetics. Many other scales

have been used in visualization. For example, Harrison et al. [78] used a rating

scale from “not at all appealing” to “very appealing” in their study on infograph-

ics. Ajani et al. [3] used a rating scale from “very hideous” to “very beautiful”

in their study on the aesthetics of three visualization designs. Chen et al. [48]

used a rating scale from “nice” to “ugly” to study the aesthetic appearance of

visualization technique. These examples target what we call aesthetic plea-

sure but are mostly based on intuition rather than a verified instrument that

can ascertain that the terms indeed measure the aesthetic pleasure of visual-

izations reliably and validly. Also, compared with a multi-item scale, one item

lacks enough information to calculate psychometric properties such as relia-

bility [71] and leads to less accurate results due to item-specific measurement

error [71, 20].

5.1.4 . Measuring Aesthetic Pleasure outside of Visualization

In the field of HCI, researchers have developed several validated scales

to measure the aesthetic appreciation of websites and interactive products.

These scales were developed and validated broadly following a standard pro-

cess which we outline in Section 5.2.

To measure the aesthetic pleasure of websites, Lavie and Tractinsky [102]

proposed a scale with two dimensions, which they termed classical aesthetics
and expressive aesthetics. The classical aesthetics dimension comprises the five
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items “clean,” “clear,” “pleasant,” “symmetrical,” and “aesthetic.” The expressive
aesthetics dimension, in contrast, includes the five items “original,” “sophis-

ticated,” “fascinating,” “creative,” and “uses special effects.” Moshagen and

Thielsch [123], however, pointed out that Lavie and Tractinsky’s scale has the

following problems: the items “symmetrical” and “uses special effects” are not

necessarily aesthetic judgments, it is hard to explain why the term “aesthetic”

only relates to the classic aesthetic dimension, and their items are too abstract

to be used for improving the design. Based on Lavie and Tractinsky’s scale,

Moshagen and Thielsch thus proposed a scale with the four dimensions of

simplicity, diversity, colorfulness, and craftsmanship, with items such as “the

layout appears well structured,” “the design appears uninspired,” “the color

composition is attractive,” and “the layout appears professionally designed.”

To measure aesthetic pleasure for designed artifacts, Blijlevens et al.[18]

pointed out that previous scales do not measure aesthetic pleasure sepa-

rately from its determinants. Hence, they proposed the Aesthetic Pleasure

in Design Scale in which they distinguish between both. Their scale includes

five items: “beautiful,” “attractive,” “pleasing to see,” “nice to see,” and “like

to look at.” In addition, they also pointed out some dimensions suitable for

measuring prominent determinants of aesthetic pleasure such as typicality,

novelty, unity, and variety.

In addition to scales specific to aesthetics, some scales for user experi-

ence also include dimensions related to aesthetics. The widely used Attrak-

Diff questionnaire [79], e.g., includes hedonic quality and overall attractiveness,
which are related to aesthetic pleasure and include items such as “pleasant,”

“attractive,” and “creative.” The User Experience Questionnaire (UEQ) [147]

has a dimension attractiveness to capture the overall impression of a product,

with items such as “enjoyable,” “good,” and “friendly.” The meCUE question-

naire [120] has a dimension visual aesthetics, with items such as “creatively de-

signed,” “attractive,” and “stylish.” These questionnaires, however, should be

administered after full exposure to a product tomeasure people’s experience—

different from our goal of capturing viewers’ first impressions.

To the best of our knowledge, there exists no targeted scale yet for mea-

suring the aesthetic pleasure of visual data representations. Until now, vi-

sualization researchers can only use scales that are designed for interactive

products in general; for example, the AttrakDiff questionnaire has been used

in several visualization studies (e.g., [33, 175]).

5.2 . The BeauVis Scale: Methodology Overview

We largely followed the process described by DeVellis and Thorpe [61] and

Boateng et al. [20] to establish a validated scale of aesthetic pleasure for future
use in the visualization field. This process contains four steps: (1) generating
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a pool of possible terms, (2) item review, (3) item evaluation, and (4) scale

validation.

At the start of our work, we decided to target a Likert scale [104] response

format, with equally weighted items. We also pre-determined to use a 7-point

Likert scale throughout our workwith the same categories for each item, from

1= strongly disagree to 7= strongly agree—except for Survey 2 in which we ask

about the relevance of terms, for which a lower number is encouraged [61].

We chose an odd number of response categories to offer participants a neu-

tral rating and the number 7 to strike a balance between discriminability and

usability; in addition, the related literature on aesthetic pleasure scales also

uses 7-point Likert scales facilitating comparison. However, our final scale

could certainly be used with a larger or smaller number of response cate-

gories.

We began our research by investigating past visualization publications for

their use of terms relating to some form of aesthetic ratings, such as in eval-

uations of techniques or tools. We also checked the literature for terms used

in aesthetics-related scale development in other related fields as additional

input. As a final source of candidate terms we conducted a survey among vi-

sualization experts for terms they would suggest to use. We then narrowed

down the aggregated list of terms based on several objective criteria, and

again asked visualization experts to rate how important each of the remain-

ing terms was for studying aesthetic pleasure in visualization. This gave us

a list of 31 terms, which we then used in a crowd-sourced experiment that

asked participants to rate 15 diverse visual data representations with respect

to each of the final terms. We then conducted an exploratory factor analysis

and calculated the reliability of scales with a smaller number of items. Based

on these analyses, we arrived at our final five-item BeauVis scale. Finally, we

conducted another crowd-sourced experiment to validate our final scale us-

ing a confirmatory factor analysis, calculated Cronbach’s alpha, convergent

validity and discriminant validity. We will discuss our detailed approach next.

5.3 . Generating a Pool of Possible Terms

The first step in our process was the generation of a pool of terms that

could describe the construct of aesthetic pleasure. We drew these possible

items from the literature and experts.
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5.3.1 . Literature Review
Our literature review involved two sources: the VIS literature as a source

of terms used in the past by the community as well as related work on scales

in other domains as a source of terms considered and used formeasuring the

same construct (i.e., aesthetic pleasure).

Collecting terms from the visualization literature

To determine which terms the community had used in the past to study aes-

thetics, we reviewed IEEE VIS papers (1991–2020) and TVCG and CG&A jour-

nal papers presented at IEEE VIS (2011–2021)—3 189 paper PDF files in total.

We extracted the text of these files and searched for the occurrence of “aes-

thetic,” “likert,” “questionnaire,” and “interview.” We retrieved 1 061 articles

with at least one of our four search terms, and then summarized the results

in a spreadsheet (recording publication year, journal, paper title, DOI link,

found search term, and PDF filename). I then opened each of these PDFs and

checked whether the authors had indeed conducted a study that recorded

participants’ subjective feelings about the aesthetics of a visual data repre-

sentation. We focused on collecting terms used as part of rating scales. We

found terms in 68 papers, but many did not relate to aesthetic pleasure. For

example, we did not include terms that were used to judge interaction, us-

ability, or task-related aspects (e.g., how confident a participant felt in their

answers). We included, however, terms that described an aesthetic-related

subjective feeling such as “clarity” or “understandability.” With this initially

rather broad spectrum of terms, we accounted for the complexity of the aes-

thetic construct and ensured that we would not miss any potentially relevant

terms.

Term grouping, adjective forming, and counting. To be able to better
analyze the use of terms by the visualization community, we wanted to count

terms which in turn required extensive cleaning and rechecking of the litera-

ture. We turned all terms into adjectives and merged different forms of the

same word. For example, we merged “understandable,” “understandability,”

and “ease of understanding” all into “understandable.” In addition, we went

back to the 68 papers to verify the counts and checked the context of each

term to determine what these terms measured (e.g., visual encoding, design,

interface, etc.). Based on the latter analysis, we kept all terms that measured

a visual encoding (e.g., visualization technique, representation, design etc.)

but discussed among the authors cases that measured interface, tool, or lay-

out. We could not completely disregard this last group because many of the

tools described in the visualization literature are visual analysis tools, which,

in turn, naturally comprise visual representations as a major component; so

an aesthetic-related assessment of such a tool may also largely be an evalua-
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tion of the visual representation(s) included within. We thus based our deci-

sion on our impression if the evaluation related to the visual representation

(included), as opposed to the interaction or usability (excluded). After complet-

ing this step, we retained a final list of 41 adjective terms. The most common

terms were aesthetic (20×), understandable (12×), and intuitive (9×).
Term categorization. Next, we tagged the 41 terms with the types of

judgments they target: aesthetic, emotion-oriented, cognitive-oriented, data-

aesthetic, or other. Terms could receive more than one tag. We considered a

term to make an aesthetic judgment if it clearly applied to the aesthetic plea-

sure caused by a visual representation. The most common terms in this cat-

egory were “aesthetic” (20×), “well-designed” (5×), and “cluttered” (5×, cross-
tagged with cognitive-oriented). Emotion-oriented judgments describe broad

emotional or affective reactions to visuals. The most common terms in this

category were “pleasing” (7×), “engaging,” “enjoyable,” and “likable” (all 4×).
We categorized terms as targeting cognitive-oriented judgments when they se-
emed to primarily assess the cognitive process of understanding or analyzing

data with the visualization. The most common terms in this category were

“understandable” (12×), “intuitive” (9×), and “clear” (7×). Fourth, terms tar-

geting data-aesthetic judgments are those whose aesthetic judgment hinged

largely on the combination of data and design. We tagged only three terms in

this category “expressive” (4×, cross-tagged with aesthetic), “informative” (4×,
cross-tagged with cognitive-oriented), and “suitable” (1×). Four terms seemed

to target another judgment, such as being related to quality (“high-quality,” 1×),
innovation (“innovative,” 2×), or established practice (“conventional,” 2×). The
most common word with more than one tag was “cluttered” (5×), which can

be considered to make both an aesthetic and a cognitive-oriented judgment.

We show the final list and classification in Table B.1 in the appendix.

Term input from related fields

In addition to reviewing visualization literature, we also consulted literature

from related fields about aesthetic pleasure scales. We found four scales for

assessing the aesthetics of websites and interactive products that are most

aligned with our own goals or had high citation counts. These include: two

scales for websites by Lavie and Tractinsky [102] and Moshagen and Thielsch

[123]; one scale for designed artifacts by Blijlevens et al. [18]; and one ques-

tionnaire (AttrakDiff) for interactive products by Hassenzahl et al. [79]. We ex-

tracted the terms studied in these four papers to compare them to the ones

we had collected. For Lavie and Tractinsky’s paper [102] and Blijlevens et al.’s

paper [18], wewere able to extract all terms that the authors had considered in

the development of their scale from the papers. For Moshagen and Thielsch’s

paper [123], the authors kindly e-mailed us their early list of considered terms

(not included in their final paper) and we translated these German terms into
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English. From Hassenzahl et al.’s paper [79] we could only use the terms the

authors selected as their final scale. For all terms from these four papers we

followed the same cleaning and tagging process as before for the visualiza-

tion literature and then combined them with our list. The total list from our

literature review thus included 176 terms (Table B.2 in the appendix).

5.3.2 . Expert Suggestion—Survey 1
To supplement our literature review, next we conducted a pre-registered

(osf.io/wvehs) and IRB-approved (Inria COERLE, avis№ 2022-12) survey to ask

for expert input on words we had not yet considered.

Participants. We invited 57 visualization experts among a wide spread

of topic expertise to participate in our survey by direct e-mail. We selected

participants based on our knowledge of their work and their reputation in

the visualization community. Participants were not compensated for taking

part in the study. After sending the invitation e-mails, we waited for one week

and, during this time, received 31 complete responses (9 female, 21 male, 1

gender not disclosed; past experience in visualization research: mean= 19.7

years). All responses were valid and we included them in our analysis.

Procedure. We first asked participants to complete the informed consent

form and to answer background questions about their gender and expertise.

We then explained the study scenario and task which involved wanting to in-

vestigate people’s subjective opinions about the aesthetics of a visualization

they had created, using a 7-point Likert scale with the question: “To what ex-

tent do you agree or disagree with the following statement: This visualization

is [. . . ].” We then asked each of our expert participants to provide us with at

least three words they would want to use or could envision to use for filling

the blank in the question. We gave them the opportunity to leave additional

comments after providing us with their term suggestions.

Results. From the 31 completed surveys we collected 113 different words.

We cleaned these words by removing duplicates, fixing typos, as well as merg-

ing them and forming adjectives as before. Through this process we received

77 unique adjectives (Table B.3 in the appendix) and counted their frequen-

cies. The most common terms were: “beautiful” (18×), “pleasing” (16×), and
“aesthetic” (15×). We then combined these terms with the terms we collected

from the literature and categorized them as before. Through this process our

list of terms added 33 new terms and grew to a total of 209 terms (Table B.4

in the appendix).

5.4 . Term Filtering

As a next step we needed to select a meaningful subset of the 206 terms

we had identified, so that wewould have amanageable number to administer
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to a development sample (Section 5.5). We thus first removed less relevant

terms based on several considerations (Section 5.4.1), followed by an expert

review via a second survey (Section 5.4.2).

5.4.1 . Filtering on Occurrence and Semantics
After several rounds of discussions among the author team and consult-

ing the literature on scale development [20, 61], we settled on the following

criteria to decide whether we should retain a term or not.

1. The terms needed to be related to aesthetic pleasure rather than un-
derstanding or comprehension of a visual representation or its data (e.g.,
we excluded “informative,” “clear,” or “confusing”).

2. The terms had to have appeared at least twice in one of the three

resources we used for our item generation: visualization papers, other

relevant aesthetics scale papers, or expert suggestions.

3. The terms should be usable in a rating scale and have a clearly good
or bad connotation (e.g., we excluded “complex” because a complex

aesthetic could be seen as positive or as negative).

4. The terms should be easy to understand (e.g., we excluded “consis-

tent” because it would be unclear according to what aspect a visual

appearance would be consistent) and their interpretation should be
clear (e.g., we excluded “novel” because it would require people to know
what “old” visualizations look like; we also excluded “drab” as a rare term

that is not easily understood by many non-native speakers of English).

5. The terms had to clearly apply to an assessment of a visual repre-
sentation (e.g., we excluded “dynamic” because, within visualization,

the termmay be read as referring to the property of being animated or

interactive, rather than a dynamic aesthetic).

6. The terms should not be pairs of opposite adjectives. We only re-

tained negative terms that did not have a clear positive opposite (e.g.,

we excluded “ugly” as the opposite of “beautiful”).

Based on the first criterion, we excluded terms that made a cognitive judg-

ment because, for such a judgment, one needs to understand the data and

we aimed to assess the visuals only. We had an intensive deliberation about

terms that made an emotional judgment. We finally decided to include them

because such a judgment can be closely related to the aesthetic pleasure gen-
erated by a visual representation and it can be difficult to separate those

terms from emotion-only expressions. In the Pleasure-Interest Model of Aes-

thetic Liking [73, 74], the interest could be considered as an aesthetic emotion
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[137]. Thus, the boundary between aesthetic pleasure and aesthetic emotion

is not always clear. Ultimately, we thus arrived at a shortlist of 37 terms (see

Table B.5 in the appendix) that we categorized as making an aesthetic, emo-

tional, and other judgment, that served as the input for an expert review.

5.4.2 . Expert Review—Survey 2
Next, we conducted a second pre-registered (osf.io/5gmut) and IRB-appr-

oved (Inria COERLE, avis № 2022-12) survey to elicit expert feedback on the

relevance of the 37 terms for measuring the aesthetic pleasure of a visual

data representation.

Participants. We e-mailed the same experts (excluding one who had par-

ticipated in a pilot, for a total of 56 experts), and received 25 complete re-

sponses after three days (8 female, 16 male, 1 gender not disclosed; past ex-

perience in visualization research: mean= 20.1 years). All responseswere valid

and we included them in our analysis.

Procedure. We first asked the participants to provide their informed con-

sent and background information. We then introduced them to our definition

of aesthetic pleasure and asked them to rate “how relevant do you think the

following terms are for judging or describing the aesthetic pleasure of a visu-

alization?”. The rating scale included 5 points from 1 being ‘not at all relevant’

to 5 being ‘very relevant.’ Finally, we again allowed them to leave additional

comments.

Results. For each term, we calculated the median and mode of all partic-

ipants’ answers. From the 37 total terms, 32 terms received a mode of 3 or

above or a median of 3 or above. Among these 32 terms, we removed the

term “aesthetic” based on our own discussion and the recommendation of

one expert, as we feared the term to be too abstract and elusive to rate reli-

ably. We thus arrived at a final list of 31 terms (Table B.6 in the appendix) that

we used in our exploratory phase.

5.5 . Exploratory Phase: Exploratory Factor Analysis

During scale development, it is important to establish how a set of items

actually studies the targeted construct, aesthetic pleasure in our case. Specifi-

cally, it is important to establishwhether the ratings for the termswe collected

are all caused by the same property of aesthetic pleasure or perhapsmultiple

identifiable factors of aesthetic pleasure such as symmetry, clarity, or famil-

iarity. So we needed to identify the minimum number of these hypothetical

factors as a next step of our analysis [174]. In addition, 31 terms are too many

for the easy-to-administer research instrument we were targeting. We thus

needed to identify the terms that performed best and exclude terms that did

not perform well. Exploratory factor analysis (EFA) [174] has specifically been
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developed as an analytic tool to help researchers with these challenges. To

generate data for an EFA we conducted a third pre-registered (osf.io/az8sm)
and IRB-approved (Inria COERLE, avis № 2022-12) survey, in which participants

used our 31 terms to rate a set of visualizations.

5.5.1 . Exploratory Survey—Survey 3
Stimuli. In total, we selected 15 representative images that showed a va-

riety of different visualization techniques that participants would rate. For

our selection of specific visual representations (Figure 5.1) we used different

criteria that may affect aesthetic pleasure judgments. We wanted to cover a

wide variety of areas of visualization work and different approaches to visu-

alizations designs, such as 2D/3D, black vs. white backgrounds, abstract vs.

physical content, hand-crafted vs. computer-generated aesthetic, and black

and white vs. colorful. All images came from scientific publications, because

our scale targets research evaluations such as surveys.

Participants. There is no consensus about sample size for factor analy-

sis but general recommendations say that the more items to test, the more

participants are required. In line with two suggestions [13, 20] we targeted a

sample size of 200 participants per visualization. We recruited participants

through Prolific, who had to be fluent English speakers and to be of legal age

(18 years in most countries). Participants received a compensation of 10.20

euros per hour.

Procedure. We first asked the participants to provide their consent and

collected demographics. Then we asked them to rate 3 visualizations, ran-

domly selected from the 15 visualizations. They rated each visualization ac-

cording to the question “To what extent do you agree or disagree with the

following statement: The visualization is . . . .” For each of the 31 terms, we

asked participants to choose an answer on a 7-point Likert item ranging from

“strongly disagree” to “strongly agree.” We showed the terms and visualiza-

tions in a random order, because we could not counter-balance the order

due to the limitations of the Limesurvey system we used. We showed the

images without captions so that participants would focus on the visuals. We

also included one attention check question for each visualization. We asked

participants to answer the online survey on a computer or laptop due to the

high number of items to rate and the visual length of the scale.

5.5.2 . Results
We recruited a total number of 1001 participants, who all provided their

informed consent. We excluded 2 participants who each answered our sur-

vey twice due to a technical error. We also excluded 10 participants who an-

swered two or three of our attention check questions incorrectly. We used

the remaining 989 responses for our analysis (ages: mean= 28.3, SD=9.4;

389 female, 589 male, 11 gender not disclosed; education: 618 Bachelor’s or
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(a) Image 1, from [148]. (b) Image 4, from [57]. (c) Image 7, from [6].

(d) Image 2, from [116]. (e) Image 10, from [89]. (f) Image 15, from [11].

(g) Image 3, from [156]. (h) Image 6, from [55]. (i) Image 9, from [15, 14].

(j) Image 5, from [129]. (k) Image 11, from [35]. (l) Image 12, from [178].

(m) Image 8, from [107]. (n) Image 13, from [114]. (o) Image 14, from [96].

Figure 5.1: The 15 visual representations thatwe used as examples from

the visualization literature in our analysis. Imagepermissions: (a–c, e, h,

k–l, o) © IEEE; (d) © Springer-Nature; (f) ©Wiley; (g) © C. Tominski andH.

Schumann; (i) © EHESS [14, p. 230, #3]; (j) © ACM/Nobre et al. [129]; (n)

by Marai et al. [114],cb CC-BY 4.0; (m) by R. Munroe (originally XKCD

#657),cbn CC-BY-NC 2.5. All images are used with permission from

the respective copyright holders.
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equivalent, 138 Master’s or equivalent, 22 PhD or equivalent, 211 other) and

reversed their scores for the negative term “cluttered.” Due to our random

assignment of participants to images, each image was rated by approx. 200

people (mean= 197.7, SD= 19.5, min = 178, max= 218).

5.5.3 . Exploratory Factor Analysis (EFA)

We followed Watkins’ systematic guide to EFA [174] and implemented all

tests using the psych R package [140], applying them separately for each visual

representation.

Appropriateness of EFA. Before conducting the EFA, we needed to con-

firm whether our data was suitable for EFA. First, we calculated a correlation

matrix of all terms for each of the 15 visualizations. Only “provoking” and “clut-

tered” had a low correlation (<0.3) with other terms, for all 15 visualizations.

The other correlations were outside the interval [−0.3, .3], which meant that

the data was suitable for EFA. We then conducted Bartlett’s test of sphericity

[8]. The results showed that p< .001 for all 15 visualizations, which indicates

that there is a large-enough correlation between terms. We also conducted

a Kaiser-Meyer-Olkin (KMO) test [94]. All individual terms’ KMO values were

above 0.7. Based on all these tests, we confirmed that our data’s correlation

matrices were factorable and then submitted them to EFA.

Extracting Factors. We conducted an exploratory factor analysis of the

989 responses to the 31 terms for each image. We chose a common factor

analysis model rather than PCA (principal component analysis) as it is recom-

mended for the creation of measurement instruments such as rating scales

[66, 174]. Roughly speaking, common factor analysis targets to find hypothet-

ical factors that caused the ratings of participants, while PCA components are

defined by the ratings.
We used scree plots and parallel analysis (for details on both see DeVellis

and Thorpe’s book [61]) to determine the potential factors of our scale. Paral-

lel analysis, which uses purely statistical criteria to determine the number of

factors, indicated that there was more than one factor for all 15 visualizations

(Table 5.1). We complemented this objective finding with a more subjective

analysis using scree plots. Here, we inspected the scree plots for all images

such as the one shown in Figure 5.2. We noted that, in all plots, the eigen-

values of the second factor were close to 1, similar to the pattern seen in Fig-

ure 5.2 (we showall plots in Section B.2). The eigenvalues represent howmuch

information is captured by a factor. If a factor’s eigenvalue is 1, it captures

the same proportion of information as a single item [61]. As we were after

the compression of our item pool, we decided that factors that captured only

little more information than single items would not be retained. We thus con-

ducted our EFA for all images using one factor only. However, to not overlook

a potentially prominent factor, we also conducted an exploratory analysis us-
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Table 5.1: Number of factors as output by the parallel analysis.

Image 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Factors 2 2 3 3 2 2 3 2 3 2 2 3 2 2 2
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Figure 5.2: Scree plot for Image 1 (3D surface glyphs).

ing an EFA for two factors using a Varimax (orthogonal) and Promax (oblique)

rotation and analyzed the data (we provide the data of this analysis in Sec-

tion B.7). For a few images, we analyzed how the terms were split into two

factors but were unable to extract meaningful factor descriptions. Therefore,

we confirmed that our items indeedmeasured one factor (aesthetic pleasure)

and based our further analysis on the results of the EFA with one factor only.

Reducing Terms. The next step in scale development is to find an accept-

able number of final terms to use. One of the important outputs of an EFA is

a table with factor loadings per term. The higher a factor loading, the more

the term defines the factor or, in our case, the better it is able to describe aes-

thetic pleasure. Based on their factor loadings, the terms the least descriptive

for aesthetic pleasure in our data were “provoking” and “cluttered” with factor

loadings below 0.5 for all of the 15 visualizations, see Figure 5.3. Twelve terms

had a factor loading of >0.7 for all of 15 visualizations, which are considered

high values [75]. In decreasing order of their average factor loadings these

were: “likable, pleasing, enjoyable, appealing, nice, attractive, delightful, satis-

fying, pretty, beautiful, lovely, and inviting.” We removed all other terms and

did not further consider them in the creation of our final scale.

At this point we had 12 terms left, which we could combine into even

smaller scales. For each possible scale one can compute a reliability statistic

that indicates whether a scale would perform in consistent and predictable

ways. A perfectly reliable scale would always consistently measure the true

aesthetic pleasure of a visual representation. Reliability measures approxi-

mate this “true” value by computing the proportion of a “true” score to the

observed score. We used Cronbach’s alpha as our reliability measure, which

looks at the scale’s total variance attributable to a common source and which

is the most commonly used measure of reliability in scale development [61].

Because we were aiming for a lightweight instrument, we tested the relia-

bility of final scales of size 3–5. Three items is the minimum number for the
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terms / image 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Average
likable 0.91 0.79 0.88 0.87 0.86 0.84 0.90 0.88 0.84 0.86 0.85 0.89 0.87 0.87 0.89 0.87
pleasing 0.85 0.80 0.84 0.88 0.89 0.87 0.90 0.84 0.80 0.88 0.87 0.88 0.87 0.84 0.88 0.86
enjoyable 0.87 0.78 0.83 0.86 0.86 0.84 0.88 0.87 0.84 0.87 0.85 0.88 0.83 0.85 0.89 0.86
appealing 0.85 0.80 0.80 0.84 0.87 0.83 0.88 0.85 0.85 0.88 0.85 0.88 0.88 0.83 0.90 0.85
nice 0.90 0.81 0.81 0.82 0.87 0.83 0.87 0.87 0.81 0.85 0.84 0.82 0.89 0.82 0.89 0.85
attractive 0.84 0.78 0.81 0.81 0.86 0.87 0.89 0.84 0.84 0.86 0.85 0.87 0.86 0.84 0.85 0.84
delightful 0.86 0.74 0.78 0.85 0.83 0.81 0.89 0.82 0.79 0.82 0.86 0.88 0.89 0.84 0.88 0.83
satisfying 0.77 0.73 0.77 0.83 0.85 0.80 0.90 0.80 0.82 0.85 0.86 0.87 0.85 0.81 0.84 0.83
pretty 0.85 0.76 0.77 0.78 0.81 0.81 0.88 0.79 0.76 0.80 0.84 0.85 0.83 0.86 0.85 0.82
beautiful 0.84 0.77 0.76 0.79 0.84 0.78 0.87 0.81 0.76 0.82 0.85 0.85 0.78 0.82 0.84 0.81
lovely 0.85 0.75 0.78 0.82 0.80 0.77 0.83 0.81 0.74 0.81 0.86 0.86 0.83 0.79 0.83 0.81
inviting 0.83 0.74 0.71 0.73 0.82 0.80 0.84 0.85 0.78 0.78 0.83 0.78 0.84 0.76 0.83 0.79
engaging 0.79 0.70 0.76 0.74 0.78 0.78 0.82 0.83 0.74 0.76 0.79 0.77 0.80 0.73 0.80 0.77
tasteful 0.78 0.64 0.68 0.72 0.77 0.78 0.80 0.81 0.81 0.80 0.82 0.76 0.81 0.77 0.83 0.77
exciting 0.79 0.66 0.72 0.76 0.81 0.76 0.81 0.77 0.70 0.77 0.82 0.77 0.79 0.75 0.79 0.77
motivating 0.74 0.65 0.71 0.77 0.83 0.78 0.84 0.75 0.75 0.77 0.78 0.71 0.83 0.76 0.77 0.76
elegant 0.83 0.76 0.71 0.78 0.74 0.68 0.83 0.69 0.71 0.84 0.76 0.80 0.78 0.74 0.80 0.76
harmonious 0.79 0.69 0.76 0.75 0.82 0.74 0.74 0.74 0.69 0.80 0.77 0.80 0.76 0.75 0.81 0.76
well designed 0.76 0.71 0.67 0.77 0.81 0.73 0.69 0.71 0.73 0.74 0.76 0.81 0.81 0.66 0.76 0.74
fascinating 0.68 0.64 0.73 0.77 0.70 0.72 0.80 0.71 0.72 0.66 0.73 0.77 0.76 0.70 0.71 0.72
interesting 0.70 0.70 0.71 0.74 0.76 0.71 0.73 0.74 0.61 0.64 0.70 0.73 0.74 0.59 0.74 0.70
balanced 0.69 0.63 0.61 0.73 0.71 0.69 0.59 0.70 0.65 0.77 0.74 0.66 0.68 0.71 0.74 0.69
clean 0.73 0.70 0.71 0.64 0.70 0.60 0.66 0.70 0.60 0.68 0.71 0.71 0.63 0.73 0.67 0.68
sophisticated 0.68 0.63 0.62 0.63 0.61 0.62 0.73 0.65 0.66 0.63 0.63 0.75 0.71 0.71 0.71 0.66
organized 0.59 0.61 0.62 0.74 0.67 0.59 0.55 0.60 0.59 0.66 0.64 0.66 0.65 0.62 0.65 0.63
creative 0.53 0.49 0.55 0.60 0.67 0.62 0.66 0.70 0.62 0.68 0.65 0.64 0.58 0.54 0.65 0.61
artistic 0.52 0.49 0.51 0.59 0.66 0.63 0.69 0.61 0.56 0.66 0.64 0.69 0.55 0.58 0.67 0.60
professional 0.63 0.67 0.52 0.61 0.62 0.53 0.60 0.46 0.50 0.61 0.52 0.67 0.67 0.62 0.60 0.59
color harmonious 0.65 0.59 0.63 0.63 0.64 0.63 0.48 0.55 0.43 0.62 0.51 0.62 0.43 0.64 0.64 0.58
provoking 0.17 0.20 0.22 0.28 0.28 0.33 0.19 0.37 0.32 0.27 0.40 0.32 0.22 0.22 0.35 0.28
cluttered 0.30 -0.33 0.03 0.15 0.39 0.18 0.27 0.34 0.41 0.45 0.21 -0.05 0.12 0.05 0.24 0.18

Figure 5.3: Factor loadings for all 31 terms and images using diverging

red–blue color scale centered at 0.7, which is mapped to white.

statistical identification of a factor and four to six items per factor have been

recommended [67]. Here, choosing the right size is a tradeoff between usabil-

ity and reliability. Cronbach’s alpha increases with the number of items, but

more items require participants to spend more time to answer and rate vi-

sual representations. We calculated Cronbach’s alpha for all potential 3-item,

4-item and 5-item combinations of these 12 high factor loading terms, for all

15 visual representations that we started to use in Section 5.5.1 (i.e., those in

Figure 5.1).

Final Scale. The reliability of scales constructed through the combinations

of the highest factor-loading terms was high overall (Figure 5.4) and multiple

word combinations are possible.

The best 3-item subset (enjoyable, likable, pleasing) had an alpha of 0.91

(range of 0.86–0.93 for the images tested), the 4-item subset (enjoyable, lik-

able, pleasing, nice) had a reliability of 0.93 (range of 0.9–0.95), and the 5-item

subset (enjoyable, likable, pleasing, nice, appealing) a reliability of 0.94 (range

of 0.92–0.96). In Figure 5.4 we see that alpha generally rises with more items.

To further understand the effect of a 3-, 4-, or 5-item subset we conducted an

exploratory analysis in which we calculated the average aesthetic ratings for

each image as if participants had only used those items. These calculations
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Figure 5.4: Cronbach’s alpha for each image on the most reliable 3-, 4-,

and 5-item subsets of the remaining 12 terms with factor loading>0.7.

are exploratory because we cannot guarantee that the presence of additional

items did not influence the ratings of our participants (yet to exclude these

possible effects we conducted a confirmatory factor analysis in the next step

described in Section 5.6). Figure 5.5 shows, for two images, that there were

only small variations in the average ratings. The average rating of all 15 im-

ages (see Figure B.35–B.49 in the appendix) also reflects the balance of the

aesthetic quality of the images we selected: the number of images scoring

above and below the middle score were almost equal.

We thus conclude that a combination of 3, 4, and 5 items would produce

reliable results. Scales with Cronbach’s alpha >0.7 are considered reliable

[20], so even our minimum 3-item scale was reliable. Nonetheless, we recom-

mend using the 5-item scale for its even higher reliability and because it can

still be completed quickly by participants.

5.6 . Validation Phase

Thefinal scale development step is to validate the developed scale. Broadly

speaking, a validated scale should actually measure the construct (aesthetic

pleasure) and should do so reliably. We conducted a confirmatory factor anal-

ysis (CFA) to test the scale’s dimensionality, verifying the scale measures only

one factor of aesthetic pleasure as planned during the exploratory phase (Sec-

tion 5.5) [20]. Then we tested the reliability of the results on new data we col-

lected. Finally, we determined several measures of the construct validity of

our scale that target how well the scale measured aesthetic pleasure.
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3−Item

4−Item
5−Item

1 2 3 4 5 6 7
(a) Average Likert ratings for Image 2 for the highest ranked 5, 4, and 3 items subsets.

3−Item
4−Item
5−Item

1 2 3 4 5 6 7
(b) Average Likert ratings for Image 9 for the highest ranked 5, 4, and 3 items subsets.

Figure 5.5: Comparison of ratings from subsets of the rating items for

Image 2 and Image 9 that had the lowest and highest average ratings in

our image set. We show the plots for the other images in the appendix.

Figure 5.6: The visual representations SunBurst, StarTree, and

BeamTree from Cawthon and Vande Moere’s [44] study of perceived

aesthetics that we used in our validation. SunBurst (left) was ranked

as most beautiful, StarTree (middle) as neutral, and BeamTree (right)

as most ugly in the experiment [44]. All images are © IEEE, used with

permission.

5.6.1 . Validation Survey—Survey 4
For this phase we conducted a fourth pre-registered (osf.io/gsq6p) and

IRB-approved (Inria COERLE, avis № 2022-12) survey, like the last one also us-

ing crowd-sourcing. Again, participants rated visualization but this time using

the 5-item scale proposed in the previous section. To validate our results we

had participants rate 3 visualizations that had been previously assessed for

aesthetic pleasure by other researchers (and participants) using a different

measuring instrument [44].

Stimuli.Wechose to partially reproduce findings fromCawthon andVande

Moere’s experiment on the effect of aesthetics on visualization usability [44].

They had asked participants to assess the aesthetic pleasure of 11 visualiza-

tions using a one-item 100-point scale from “ugly” to “beautiful.” To achieve a
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broader range of aesthetic experience, we selected three (SunBurst, StarTree,

and BeamTree, see Figure 5.6) out of the 11 visualization techniques that were

rated to be themost “beautiful” (Sunburst), most “ugly” (BeamTree), and some-

what neutral (StarTree).

Cawthon and VandeMoere kindly provided their stimuli images to us, and

we used them as stimuli in our validation survey. We hypothesized that our

BeauVis scale would rank these visualizations similarly from high to low as

follows: SunBurst, StarTree, and BeamTree.

Participants. We targeted to recruit 200 participants from the general

public on Prolific, using the same approach as in Survey 3 (Section 5.5.1).

Procedure. We also followed the same procedure as we did in Survey 3,

which we described in Section 5.5.1, with the following exceptions: We used

a clear within-subjects design where all participants rated all three visual rep-

resentations (SunBurst, StarTree, BeamTree) with the five terms in our scale

(enjoyable, likable, pleasing, nice, appealing) as well as with Lavie and Tractin-

sky’s [102] 5-item scale for measuring classic aesthetics of websites (aesthetic,

pleasant, clear, clean, symmetric) (see Section 5.1.4). We used this additional

five-item scale for validating convergent validity, which we explain below. We

only used one attention check question in this survey.

5.6.2 . Results
We recruited a total number of 201 participants. All participates provided

their informed consent. We excluded 4 participants who answered the atten-

tion check questions incorrectly. We used the remaining 197 responses for

our analysis (ages: mean= 25.1, SD=6.4; 69 female, 126 male, 1 gender not dis-

closed; education: 125 Bachelor’s or equivalent, 22 Master’s or equivalent, 2

PhD or equivalent, 48 other). Participants received a compensation of 10.20

euros per hour.

Confirmatory Factor Analysis (CFA)

Confirmatory Factor Analysis (CFA) is a statistical technique that allows us to

make inferences about the constructs that were measured. As aesthetic plea-

sure was the single construct we targeted during the exploratory phase, we

used CFA to examine the construct structure as well as to verify the number of

constructs measured and the item-construct relationships via factor loadings,

similar to the earlier EFA. We used the methods based on structural equation

modeling (SEM), which is the most commonly used CFA method [61]. We eval-

uated model fit by means of a series of statistical tests in CFA, including χ2,

Tucker Lewis Index (TLI), Comparative Fit Index (CFI), Standardized Root Mean

Square Residual (SRMR), and Root Mean Square Error of Approximation (RM-

SEA). We implemented all tests using the lavaan R package [142], applying

them separately for each image.
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Table 5.2: Goodness of fit indices (TLI = Tucker Lewis Index; CFI = Com-

parative Fit Index; SRMR = Standardized Root Mean Square Residual;

RMSEA = Root Mean Square Error of Approximation).

SunBurst StarTree BeamTree

p-value (χ2) 0.290 0.222 0.016

TLI 0.998 0.996 0.982

CFI 0.999 0.998 0.991

SRMR 0.009 0.011 0.014

RMSEA 0.034 0.045 0.095

SunBurst

1 2 3 4 5 6 7

StarTree
BeamTree

Figure 5.7: Average results with our scale of the three visualization.

Goodness of Fit. To calculate how well the scale items describe the aes-

thetic pleasure construct we needed to define amodel that describes our only

factor (aesthetic pleasure) defined as the sum of the five items of our scale. In

Table 5.2 we can see that almost all indices show a good fit of thismodel to the

data. For the three visual representations, virtually all of the following criteria

are met that are indicative of a good fit [20]: χ2 is not significant, TLI ≥0.95,

CFI ≥0.95, SRMR ≤0.08. The only value that does not meet these criteria is

the p-value of the χ2 test for BeamTree, but this statistical test can be sensitive

to the size of the sample and should not be used as the basis for accepting or

rejecting a scale [146, 163]. For a robust assessment using this test one would

have needed participant pools of N≥400 [21] or even N≥ 2 000 [180]. The RM-

SEA values of SunBurst and StarTree are ≤0.06—also indicative of a good fit

[20]. The RMSEA value of BeamTree is 0.095, which is considered to be suffi-

cient as RMSEA values ∈ [.05, .10] suggest “acceptable” fits [100]. Based on the

above results, we can say the CFA results validated our one-factor model of

the BeauVis scale.

Factor Loadings. Factor loadings describe the correlation between the

items and the aesthetic pleasure factor. Values close to 1 indicate that the

construct of aesthetic pleasure strongly influences the item ratings. In the

SEM approach of CFA, standardized factor loading values of ≥0.7 indicate a

well-defined model [75]. As we show in Table 5.3, the values for all 5 items in

our scale are well above 0.7.

In summary, the CFA confirmed the one-factor structure of our scale and

that the items in the scale are well able to measure the construct.
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Table 5.3: Standardized factor loading for five items, for each image.

Item
Factor Loading

SunBurst StarTree BeamTree

enjoyable 0.893 0.878 0.911

likable 0.914 0.925 0.874

pleasing 0.889 0.895 0.893

nice 0.845 0.877 0.888

appealing 0.910 0.842 0.889

Table 5.4: Cronbach’s alpha for each visualization.

SunBurst StarTree BeamTree

Cronbach’s Alpha 0.95 0.946 0.95

Reliability

As before, we assessed the reliability of the scale using Cronbach’s alpha for

each image. As we show in Table 5.4, all alpha scores are well above 0.7 and

thus our scale can be considered reliable.

Validity

A scale is considered to be valid if it can be established that it indeedmeasures

the construct it was developed for [20]. The validity of a scale should not only

be ensured at the end of the scale development phase but also throughout

the earlier phases of the process [20]. According to scale development theory

[20, 61], the validity of our scale can be determined according to three main

aspects:

Content validity is the degree towhich aesthetic pleasure is indeed reflected

by the terms we chose for the scale. To establish content validity, the

main method is to ask experts who are familiar with aesthetic pleasure

of visualizations to review the initial item lists. We did so early in the

process as explained in Section 5.4.2.

Criterion validity looks at whether the scale can explain or predict another

criterion related to the “performance” of a visualization. For example,

we could theoretically assess connections between aesthetic pleasure

and a visualization’s usability or memorability. Practically, however, es-

tablishing whether such a connection exists would require established

and validated ways to measure usability or memorability of visualiza-

tions and much more complex research setups. We, therefore, did not

test for criterion validity.
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Table 5.5: Pearson correlation.

SunBurst StarTree BeamTree

Classic Aesthetic 0.84 0.88 0.87

Age 0.07 0.12 0.14

Construct validity describes how well a scale indeed is related to and mea-

sures the concept it promises to assess.To assess it we focused on three

indices of construct validity: convergent validity, discriminant validity, and
differentiation by known group.

The first, convergent validity, refers to whether different ways ofmeasuring

the same construct yield similar results. It can be demonstrated by a high cor-

relation between a newly developed scale with other scales that promise to

measure the same or a closely related construct [20]. To assess convergent

validity we had participants rate visualizations also using Lavie and Tractin-

sky’s [102] scale for assessing the aesthetic of websites. We chose their scale’s

classic aesthetic factor because its items (“aesthetic,” “pleasant,” “clear,” “clean,”

and “symmetric”) are more suitable for assessing visual representations than

the items of their expressive aesthetic factor. The latter includes the term “uses

special effects,” e.g., which is hard to interpret for our static images. For a

high convergent validity our scale’s results should be correlated with those of

Lavie and Tractinsky’s classic aesthetics scale. As we show in Table 5.5, we

found that, indeed, the Pearson correlation between both scales were high

(i.e., >0.5), for all three visualizations.

Second, discriminant validity allows us to understand to which degree a

new scale measures a unique concept and that it is not related to other vari-

ables towhich it should not be related. We can check for this validity by testing

the correlations between the newly developed scale and other, existing mea-

sures.1 In our case there is no reason to assume that the participant’s age

would be related to aesthetic pleasure and we thus use age for establishing

discriminant validity, in line with Lavie and Tractinsky’s [102] work. As shown

in Table 5.5, the Pearson correlation factors between our scale and age for the

three visual representationswere low (i.e., well below 0.3), sowe can conclude

that our scale has at least discriminant validity concerning age.

Finally, in our last analysis of validity we look at the differentiation by known
groups. Here, our “groups” are the three visualizations from Cawthon and

Vande Moere (Figure 5.6) [44] for which we have empirically established aes-

thetic measures. To contribute to construct validity we then compared the

results of our scale to their previous scores to check if the scores were as

1Note that, essentially, we would need to check for this lack of correlation to an

infinite amount of othermeasures, yet here we follow the established procedure [20]

and the examples from the literature (e.g., [102]).
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expected and that the new scale could discriminate between the aesthetic

pleasure of the three visualizations [20]. In Figure 5.7 we show the average re-

sults for these three visual representations for the five items of our scale, with

a 95% confidence interval. The scores, from highest to lowest, are SunBurst,

StarTree, and BeamTree, which fully align with Cawthon and Vande Moere’s

results. In Cawthon and Vande Moere’s original study the individual aesthetic

ranking result for SunBurst was 58%, StarTree was 49% (estimated from Fig.

4 in [44]), and BeamTree was 36%. We translated these results into our 7-

point Likert scale through a linear mapping, the result for SunBurst was 4.48

(= 1+(7−1)·0.58), the result for StarTree was 3.94 (= 1+(7−1)·0.49), and the
result for BeamTree was 3.16 (= 1+(7−1) ·0.36). As one can see in Figure 5.7,
these results are sufficiently close to the actual scores in our survey such that

we can also conclude validity w.r.t. differentiation by known groups.

5.7 . Discussion and Limitations

In this sectionwe discuss the use of our BeauVis scale, reflect on the terms

they include, and discuss limitations and future work.

5.7.1 . Guidelines for and Limits of Using the Scale
The BeauVis scale provides a simple instrument to compare the aesthetic

pleasure of different visual representations. The mean of all items can be

used to obtain a single value [130]. This value, however, should be seen in com-

parison and not be interpreted as an absolutemeasurement of how beautiful

an image is or whether it is “sufficiently” beautiful.

The scale cannot be used formeasuring people’s impressions of the visual

representation that relate to data—such as memorability, intuitiveness, infor-

mativeness, or understandability or context-of-use related aspects such as

appropriateness. We validated our scale to capture first impressions, without

interactivity and context.

The scale does not establish an exhaustive or final measurement of the

broad concept of aesthetics, and we do not mean to replace in-depth qualita-

tive analyses of aesthetic experience or other methods of empirical analysis.

Some experts in our two expert surveys mentioned that aesthetics cannot

be measured. This is a valid opinion representing subjectivist views of aes-

thetics that attributes the experience entirely to the viewer (Section 5.1.1). We

address this view somewhat by narrowing our scale toward “aesthetic plea-

sure” or “beauty,” rather than the full concept of aesthetics. Our scale can be

used alone to quickly compare the aesthetic pleasure of two representations

or together with other test results and be interpreted carefully in-context.

Cawthon and Vande Moere [44], for example, used an aesthetic pleasure rat-

ing in their larger study on aesthetic pleasure and user experience. Xu et al.
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[179] studied the effectiveness (in terms of time and error) of representations

but also asked people for their aesthetic preferences to compare techniques.

Stusak et al. [153] conducted a primarily qualitative study on data physicaliza-

tions but also asked participants to rate their aesthetics on a Likert scale to

accompany the wealth of other data collected.

When the BeauVis scale should be administered in a study, however, re-

quires careful consideration. We validated the scale by asking participants to

rate visualizations without having interacted with them and without having

read the data; that is, we asked for their first impressions. As such, we recom-

mend to use our scale at the beginning of an empirical study similar to how

we did in our own experiment. Administering a visualization rating scale af-

ter an experiment, however, is common practice and here results need to be

interpreted in light of usage experiences or the data content. We addressed

the concern of a possible difference between pre- and post-study administra-

tion somewhat by excluding terms related to comprehension of the visualized

data. Yet, further formal validation should establish potential differences.

5.7.2 . The Rating Question
In setting up the scale we had to decide on a rating question and settled

on “To what extent do you agree that this visual representations is...?” We de-

bated the wording of this question deeply and decided to use one that would

not require clear opposing terms to be established, such as “ugly” vs. “beau-

tiful,” because we found it difficult to find suitable opposites for many terms

(e.g., “likable,” “pleasing,” etc.). Our chosen rating question also required all

terms to be adjectives, which is not always easy to achieve. When we first

asked experts to suggest terms, some experts criticized our statement as

they found the question to constrain suitable terms. Changes in the ques-

tion might certainly make other terms possible but would also require some

of our terms to be changed and the scale to be re-evaluated. Nevertheless,

we expect small changes in the question not to have a great effect on the re-

sults. The term “visual representation,” which we used to focus on the visual

artifact and not the process of its creation [165, 164], could be exchanged by

the name of the actual technique being studied, for example.

5.7.3 . Terms in Our Scale
All terms of our final scale are related and similar to one-another. In a uni-

dimensional, one-factor scale like ours all items measure the same construct.

Their similarity stems from the reliability calculation that determines correla-

tions. Having some similarity is useful: by having five terms in our final scale,

we address variations of people’s understanding of the individual terms and

reduce noise. Other terms that we originally tested, in the end, turned out

not to be descriptive of the concept of aesthetic pleasure and were removed.

Apart from “nice,” all other terms came from what we had labeled the
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“emotion” category, despite the fact that there was a larger number of terms

we tested in the “aesthetic” category. Clear outliers in our term exploration

were “provoking” and “cluttered,” but the terms “color-harmonious, profes-

sional, artistic, creative, and organized” also generally had low factor loadings

for all images. In retrospect, this makes sense asmany of these terms require

viewers to assess the visual representation according to something else that

may or may not be known. To assess whether a visual representation looks

professional or artistic, e.g., one needs to know what an amateur version of

it would look like. Such comparisons are not needed for terms like “pleasing”

or “enjoyable,” which can be answered through purely personal experience.

The terms in our scale relate to other scales of aesthetic pleasure, but have

small differences. The Aesthetic Pleasure in Design scale [18], for instance,

also contains the terms “pleasing to see, like to look at, and nice to see” in

addition to “beautiful”, and “attractive.” And Lavie and Tactinsky’s scale for

websites [102] includes “pleasant design” under the factor classic aesthetics.

Our items are specific to visualization in that they avoid terms that require a

cognitive assessment of the visual representation and how understandable

the data was. We purposefully avoided, for example, terms such as “clear”

that are included in Lavie and Tactinsky’s scale. In addition, we avoided terms

thatmay be important for aesthetic product ratings but less important for the

aesthetic pleasure of visual representations. “Innovative,” for example, may

be important for products and is a term in the AttrakDiff scale [79], but it is

difficult to judge in a visualization context where participants would need to

know a “standard” visual representation to rate the innovation of a new one.

We debated for a long time but finally eliminated terms that were not

clearly positive or negative when applied to visual representations such as

“simple” or “complex.” These terms can certainly describe what a visual repre-

sentation looks like but would not be able to clearly measure aesthetic plea-

sure because there are certainly both beautiful and ugly “simple” data rep-

resentations. By avoiding terms that can describe aesthetic pleasure in two

different ways the combined result of all items in the scale is more compara-

ble.
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6 - Discussion and Conclusion

In this thesis, we explore how to use the visual variable pattern for data

visualization. Patterns have long been a powerful visual variable in data visu-

alization from the time before the affordable color printing. Today, patterns

remain valuable, particularly in contexts where devices have limited color dis-

play capabilities, such as e-ink displays or black-and-white printing. They are

also useful for improving accessibility for viewerswith color vision deficiencies

or visual impairments. Despite their potential, pattern visual variable remain

largely unexplored compared to other visual variables with respect to mod-

ern visualization use. This thesis addresses these issues by contributing to

understanding patterns as a visual variable through design and evaluation.

In this chapter, I summarize the work and contributions of my thesis to

both patterns and visualization evaluation. I also discuss my reflections on

related research topics and potential future work.

6.1 . Summary and contribution of my thesis

In this section, I summarize the key contributions of my thesis. Corre-

sponding to our four research questions, the contributions are threefold: the-

oretically, we contribute to the conceptualization of the visual variable pattern

and the development of a design space for pattern variations (RQ1 and RQ2);
empirically, we provide findings on the use of patterns for categorical data

visualization (RQ3); and, in terms of evaluation methodology, we present the

development and validation of a measurement instrument for assessing aes-

thetic pleasure of visualizations (RQ4).
RQ1: What is the visual variable “pattern”? To understand the use

of patterns in visualization, we first clarified the ambiguous terminology and

recommended the term pattern over texture for the visual variable featuring
repetitive elements in maps and charts. Texture has broader meanings and

varies in interpretation across visualization and related fields,making the term

patternmore suitable for describing this visual variable. Inspired by previous

research onpattern variations and inconsistencies in Bertin’s use of visual vari-

ables, we conceptualized pattern as a composite visual variable with graphical

primitives as sub-marks.

RQ2: What pattern variations can we use for data encoding?
Based on the concept of pattern, we developed a design space system-

atically describing pattern variations for data encoding. The design space

includes three attribute sets: (1) spatial relationships between primitives, (2)

appearance relationships between primitives, and (3) individual appearance
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characteristics of primitives. In addition, we discussed encoding geographical

information into sub-marks and connect the concept of pattern to the map-

reading process.

RQ3: How canwe better use black-and-white patterns for categorical
visualization?

We then needed to knowhow to use the parameters in the design space to

produce good patterns for visualizations. We started our empirical study on

the use of black-and-white patterns for the visualization of categorical data.

We contributed the results of three experiments that elicited design strate-

gies as well as aesthetic and effectiveness measures. We specifically studied

how to use what we call geometric and iconic patterns. Geometric patterns

use patterns of repeated abstract geometric shapes, while iconic patterns use

repeated icons that may stand for data categories. We parameterized both

types of patterns and developed a tool for designers to create patterns on

simple charts by adjusting pattern parameters. 30 visualization experts used

our tool and designed 66 textured bar charts, pie charts, and maps. We then

had 150 participants rate these designs for aesthetics. Finally, with the top-

rated geometric and iconic patterns, our perceptual assessment experiment

with 150 participants revealed that charts filled with patterns perform about

equally well as unicolor charts, and that there are some differences depend-

ing on the type of chart.

RQ4: How can we compare the aesthetic pleasure of visual data rep-
resentations?

To compare the aesthetic pleasure of different pattern designs, we devel-

oped and validated a rating scale to assess the aesthetic pleasure (or beauty)
of a visual data representation: the BeauVis scale. With our work we offer

researchers and practitioners a simple instrument to compare the visual ap-

pearance of different visualizations, regardless of the data or context of use.

Our rating scale can, for example, be used to accompany results from con-

trolled experiments or be used as informative data points during in-depth

qualitative studies. Given the lack of an aesthetic pleasure scale dedicated to

visualizations, researchers have mostly chosen their own terms to study or

compare the aesthetic pleasure of visualizations. Yet, many terms are pos-

sible, and no clear guidance exists on their effectiveness regarding the judg-

ment of aesthetic pleasure. To solve this problem, we engaged in amulti-step

research process to develop the first validated rating scale specifically for judg-

ing the aesthetic pleasure of a visualization. Our final BeauVis scale consists

of five items, “enjoyable,” “likable,” “pleasing,” “nice,” and “appealing.” Beyond

this scale itself, we also present themethodology of scale development to the

visualization community, providing future researchers with a framework they

can adopt.

In summary, we first defined the visual variable pattern and described the
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attributes of patterns, then collected effective pattern designs and evaluated

them for aesthetics and effectiveness. Finally, we presented the development

and validation process of the measurement tool for the aesthetics of visual-

ization.

6.2 . Using pattern in visualization

This thesis establishes a theoretical foundation and provides some empir-

ical results to tackle the issues related to the use of patterns in data visualiza-

tion. Pattern, as a visual variable, has significant potential for encoding data.

However, it is currently not commonly used and has not been fully explored.

To unlock the full potential of patterns and enable their easy and appropriate

application in visualization, it is essential to provide users with design guide-

lines and user-friendly tools for implementing patterns. Despite the progress

made in this thesis, there is still morework to be done. In this section, I discuss

the future work necessary to address these challenges, as well as a specific

scenario that merits investigation: the use of patterns in data physicalization.

6.2.1 . Implementation of patterns
Current visualization tools and graphical drawing libraries offer limited

support for patterns. Most tools provide only a few options to vary patterns,

so users cannot fully use all pattern attributes. Achieving complex patterns

often requires programming skills, making their implementation challenging,

especially for designers with limited technical backgrounds.

For example, one of the most popular visualization tools, Tableau, does

not officially support pattern fills so far. Although there have been requests

for this feature in the forums since ten years ago1 , this feature has not yet

been integrated. Users can use workarounds 2 , but these operations are

far more complicated than using other visual variables such as color, size, or

shape. Some graphical drawing libraries offer pattern fills, but users can only

select from default patterns or create repetitive tiling of shapes on a grid. Ex-

amples include Matplotlib [86] and Plotly [133] for Python, and ggpattern [68]

for R.

If we want to create patterns in charts, one of the most flexible options is

using the SVG <pattern> element, which offers a high degree of customiza-

1For example, two posts in the Tableau Community Forums about this issue:

Pattern fill (community.tableau.com/s/question/0D54T00000C5nGlSAJ/pattern
-fill), Fill Patterns (Dots and Stripes) (community.tableau.com/s/question/
0D54T00000C5nGlSAJ/pattern-fill).

2For example, A. McCann shares two tutorials in 2018: Multiple pattern fill

bar charts. (duelingdata.blogspot.com/2018/06/multiple-pattern-fill-bar
-charts.html), Pattern fill bar chart in tableau. duelingdata.blogspot.com/2018/
06/pattern-fill-bar-chart-in-tableau.html
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tion. However, it is described as “arguably one of themore confusing fill types

to use in SVG” [56]. It is based on, and thus confined to, the repetitive tiling

of shapes in vertical and horizontal directions. Therefore, even creating the

most commonly seen diagonal line pattern does not follow the native logic

of SVG <pattern> and can confuse people3. There exists a library, Texture.js
[145], that aims tomake SVG <pattern> easier to use, but it still requires exten-
sive manual coding and does not fully break the constraint of repetitive tiling

shapes. In addition, its options are limited. For example, although it supports

line patterns, the lines cannot fully rotate 180 degrees and have only several

predefined rotation options, such as 3/8.

To facilitate better pattern design, wedeveloped a technology probe4 based

on d3.js and SVG <pattern> (as described in Section 4.2). This tool allows

users to adjust most pattern attributes using sliders. It offers greater free-

dom and ease of use compared to existing libraries and tools. However, it has

some limitations: since we developed this tool earlier than we proposed our

pattern design space, the tool does not cover all possible pattern variations.

In addition, the tool is currently a web design interface with limited usage sce-

narios. Extending it into a JavaScript library would allow more people to use

patterns in their chart or map designs. It could even be integrated into tools

like Tableau for easy pattern application. Developing a more comprehensive

and flexible pattern library for visualization based on our design space is a

promising direction for future work.

6.2.2 . Empirical studies on patterns
Establishing general design guidelines for patterns would be extremely

useful but will require more empirical studies in the community. One impor-

tant and fundamental direction is pattern discrimination. For using patterns

to encode categorical data, it would be interesting to study how many differ-

ent categories patterns can support. It is challenge because this relies a lot on

pattern design. In addition, we can use patternswith color to enhance discrim-

ination and representmore categories that people can perceive. For example,

Chan et al. [45] employed this approach to create sufficient variations for dif-

ferentiation in their design, as shown in Figure 6.1. They also emphasized that

further empirical studies are necessary to thoroughly understand the percep-

tual scalability of using color and patterns together and to develop an opti-

mized pattern design. For using patterns to encode ordered data, it is neces-

sary to define the range and steps of each pattern attribute that people can

3For example, a question on Stack Overflow about this issue: Simple fill pattern

in SVG: diagonal hatching (stackoverflow.com/questions/13069446/simple-fill-
pattern-in-svg-diagonal-hatching)

4The implementation details can be found in this GitHub repository: github.com/

tingying-he/design-characterization-for-black-and-white-textures-in-visualization/

tree/main/texture-design-interface
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Figure 6.1: An example of using color and patterns together by Chan et

al. [45]. © IEEE; used with permission.

perceive by measuring Just Noticeable Difference (JND). These empirical re-

sults on pattern discrimination can also improve design tool development. An

automated tool that warns users when their visualization design is incompat-

ible with their data—especially when patterns are indistinguishable—would

be particularly beneficial.

Different context

Our experiments also suggest that the effect of patterns is influenced by the

context in which they are used, indicating several directions for future re-

search. The use of patterns seems to depend, to a large degree, on the type of

representation to which they are applied, as noted by some of our participat-

ing experts. Bertin, for instance, provided numerous patterns examples for

maps, but maps with textures were less successful in our experiment in Sec-

tion 4.3, receiving below-average BeauVis ratings. Consequently, exploring

dedicated patterns for different chart types, particularly maps, is a promising

direction for future research. In addition, we only tested the effect of patterns

in a simple chart reading task of comparing two values. The effect of patterns

on a broader range of tasks, including those involving long-term memory or

multiple-category differentiation, should be analyzed.

Visual style

The visual style of patterns may also affect their use in data mapping and is

worth investigating. When patterns are used in old news graphics [29, 30],

they often feature beautifully hand-crafted representations. Recreating this

aesthetic is still a benefit of using black-and-white patterns today. This style
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may alleviate the vibratory effect to some extent because it avoids strict du-

plication of elements, thereby improving aesthetics and chart reading effec-

tiveness. Previous work [5] also hypothesizes that a hand-drawn style can be

more engaging than a neutral style, as it indicates to viewers that the visu-

alization author has invested considerable time and effort in contemplating

and creating it. Consequently, a viewer may be more inclined to spend ample

time investigating the details and appreciating both the artistry and the data.

In future work, we should conduct experiments to investigate the effects of

hand-crafted patterns on viewer engagement, comprehension, and aesthetic

appreciation.

Semantic association

In Chapter 4, we invited designers to create black-and-white pattern sets for

categorical visualization, focusing on two types: geometric patterns ,

based on simple lines or dots, and iconic patterns , which use figura-

tive icons (like a banana icon for bananas). Although iconic patterns are clearly

semantically resonant, we found they did not enhance chart reading speed

as anticipated. On the other hand, geometric patterns showed promise, as

they improved the reading speed in pie charts. An interesting observation, as

we discussed in Section 4.2.3, is that five designers followed specific strate-

gies in creating patterns with semantic associations. Notably, four of them

attempted to establish a semantic associationwith the abstract geometric pat-

terns. Figure 6.2 shows a very good example. When discussing their design

strategies, the designer mentioned:

“I also wanted to elicit visual associations with the geometric texture where
possible: olives are small and circular, tomatoes are large and circular; black
olives are dark; ripe tomatoes are a deep red; carrots, celery, and stalks of corn
are elongated, so line textures seemed appropriate, though the line thickness and
foreground / background choice seemed less deliberate or coherent (some carrots
are larger than some celery stalks, and vice versa, while individual corn kernels
are quite small, hence the finer texture for corn); eggplants are neither round nor
long, but they are dark in color, so the rotated grid pattern with a dark background
seemed appropriate; lastly, mushrooms are small and white, but are not circular
or elongated, so once again a grid pattern with a white background seemed ap-
propriate, though one that is finer than the eggplant grid.”

We can notice that this designer made good use of rich pattern attributes

to connect the patterns to the corresponding concepts. This design got high-

est BeauVis score in our experiment, as show in Table 4.2. This insight promp-

ted a direction to explore further in general: How can semantic meaning ef-

fectively be embedded in abstract patterns, and can this approach improve

the aesthetics and the chart reading effectiveness?
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Figure 6.2: A bar chart design with gemeotric patterns (BG1) collected

in our Experiment 1.

6.2.3 . Data physicalization with patterns
Black-and-white patterns are very suitable as visual variables for encoding

data in data physicalization. The monochromatic nature of these patterns of-

ten simplifies the process of physical production. In this section, we primarily

discuss two potential future research directions for data physicalization with

patterns: personal visualization through data embroidery and accessible visu-

alization with tactile patterns.

The content in Section 6.2.3 is based on my original workshop paper

published in the proceedings of the alt.VIS Workshop at IEEE VIS 2023

[81]. The work was led by myself in collaboration with Petra Isenberg

and Tobias Isenberg.

Personal visualization through data embroidery

A promising yet so far unexplored avenue within data embroidery involves

the use of black-and-white patterns. Data embroidery [167] is an innovative

technique for data physicalization [91]. Machine embroidery as a computer-

numerically controlled (CNC) technology makes it possible to produce com-

plex data embroideries (relatively) quickly and integrate them into fabric-based
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personal belongings [167]. Data embroidery of personal data has potential be-

cause a less conventional approach to visualization may stimulate people to

explore their own data more intensively [166]. It can also serve as an ambient

visualization within a home setting, thereby initiating dialogues with curious

visitors [134]. Data embroidery can, like in our case, be accessible to a broad

set of the population through local Fablabs.

Owing to their monochromatic characteristics, black-and-white patterns

promise to be easy to employ in machine embroidery. Their inherent sim-

plicity facilitates the conversion of images to embroidery files, overcoming

challenges associatedwith the lower color resolution of embroiderymachines

compared to color screens. Moreover, they eliminate the need for multiple

color changes during the embroidery process, enhancing efficiency.

We preliminary explored data embroidery using black-and-white patterns.

Our experiments involved different textured visualizations designed by ex-

perts. We detail our workflow and evaluate the performance and suitability of

various patterns (see Figure 6.3). In addition, we conducted a survey on veg-

etable preferences within a family and created a canvas bag as a case study

(see Figure 6.4). This bag featured the embroidered family data to demon-

strate how embroidered data can be applied in practice. By integrating family

data into an everyday item used for grocery shopping, data embroidery can

act as a daily reminder of the family’s preferences.

Our study represents the first step in exploring this technique and we pro-

vide our experiences for future embroidery work. Such future work could

focus more systematically on evaluating the impact of data embroidery with

black-and-white patterns in terms of both efficiency and aesthetics [80].

Accessible visualization with tactile patterns

Pattern itself is closely linked to the accessibility of charts. To ensure that indi-

viduals with color vision deficiencies can read charts, accessibility guidelines

often recommend using patterns alongside colors to encode data. Beyond

this benefit, black-and-white patterns also offer a unique and promising av-

enue for accessible visualization due to their ease of physical reproduction.

We can create tactile through various methods such as 3D printing, laser en-

graving, vinyl cutting, or embossing.

Leveraging the pattern designs collected from previous work, we experi-

mented with 3D printing of textured visualizations and produced two charts;

one with geometric patterns and another with iconic patterns (see Figure 6.5).

Compared to embroidery, setting up a 3D printer is simpler and less prone

to errors. The process follows basic 3D printing steps: converting the image

file (PNG or SVG) to STL using stand-alone or online converters, slicing the STL
model to GCODE using a slicer, and, ultimately, importing the GCODE to the 3D
printer for printing. The printing process was error-free—textured pieces are
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(a)

(b)

Figure 6.3: Two embroidered charts showing the performance of differ-

ent patterns inmachine embroidery: (a) for geometric patterns, and (b)

for iconic patterns.
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(a) (b) (c) (d)

Figure 6.4: (a): An embroidered chart with black-and-white patterns

displaying the results of a survey within a family. (b): A canvas bag

featuring the embroidered chart on the left. (c) and (d): the bag being

used within the family.

Figure 6.5: Two 3D printed textured charts, one with geometric pat-

terns, and another with iconic patterns.

not different from any other 3D print.

For future investigations, we can explore the potential use of tactile charts

by visually impaired individuals. Due to their tactile nature, these charts could

serve as valuable tools for data representation for this population. However,

given the widespread availability of tools that assist visually impaired individ-

uals in reading electronic screens, touching physical charts may not be the

most efficient way for them to acquire information. Relevant research should

include collaboration with individuals with visual impairments and accessibil-

ity experts to understand how such patterns can be felt andwhether they help

people with visual impairments in certain scenarios. In addition, researchers

should test and evaluate tactile pattern visualizations in real-world contexts.

We can also identify more potential applications and contexts for using these
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PREVis 
Perceived Readability Evaluation in Visualization
Questionnaire items and implementation recommendations

 Understand subscale
 understand1  It is obvious for me how to read this visualization
 understand2  I can easily understand how the data is represented in this visualization
 understand3  I can easily understand this visualization

 Layout subscale
 layout1  I don’t find this visualization messy
 layout2  I don’t find this visualization crowded
 layout3  I don’t find distracting parts in this visualization

 DataFeat subscale
 dataFeat1  I find data features (for example, a minimum, or an 

outlier, or a trend) visible in this visualization
 dataFeat2  I can clearly see data features (for example, a minimum, 

or an outlier, or a trend) in this visualization

 DataRead subscale
 dataRead1  I can easily find specific elements in this visualization
 dataRead2  I can easily identify relevant information in this visualization
 dataRead3  I can easily retrieve information from this visualization

Figure 6.6: PREVis scale [36] with its 4 subscales and 11 items. cb

CC BY; used with permission.

tactile patterns, such as in educational materials or art.

6.3 . Development of measurement instruments for visualiza-
tion

From the pattern design strategies collected from experts in our exper-

iments, it is evident that the two most important quality metrics of visual-

izations for experts are aesthetic pleasure and readability. Therefore, as a

follow-up to the BeauVis scale, we also developed and validated another in-

strument for comparing the perceived readability of visualizations, called the

PREVis (Perceived Readability Evaluation for Visualizations) [36]. PREVis in-

strument consists of 11 items across 4 dimensions: understandability, layout

clarity, readability of data values, and readability of data patterns. Figure 6.6

shows the complete PREVis scale. The details of the development and vali-

dation process of the PREVis instrument can be found in our paper [36]. We

provide the questionnaire as a PDF file, along with its implementation guide-

lines, on osf.io/bdavt in the OSF repository of this project osf.io/9cg8j.
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The PREVis scale was introduced in our original article published in

IEEE Transactions on Visualization and Computer Graphics [36]. The

work was led by Anne-Flore Cabouat, in collaboration with myself, Pe-

tra Isenberg, and Tobias Isenberg.

There is currently a significant lack of rigorously validated scales targeted

specifically for visualization. Therefore, researchers in our community have to

often construct their own scales. South et al. [152] systematically reviewed the

use of Likert scales in 134 visualization papers published between 2009 and

2019. They found that most of the papers (123 papers, 92%) in this survey con-

structed their own custom Likert questionnaires rather than using validated

scales. Without validation, however, we cannot ensure the validity and reli-

ability of these custom scales. Therefore, in the future, we should develop

more targeted scales to measure the qualities needed in the field of visual-

ization. Our current work lays the methodological foundation for the future

development of such visualization-specific scales.

6.4 . Conclusion

In summary, this thesis contributes to the understanding of the visual vari-

able pattern from theoretical, empirical, and evaluative perspectives. Specif-

ically, we conceptualized pattern as a composite variable consisting of sub-

marks and developed a design space that outlines potential pattern variations

for data encoding. In addition, we presented initial empirical findings demon-

strating that patterns are a viable option for encoding categorical data based

on both aesthetic appeal and effectiveness. We also developed and validated

an instrument to measure the aesthetic pleasure of visualizations. Our work

highlights the potential of the visual variable pattern and establishes a theoret-
ical foundation for future exploration and application of patterns in visualiza-

tion. Furthermore, this thesis exemplifies the interdisciplinary nature of the

visualization domain: we used psychological methods to construct a design

space applicable to the field of computer science.
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A - Appendix for Chapter 4

In this appendix we provide additional tables, plots, and charts that show

data beyond the material that we could include in the Chapter 4 due to space

limitations or because it was not essential for explaining our approach.

Images/graphs/plots/tables/data license/copyright

We as authors state that all of our own figures, graphs, plots, and data

tables in this appendix (i.e., those for which we did not cite a specific copy-

right in the caption) are and remain under our own personal copyright, with

the permission to be used here. We also make them available under the

Creative Commons Attribution 4.0 International (cb CC BY 4.0) license and

share them at osf.io/n5zut.

A.1 . Original Analysis in Experiment 3

Initially, we included all 150 responses in the analysis of response time,

readability, and aesthetics, as pre-registered on the OSF platform. Later, in

addition to our pre-registered analysis plan, we examined the individual ac-

curacy rate per participant. We found 64 participants whose overall accuracy

rate was below 90%. We decided to adjust our approach by excluding these

low-accuracy participants to minimize the influence of chance performance

(i.e., random guessing), because these low-accuracy participants may have

largely guessed randomly. This is an additional exclusion criterion, in addition

to the exclusion criteria outlined in our pre-registration. We nowonly counted

the 86 participants who achieved a 90% overall accuracy threshold (45× bar,

41× pie). Note that there are two trials in our data where we recorded that

the participants gave the correct answers, but their recorded response times

were slightly above 5 seconds. The times for these two trials were 5.002 and

5.006 seconds, respectively, which should be timed out. We speculate that

this situation occurred because, due to network latency, the page did not redi-

rect in time, allowing the participants the opportunity to input their answers,

which were then recorded. Given that we know that these two trials are cor-

rect, and that the differences between their duration and the 5-second thresh-

old were minimal, we still counted them as correct trials when calculating the

accuracy rate.

In addition, we note that in our pre-registration we decided to remove “in-

complete responses” from our analysis in Experiment 3. With this wording

we intended to refer to those participants who did not complete our experi-

107

https://creativecommons.org/licenses/by/4.0/
https://osf.io/n5zut/


ment; i.e., those who quit the experiment midway and did not reach the last

page (and we indeed excluded those participants). Another interpretation of

our wording could have been to refer to participants with missing trials due

to the log file issue (we lost 12 trials out of 9,000 trials), which is what we did

not intend to mean. So ultimately we did not remove the 6 participants with

missing trials (4 missed 1 trial, 1 missed 2 trials, and 1 missed 6 trials), because

these comparatively few missing trials do not affect other trials.

Below we present Figure A.1–A.3, which show the results of our original

analysis (i.e., as pre-registered). We also discuss the difference observed in

the refined analysis as compared to the original analysis.

A.1.1 . Response time

We initially included all participants and counted both their correct and

incorrect trials. We removed the few timed-out trials (< 1.5%) as we could

not estimate whether a person was distracted or how much more time they

would have needed. Figure A.1 presents mean response times and pairwise

comparisons for all fill types in bar and pie charts from the original analysis

(as pre-registered). The pairwise differences indicate that, for bar charts, we

have evidence that iconic patterns have a longer response time than the other

two fill types. For pie charts, we have evidence that geometric patterns have

shorter response times than the other two fill types. No other combination of

fill types showed an evident difference. In addition, all these differences were

minimal, within a range of < 230ms.

Later, we improved our analysis approach, as previously mentioned. In

addition, for response time analysis specifically, we only counted the correct

trials. This exclusion is necessary due to the difficulty in interpreting the speed

of incorrect responses, and because averaging the response times of both

correct and incorrect trials does not logically make sense. So, in our adjusted

approach we now analyze the response times of correct trials from the 86

high-accuracy participants, excluding both incorrect and timed-out trials.

Figure 4.9 presents the mean response times and pairwise comparisons

for all fill types, as represented in both bar and pie charts, from our refined

analysis. A detailed explanation of these results can be found in Figure 4.4.6

in the main paper. In summary, the only change in our findings is the ob-

served evidence of longer response times for geometric patterns compared

to unicolor fill in bar charts, a difference that was not evident in our original

analysis. All other results remained consistent, and the outcomes for both

of our hypotheses were unaffected. The differences in response times across

the three fill types remainedminimal, within a range of< 255ms, thereby also

maintaining our overall conclusion.

A.1.2 . Readability
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Figure A.1: Results of our original analysis for response times (as pre-

registered). Response times in ms for (a) bar and (b) pie charts; (c), (d)

corresponding pairwise comparisons between the fill types. Error bars:

95% CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.

In Figure A.2 we present the mean readability scores, along with pairwise

comparisons, for all fill types in both bar and pie charts from the original anal-

ysis (as pre-registered). There is no change in the results between the original

(pre-registered) and the refined analysis.

A.1.3 . Aesthetics

Figure A.3 presents mean BeauVis scores and pairwise comparisons for all fill

types in bar and pie charts from the original analysis (as pre-registered). The

only difference in the results is that in the original analysis, from pairwise dif-

ferences (Figure A.3(c)), we see evidence suggesting that geometric patterns

are considered to be less aesthetically pleasing than unicolor fill for bar charts.

Pairwise differences of bar charts from the refined analysis (Figure 4.11(c)),

however, reveal no evidence of difference between geometric patterns and

unicolor fill with respect to whether they are considered to be aesthetically

pleasing or not. Because geometric patterns are still considered by partici-

pants to be less aesthetically pleasing than iconic patterns for bar charts, how-

ever, the refined analysis does not change our result of the related hypothesis

(H2), nor does it affect our overall conclusion.
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Figure A.2: Results of our original analysis for readability scores (as pre-

registered). Readability scores for (a) bar and (b) pie charts; (c), (d) cor-

responding pairwise comparisons between the fill types. Error bars:

95% CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.

A.2 . All Designs Generated by the Visualization Experts in Ex-
periment 1

In Figure A.4(a)–A.9(k) we show the 66 designs we collected from 30 visu-

alization designers in Experiment 1. The collection comprises 14 bar charts

(Figure A.4(a)–A.5(g)), 30 pie charts (Figure A.6(a)–A.7(o)), and 22 maps (Fig-

ure A.9(a)–A.9(k)).

We include all these images (here and also the images in the main pa-

per such as the teaser (??) and Tables 4.2–4.7) as pixel images on purpose

because the SVG vector version relies on tiled pattern samples, which—when

converted to PDF for the inclusion in the paper—lead to unfortunate errors in

the display in all PDF readers we tested. Likely this effect is due to numeric is-

sues that affect the exact positions where the pattern tilesmeet. Nonetheless,

you can find the original SVG images in our OSF repository at osf.io/n5zut
and you can look at them with a browser such as Chrome, Microsoft Edge, or

Firefox.
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Figure A.3: Results of our original analysis for BeauVis scores (as pre-

registered). BeauVis scores for (a) bar and (b) pie charts; (c), (d) corre-

sponding pairwise comparisons between the fill types. Error bars: 95%

CIs. Red bars: CIs for Bonferroni-corrected pairwise comparison.
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(a) BG1 (b) BG2 (c) BG3

(d) BG4 (e) BG5 (f) BG6

(g) BG7

Figure A.4: Geometric textured bar chart designs collected in our Ex-

periment 1.
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(a) BI1 (b) BI2 (c) BI3

(d) BI4 (e) BI5 (f) BI6

(g) BI7

Figure A.5: Iconic textured bar chart designs collected in our Experi-

ment 1.
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(a) PG1 (b) PG2 (c) PG3

(d) PG4 (e) PG5 (f) PG6

(g) PG7 (h) PG8 (i) PG9

(j) PG10 (k) PG11 (l) PG12

(m) PG13 (n) PG14 (o) PG15

Figure A.6: Geometric textured pie chart designs collected in our Exper-

iment 1.
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(a) PI1 (b) PI2 (c) PI3

(d) PI4 (e) PI5 (f) PI6

(g) PI7 (h) PI8 (i) PI9

(j) PI10 (k) PI11 (l) PI12

(m) PI13 (n) PI14 (o) PI15

Figure A.7: Iconic textured pie chart designs collected in our Experi-

ment 1.
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(a) MG1 (b) MG2 (c) MG3

(d) MG4 (e) MG5 (f) MG6

(g) MG7 (h) MG8 (i) MG9

(j) MG10 (k) MG11

Figure A.8: Geometric textured map designs collected in our Experi-

ment 1.
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(a) MI1 (b) MI2 (c) MI3

(d) MI4 (e) MI5 (f) MI6

(g) MI7 (h) MI8 (i) MI9

(j) MI10 (k) MI11

Figure A.9: Iconic textured map designs collected in our Experiment 1.
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B - Appendix for Chapter 5

In this appendix we provide additional tables, plots, and charts that show

data beyond the material that we could include in the Chapter 5 due to space

limitations or because it was not essential for explaining our approach.

Images/graphs/plots/tables/data license/copyright

We as authors state that all of our own figures, graphs, plots, and data

tables in this appendix are and remain under our own personal copyright,

with the permission to be used here. We also make them available under the

Creative Commons Attribution 4.0 International (cb CC BY 4.0) license and

share them at osf.io/fxs76.

B.1 . Term Development

Here we list the various states of term lists that we generated through-

out our scale development process. Table B.1 lists the terms we had initially

extracted from the visualization literature. Next, Table B.2 lists terms we gen-

erated from our literature review (visualization literature and 4 papers from

related fields about aesthetic pleasure scale). Table B.3 lists terms we gen-

erated from the experts’ suggestions, and Table B.4 lists terms we generated

from both literature review and the experts’ suggestions. Table B.5 lists terms

used as input for expert review. Finally, Table B.6 lists terms that we used as

input for our exploratory phase.

B.2 . Scree Plots

In Figure B.1–B.15 we show the scree plots for all 15 images, as a comple-

ment for Figure 5.2 in the paper, which only showed the scree plot for Image 1.

B.3 . Term Combination Comparisons

In Figure B.16–B.19 we show Cronbach’s alpha for additional combinations

of terms over all 15 test images, including for 2-item combinations. They serve

as a complement for Figure 5.4 in the paper, which only showed the data for

the top three combinations for 3-, 4-, and 5-item subsets.

B.4 . Term Correlation Matrices
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Table B.1: 41 terms generated from VIS Literature. Terms in italics are

repeated in different categories. The numbers in brackets denote how

frequently we observed each term.

aesthetic emotion cognitive data-aesthetic

aesthetic (20×) appealing (2×) clear (7×) expressive (4×)
appealing (2×) boring (3×) cluttered (5×) informative (4×)
attractive (4×) calm (1×) comprehensible (1×) suitable (1×)
beautiful (3×) cool (1×) confusing (3×)
calm (1×) engaging (4×) interpretable (6×) other
cluttered (5×) enjoyable (4×) intuitive (9×) conventional (2×)
conventional (2×) entertaining (2×) readable (7×) high-quality (1×)
drab (1×) exciting (2×) understandable (12×) innovative (2×)
elegant (2×) fun (1×)
expressive (4×) happy (1×)
high-quality (1×) hideous (1×)
innovative (2×) interesting (1×)
inviting (1×) likable (4×)
nice (1×) motivating (1×)
pretty (1×) pleasing (7×)
ugly (2×) satisfying (2×)
well-designed (5×) stimulating (1×)

In Figure B.20–B.34we provide an additional analysis by image that checks

for correlation between the final 31 terms of Table B.6, which we computed

with R’s cor() function based on the participants’ ratings per image from Sur-

vey 3.

B.5 . Term Subset Ratings

In Figure B.35–B.49 we show the comparison of ratings from subsets of

the rating items for all images, for 3, 4, 5, and for all 31 terms of Table B.6.

Essentially, these figures are a complement for Figure 5.5 in the paper which

only showed the data for Image 2 and Image 9.

B.6 . Factor Loading for One Factor

Tables B.7–B.21 show the factor loading for the final 31 terms of Table B.6,

for each visualization, using an EFA using one factor. In the tables, PA1 is the

factor loading, h2 is the communality, u2 is the uniqueness, and com is the

complexity of the factor loadings. Osborne et al. [131] suggest that items with

communalities>0.4 are acceptable, while Child [50] suggests that items with

communalities <0.2 should be removed.
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Figure B.1: Scree plot for Image 1, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.2: Scree plot for Image 2, eigen values of principal factors on

the y-axis over factor number on the x-axis.

B.7 . Factor Loading for Two Factors

Tables B.22–B.51 show the factor loading for the final 31 terms of Table B.6,

for each visualization, using an EFA using two factors with Varimax rotation or

Promax rotation. In the tables, PA1 is the factor loading on the first factor, PA2

is the factor loading on the second factor, the remaining values have the same

meaning as described in Section B.6.
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Figure B.3: Scree plot for Image 3, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Table B.2: 176 terms generated from literature review (visualization

literature and 4 papers from related fields about aesthetic pleasure

scale). Terms in italics are repeated in different categories. We do not

list frequencies here as the terms come from dissimilar sources.

aesthetic emotion cognitive data-aesthetic

a poor visual focus alienating a poor visual focus expressive
aesthetic appealing appropriate informative
appealing appreciating attention-catching suitable

artistic averageness categorizable

asymmetrical awe challenging

attractive boring clear other
balanced bring me closer to peo-

ple/separates me from

people

cluttered a printing effect

beautiful calm comprehensible admirable

bold comfortable conceptless alive

calm connective confusing amateurish

captivating cool cumbersome bad

cautious delightful easy to grasp botched

clean disgreeable elicits associations cheap

cluttered dynamic informative consistent

colorful elation inspiring convenient

complex emotive interpretable convenient

conservative energetic intuitive conventional
conventional engaging meaningful easy orientation

creative enjoyable memorable easy to navigate

crowded entertaining practical easy to use

discouraging exciting readable fit together

distinctive fascinating straightforward fluent to process

drab favorable structured good

elegant fun undemanding hectic

expressive gratifying understandable high-quality
familiar happy use of color is successful human

harmonious hideous innovative
has enough free space integrating it is possible to discover new

things even when looking at

the page for a longer time.

high-quality intense manageable

innovative interesting noisy

inventive intriguing one-sided

inviting intrusive pleasantly animated

lack imagination isolating premium

made with care likable professional

modern motivating restless

nice moved some elements seem out of

place

novel perfection sophisticated

old-fashioned pleasing static

orderly positive stucco

ordinary powerful technology

organized predictable the control instructions are

too static
original preferable the number of images is ade-

quate

overloaded relaxed the page contains too much

text
patchy satisfying too little happens on the

page

presentable stimulating unique

pretty sublime unruly

realistic appearance the page changes too little

due to user actions

uses special effects

rejecting thrills or chills varied

simple touched versatile

stylish warm feeling well-combined

symmetrical well-finished

tacky wretched

tasteful

thrown together

ugly

unimaginative

up-to-date

use of color is successful
vulgar

well-designed

well-proportioned
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Table B.3: 77 terms generated from the experts’ suggestions. Terms

in italics are repeated in different categories. The numbers in brackets

denote how frequently each term was mentioned by the experts.

aesthetic emotion cognitive data-aesthetic

aesthetic (15×) appealing (11×) attention-

catching (1×)
expressive (1×)

appealing (11×) comfortable (1×) challenging (1×)
artistic (5×) delightful (2×) clear (3×)
attractive (7×) desirable (1×) cluttered (1×) other
awesome (1×) disturbing (1×) compelling (2×) colorblind-safe

(1×)
balanced (4×) emotive (1×) contemplative

(1×)
consistent (1×)

beautiful (18×) engaging (5×) legible (1×) easy on eyes (1×)
captivating (1×) enjoyable (1×) meaningful (2×) fauvist (1×)
clean (4×) evocative (1×) memorable (2×) flowing (1×)
cluttered (1×) evoking feelings

(1×)
slick (1×) good (1×)

color-harmonious

(2×)
fun (1×) stimulating cre-

ativity (1×)
romantic (1×)

colorful (1×) interesting (2×) stimulating curios-

ity (1×)
shows complete

ignorance of

human visual

perception (1×)
contrast (1×) intriguing (1×) understandable

(1×)
sophisticated (1×)

crisp (1×) likeable (1×) unprofessional

(1×)
elegant (5×) motivating (1×)
expressive (1×) pleasing (16×)
eye-catching (2×) preferable (1×)
geometric (1×) provoking (5×)
harmonious (5×) satisfying (1×)
illuminating (1×) striking (1×)
just eye-candy

(1×)
looks great, but

does not enable to

get insight (1×)
lovely (2×)
nice (5×)
painterly (1×)
pretty (3×)
simple (2×)
streamlined (1×)
stunning (1×)
stylish (1×)
tasteful (2×)
thoughtful (1×)
ugly (2×)
unique (1×)
well-crafted (1×)
well-designed

(4×)
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Table B.4: 209 terms generated from both literature review and ex-

perts’ suggestion. Terms in italics are repeated in different categories.

aesthetic emotion cognitive data-aesthetic

a poor visual focus alienating a poor visual focus expressive
aesthetic appealing appropriate informative
appealing appreciating attention-catching suitable

artistic averageness categorizable

asymmetrical awe challenging

attractive boring clear other
awesome bring me closer to peo-

ple/separates me from

people

cluttered a printing effect

balanced calm compelling admirable

beautiful comfortable comprehensible alive

bold connective conceptless amateurish

calm cool confusing bad

captivating delightful contemplative botched

cautious desirable cumbersome cheap

clean disgreeable easy to grasp colorblind-safe

cluttered disturbing elicits associations consistent

color-harmonious dynamic informative convenient

colorful elation inspiring convenient

complex emotive interpretable conventional
conservative energetic intuitive easy on eyes

contrastful engaging meaningful easy orientation

conventional enjoyable memorable easy to navigate

creative entertaining practical easy to use

crisp evocative readable fauvist

crowded evoking feelings slick fit together

discouraging exciting stimulating creativity flowing

distinctive fascinating stimulating curiosity fluent to process

drab favorable straightforward good

elegant fun structured hectic

expressive gratifying undemanding high-quality
eye-catching happy understandable human

familiar hideous use of color is successful innovative
geometric integrating it is possible to discover new

things even when looking at

the page for a longer time.

harmonious intense manageable

has enough free space interesting noisy

high-quality intriguing one-sided

illuminating intrusive pleasantly animated

innovative isolating premium

inventive likable professional

inviting motivating restless

just eye-candy moved romantic

lack imagination perfection shows complete ignorance of

human visual perception

looks great, but does not en-

able to get insight

pleasing some elements seem out of

place

lovely positive sophisticated

made with care powerful static

modern predictable stucco

nice preferable technology

novel provoking the control instructions are

too static
old-fashioned relaxed the number of images is ade-

quate

orderly satisfying the page contains too much

text
ordinary stimulating too little happens on the

page

organized striking unique

original sublime unruly

overloaded the page changes too little

due to user actions

uses special effects

painterly thrills or chills varied

patchy touched versatile

presentable warm feeling well-combined

pretty well-finished

realistic appearance wretched

rejecting

simple

streamlined

stunning

stylish

symmetrical

tacky

tasteful

thoughtful

thrown together

ugly

unimaginative

unique

up-to-date

use of color is successful
vulgar

well-crafted

well-designed

well-proportioned
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Table B.5: 37 terms used as input for expert review. Terms in italics are

repeated in different categories.

aesthetic emotion cognitive data-aesthetic

aesthetic appealing cluttered /

appealing boring

artistic delightful

attractive engaging other
balanced enjoyable good

beautiful entertaining professional

clean exciting sophisticated

cluttered fascinating

color-harmonious interesting

creative likable

elegant motivating

harmonious pleasing

inviting provoking

lovely satisfying

modern

nice

organized

overloaded

pretty

tasteful

well-designed

Table B.6: 31 terms used as input for our exploratory phase. Terms in

italics are repeated in different categories.

aesthetic emotion cognitive other

appealing appealing cluttered professional

artistic delightful sophisticated

attractive engaging

balanced enjoyable

beautiful exciting

clean fascinating

cluttered interesting

color-harmonious likable

creative motivating

elegant pleasing

harmonious provoking

inviting satisfying

lovely

nice

organized

pretty

tasteful

well-designed
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Figure B.4: Scree plot for Image 4, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.5: Scree plot for Image 5, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.6: Scree plot for Image 6, eigen values of principal factors on

the y-axis over factor number on the x-axis.

127



0 5 10 15 20 25 30

0
5

1
0

1
5

Scree plots with parallel analysis

Factor Number

e
ig

e
n

 v
a

lu
e

s
 o

f 
p

ri
n

c
ip

a
l f

a
c
to

rs

FA  Actual Data
 FA  Simulated Data

Figure B.7: Scree plot for Image 7, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.8: Scree plot for Image 8, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.9: Scree plot for Image 9, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.10: Scree plot for Image 10, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.11: Scree plot for Image 11, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.12: Scree plot for Image 12, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.13: Scree plot for Image 13, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.14: Scree plot for Image 14, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Figure B.15: Scree plot for Image 15, eigen values of principal factors on

the y-axis over factor number on the x-axis.
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Terms 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Grand ..

enjoyable-likable

beautiful-pretty

likable-nice

likable-pleasing

enjoyable-pleasing

appealing-likable

appealing-pleasing

nice-pleasing

enjoyable-nice

appealing-enjoyable 0.86

0.86

0.86

0.86

0.86

0.87

0.87

0.87

0.87

0.88

0.88

0.91

0.88

0.90

0.88

0.91

0.87

0.90

0.91

0.91

0.87

0.85

0.85

0.85

0.87

0.87

0.88

0.89

0.91

0.90

0.88

0.87

0.86

0.90

0.87

0.87

0.87

0.90

0.90

0.86

0.88

0.87

0.87

0.88

0.88

0.89

0.89

0.89

0.90

0.91

0.84

0.85

0.85

0.88

0.82

0.85

0.89

0.88

0.87

0.87

0.88

0.85

0.85

0.89

0.87

0.89

0.89

0.86

0.86

0.89

0.85

0.82

0.80

0.79

0.84

0.81

0.81

0.81

0.85

0.86

0.90

0.88

0.88

0.85

0.87

0.89

0.87

0.88

0.84

0.90

0.89

0.91

0.89

0.89

0.90

0.90

0.92

0.90

0.90

0.90

0.83

0.86

0.88

0.87

0.84

0.86

0.86

0.85

0.87

0.83
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0.87
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2-item scale
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Avg. Alpha

Max. Alpha
0.7907
0.8200
0.8400
0.8600
0.8800
0.9180

Sum of Alpha broken down by Image vs. Terms.  Color shows average of Alpha.  Size shows maximum of Alpha.  The marks are labeled by sum of Alpha. The view is filtered on Terms, which has multiple members selected.

Figure B.16: Cronbach’s alpha broken down by image vs. term combi-

nations for the most reliable 2-item subsets of the remaining 12 terms.

The diverging red-blue color scale is centered at alpha=0.9.

Terms 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Grand ..

enjoyable-likable-pleasing

enjoyable-likable-nice

likable-nice-pleasing

appealing-enjoyable-likable

appealing-likable-pleasing

attractive-enjoyable-likable

enjoyable-nice-pleasing

appealing-enjoyable-pleasing

appealing-likable-nice

appealing-attractive-enjoyable 0.90

0.90

0.90

0.90

0.90

0.90

0.91

0.91

0.91

0.91

0.92

0.93

0.93

0.93

0.92

0.92

0.92

0.92

0.93

0.93

0.90

0.91

0.90

0.90

0.92
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0.92

0.91

0.92

0.92

0.91

0.92
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0.91

0.90

0.92

0.91
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0.91

0.92
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3-item scale
Avg. Alpha

0.84859
0.86000
0.88000
0.90000
0.92000
0.93659

0.70001.0000

Avg. Alpha

Sum of Alpha broken down by Image vs. Terms.  Color shows average of Alpha.  Size shows average of Alpha.  The marks are labeled by sum of Alpha. The view is filtered on Terms, which has multiple members selected.

Figure B.17: Cronbach’s alpha broken down by image vs. term combi-

nations for the most reliable 3-item subsets of the remaining 12 terms.

The diverging red-blue color scale is centered at alpha=0.9.
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Terms 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Grand ..

enjoyable-likable-nice-pleasing

appealing-enjoyable-likable-pleasi..

appealing-enjoyable-likable-nice

appealing-likable-nice-pleasing

appealing-attractive-enjoyable-lika..

attractive-enjoyable-likable-pleasi..

attractive-enjoyable-likable-nice

appealing-enjoyable-nice-pleasing

delightful-enjoyable-likable-pleasi..

enjoyable-likable-pleasing-satisfyi.. 0.92

0.92

0.92

0.92

0.93

0.93

0.93

0.93
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0.94

0.94

0.95
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0.93
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0.92

0.90

0.91
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0.90
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0.91

0.91

0.91

0.87

0.86

0.90
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0.88

0.89

0.90

0.90

0.89

0.90

0.93

0.93

0.93

0.94

0.93

0.93

0.94

0.94

0.94

0.94

4-item scale
Avg. Alpha

0.85841
0.88000
0.90000
0.92000
0.94000
0.95258

0.70001.0000

Avg. Alpha

Sum of Alpha broken down by Image vs. Terms.  Color shows average of Alpha.  Size shows average of Alpha.  The marks are labeled by sum of Alpha. The view is filtered on Terms, which keeps 10 of 495 members.

Figure B.18: Cronbach’s alpha broken down by image vs. term combi-

nations for the most reliable 4-item subsets of the remaining 12 terms.

The diverging red-blue color scale is centered at alpha=0.9.

Terms 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Grand ..

appealing-enjoyable-likable-nice-pleasing

appealing-attractive-enjoyable-likable-plea..

attractive-enjoyable-likable-nice-pleasing

appealing-attractive-enjoyable-likable-nice

enjoyable-likable-nice-pleasing-satisfying

delightful-enjoyable-likable-nice-pleasing

appealing-attractive-likable-nice-pleasing

appealing-delightful-enjoyable-likable-plea..

appealing-attractive-enjoyable-nice-pleasing

appealing-enjoyable-likable-pleasing-satisf.. 0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.95

0.95

0.95

0.95

0.96

0.95

0.95

0.95

0.95

0.96

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.95

0.95

0.95

0.94

0.95

0.94

0.94

0.95

0.95

0.95

0.95

0.94

0.95

0.95

0.95

0.95

0.95

0.95

0.94

0.93

0.94

0.94

0.94

0.94

0.93

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.95

0.94

0.92

0.92

0.92

0.92

0.91

0.92

0.93

0.92

0.92

0.92

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.95

0.96

0.96

0.96

0.96

0.96

0.96

0.96

0.96

0.96

0.96

0.93

0.94

0.93

0.94

0.93

0.93

0.93

0.94

0.93

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.94

0.93

0.94

0.93

0.94

0.94

0.93

0.93

0.94

0.94

0.92

0.92

0.92

0.92

0.92

0.92

0.92

0.92

0.92

0.92

0.90

0.91

0.89

0.91

0.89

0.90

0.91

0.91

0.91
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Figure B.19: Cronbach’s alpha broken down by image vs. term combi-

nations for the most reliable 5-item subsets of the remaining 12 terms.

The diverging red-blue color scale is centered at alpha=0.9.
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Figure B.20: Term correlation matrix for Image 1.
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Figure B.21: Correlation matrix for Image 2.
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Figure B.22: Correlation matrix for Image 3.
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Figure B.23: Correlation matrix for Image 4.
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Figure B.24: Correlation matrix for Image 5.
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Figure B.25: Correlation matrix for Image 6.
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Figure B.26: Correlation matrix for Image 7.
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Figure B.27: Correlation matrix for Image 8.
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Figure B.28: Correlation matrix for Image 9.
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Figure B.29: Correlation matrix for Image 10.
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Figure B.30: Correlation matrix for Image 11.
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Figure B.31: Correlation matrix for Image 12.
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Figure B.32: Correlation matrix for Image 13.
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Figure B.33: Correlation matrix for Image 14.
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Figure B.34: Correlation matrix for Image 15.
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Figure B.35: Comparison of ratings from subsets of the rating items for

Image 1.
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Figure B.36: Comparison of ratings from subsets of the rating items for

Image 2.
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Figure B.37: Comparison of ratings from subsets of the rating items for

Image 3.
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Figure B.38: Comparison of ratings from subsets of the rating items for

Image 4.
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Figure B.39: Comparison of ratings from subsets of the rating items for

Image 5.
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Figure B.40: Comparison of ratings from subsets of the rating items for

Image 6.
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Figure B.41: Comparison of ratings from subsets of the rating items for

Image 7.
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Figure B.42: Comparison of ratings from subsets of the rating items for

Image 8.
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Figure B.43: Comparison of ratings from subsets of the rating items for

Image 9.
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Figure B.44: Comparison of ratings from subsets of the rating items for

Image 10.
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Figure B.45: Comparison of ratings from subsets of the rating items for

Image 11.
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Figure B.46: Comparison of ratings from subsets of the rating items for

Image 12.
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Figure B.47: Comparison of ratings from subsets of the rating items for

Image 13.

3-Item

4-Item

5-Item

31-Item

1 2 3 4 5 6 7
Average Ratings

Image 14  Ratings Per Scale

Figure B.48: Comparison of ratings from subsets of the rating items for

Image 14.
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Figure B.49: Comparison of ratings from subsets of the rating items for

Image 15.
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Table B.7: Factor loading for 31 terms using an EFA for one factor for

Image 1.

PA1 h2 u2 com

vis01.appealing. 0.85 0.72 0.28 1

vis01.artistic. 0.52 0.27 0.73 1

vis01.attractive. 0.84 0.71 0.29 1

vis01.balanced. 0.69 0.48 0.52 1

vis01.beautiful. 0.84 0.71 0.29 1

vis01.clean. 0.73 0.53 0.47 1

vis01.cluttered. 0.30 0.09 0.91 1

vis01.colorHarmonious. 0.65 0.43 0.57 1

vis01.creative. 0.53 0.28 0.72 1

vis01.delightful. 0.86 0.73 0.27 1

vis01.elegant. 0.83 0.70 0.30 1

vis01.engaging. 0.79 0.62 0.38 1

vis01.enjoyable. 0.87 0.76 0.24 1

vis01.exciting. 0.79 0.63 0.38 1

vis01.fascinating. 0.68 0.46 0.54 1

vis01.harmonious. 0.79 0.62 0.38 1

vis01.interesting. 0.70 0.50 0.51 1

vis01.inviting. 0.83 0.69 0.31 1

vis01.likable. 0.91 0.82 0.18 1

vis01.lovely. 0.85 0.72 0.28 1

vis01.motivating. 0.74 0.55 0.45 1

vis01.nice. 0.90 0.82 0.18 1

vis01.organized. 0.59 0.35 0.65 1

vis01.pleasing. 0.85 0.72 0.28 1

vis01.pretty. 0.85 0.72 0.28 1

vis01.professional. 0.63 0.40 0.60 1

vis01.provoking. 0.17 0.03 0.97 1

vis01.satisfying. 0.77 0.60 0.40 1

vis01.sophisticated. 0.68 0.47 0.53 1

vis01.tasteful. 0.78 0.62 0.38 1

vis01.wellDesigned. 0.76 0.58 0.42 1

Table B.8: Factor loading for 31 terms using an EFA for one factor for

Image 2.

PA1 h2 u2 com

vis02.appealing. 0.80 0.64 0.36 1

vis02.artistic. 0.49 0.24 0.76 1

vis02.attractive. 0.78 0.60 0.40 1

vis02.balanced. 0.63 0.39 0.61 1

vis02.beautiful. 0.77 0.59 0.41 1

vis02.clean. 0.70 0.48 0.52 1

vis02.cluttered. -0.33 0.11 0.89 1

vis02.colorHarmonious. 0.59 0.35 0.65 1

vis02.creative. 0.49 0.24 0.76 1

vis02.delightful. 0.74 0.55 0.45 1

vis02.elegant. 0.76 0.57 0.43 1

vis02.engaging. 0.70 0.49 0.51 1

vis02.enjoyable. 0.78 0.61 0.39 1

vis02.exciting. 0.66 0.44 0.56 1

vis02.fascinating. 0.64 0.41 0.59 1

vis02.harmonious. 0.69 0.48 0.52 1

vis02.interesting. 0.70 0.49 0.51 1

vis02.inviting. 0.74 0.54 0.46 1

vis02.likable. 0.79 0.62 0.38 1

vis02.lovely. 0.75 0.56 0.44 1

vis02.motivating. 0.65 0.42 0.58 1

vis02.nice. 0.81 0.65 0.35 1

vis02.organized. 0.61 0.38 0.62 1

vis02.pleasing. 0.80 0.65 0.35 1

vis02.pretty. 0.76 0.57 0.43 1

vis02.professional. 0.67 0.45 0.55 1

vis02.provoking. 0.20 0.04 0.96 1

vis02.satisfying. 0.73 0.54 0.46 1

vis02.sophisticated. 0.63 0.39 0.61 1

vis02.tasteful. 0.64 0.41 0.59 1

vis02.wellDesigned. 0.71 0.50 0.50 1
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Table B.9: Factor loading for 31 terms using an EFA for one factor for

Image 3.

PA1 h2 u2 com

vis03.appealing. 0.80 0.64 0.36 1

vis03.artistic. 0.51 0.26 0.74 1

vis03.attractive. 0.81 0.66 0.34 1

vis03.balanced. 0.61 0.38 0.62 1

vis03.beautiful. 0.76 0.58 0.42 1

vis03.clean. 0.71 0.51 0.49 1

vis03.cluttered. 0.03 0.00 1.00 1

vis03.colorHarmonious. 0.63 0.40 0.60 1

vis03.creative. 0.55 0.31 0.69 1

vis03.delightful. 0.78 0.60 0.40 1

vis03.elegant. 0.71 0.50 0.50 1

vis03.engaging. 0.76 0.58 0.42 1

vis03.enjoyable. 0.83 0.70 0.30 1

vis03.exciting. 0.72 0.53 0.47 1

vis03.fascinating. 0.73 0.54 0.46 1

vis03.harmonious. 0.76 0.58 0.42 1

vis03.interesting. 0.71 0.50 0.50 1

vis03.inviting. 0.71 0.51 0.49 1

vis03.likable. 0.88 0.77 0.23 1

vis03.lovely. 0.78 0.60 0.40 1

vis03.motivating. 0.71 0.51 0.49 1

vis03.nice. 0.81 0.65 0.35 1

vis03.organized. 0.62 0.38 0.62 1

vis03.pleasing. 0.84 0.70 0.30 1

vis03.pretty. 0.77 0.60 0.40 1

vis03.professional. 0.52 0.27 0.73 1

vis03.provoking. 0.22 0.05 0.95 1

vis03.satisfying. 0.77 0.59 0.41 1

vis03.sophisticated. 0.62 0.39 0.61 1

vis03.tasteful. 0.68 0.47 0.53 1

vis03.wellDesigned. 0.67 0.45 0.55 1

Table B.10: Factor loading for 31 terms using an EFA for one factor for

Image 4.

PA1 h2 u2 com

vis04.appealing. 0.84 0.71 0.29 1

vis04.artistic. 0.59 0.35 0.65 1

vis04.attractive. 0.81 0.66 0.34 1

vis04.balanced. 0.73 0.54 0.46 1

vis04.beautiful. 0.79 0.63 0.37 1

vis04.clean. 0.64 0.41 0.59 1

vis04.cluttered. 0.15 0.02 0.98 1

vis04.colorHarmonious. 0.63 0.40 0.60 1

vis04.creative. 0.60 0.36 0.64 1

vis04.delightful. 0.85 0.72 0.28 1

vis04.elegant. 0.78 0.60 0.40 1

vis04.engaging. 0.74 0.55 0.45 1

vis04.enjoyable. 0.86 0.74 0.26 1

vis04.exciting. 0.76 0.58 0.42 1

vis04.fascinating. 0.77 0.59 0.41 1

vis04.harmonious. 0.75 0.56 0.44 1

vis04.interesting. 0.74 0.54 0.46 1

vis04.inviting. 0.73 0.54 0.47 1

vis04.likable. 0.87 0.75 0.25 1

vis04.lovely. 0.82 0.67 0.33 1

vis04.motivating. 0.77 0.59 0.41 1

vis04.nice. 0.82 0.68 0.32 1

vis04.organized. 0.74 0.54 0.46 1

vis04.pleasing. 0.88 0.77 0.23 1

vis04.pretty. 0.78 0.61 0.39 1

vis04.professional. 0.61 0.37 0.63 1

vis04.provoking. 0.28 0.08 0.92 1

vis04.satisfying. 0.83 0.70 0.30 1

vis04.sophisticated. 0.63 0.40 0.60 1

vis04.tasteful. 0.72 0.52 0.48 1

vis04.wellDesigned. 0.77 0.59 0.41 1
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Table B.11: Factor loading for 31 terms using an EFA for one factor for

Image 5.

PA1 h2 u2 com

vis05.appealing. 0.87 0.75 0.25 1

vis05.artistic. 0.66 0.43 0.57 1

vis05.attractive. 0.86 0.74 0.26 1

vis05.balanced. 0.71 0.51 0.49 1

vis05.beautiful. 0.84 0.70 0.30 1

vis05.clean. 0.70 0.49 0.51 1

vis05.cluttered. 0.39 0.15 0.85 1

vis05.colorHarmonious. 0.64 0.41 0.59 1

vis05.creative. 0.67 0.45 0.55 1

vis05.delightful. 0.83 0.69 0.31 1

vis05.elegant. 0.74 0.54 0.46 1

vis05.engaging. 0.78 0.61 0.39 1

vis05.enjoyable. 0.86 0.75 0.25 1

vis05.exciting. 0.81 0.66 0.34 1

vis05.fascinating. 0.70 0.49 0.51 1

vis05.harmonious. 0.82 0.68 0.33 1

vis05.interesting. 0.76 0.58 0.42 1

vis05.inviting. 0.82 0.68 0.32 1

vis05.likable. 0.86 0.75 0.25 1

vis05.lovely. 0.80 0.64 0.36 1

vis05.motivating. 0.83 0.69 0.31 1

vis05.nice. 0.87 0.77 0.23 1

vis05.organized. 0.67 0.45 0.55 1

vis05.pleasing. 0.89 0.79 0.21 1

vis05.pretty. 0.81 0.65 0.35 1

vis05.professional. 0.62 0.38 0.62 1

vis05.provoking. 0.28 0.08 0.92 1

vis05.satisfying. 0.85 0.73 0.28 1

vis05.sophisticated. 0.61 0.37 0.63 1

vis05.tasteful. 0.77 0.59 0.41 1

vis05.wellDesigned. 0.81 0.66 0.34 1

Table B.12: Factor loading for 31 terms using an EFA for one factor for

Image 6.

PA1 h2 u2 com

vis06.appealing. 0.83 0.69 0.31 1

vis06.artistic. 0.63 0.40 0.61 1

vis06.attractive. 0.87 0.76 0.24 1

vis06.balanced. 0.69 0.48 0.52 1

vis06.beautiful. 0.78 0.60 0.40 1

vis06.clean. 0.60 0.36 0.64 1

vis06.cluttered. 0.18 0.03 0.97 1

vis06.colorHarmonious. 0.63 0.40 0.60 1

vis06.creative. 0.62 0.39 0.61 1

vis06.delightful. 0.81 0.66 0.34 1

vis06.elegant. 0.68 0.46 0.54 1

vis06.engaging. 0.78 0.60 0.40 1

vis06.enjoyable. 0.84 0.70 0.30 1

vis06.exciting. 0.76 0.57 0.43 1

vis06.fascinating. 0.72 0.52 0.48 1

vis06.harmonious. 0.74 0.55 0.45 1

vis06.interesting. 0.71 0.51 0.49 1

vis06.inviting. 0.80 0.64 0.36 1

vis06.likable. 0.84 0.71 0.29 1

vis06.lovely. 0.77 0.59 0.41 1

vis06.motivating. 0.78 0.61 0.39 1

vis06.nice. 0.83 0.69 0.31 1

vis06.organized. 0.59 0.35 0.65 1

vis06.pleasing. 0.87 0.76 0.24 1

vis06.pretty. 0.81 0.66 0.34 1

vis06.professional. 0.53 0.28 0.72 1

vis06.provoking. 0.33 0.11 0.89 1

vis06.satisfying. 0.80 0.65 0.35 1

vis06.sophisticated. 0.62 0.39 0.61 1

vis06.tasteful. 0.78 0.61 0.39 1

vis06.wellDesigned. 0.73 0.53 0.47 1
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Table B.13: Factor loading for 31 terms using an EFA for one factor for

Image 7.

PA1 h2 u2 com

vis07.appealing. 0.88 0.77 0.23 1

vis07.artistic. 0.69 0.47 0.53 1

vis07.attractive. 0.89 0.80 0.20 1

vis07.balanced. 0.59 0.34 0.66 1

vis07.beautiful. 0.87 0.76 0.24 1

vis07.clean. 0.66 0.43 0.57 1

vis07.cluttered. 0.27 0.07 0.93 1

vis07.colorHarmonious. 0.48 0.23 0.77 1

vis07.creative. 0.66 0.43 0.57 1

vis07.delightful. 0.89 0.79 0.21 1

vis07.elegant. 0.83 0.69 0.31 1

vis07.engaging. 0.82 0.67 0.33 1

vis07.enjoyable. 0.88 0.78 0.22 1

vis07.exciting. 0.81 0.66 0.34 1

vis07.fascinating. 0.80 0.65 0.35 1

vis07.harmonious. 0.74 0.55 0.45 1

vis07.interesting. 0.73 0.53 0.47 1

vis07.inviting. 0.84 0.70 0.30 1

vis07.likable. 0.90 0.81 0.19 1

vis07.lovely. 0.83 0.69 0.31 1

vis07.motivating. 0.84 0.71 0.29 1

vis07.nice. 0.87 0.76 0.24 1

vis07.organized. 0.55 0.30 0.70 1

vis07.pleasing. 0.90 0.80 0.20 1

vis07.pretty. 0.88 0.77 0.23 1

vis07.professional. 0.60 0.36 0.64 1

vis07.provoking. 0.19 0.04 0.96 1

vis07.satisfying. 0.90 0.81 0.19 1

vis07.sophisticated. 0.73 0.53 0.47 1

vis07.tasteful. 0.80 0.64 0.36 1

vis07.wellDesigned. 0.69 0.47 0.53 1

Table B.14: Factor loading for 31 terms using an EFA for one factor for

Image 8.

PA1 h2 u2 com

vis08.appealing. 0.85 0.72 0.28 1

vis08.artistic. 0.61 0.37 0.63 1

vis08.attractive. 0.84 0.70 0.30 1

vis08.balanced. 0.70 0.49 0.51 1

vis08.beautiful. 0.81 0.65 0.35 1

vis08.clean. 0.70 0.48 0.52 1

vis08.cluttered. 0.34 0.11 0.89 1

vis08.colorHarmonious. 0.55 0.30 0.70 1

vis08.creative. 0.70 0.48 0.52 1

vis08.delightful. 0.82 0.67 0.33 1

vis08.elegant. 0.69 0.47 0.53 1

vis08.engaging. 0.83 0.69 0.31 1

vis08.enjoyable. 0.87 0.76 0.24 1

vis08.exciting. 0.77 0.59 0.41 1

vis08.fascinating. 0.71 0.50 0.50 1

vis08.harmonious. 0.74 0.55 0.45 1

vis08.interesting. 0.74 0.55 0.45 1

vis08.inviting. 0.85 0.72 0.28 1

vis08.likable. 0.88 0.77 0.23 1

vis08.lovely. 0.81 0.66 0.34 1

vis08.motivating. 0.75 0.56 0.44 1

vis08.nice. 0.87 0.76 0.24 1

vis08.organized. 0.60 0.36 0.64 1

vis08.pleasing. 0.84 0.71 0.29 1

vis08.pretty. 0.79 0.63 0.37 1

vis08.professional. 0.46 0.21 0.79 1

vis08.provoking. 0.37 0.14 0.86 1

vis08.satisfying. 0.80 0.65 0.35 1

vis08.sophisticated. 0.65 0.43 0.57 1

vis08.tasteful. 0.81 0.65 0.35 1

vis08.wellDesigned. 0.71 0.50 0.50 1
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Table B.15: Factor loading for 31 terms using an EFA for one factor for

Image 9.

PA1 h2 u2 com

vis09.appealing. 0.85 0.72 0.28 1

vis09.artistic. 0.56 0.32 0.68 1

vis09.attractive. 0.84 0.71 0.29 1

vis09.balanced. 0.65 0.42 0.58 1

vis09.beautiful. 0.76 0.57 0.43 1

vis09.clean. 0.60 0.36 0.64 1

vis09.cluttered. 0.41 0.17 0.83 1

vis09.colorHarmonious. 0.43 0.19 0.81 1

vis09.creative. 0.62 0.39 0.61 1

vis09.delightful. 0.79 0.62 0.38 1

vis09.elegant. 0.71 0.50 0.50 1

vis09.engaging. 0.74 0.54 0.46 1

vis09.enjoyable. 0.84 0.71 0.29 1

vis09.exciting. 0.70 0.49 0.51 1

vis09.fascinating. 0.72 0.51 0.49 1

vis09.harmonious. 0.69 0.48 0.52 1

vis09.interesting. 0.61 0.37 0.63 1

vis09.inviting. 0.78 0.61 0.39 1

vis09.likable. 0.84 0.71 0.29 1

vis09.lovely. 0.74 0.54 0.46 1

vis09.motivating. 0.75 0.56 0.44 1

vis09.nice. 0.81 0.66 0.34 1

vis09.organized. 0.59 0.35 0.65 1

vis09.pleasing. 0.80 0.65 0.35 1

vis09.pretty. 0.76 0.58 0.42 1

vis09.professional. 0.50 0.25 0.75 1

vis09.provoking. 0.32 0.10 0.90 1

vis09.satisfying. 0.82 0.68 0.32 1

vis09.sophisticated. 0.66 0.43 0.57 1

vis09.tasteful. 0.81 0.65 0.35 1

vis09.wellDesigned. 0.73 0.53 0.47 1

Table B.16: Factor loading for 31 terms using an EFA for one factor for

Image 10.

PA1 h2 u2 com

vis10.appealing. 0.88 0.77 0.23 1

vis10.artistic. 0.66 0.44 0.56 1

vis10.attractive. 0.86 0.73 0.27 1

vis10.balanced. 0.77 0.60 0.40 1

vis10.beautiful. 0.82 0.68 0.32 1

vis10.clean. 0.68 0.46 0.54 1

vis10.cluttered. 0.45 0.20 0.80 1

vis10.colorHarmonious. 0.62 0.38 0.62 1

vis10.creative. 0.68 0.46 0.54 1

vis10.delightful. 0.82 0.67 0.33 1

vis10.elegant. 0.84 0.71 0.29 1

vis10.engaging. 0.76 0.58 0.42 1

vis10.enjoyable. 0.87 0.76 0.25 1

vis10.exciting. 0.77 0.59 0.41 1

vis10.fascinating. 0.66 0.44 0.56 1

vis10.harmonious. 0.80 0.64 0.36 1

vis10.interesting. 0.64 0.41 0.59 1

vis10.inviting. 0.78 0.61 0.39 1

vis10.likable. 0.86 0.74 0.26 1

vis10.lovely. 0.81 0.66 0.34 1

vis10.motivating. 0.77 0.60 0.40 1

vis10.nice. 0.85 0.72 0.28 1

vis10.organized. 0.66 0.43 0.57 1

vis10.pleasing. 0.88 0.77 0.23 1

vis10.pretty. 0.80 0.64 0.36 1

vis10.professional. 0.61 0.38 0.62 1

vis10.provoking. 0.27 0.08 0.92 1

vis10.satisfying. 0.85 0.72 0.28 1

vis10.sophisticated. 0.63 0.40 0.61 1

vis10.tasteful. 0.80 0.64 0.36 1

vis10.wellDesigned. 0.74 0.55 0.45 1
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Table B.17: Factor loading for 31 terms using an EFA for one factor for

Image 11.

PA1 h2 u2 com

vis11.appealing. 0.85 0.73 0.27 1

vis11.artistic. 0.64 0.42 0.58 1

vis11.attractive. 0.85 0.72 0.29 1

vis11.balanced. 0.74 0.54 0.46 1

vis11.beautiful. 0.85 0.72 0.28 1

vis11.clean. 0.71 0.50 0.50 1

vis11.cluttered. 0.21 0.04 0.96 1

vis11.colorHarmonious. 0.51 0.26 0.74 1

vis11.creative. 0.65 0.42 0.58 1

vis11.delightful. 0.86 0.74 0.26 1

vis11.elegant. 0.76 0.57 0.43 1

vis11.engaging. 0.79 0.63 0.37 1

vis11.enjoyable. 0.85 0.73 0.27 1

vis11.exciting. 0.82 0.67 0.33 1

vis11.fascinating. 0.73 0.53 0.47 1

vis11.harmonious. 0.77 0.60 0.40 1

vis11.interesting. 0.70 0.49 0.51 1

vis11.inviting. 0.83 0.70 0.30 1

vis11.likable. 0.85 0.72 0.28 1

vis11.lovely. 0.86 0.73 0.27 1

vis11.motivating. 0.78 0.62 0.38 1

vis11.nice. 0.84 0.71 0.29 1

vis11.organized. 0.64 0.41 0.59 1

vis11.pleasing. 0.87 0.76 0.24 1

vis11.pretty. 0.84 0.70 0.30 1

vis11.professional. 0.52 0.27 0.73 1

vis11.provoking. 0.40 0.16 0.84 1

vis11.satisfying. 0.86 0.73 0.27 1

vis11.sophisticated. 0.63 0.40 0.60 1

vis11.tasteful. 0.82 0.67 0.33 1

vis11.wellDesigned. 0.76 0.57 0.43 1

Table B.18: Factor loading for 31 terms using an EFA for one factor for

Image 12.

PA1 h2 u2 com

vis12.appealing. 0.88 0.77 0.23 1

vis12.artistic. 0.69 0.48 0.52 1

vis12.attractive. 0.87 0.76 0.24 1

vis12.balanced. 0.66 0.44 0.56 1

vis12.beautiful. 0.85 0.73 0.27 1

vis12.clean. 0.71 0.50 0.50 1

vis12.cluttered. -0.05 0.00 1.00 1

vis12.colorHarmonious. 0.62 0.38 0.62 1

vis12.creative. 0.64 0.41 0.59 1

vis12.delightful. 0.88 0.77 0.23 1

vis12.elegant. 0.80 0.65 0.35 1

vis12.engaging. 0.77 0.59 0.41 1

vis12.enjoyable. 0.88 0.77 0.23 1

vis12.exciting. 0.77 0.59 0.41 1

vis12.fascinating. 0.77 0.60 0.40 1

vis12.harmonious. 0.80 0.64 0.36 1

vis12.interesting. 0.73 0.53 0.47 1

vis12.inviting. 0.78 0.60 0.40 1

vis12.likable. 0.89 0.79 0.21 1

vis12.lovely. 0.86 0.74 0.26 1

vis12.motivating. 0.71 0.51 0.49 1

vis12.nice. 0.82 0.67 0.33 1

vis12.organized. 0.66 0.43 0.57 1

vis12.pleasing. 0.88 0.78 0.22 1

vis12.pretty. 0.85 0.72 0.28 1

vis12.professional. 0.67 0.45 0.55 1

vis12.provoking. 0.32 0.11 0.89 1

vis12.satisfying. 0.87 0.76 0.24 1

vis12.sophisticated. 0.75 0.56 0.44 1

vis12.tasteful. 0.76 0.58 0.42 1

vis12.wellDesigned. 0.81 0.66 0.34 1
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Table B.19: Factor loading for 31 terms using an EFA for one factor for

Image 13.

PA1 h2 u2 com

vis13.appealing. 0.88 0.78 0.22 1

vis13.artistic. 0.55 0.30 0.70 1

vis13.attractive. 0.86 0.73 0.27 1

vis13.balanced. 0.68 0.46 0.54 1

vis13.beautiful. 0.78 0.62 0.38 1

vis13.clean. 0.63 0.39 0.61 1

vis13.cluttered. 0.12 0.02 0.99 1

vis13.colorHarmonious. 0.43 0.18 0.82 1

vis13.creative. 0.58 0.33 0.67 1

vis13.delightful. 0.89 0.79 0.21 1

vis13.elegant. 0.78 0.62 0.38 1

vis13.engaging. 0.80 0.65 0.35 1

vis13.enjoyable. 0.83 0.70 0.30 1

vis13.exciting. 0.79 0.62 0.38 1

vis13.fascinating. 0.76 0.58 0.42 1

vis13.harmonious. 0.76 0.58 0.42 1

vis13.interesting. 0.74 0.54 0.46 1

vis13.inviting. 0.84 0.70 0.30 1

vis13.likable. 0.87 0.76 0.24 1

vis13.lovely. 0.83 0.68 0.32 1

vis13.motivating. 0.83 0.69 0.31 1

vis13.nice. 0.89 0.80 0.21 1

vis13.organized. 0.65 0.43 0.57 1

vis13.pleasing. 0.87 0.76 0.24 1

vis13.pretty. 0.83 0.68 0.32 1

vis13.professional. 0.67 0.46 0.54 1

vis13.provoking. 0.22 0.05 0.95 1

vis13.satisfying. 0.85 0.73 0.27 1

vis13.sophisticated. 0.71 0.50 0.50 1

vis13.tasteful. 0.81 0.66 0.34 1

vis13.wellDesigned. 0.81 0.65 0.35 1

Table B.20: Factor loading for 31 terms using an EFA for one factor for

Image 14.

PA1 h2 u2 com

vis14.appealing. 0.83 0.68 0.32 1

vis14.artistic. 0.58 0.34 0.66 1

vis14.attractive. 0.84 0.71 0.29 1

vis14.balanced. 0.71 0.51 0.49 1

vis14.beautiful. 0.82 0.67 0.33 1

vis14.clean. 0.73 0.54 0.46 1

vis14.cluttered. 0.05 0.00 1.00 1

vis14.colorHarmonious. 0.64 0.41 0.59 1

vis14.creative. 0.54 0.29 0.71 1

vis14.delightful. 0.84 0.70 0.30 1

vis14.elegant. 0.74 0.55 0.45 1

vis14.engaging. 0.73 0.54 0.46 1

vis14.enjoyable. 0.85 0.73 0.27 1

vis14.exciting. 0.75 0.57 0.43 1

vis14.fascinating. 0.70 0.49 0.51 1

vis14.harmonious. 0.75 0.57 0.43 1

vis14.interesting. 0.59 0.34 0.66 1

vis14.inviting. 0.76 0.57 0.43 1

vis14.likable. 0.87 0.76 0.24 1

vis14.lovely. 0.79 0.63 0.37 1

vis14.motivating. 0.76 0.58 0.42 1

vis14.nice. 0.82 0.68 0.32 1

vis14.organized. 0.62 0.39 0.61 1

vis14.pleasing. 0.84 0.71 0.29 1

vis14.pretty. 0.86 0.74 0.26 1

vis14.professional. 0.62 0.38 0.62 1

vis14.provoking. 0.22 0.05 0.95 1

vis14.satisfying. 0.81 0.66 0.34 1

vis14.sophisticated. 0.71 0.50 0.50 1

vis14.tasteful. 0.77 0.59 0.41 1

vis14.wellDesigned. 0.66 0.43 0.57 1
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Table B.21: Factor loading for 31 terms using an EFA for one factor for

Image 15.

PA1 h2 u2 com

vis15.appealing. 0.90 0.81 0.19 1

vis15.artistic. 0.67 0.44 0.56 1

vis15.attractive. 0.85 0.72 0.28 1

vis15.balanced. 0.74 0.54 0.46 1

vis15.beautiful. 0.84 0.70 0.30 1

vis15.clean. 0.67 0.45 0.55 1

vis15.cluttered. 0.24 0.06 0.94 1

vis15.colorHarmonious. 0.64 0.41 0.59 1

vis15.creative. 0.65 0.42 0.58 1

vis15.delightful. 0.88 0.78 0.22 1

vis15.elegant. 0.80 0.63 0.37 1

vis15.engaging. 0.80 0.65 0.35 1

vis15.enjoyable. 0.89 0.79 0.21 1

vis15.exciting. 0.79 0.62 0.38 1

vis15.fascinating. 0.71 0.50 0.50 1

vis15.harmonious. 0.81 0.65 0.35 1

vis15.interesting. 0.74 0.54 0.46 1

vis15.inviting. 0.83 0.69 0.31 1

vis15.likable. 0.89 0.79 0.21 1

vis15.lovely. 0.83 0.68 0.32 1

vis15.motivating. 0.77 0.59 0.41 1

vis15.nice. 0.89 0.80 0.20 1

vis15.organized. 0.65 0.43 0.57 1

vis15.pleasing. 0.88 0.77 0.23 1

vis15.pretty. 0.85 0.73 0.27 1

vis15.professional. 0.60 0.36 0.64 1

vis15.provoking. 0.35 0.13 0.87 1

vis15.satisfying. 0.84 0.71 0.29 1

vis15.sophisticated. 0.71 0.50 0.50 1

vis15.tasteful. 0.83 0.68 0.32 1

vis15.wellDesigned. 0.76 0.58 0.42 1

Table B.22: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 1.

PA1 PA2 h2 u2 com

vis01.appealing. 0.61 0.59 0.72 0.28 2.0

vis01.artistic. 0.16 0.61 0.40 0.60 1.1

vis01.attractive. 0.60 0.59 0.71 0.29 2.0

vis01.balanced. 0.78 0.17 0.63 0.37 1.1

vis01.beautiful. 0.60 0.59 0.71 0.29 2.0

vis01.clean. 0.79 0.20 0.67 0.33 1.1

vis01.cluttered. 0.35 0.05 0.13 0.87 1.0

vis01.colorHarmonious. 0.52 0.40 0.43 0.57 1.9

vis01.creative. 0.17 0.62 0.42 0.58 1.2

vis01.delightful. 0.64 0.56 0.73 0.27 2.0

vis01.elegant. 0.68 0.48 0.70 0.30 1.8

vis01.engaging. 0.58 0.54 0.62 0.38 2.0

vis01.enjoyable. 0.61 0.63 0.77 0.23 2.0

vis01.exciting. 0.47 0.67 0.67 0.33 1.8

vis01.fascinating. 0.30 0.69 0.57 0.43 1.4

vis01.harmonious. 0.69 0.41 0.64 0.36 1.6

vis01.interesting. 0.28 0.76 0.66 0.34 1.3

vis01.inviting. 0.68 0.48 0.70 0.30 1.8

vis01.likable. 0.66 0.62 0.82 0.18 2.0

vis01.lovely. 0.63 0.57 0.71 0.29 2.0

vis01.motivating. 0.60 0.43 0.55 0.45 1.8

vis01.nice. 0.68 0.59 0.82 0.18 2.0

vis01.organized. 0.72 0.07 0.53 0.47 1.0

vis01.pleasing. 0.61 0.60 0.72 0.28 2.0

vis01.pretty. 0.60 0.60 0.72 0.28 2.0

vis01.professional. 0.67 0.20 0.49 0.52 1.2

vis01.provoking. -0.01 0.27 0.07 0.93 1.0

vis01.satisfying. 0.54 0.55 0.60 0.40 2.0

vis01.sophisticated. 0.55 0.41 0.47 0.53 1.9

vis01.tasteful. 0.61 0.49 0.62 0.39 1.9

vis01.wellDesigned. 0.69 0.37 0.61 0.39 1.5
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Table B.23: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 1.

PA1 PA2 h2 u2 com

vis01.appealing. 0.47 0.44 0.72 0.28 2.0

vis01.artistic. -0.13 0.72 0.40 0.60 1.1

vis01.attractive. 0.46 0.45 0.71 0.29 2.0

vis01.balanced. 0.94 -0.22 0.63 0.37 1.1

vis01.beautiful. 0.46 0.45 0.71 0.29 2.0

vis01.clean. 0.95 -0.19 0.67 0.33 1.1

vis01.cluttered. 0.44 -0.13 0.13 0.87 1.2

vis01.colorHarmonious. 0.47 0.23 0.43 0.57 1.5

vis01.creative. -0.12 0.73 0.42 0.58 1.1

vis01.delightful. 0.53 0.38 0.73 0.27 1.8

vis01.elegant. 0.64 0.25 0.70 0.30 1.3

vis01.engaging. 0.46 0.39 0.62 0.38 1.9

vis01.enjoyable. 0.46 0.49 0.77 0.23 2.0

vis01.exciting. 0.24 0.63 0.67 0.33 1.3

vis01.fascinating. 0.01 0.74 0.57 0.43 1.0

vis01.harmonious. 0.68 0.15 0.64 0.36 1.1

vis01.interesting. -0.06 0.85 0.66 0.34 1.0

vis01.inviting. 0.63 0.25 0.70 0.30 1.3

vis01.likable. 0.53 0.44 0.82 0.18 1.9

vis01.lovely. 0.51 0.39 0.71 0.29 1.9

vis01.motivating. 0.56 0.23 0.55 0.45 1.3

vis01.nice. 0.58 0.39 0.82 0.18 1.8

vis01.organized. 0.93 -0.32 0.53 0.47 1.2

vis01.pleasing. 0.47 0.45 0.72 0.28 2.0

vis01.pretty. 0.45 0.46 0.72 0.28 2.0

vis01.professional. 0.78 -0.12 0.49 0.52 1.0

vis01.provoking. -0.17 0.37 0.07 0.93 1.4

vis01.satisfying. 0.41 0.42 0.60 0.40 2.0

vis01.sophisticated. 0.49 0.24 0.47 0.53 1.4

vis01.tasteful. 0.53 0.31 0.62 0.39 1.6

vis01.wellDesigned. 0.71 0.09 0.61 0.39 1.0

Table B.24: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 2.

PA1 PA2 h2 u2 com

vis02.appealing. 0.61 0.52 0.64 0.36 1.9

vis02.artistic. 0.06 0.68 0.47 0.53 1.0

vis02.attractive. 0.57 0.52 0.60 0.40 2.0

vis02.balanced. 0.73 0.14 0.55 0.45 1.1

vis02.beautiful. 0.46 0.64 0.61 0.39 1.8

vis02.clean. 0.77 0.19 0.63 0.37 1.1

vis02.cluttered. -0.46 0.02 0.21 0.79 1.0

vis02.colorHarmonious. 0.67 0.14 0.47 0.53 1.1

vis02.creative. 0.07 0.67 0.45 0.55 1.0

vis02.delightful. 0.41 0.66 0.61 0.39 1.7

vis02.elegant. 0.51 0.56 0.58 0.42 2.0

vis02.engaging. 0.40 0.60 0.52 0.48 1.8

vis02.enjoyable. 0.58 0.51 0.61 0.39 2.0

vis02.exciting. 0.20 0.79 0.66 0.34 1.1

vis02.fascinating. 0.21 0.74 0.59 0.41 1.2

vis02.harmonious. 0.68 0.28 0.54 0.46 1.3

vis02.interesting. 0.48 0.52 0.50 0.50 2.0

vis02.inviting. 0.41 0.65 0.59 0.41 1.7

vis02.likable. 0.72 0.38 0.66 0.34 1.5

vis02.lovely. 0.47 0.59 0.58 0.42 1.9

vis02.motivating. 0.27 0.69 0.54 0.46 1.3

vis02.nice. 0.75 0.37 0.70 0.30 1.5

vis02.organized. 0.79 0.05 0.63 0.37 1.0

vis02.pleasing. 0.67 0.46 0.65 0.35 1.8

vis02.pretty. 0.53 0.54 0.57 0.43 2.0

vis02.professional. 0.75 0.17 0.60 0.40 1.1

vis02.provoking. -0.06 0.37 0.14 0.86 1.1

vis02.satisfying. 0.61 0.42 0.55 0.45 1.8

vis02.sophisticated. 0.30 0.60 0.45 0.55 1.5

vis02.tasteful. 0.58 0.32 0.43 0.57 1.6

vis02.wellDesigned. 0.68 0.30 0.55 0.45 1.4
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Table B.25: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 2.

PA1 PA2 h2 u2 com

vis02.appealing. 0.52 0.37 0.64 0.36 1.8

vis02.artistic. -0.22 0.80 0.47 0.53 1.2

vis02.attractive. 0.47 0.38 0.60 0.40 1.9

vis02.balanced. 0.82 -0.15 0.55 0.45 1.1

vis02.beautiful. 0.28 0.57 0.61 0.39 1.5

vis02.clean. 0.86 -0.10 0.63 0.37 1.0

vis02.cluttered. -0.56 0.22 0.21 0.79 1.3

vis02.colorHarmonious. 0.76 -0.12 0.47 0.53 1.1

vis02.creative. -0.20 0.78 0.45 0.55 1.1

vis02.delightful. 0.20 0.63 0.61 0.39 1.2

vis02.elegant. 0.38 0.46 0.58 0.42 1.9

vis02.engaging. 0.23 0.55 0.52 0.48 1.3

vis02.enjoyable. 0.49 0.37 0.61 0.39 1.9

vis02.exciting. -0.10 0.87 0.66 0.34 1.0

vis02.fascinating. -0.06 0.81 0.59 0.41 1.0

vis02.harmonious. 0.70 0.05 0.54 0.46 1.0

vis02.interesting. 0.36 0.42 0.50 0.50 1.9

vis02.inviting. 0.22 0.61 0.59 0.41 1.3

vis02.likable. 0.70 0.15 0.66 0.34 1.1

vis02.lovely. 0.32 0.52 0.58 0.42 1.7

vis02.motivating. 0.03 0.72 0.54 0.46 1.0

vis02.nice. 0.75 0.13 0.70 0.30 1.1

vis02.organized. 0.94 -0.28 0.63 0.37 1.2

vis02.pleasing. 0.61 0.27 0.65 0.35 1.4

vis02.pretty. 0.42 0.42 0.57 0.43 2.0

vis02.professional. 0.84 -0.12 0.60 0.40 1.0

vis02.provoking. -0.23 0.47 0.14 0.86 1.5

vis02.satisfying. 0.56 0.25 0.55 0.45 1.4

vis02.sophisticated. 0.11 0.60 0.45 0.55 1.1

vis02.tasteful. 0.56 0.14 0.43 0.57 1.1

vis02.wellDesigned. 0.69 0.08 0.55 0.45 1.0

Table B.26: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 3.

PA1 PA2 h2 u2 com

vis03.appealing. 0.62 0.51 0.64 0.36 1.9

vis03.artistic. 0.54 0.16 0.32 0.68 1.2

vis03.attractive. 0.74 0.39 0.70 0.30 1.5

vis03.balanced. 0.18 0.73 0.56 0.44 1.1

vis03.beautiful. 0.75 0.31 0.65 0.35 1.3

vis03.clean. 0.34 0.70 0.60 0.40 1.4

vis03.cluttered. 0.04 0.00 0.00 1.00 1.0

vis03.colorHarmonious. 0.55 0.33 0.41 0.59 1.7

vis03.creative. 0.67 0.09 0.45 0.55 1.0

vis03.delightful. 0.69 0.39 0.63 0.37 1.6

vis03.elegant. 0.57 0.42 0.50 0.50 1.8

vis03.engaging. 0.47 0.62 0.60 0.40 1.9

vis03.enjoyable. 0.62 0.56 0.69 0.31 2.0

vis03.exciting. 0.60 0.41 0.53 0.47 1.8

vis03.fascinating. 0.66 0.36 0.57 0.43 1.6

vis03.harmonious. 0.50 0.58 0.59 0.41 2.0

vis03.interesting. 0.68 0.30 0.56 0.44 1.4

vis03.inviting. 0.40 0.62 0.55 0.45 1.7

vis03.likable. 0.65 0.58 0.77 0.23 2.0

vis03.lovely. 0.69 0.39 0.63 0.37 1.6

vis03.motivating. 0.48 0.54 0.52 0.48 2.0

vis03.nice. 0.57 0.57 0.65 0.35 2.0

vis03.organized. 0.13 0.80 0.66 0.34 1.1

vis03.pleasing. 0.63 0.55 0.70 0.30 2.0

vis03.pretty. 0.75 0.32 0.67 0.33 1.4

vis03.professional. 0.11 0.66 0.45 0.55 1.1

vis03.provoking. 0.18 0.12 0.05 0.95 1.8

vis03.satisfying. 0.59 0.49 0.59 0.41 1.9

vis03.sophisticated. 0.42 0.46 0.39 0.61 2.0

vis03.tasteful. 0.60 0.35 0.49 0.51 1.6

vis03.wellDesigned. 0.24 0.74 0.61 0.39 1.2
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Table B.27: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 3.

PA1 PA2 h2 u2 com

vis03.appealing. 0.53 0.32 0.64 0.36 1.6

vis03.artistic. 0.63 -0.09 0.32 0.68 1.0

vis03.attractive. 0.76 0.10 0.70 0.30 1.0

vis03.balanced. -0.16 0.86 0.56 0.44 1.1

vis03.beautiful. 0.82 -0.02 0.65 0.35 1.0

vis03.clean. 0.06 0.73 0.60 0.40 1.0

vis03.cluttered. 0.06 -0.03 0.00 1.00 1.4

vis03.colorHarmonious. 0.54 0.13 0.41 0.59 1.1

vis03.creative. 0.83 -0.26 0.45 0.55 1.2

vis03.delightful. 0.70 0.12 0.63 0.37 1.1

vis03.elegant. 0.53 0.23 0.50 0.50 1.4

vis03.engaging. 0.28 0.55 0.60 0.40 1.5

vis03.enjoyable. 0.50 0.39 0.69 0.31 1.9

vis03.exciting. 0.57 0.20 0.53 0.47 1.3

vis03.fascinating. 0.67 0.11 0.57 0.43 1.0

vis03.harmonious. 0.33 0.49 0.59 0.41 1.8

vis03.interesting. 0.73 0.02 0.56 0.44 1.0

vis03.inviting. 0.19 0.59 0.55 0.45 1.2

vis03.likable. 0.54 0.40 0.77 0.23 1.8

vis03.lovely. 0.70 0.13 0.63 0.37 1.1

vis03.motivating. 0.33 0.44 0.52 0.48 1.8

vis03.nice. 0.43 0.44 0.65 0.35 2.0

vis03.organized. -0.27 0.99 0.66 0.34 1.2

vis03.pleasing. 0.53 0.37 0.70 0.30 1.8

vis03.pretty. 0.82 0.00 0.67 0.33 1.0

vis03.professional. -0.22 0.81 0.45 0.55 1.1

vis03.provoking. 0.17 0.06 0.05 0.95 1.2

vis03.satisfying. 0.51 0.32 0.59 0.41 1.7

vis03.sophisticated. 0.31 0.37 0.39 0.61 1.9

vis03.tasteful. 0.61 0.12 0.49 0.51 1.1

vis03.wellDesigned. -0.09 0.84 0.61 0.39 1.0

Table B.28: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 4.

PA1 PA2 h2 u2 com

vis04.appealing. 0.75 0.41 0.73 0.27 1.6

vis04.artistic. 0.67 0.10 0.47 0.54 1.0

vis04.attractive. 0.77 0.33 0.71 0.29 1.4

vis04.balanced. 0.38 0.72 0.65 0.35 1.5

vis04.beautiful. 0.78 0.29 0.70 0.30 1.3

vis04.clean. 0.27 0.70 0.57 0.43 1.3

vis04.cluttered. -0.01 0.26 0.07 0.93 1.0

vis04.colorHarmonious. 0.53 0.35 0.41 0.59 1.7

vis04.creative. 0.65 0.15 0.44 0.56 1.1

vis04.delightful. 0.64 0.55 0.72 0.29 1.9

vis04.elegant. 0.53 0.58 0.62 0.38 2.0

vis04.engaging. 0.53 0.53 0.56 0.44 2.0

vis04.enjoyable. 0.74 0.45 0.75 0.25 1.7

vis04.exciting. 0.67 0.38 0.60 0.40 1.6

vis04.fascinating. 0.74 0.30 0.64 0.36 1.3

vis04.harmonious. 0.45 0.63 0.61 0.39 1.8

vis04.interesting. 0.64 0.38 0.55 0.45 1.6

vis04.inviting. 0.52 0.53 0.54 0.46 2.0

vis04.likable. 0.70 0.51 0.75 0.25 1.8

vis04.lovely. 0.67 0.48 0.67 0.33 1.8

vis04.motivating. 0.50 0.61 0.62 0.38 1.9

vis04.nice. 0.73 0.40 0.70 0.30 1.6

vis04.organized. 0.32 0.79 0.73 0.27 1.3

vis04.pleasing. 0.73 0.49 0.78 0.22 1.7

vis04.pretty. 0.79 0.26 0.69 0.31 1.2

vis04.professional. 0.24 0.69 0.53 0.47 1.2

vis04.provoking. 0.31 0.06 0.10 0.90 1.1

vis04.satisfying. 0.61 0.58 0.70 0.30 2.0

vis04.sophisticated. 0.46 0.44 0.41 0.59 2.0

vis04.tasteful. 0.58 0.43 0.52 0.48 1.8

vis04.wellDesigned. 0.51 0.60 0.61 0.39 1.9
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Table B.29: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 4.

PA1 PA2 h2 u2 com

vis04.appealing. 0.76 0.13 0.73 0.27 1.1

vis04.artistic. 0.84 -0.25 0.47 0.54 1.2

vis04.attractive. 0.84 0.00 0.71 0.29 1.0

vis04.balanced. 0.09 0.74 0.65 0.35 1.0

vis04.beautiful. 0.88 -0.07 0.70 0.30 1.0

vis04.clean. -0.04 0.79 0.57 0.43 1.0

vis04.cluttered. -0.17 0.35 0.07 0.93 1.4

vis04.colorHarmonious. 0.51 0.16 0.41 0.59 1.2

vis04.creative. 0.78 -0.17 0.44 0.56 1.1

vis04.delightful. 0.55 0.36 0.72 0.29 1.7

vis04.elegant. 0.37 0.47 0.62 0.38 1.9

vis04.engaging. 0.41 0.40 0.56 0.44 2.0

vis04.enjoyable. 0.73 0.18 0.75 0.25 1.1

vis04.exciting. 0.68 0.12 0.60 0.40 1.1

vis04.fascinating. 0.82 -0.02 0.64 0.36 1.0

vis04.harmonious. 0.24 0.58 0.61 0.39 1.3

vis04.interesting. 0.64 0.14 0.55 0.45 1.1

vis04.inviting. 0.39 0.41 0.54 0.46 2.0

vis04.likable. 0.64 0.28 0.75 0.25 1.4

vis04.lovely. 0.62 0.25 0.67 0.33 1.3

vis04.motivating. 0.31 0.53 0.62 0.38 1.6

vis04.nice. 0.75 0.12 0.70 0.30 1.0

vis04.organized. -0.03 0.88 0.73 0.27 1.0

vis04.pleasing. 0.70 0.23 0.78 0.22 1.2

vis04.pretty. 0.90 -0.10 0.69 0.31 1.0

vis04.professional. -0.07 0.78 0.53 0.47 1.0

vis04.provoking. 0.38 -0.09 0.10 0.90 1.1

vis04.satisfying. 0.48 0.42 0.70 0.30 2.0

vis04.sophisticated. 0.36 0.33 0.41 0.59 2.0

vis04.tasteful. 0.52 0.24 0.52 0.48 1.4

vis04.wellDesigned. 0.33 0.51 0.61 0.39 1.7

Table B.30: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 5.

PA1 PA2 h2 u2 com

vis05.appealing. 0.67 0.55 0.75 0.25 1.9

vis05.artistic. 0.69 0.21 0.53 0.47 1.2

vis05.attractive. 0.72 0.49 0.76 0.24 1.8

vis05.balanced. 0.30 0.74 0.64 0.36 1.3

vis05.beautiful. 0.77 0.39 0.75 0.25 1.5

vis05.clean. 0.25 0.78 0.67 0.33 1.2

vis05.cluttered. 0.15 0.41 0.19 0.81 1.3

vis05.colorHarmonious. 0.43 0.47 0.41 0.59 2.0

vis05.creative. 0.70 0.23 0.54 0.46 1.2

vis05.delightful. 0.63 0.54 0.69 0.31 2.0

vis05.elegant. 0.46 0.60 0.56 0.44 1.9

vis05.engaging. 0.62 0.48 0.62 0.38 1.9

vis05.enjoyable. 0.71 0.50 0.75 0.25 1.8

vis05.exciting. 0.79 0.35 0.74 0.26 1.4

vis05.fascinating. 0.78 0.18 0.64 0.36 1.1

vis05.harmonious. 0.52 0.65 0.70 0.31 1.9

vis05.interesting. 0.76 0.29 0.66 0.34 1.3

vis05.inviting. 0.54 0.63 0.69 0.31 1.9

vis05.likable. 0.68 0.54 0.75 0.25 1.9

vis05.lovely. 0.63 0.49 0.64 0.36 1.9

vis05.motivating. 0.63 0.53 0.68 0.32 1.9

vis05.nice. 0.65 0.59 0.76 0.24 2.0

vis05.organized. 0.17 0.84 0.73 0.27 1.1

vis05.pleasing. 0.64 0.62 0.79 0.21 2.0

vis05.pretty. 0.70 0.43 0.67 0.33 1.7

vis05.professional. 0.25 0.66 0.49 0.51 1.3

vis05.provoking. 0.30 0.09 0.10 0.90 1.2

vis05.satisfying. 0.66 0.54 0.72 0.28 1.9

vis05.sophisticated. 0.41 0.45 0.37 0.63 2.0

vis05.tasteful. 0.53 0.56 0.59 0.41 2.0

vis05.wellDesigned. 0.46 0.70 0.70 0.30 1.7
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Table B.31: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 5.

PA1 PA2 h2 u2 com

vis05.appealing. 0.58 0.34 0.75 0.25 1.6

vis05.artistic. 0.84 -0.15 0.53 0.47 1.1

vis05.attractive. 0.70 0.21 0.76 0.24 1.2

vis05.balanced. -0.06 0.84 0.64 0.36 1.0

vis05.beautiful. 0.82 0.05 0.75 0.25 1.0

vis05.clean. -0.16 0.94 0.67 0.33 1.1

vis05.cluttered. -0.06 0.48 0.19 0.81 1.0

vis05.colorHarmonious. 0.31 0.37 0.41 0.59 1.9

vis05.creative. 0.83 -0.13 0.54 0.46 1.0

vis05.delightful. 0.53 0.35 0.69 0.31 1.7

vis05.elegant. 0.25 0.54 0.56 0.44 1.4

vis05.engaging. 0.56 0.26 0.62 0.38 1.4

vis05.enjoyable. 0.67 0.24 0.75 0.25 1.3

vis05.exciting. 0.88 -0.03 0.74 0.26 1.0

vis05.fascinating. 0.97 -0.25 0.64 0.36 1.1

vis05.harmonious. 0.30 0.58 0.70 0.31 1.5

vis05.interesting. 0.88 -0.09 0.66 0.34 1.0

vis05.inviting. 0.34 0.54 0.69 0.31 1.7

vis05.likable. 0.60 0.32 0.75 0.25 1.5

vis05.lovely. 0.57 0.27 0.64 0.36 1.4

vis05.motivating. 0.54 0.34 0.68 0.32 1.7

vis05.nice. 0.53 0.40 0.76 0.24 1.9

vis05.organized. -0.31 1.07 0.73 0.27 1.2

vis05.pleasing. 0.50 0.45 0.79 0.21 2.0

vis05.pretty. 0.71 0.14 0.67 0.33 1.1

vis05.professional. -0.08 0.76 0.49 0.51 1.0

vis05.provoking. 0.36 -0.07 0.10 0.90 1.1

vis05.satisfying. 0.57 0.33 0.72 0.28 1.6

vis05.sophisticated. 0.29 0.36 0.37 0.63 1.9

vis05.tasteful. 0.38 0.44 0.59 0.41 1.9

vis05.wellDesigned. 0.20 0.68 0.70 0.30 1.2

Table B.32: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 6.

PA1 PA2 h2 u2 com

vis06.appealing. 0.67 0.49 0.69 0.31 1.8

vis06.artistic. 0.79 0.02 0.63 0.37 1.0

vis06.attractive. 0.72 0.48 0.76 0.24 1.7

vis06.balanced. 0.34 0.69 0.60 0.40 1.5

vis06.beautiful. 0.72 0.33 0.64 0.36 1.4

vis06.clean. 0.16 0.78 0.64 0.36 1.1

vis06.cluttered. 0.06 0.22 0.05 0.95 1.1

vis06.colorHarmonious. 0.49 0.40 0.39 0.61 1.9

vis06.creative. 0.74 0.08 0.55 0.45 1.0

vis06.delightful. 0.66 0.47 0.66 0.34 1.8

vis06.elegant. 0.37 0.62 0.53 0.47 1.6

vis06.engaging. 0.67 0.40 0.61 0.39 1.6

vis06.enjoyable. 0.70 0.46 0.71 0.29 1.7

vis06.exciting. 0.76 0.26 0.65 0.35 1.2

vis06.fascinating. 0.76 0.20 0.63 0.38 1.1

vis06.harmonious. 0.46 0.62 0.60 0.40 1.8

vis06.interesting. 0.66 0.31 0.54 0.46 1.4

vis06.inviting. 0.56 0.58 0.65 0.35 2.0

vis06.likable. 0.74 0.42 0.72 0.28 1.6

vis06.lovely. 0.72 0.32 0.63 0.37 1.4

vis06.motivating. 0.58 0.53 0.61 0.39 2.0

vis06.nice. 0.65 0.51 0.69 0.31 1.9

vis06.organized. 0.13 0.80 0.66 0.34 1.1

vis06.pleasing. 0.71 0.51 0.76 0.24 1.8

vis06.pretty. 0.75 0.36 0.69 0.31 1.4

vis06.professional. 0.15 0.67 0.47 0.53 1.1

vis06.provoking. 0.32 0.12 0.12 0.88 1.3

vis06.satisfying. 0.61 0.52 0.64 0.36 1.9

vis06.sophisticated. 0.42 0.48 0.40 0.60 2.0

vis06.tasteful. 0.58 0.52 0.61 0.39 2.0

vis06.wellDesigned. 0.36 0.73 0.66 0.34 1.5
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Table B.33: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 6.

PA1 PA2 h2 u2 com

vis06.appealing. 0.61 0.27 0.69 0.31 1.4

vis06.artistic. 1.02 -0.40 0.63 0.37 1.3

vis06.attractive. 0.69 0.24 0.76 0.24 1.2

vis06.balanced. 0.08 0.72 0.60 0.40 1.0

vis06.beautiful. 0.77 0.04 0.64 0.36 1.0

vis06.clean. -0.21 0.93 0.64 0.36 1.1

vis06.cluttered. -0.04 0.25 0.05 0.95 1.1

vis06.colorHarmonious. 0.43 0.25 0.39 0.61 1.6

vis06.creative. 0.92 -0.30 0.55 0.45 1.2

vis06.delightful. 0.61 0.25 0.66 0.34 1.3

vis06.elegant. 0.15 0.61 0.53 0.47 1.1

vis06.engaging. 0.66 0.16 0.61 0.39 1.1

vis06.enjoyable. 0.67 0.22 0.71 0.29 1.2

vis06.exciting. 0.85 -0.07 0.65 0.35 1.0

vis06.fascinating. 0.89 -0.16 0.63 0.38 1.1

vis06.harmonious. 0.26 0.57 0.60 0.40 1.4

vis06.interesting. 0.70 0.04 0.54 0.46 1.0

vis06.inviting. 0.41 0.46 0.65 0.35 2.0

vis06.likable. 0.74 0.15 0.72 0.28 1.1

vis06.lovely. 0.77 0.03 0.63 0.37 1.0

vis06.motivating. 0.48 0.37 0.61 0.39 1.9

vis06.nice. 0.58 0.31 0.69 0.31 1.5

vis06.organized. -0.26 0.97 0.66 0.34 1.1

vis06.pleasing. 0.65 0.29 0.76 0.24 1.4

vis06.pretty. 0.79 0.06 0.69 0.31 1.0

vis06.professional. -0.16 0.79 0.47 0.53 1.1

vis06.provoking. 0.36 -0.02 0.12 0.88 1.0

vis06.satisfying. 0.52 0.34 0.64 0.36 1.7

vis06.sophisticated. 0.29 0.39 0.40 0.60 1.9

vis06.tasteful. 0.48 0.37 0.61 0.39 1.9

vis06.wellDesigned. 0.08 0.75 0.66 0.34 1.0

Table B.34: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 7.

PA1 PA2 h2 u2 com

vis07.appealing. 0.62 0.62 0.77 0.23 2.0

vis07.artistic. 0.25 0.74 0.60 0.40 1.2

vis07.attractive. 0.62 0.64 0.79 0.21 2.0

vis07.balanced. 0.59 0.23 0.41 0.59 1.3

vis07.beautiful. 0.57 0.67 0.77 0.23 1.9

vis07.clean. 0.78 0.16 0.63 0.37 1.1

vis07.cluttered. 0.34 0.04 0.12 0.88 1.0

vis07.colorHarmonious. 0.38 0.30 0.23 0.77 1.9

vis07.creative. 0.20 0.74 0.59 0.41 1.1

vis07.delightful. 0.63 0.63 0.79 0.21 2.0

vis07.elegant. 0.72 0.46 0.72 0.28 1.7

vis07.engaging. 0.50 0.66 0.69 0.31 1.9

vis07.enjoyable. 0.60 0.65 0.78 0.22 2.0

vis07.exciting. 0.47 0.68 0.68 0.32 1.8

vis07.fascinating. 0.36 0.79 0.76 0.24 1.4

vis07.harmonious. 0.62 0.43 0.57 0.43 1.8

vis07.interesting. 0.29 0.75 0.64 0.36 1.3

vis07.inviting. 0.60 0.59 0.70 0.30 2.0

vis07.likable. 0.62 0.65 0.81 0.19 2.0

vis07.lovely. 0.60 0.58 0.69 0.31 2.0

vis07.motivating. 0.63 0.55 0.71 0.29 2.0

vis07.nice. 0.62 0.61 0.76 0.24 2.0

vis07.organized. 0.72 0.06 0.52 0.48 1.0

vis07.pleasing. 0.67 0.60 0.80 0.20 2.0

vis07.pretty. 0.59 0.65 0.77 0.23 2.0

vis07.professional. 0.64 0.20 0.45 0.55 1.2

vis07.provoking. -0.11 0.39 0.16 0.84 1.2

vis07.satisfying. 0.69 0.59 0.82 0.18 2.0

vis07.sophisticated. 0.58 0.45 0.54 0.46 1.9

vis07.tasteful. 0.60 0.53 0.64 0.36 2.0

vis07.wellDesigned. 0.63 0.34 0.51 0.49 1.5
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Table B.35: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 7.

PA1 PA2 h2 u2 com

vis07.appealing. 0.47 0.48 0.77 0.23 2.0

vis07.artistic. -0.07 0.83 0.60 0.40 1.0

vis07.attractive. 0.46 0.51 0.79 0.21 2.0

vis07.balanced. 0.65 -0.01 0.41 0.59 1.0

vis07.beautiful. 0.38 0.57 0.77 0.23 1.7

vis07.clean. 0.92 -0.21 0.63 0.37 1.1

vis07.cluttered. 0.42 -0.13 0.12 0.88 1.2

vis07.colorHarmonious. 0.33 0.18 0.23 0.77 1.6

vis07.creative. -0.14 0.86 0.59 0.41 1.1

vis07.delightful. 0.48 0.48 0.79 0.21 2.0

vis07.elegant. 0.69 0.21 0.72 0.28 1.2

vis07.engaging. 0.29 0.60 0.69 0.31 1.4

vis07.enjoyable. 0.43 0.53 0.78 0.22 1.9

vis07.exciting. 0.25 0.63 0.68 0.32 1.3

vis07.fascinating. 0.04 0.84 0.76 0.24 1.0

vis07.harmonious. 0.58 0.22 0.57 0.43 1.3

vis07.interesting. -0.02 0.82 0.64 0.36 1.0

vis07.inviting. 0.46 0.45 0.70 0.30 2.0

vis07.likable. 0.46 0.51 0.81 0.19 2.0

vis07.lovely. 0.46 0.44 0.69 0.31 2.0

vis07.motivating. 0.52 0.39 0.71 0.29 1.8

vis07.nice. 0.47 0.47 0.76 0.24 2.0

vis07.organized. 0.89 -0.29 0.52 0.48 1.2

vis07.pleasing. 0.55 0.42 0.80 0.20 1.9

vis07.pretty. 0.42 0.54 0.77 0.23 1.9

vis07.professional. 0.73 -0.08 0.45 0.55 1.0

vis07.provoking. -0.35 0.56 0.16 0.84 1.7

vis07.satisfying. 0.58 0.40 0.82 0.18 1.8

vis07.sophisticated. 0.51 0.27 0.54 0.46 1.5

vis07.tasteful. 0.50 0.37 0.64 0.36 1.8

vis07.wellDesigned. 0.63 0.11 0.51 0.49 1.1

Table B.36: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 8.

PA1 PA2 h2 u2 com

vis08.appealing. 0.76 0.40 0.74 0.26 1.5

vis08.artistic. 0.65 0.15 0.45 0.55 1.1

vis08.attractive. 0.74 0.40 0.72 0.28 1.5

vis08.balanced. 0.37 0.69 0.61 0.39 1.5

vis08.beautiful. 0.64 0.49 0.65 0.35 1.9

vis08.clean. 0.37 0.68 0.60 0.40 1.5

vis08.cluttered. 0.18 0.32 0.13 0.87 1.6

vis08.colorHarmonious. 0.43 0.34 0.30 0.70 1.9

vis08.creative. 0.71 0.22 0.55 0.45 1.2

vis08.delightful. 0.70 0.43 0.67 0.33 1.7

vis08.elegant. 0.33 0.72 0.63 0.37 1.4

vis08.engaging. 0.79 0.34 0.73 0.27 1.4

vis08.enjoyable. 0.79 0.39 0.78 0.22 1.5

vis08.exciting. 0.77 0.25 0.66 0.34 1.2

vis08.fascinating. 0.64 0.33 0.51 0.49 1.5

vis08.harmonious. 0.47 0.61 0.60 0.40 1.9

vis08.interesting. 0.70 0.30 0.58 0.42 1.4

vis08.inviting. 0.76 0.40 0.74 0.26 1.5

vis08.likable. 0.76 0.45 0.78 0.22 1.6

vis08.lovely. 0.72 0.39 0.67 0.33 1.6

vis08.motivating. 0.62 0.41 0.56 0.44 1.7

vis08.nice. 0.72 0.48 0.76 0.24 1.7

vis08.organized. 0.23 0.71 0.55 0.45 1.2

vis08.pleasing. 0.71 0.45 0.72 0.28 1.7

vis08.pretty. 0.70 0.39 0.64 0.36 1.6

vis08.professional. 0.05 0.71 0.51 0.49 1.0

vis08.provoking. 0.43 0.04 0.19 0.81 1.0

vis08.satisfying. 0.67 0.44 0.65 0.35 1.7

vis08.sophisticated. 0.41 0.54 0.47 0.53 1.9

vis08.tasteful. 0.65 0.48 0.65 0.35 1.8

vis08.wellDesigned. 0.33 0.76 0.68 0.32 1.4
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Table B.37: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 8.

PA1 PA2 h2 u2 com

vis08.appealing. 0.79 0.09 0.74 0.26 1.0

vis08.artistic. 0.78 -0.17 0.45 0.55 1.1

vis08.attractive. 0.76 0.11 0.72 0.28 1.0

vis08.balanced. 0.11 0.70 0.61 0.39 1.0

vis08.beautiful. 0.58 0.29 0.65 0.35 1.5

vis08.clean. 0.10 0.70 0.60 0.40 1.0

vis08.cluttered. 0.06 0.32 0.13 0.87 1.1

vis08.colorHarmonious. 0.39 0.20 0.30 0.70 1.5

vis08.creative. 0.82 -0.11 0.55 0.45 1.0

vis08.delightful. 0.69 0.17 0.67 0.33 1.1

vis08.elegant. 0.03 0.78 0.63 0.37 1.0

vis08.engaging. 0.86 0.00 0.73 0.27 1.0

vis08.enjoyable. 0.83 0.07 0.78 0.22 1.0

vis08.exciting. 0.89 -0.11 0.66 0.34 1.0

vis08.fascinating. 0.66 0.08 0.51 0.49 1.0

vis08.harmonious. 0.28 0.55 0.60 0.40 1.5

vis08.interesting. 0.77 0.00 0.58 0.42 1.0

vis08.inviting. 0.79 0.09 0.74 0.26 1.0

vis08.likable. 0.75 0.17 0.78 0.22 1.1

vis08.lovely. 0.73 0.12 0.67 0.33 1.0

vis08.motivating. 0.59 0.20 0.56 0.44 1.2

vis08.nice. 0.69 0.23 0.76 0.24 1.2

vis08.organized. -0.09 0.81 0.55 0.45 1.0

vis08.pleasing. 0.70 0.19 0.72 0.28 1.2

vis08.pretty. 0.71 0.11 0.64 0.36 1.1

vis08.professional. -0.33 0.91 0.51 0.49 1.3

vis08.provoking. 0.55 -0.19 0.19 0.81 1.2

vis08.satisfying. 0.64 0.21 0.65 0.35 1.2

vis08.sophisticated. 0.24 0.49 0.47 0.53 1.5

vis08.tasteful. 0.59 0.27 0.65 0.35 1.4

vis08.wellDesigned. 0.01 0.82 0.68 0.32 1.0

Table B.38: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 9.

PA1 PA2 h2 u2 com

vis09.appealing. 0.67 0.52 0.72 0.28 1.9

vis09.artistic. 0.74 0.01 0.54 0.46 1.0

vis09.attractive. 0.75 0.42 0.74 0.26 1.6

vis09.balanced. 0.29 0.67 0.53 0.47 1.4

vis09.beautiful. 0.69 0.36 0.60 0.40 1.5

vis09.clean. 0.14 0.78 0.63 0.37 1.1

vis09.cluttered. 0.22 0.37 0.18 0.82 1.6

vis09.colorHarmonious. 0.30 0.32 0.19 0.81 2.0

vis09.creative. 0.70 0.14 0.51 0.49 1.1

vis09.delightful. 0.67 0.43 0.63 0.37 1.7

vis09.elegant. 0.44 0.58 0.53 0.47 1.9

vis09.engaging. 0.63 0.40 0.55 0.45 1.7

vis09.enjoyable. 0.68 0.50 0.71 0.29 1.8

vis09.exciting. 0.68 0.28 0.54 0.46 1.3

vis09.fascinating. 0.69 0.30 0.56 0.44 1.4

vis09.harmonious. 0.37 0.64 0.55 0.45 1.6

vis09.interesting. 0.57 0.26 0.40 0.60 1.4

vis09.inviting. 0.64 0.45 0.62 0.38 1.8

vis09.likable. 0.67 0.51 0.71 0.29 1.9

vis09.lovely. 0.65 0.38 0.56 0.44 1.6

vis09.motivating. 0.62 0.43 0.57 0.43 1.8

vis09.nice. 0.64 0.50 0.66 0.34 1.9

vis09.organized. 0.18 0.71 0.53 0.47 1.1

vis09.pleasing. 0.58 0.55 0.65 0.35 2.0

vis09.pretty. 0.75 0.30 0.65 0.35 1.3

vis09.professional. 0.05 0.73 0.54 0.46 1.0

vis09.provoking. 0.35 0.08 0.13 0.87 1.1

vis09.satisfying. 0.56 0.61 0.69 0.31 2.0

vis09.sophisticated. 0.40 0.55 0.46 0.54 1.8

vis09.tasteful. 0.54 0.61 0.66 0.34 2.0

vis09.wellDesigned. 0.38 0.68 0.61 0.39 1.6
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Table B.39: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 9.

PA1 PA2 h2 u2 com

vis09.appealing. 0.59 0.31 0.72 0.28 1.5

vis09.artistic. 0.97 -0.40 0.54 0.46 1.3

vis09.attractive. 0.76 0.13 0.74 0.26 1.1

vis09.balanced. 0.01 0.72 0.53 0.47 1.0

vis09.beautiful. 0.71 0.09 0.60 0.40 1.0

vis09.clean. -0.25 0.95 0.63 0.37 1.1

vis09.cluttered. 0.09 0.36 0.18 0.82 1.1

vis09.colorHarmonious. 0.21 0.26 0.19 0.81 1.9

vis09.creative. 0.85 -0.20 0.51 0.49 1.1

vis09.delightful. 0.64 0.20 0.63 0.37 1.2

vis09.elegant. 0.26 0.52 0.53 0.47 1.5

vis09.engaging. 0.61 0.18 0.55 0.45 1.2

vis09.enjoyable. 0.62 0.28 0.71 0.29 1.4

vis09.exciting. 0.75 -0.02 0.54 0.46 1.0

vis09.fascinating. 0.74 0.01 0.56 0.44 1.0

vis09.harmonious. 0.13 0.64 0.55 0.45 1.1

vis09.interesting. 0.61 0.03 0.40 0.60 1.0

vis09.inviting. 0.60 0.23 0.62 0.38 1.3

vis09.likable. 0.60 0.30 0.71 0.29 1.5

vis09.lovely. 0.64 0.14 0.56 0.44 1.1

vis09.motivating. 0.58 0.22 0.57 0.43 1.3

vis09.nice. 0.57 0.30 0.66 0.34 1.5

vis09.organized. -0.15 0.83 0.53 0.47 1.1

vis09.pleasing. 0.47 0.40 0.65 0.35 2.0

vis09.pretty. 0.82 -0.03 0.65 0.35 1.0

vis09.professional. -0.34 0.94 0.54 0.46 1.3

vis09.provoking. 0.42 -0.10 0.13 0.87 1.1

vis09.satisfying. 0.40 0.49 0.69 0.31 1.9

vis09.sophisticated. 0.22 0.50 0.46 0.54 1.4

vis09.tasteful. 0.38 0.50 0.66 0.34 1.9

vis09.wellDesigned. 0.12 0.69 0.61 0.39 1.1

Table B.40: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 10.

PA1 PA2 h2 u2 com

vis10.appealing. 0.57 0.68 0.79 0.21 1.9

vis10.artistic. 0.24 0.72 0.59 0.41 1.2

vis10.attractive. 0.55 0.67 0.75 0.25 1.9

vis10.balanced. 0.72 0.36 0.65 0.35 1.5

vis10.beautiful. 0.54 0.63 0.69 0.31 1.9

vis10.clean. 0.75 0.19 0.60 0.40 1.1

vis10.cluttered. 0.47 0.15 0.24 0.76 1.2

vis10.colorHarmonious. 0.50 0.36 0.38 0.62 1.8

vis10.creative. 0.32 0.67 0.54 0.46 1.4

vis10.delightful. 0.61 0.54 0.67 0.33 2.0

vis10.elegant. 0.68 0.51 0.71 0.29 1.9

vis10.engaging. 0.55 0.52 0.58 0.42 2.0

vis10.enjoyable. 0.57 0.66 0.76 0.24 2.0

vis10.exciting. 0.40 0.70 0.65 0.35 1.6

vis10.fascinating. 0.32 0.63 0.50 0.50 1.5

vis10.harmonious. 0.67 0.45 0.65 0.35 1.8

vis10.interesting. 0.31 0.62 0.48 0.52 1.5

vis10.inviting. 0.68 0.41 0.64 0.36 1.6

vis10.likable. 0.60 0.61 0.74 0.26 2.0

vis10.lovely. 0.65 0.50 0.66 0.34 1.9

vis10.motivating. 0.60 0.49 0.60 0.40 1.9

vis10.nice. 0.66 0.54 0.72 0.28 1.9

vis10.organized. 0.78 0.13 0.62 0.38 1.1

vis10.pleasing. 0.63 0.61 0.77 0.23 2.0

vis10.pretty. 0.47 0.68 0.68 0.32 1.8

vis10.professional. 0.62 0.24 0.43 0.57 1.3

vis10.provoking. 0.00 0.41 0.17 0.83 1.0

vis10.satisfying. 0.60 0.60 0.72 0.28 2.0

vis10.sophisticated. 0.54 0.34 0.41 0.59 1.7

vis10.tasteful. 0.62 0.51 0.64 0.36 1.9

vis10.wellDesigned. 0.74 0.29 0.63 0.37 1.3
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Table B.41: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 10.

PA1 PA2 h2 u2 com

vis10.appealing. 0.36 0.58 0.79 0.21 1.7

vis10.artistic. -0.12 0.85 0.59 0.41 1.0

vis10.attractive. 0.34 0.58 0.75 0.25 1.6

vis10.balanced. 0.77 0.04 0.65 0.35 1.0

vis10.beautiful. 0.34 0.54 0.69 0.31 1.7

vis10.clean. 0.92 -0.21 0.60 0.40 1.1

vis10.cluttered. 0.55 -0.09 0.24 0.76 1.1

vis10.colorHarmonious. 0.46 0.19 0.38 0.62 1.3

vis10.creative. 0.02 0.72 0.54 0.46 1.0

vis10.delightful. 0.51 0.36 0.67 0.33 1.8

vis10.elegant. 0.62 0.28 0.71 0.29 1.4

vis10.engaging. 0.43 0.38 0.58 0.42 2.0

vis10.enjoyable. 0.38 0.55 0.76 0.24 1.8

vis10.exciting. 0.11 0.72 0.65 0.35 1.0

vis10.fascinating. 0.05 0.67 0.50 0.50 1.0

vis10.harmonious. 0.64 0.20 0.65 0.35 1.2

vis10.interesting. 0.03 0.67 0.48 0.52 1.0

vis10.inviting. 0.68 0.14 0.64 0.36 1.1

vis10.likable. 0.45 0.47 0.74 0.26 2.0

vis10.lovely. 0.58 0.28 0.66 0.34 1.4

vis10.motivating. 0.52 0.30 0.60 0.40 1.6

vis10.nice. 0.57 0.33 0.72 0.28 1.6

vis10.organized. 0.99 -0.31 0.62 0.38 1.2

vis10.pleasing. 0.49 0.44 0.77 0.23 2.0

vis10.pretty. 0.22 0.65 0.68 0.32 1.2

vis10.professional. 0.70 -0.06 0.43 0.57 1.0

vis10.provoking. -0.27 0.58 0.17 0.83 1.4

vis10.satisfying. 0.44 0.46 0.72 0.28 2.0

vis10.sophisticated. 0.54 0.13 0.41 0.59 1.1

vis10.tasteful. 0.54 0.31 0.64 0.36 1.6

vis10.wellDesigned. 0.85 -0.07 0.63 0.37 1.0

Table B.42: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 11.

PA1 PA2 h2 u2 com

vis11.appealing. 0.62 0.58 0.72 0.28 2.0

vis11.artistic. 0.70 0.21 0.53 0.47 1.2

vis11.attractive. 0.69 0.50 0.73 0.27 1.8

vis11.balanced. 0.33 0.72 0.63 0.37 1.4

vis11.beautiful. 0.64 0.55 0.72 0.28 2.0

vis11.clean. 0.21 0.82 0.72 0.29 1.1

vis11.cluttered. 0.05 0.25 0.06 0.94 1.1

vis11.colorHarmonious. 0.41 0.31 0.26 0.74 1.9

vis11.creative. 0.74 0.18 0.58 0.42 1.1

vis11.delightful. 0.63 0.58 0.74 0.26 2.0

vis11.elegant. 0.36 0.72 0.65 0.35 1.5

vis11.engaging. 0.73 0.39 0.68 0.32 1.5

vis11.enjoyable. 0.68 0.53 0.73 0.27 1.9

vis11.exciting. 0.79 0.37 0.76 0.24 1.4

vis11.fascinating. 0.73 0.29 0.62 0.38 1.3

vis11.harmonious. 0.48 0.61 0.61 0.39 1.9

vis11.interesting. 0.76 0.23 0.63 0.37 1.2

vis11.inviting. 0.55 0.63 0.70 0.30 2.0

vis11.likable. 0.61 0.59 0.72 0.28 2.0

vis11.lovely. 0.62 0.58 0.73 0.27 2.0

vis11.motivating. 0.55 0.56 0.61 0.39 2.0

vis11.nice. 0.63 0.55 0.71 0.29 2.0

vis11.organized. 0.17 0.75 0.60 0.40 1.1

vis11.pleasing. 0.61 0.62 0.75 0.25 2.0

vis11.pretty. 0.70 0.48 0.72 0.28 1.8

vis11.professional. 0.11 0.65 0.43 0.57 1.1

vis11.provoking. 0.55 0.01 0.30 0.70 1.0

vis11.satisfying. 0.56 0.65 0.74 0.26 2.0

vis11.sophisticated. 0.31 0.59 0.45 0.55 1.5

vis11.tasteful. 0.56 0.60 0.67 0.33 2.0

vis11.wellDesigned. 0.37 0.71 0.64 0.36 1.5
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Table B.43: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 11.

PA1 PA2 h2 u2 com

vis11.appealing. 0.50 0.41 0.72 0.28 1.9

vis11.artistic. 0.82 -0.13 0.53 0.47 1.1

vis11.attractive. 0.64 0.26 0.73 0.27 1.3

vis11.balanced. 0.03 0.78 0.63 0.37 1.0

vis11.beautiful. 0.54 0.37 0.72 0.28 1.8

vis11.clean. -0.19 0.97 0.72 0.29 1.1

vis11.cluttered. -0.07 0.30 0.06 0.94 1.1

vis11.colorHarmonious. 0.37 0.18 0.26 0.74 1.4

vis11.creative. 0.89 -0.19 0.58 0.42 1.1

vis11.delightful. 0.51 0.41 0.74 0.26 1.9

vis11.elegant. 0.06 0.76 0.65 0.35 1.0

vis11.engaging. 0.75 0.10 0.68 0.32 1.0

vis11.enjoyable. 0.60 0.31 0.73 0.27 1.5

vis11.exciting. 0.84 0.04 0.76 0.24 1.0

vis11.fascinating. 0.81 -0.03 0.62 0.38 1.0

vis11.harmonious. 0.29 0.54 0.61 0.39 1.5

vis11.interesting. 0.89 -0.14 0.63 0.37 1.0

vis11.inviting. 0.38 0.52 0.70 0.30 1.8

vis11.likable. 0.48 0.43 0.72 0.28 2.0

vis11.lovely. 0.50 0.42 0.73 0.27 1.9

vis11.motivating. 0.41 0.43 0.61 0.39 2.0

vis11.nice. 0.53 0.37 0.71 0.29 1.8

vis11.organized. -0.20 0.91 0.60 0.40 1.1

vis11.pleasing. 0.46 0.47 0.75 0.25 2.0

vis11.pretty. 0.66 0.23 0.72 0.28 1.2

vis11.professional. -0.22 0.80 0.43 0.57 1.2

vis11.provoking. 0.73 -0.31 0.30 0.70 1.3

vis11.satisfying. 0.38 0.54 0.74 0.26 1.8

vis11.sophisticated. 0.07 0.62 0.45 0.55 1.0

vis11.tasteful. 0.40 0.48 0.67 0.33 1.9

vis11.wellDesigned. 0.09 0.74 0.64 0.36 1.0

Table B.44: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 12.

PA1 PA2 h2 u2 com

vis12.appealing. 0.69 0.53 0.77 0.23 1.9

vis12.artistic. 0.84 0.04 0.70 0.30 1.0

vis12.attractive. 0.70 0.51 0.76 0.24 1.8

vis12.balanced. 0.36 0.64 0.54 0.46 1.6

vis12.beautiful. 0.75 0.42 0.74 0.26 1.6

vis12.clean. 0.36 0.72 0.65 0.35 1.5

vis12.cluttered. 0.09 -0.21 0.05 0.95 1.4

vis12.colorHarmonious. 0.52 0.34 0.38 0.62 1.7

vis12.creative. 0.75 0.06 0.57 0.43 1.0

vis12.delightful. 0.76 0.44 0.77 0.23 1.6

vis12.elegant. 0.60 0.54 0.65 0.35 2.0

vis12.engaging. 0.64 0.42 0.59 0.41 1.7

vis12.enjoyable. 0.73 0.49 0.77 0.23 1.7

vis12.exciting. 0.71 0.33 0.62 0.38 1.4

vis12.fascinating. 0.74 0.29 0.64 0.36 1.3

vis12.harmonious. 0.58 0.56 0.65 0.35 2.0

vis12.interesting. 0.68 0.30 0.56 0.44 1.4

vis12.inviting. 0.61 0.48 0.60 0.40 1.9

vis12.likable. 0.74 0.49 0.79 0.21 1.7

vis12.lovely. 0.73 0.46 0.74 0.26 1.7

vis12.motivating. 0.60 0.39 0.51 0.49 1.7

vis12.nice. 0.71 0.42 0.68 0.32 1.6

vis12.organized. 0.25 0.80 0.70 0.30 1.2

vis12.pleasing. 0.74 0.48 0.78 0.22 1.7

vis12.pretty. 0.76 0.39 0.74 0.26 1.5

vis12.professional. 0.32 0.72 0.62 0.38 1.4

vis12.provoking. 0.42 -0.02 0.17 0.83 1.0

vis12.satisfying. 0.70 0.52 0.76 0.24 1.9

vis12.sophisticated. 0.59 0.47 0.57 0.44 1.9

vis12.tasteful. 0.59 0.47 0.58 0.42 1.9

vis12.wellDesigned. 0.57 0.61 0.69 0.31 2.0
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Table B.45: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 12.

PA1 PA2 h2 u2 com

vis12.appealing. 0.62 0.33 0.77 0.23 1.5

vis12.artistic. 1.01 -0.34 0.70 0.30 1.2

vis12.attractive. 0.64 0.30 0.76 0.24 1.4

vis12.balanced. 0.16 0.62 0.54 0.46 1.1

vis12.beautiful. 0.74 0.17 0.74 0.26 1.1

vis12.clean. 0.13 0.72 0.65 0.35 1.1

vis12.cluttered. 0.21 -0.30 0.05 0.95 1.8

vis12.colorHarmonious. 0.49 0.18 0.38 0.62 1.3

vis12.creative. 0.90 -0.27 0.57 0.43 1.2

vis12.delightful. 0.74 0.19 0.77 0.23 1.1

vis12.elegant. 0.51 0.38 0.65 0.35 1.8

vis12.engaging. 0.60 0.22 0.59 0.41 1.3

vis12.enjoyable. 0.69 0.26 0.77 0.23 1.3

vis12.exciting. 0.74 0.07 0.62 0.38 1.0

vis12.fascinating. 0.79 0.02 0.64 0.36 1.0

vis12.harmonious. 0.47 0.42 0.65 0.35 2.0

vis12.interesting. 0.71 0.05 0.56 0.44 1.0

vis12.inviting. 0.54 0.30 0.60 0.40 1.6

vis12.likable. 0.70 0.26 0.79 0.21 1.3

vis12.lovely. 0.70 0.22 0.74 0.26 1.2

vis12.motivating. 0.57 0.19 0.51 0.49 1.2

vis12.nice. 0.69 0.19 0.68 0.32 1.1

vis12.organized. -0.04 0.87 0.70 0.30 1.0

vis12.pleasing. 0.70 0.25 0.78 0.22 1.2

vis12.pretty. 0.77 0.13 0.74 0.26 1.1

vis12.professional. 0.08 0.74 0.62 0.38 1.0

vis12.provoking. 0.52 -0.22 0.17 0.83 1.3

vis12.satisfying. 0.63 0.32 0.76 0.24 1.5

vis12.sophisticated. 0.52 0.30 0.57 0.44 1.6

vis12.tasteful. 0.53 0.30 0.58 0.42 1.6

vis12.wellDesigned. 0.43 0.49 0.69 0.31 2.0

Table B.46: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 13.

PA1 PA2 h2 u2 com

vis13.appealing. 0.67 0.57 0.78 0.22 2.0

vis13.artistic. 0.71 0.03 0.51 0.49 1.0

vis13.attractive. 0.66 0.54 0.73 0.27 1.9

vis13.balanced. 0.24 0.77 0.65 0.35 1.2

vis13.beautiful. 0.70 0.39 0.64 0.36 1.6

vis13.clean. 0.22 0.72 0.56 0.44 1.2

vis13.cluttered. 0.04 0.14 0.02 0.98 1.2

vis13.colorHarmonious. 0.31 0.29 0.18 0.82 2.0

vis13.creative. 0.65 0.13 0.44 0.56 1.1

vis13.delightful. 0.67 0.59 0.79 0.21 2.0

vis13.elegant. 0.56 0.55 0.62 0.38 2.0

vis13.engaging. 0.62 0.51 0.65 0.36 1.9

vis13.enjoyable. 0.66 0.51 0.70 0.30 1.9

vis13.exciting. 0.73 0.36 0.66 0.34 1.5

vis13.fascinating. 0.74 0.30 0.64 0.36 1.3

vis13.harmonious. 0.42 0.69 0.65 0.35 1.6

vis13.interesting. 0.70 0.32 0.59 0.41 1.4

vis13.inviting. 0.56 0.64 0.72 0.28 2.0

vis13.likable. 0.65 0.58 0.76 0.24 2.0

vis13.lovely. 0.72 0.42 0.71 0.29 1.6

vis13.motivating. 0.64 0.53 0.69 0.31 1.9

vis13.nice. 0.72 0.53 0.80 0.20 1.8

vis13.organized. 0.19 0.79 0.66 0.34 1.1

vis13.pleasing. 0.70 0.52 0.76 0.24 1.8

vis13.pretty. 0.79 0.35 0.75 0.25 1.4

vis13.professional. 0.32 0.66 0.55 0.46 1.4

vis13.provoking. 0.20 0.11 0.05 0.95 1.5

vis13.satisfying. 0.67 0.53 0.73 0.27 1.9

vis13.sophisticated. 0.57 0.42 0.51 0.50 1.8

vis13.tasteful. 0.59 0.56 0.66 0.34 2.0

vis13.wellDesigned. 0.43 0.75 0.74 0.26 1.6
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Table B.47: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 13.

PA1 PA2 h2 u2 com

vis13.appealing. 0.57 0.37 0.78 0.22 1.7

vis13.artistic. 0.96 -0.41 0.51 0.49 1.3

vis13.attractive. 0.58 0.33 0.73 0.27 1.6

vis13.balanced. -0.14 0.91 0.65 0.35 1.0

vis13.beautiful. 0.72 0.10 0.64 0.36 1.0

vis13.clean. -0.15 0.85 0.56 0.44 1.1

vis13.cluttered. -0.03 0.16 0.02 0.98 1.1

vis13.colorHarmonious. 0.25 0.20 0.18 0.82 1.9

vis13.creative. 0.82 -0.23 0.44 0.56 1.2

vis13.delightful. 0.56 0.39 0.79 0.21 1.8

vis13.elegant. 0.43 0.41 0.62 0.38 2.0

vis13.engaging. 0.53 0.32 0.65 0.36 1.6

vis13.enjoyable. 0.59 0.29 0.70 0.30 1.5

vis13.exciting. 0.78 0.04 0.66 0.34 1.0

vis13.fascinating. 0.84 -0.05 0.64 0.36 1.0

vis13.harmonious. 0.15 0.69 0.65 0.35 1.1

vis13.interesting. 0.77 0.00 0.59 0.41 1.0

vis13.inviting. 0.37 0.53 0.72 0.28 1.8

vis13.likable. 0.53 0.40 0.76 0.24 1.8

vis13.lovely. 0.74 0.13 0.71 0.29 1.1

vis13.motivating. 0.55 0.33 0.69 0.31 1.6

vis13.nice. 0.67 0.27 0.80 0.20 1.3

vis13.organized. -0.22 0.96 0.66 0.34 1.1

vis13.pleasing. 0.65 0.27 0.76 0.24 1.3

vis13.pretty. 0.88 -0.02 0.75 0.25 1.0

vis13.professional. 0.03 0.71 0.55 0.46 1.0

vis13.provoking. 0.21 0.02 0.05 0.95 1.0

vis13.satisfying. 0.60 0.31 0.73 0.27 1.5

vis13.sophisticated. 0.53 0.22 0.51 0.50 1.3

vis13.tasteful. 0.47 0.40 0.66 0.34 1.9

vis13.wellDesigned. 0.13 0.76 0.74 0.26 1.1

Table B.48: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 14.

PA1 PA2 h2 u2 com

vis14.appealing. 0.73 0.42 0.71 0.29 1.6

vis14.artistic. 0.33 0.51 0.36 0.64 1.7

vis14.attractive. 0.77 0.40 0.75 0.25 1.5

vis14.balanced. 0.37 0.67 0.58 0.42 1.6

vis14.beautiful. 0.71 0.42 0.69 0.31 1.6

vis14.clean. 0.35 0.72 0.64 0.36 1.4

vis14.cluttered. 0.08 -0.02 0.01 0.99 1.2

vis14.colorHarmonious. 0.36 0.56 0.45 0.55 1.7

vis14.creative. 0.32 0.46 0.31 0.69 1.8

vis14.delightful. 0.80 0.36 0.78 0.22 1.4

vis14.elegant. 0.54 0.50 0.55 0.45 2.0

vis14.engaging. 0.48 0.56 0.55 0.45 2.0

vis14.enjoyable. 0.78 0.41 0.77 0.23 1.5

vis14.exciting. 0.64 0.41 0.58 0.42 1.7

vis14.fascinating. 0.41 0.60 0.52 0.48 1.8

vis14.harmonious. 0.51 0.56 0.57 0.43 2.0

vis14.interesting. 0.32 0.52 0.38 0.62 1.7

vis14.inviting. 0.71 0.34 0.62 0.38 1.4

vis14.likable. 0.74 0.48 0.77 0.23 1.7

vis14.lovely. 0.75 0.35 0.69 0.31 1.4

vis14.motivating. 0.64 0.42 0.59 0.41 1.7

vis14.nice. 0.69 0.47 0.69 0.31 1.8

vis14.organized. 0.15 0.79 0.65 0.35 1.1

vis14.pleasing. 0.80 0.38 0.78 0.22 1.4

vis14.pretty. 0.78 0.42 0.78 0.22 1.5

vis14.professional. 0.13 0.81 0.67 0.33 1.1

vis14.provoking. 0.20 0.10 0.05 0.95 1.5

vis14.satisfying. 0.70 0.43 0.68 0.32 1.7

vis14.sophisticated. 0.43 0.59 0.53 0.47 1.8

vis14.tasteful. 0.59 0.49 0.59 0.41 1.9

vis14.wellDesigned. 0.21 0.76 0.62 0.38 1.2
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Table B.49: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 14.

PA1 PA2 h2 u2 com

vis14.appealing. 0.73 0.15 0.71 0.29 1.1

vis14.artistic. 0.16 0.48 0.36 0.64 1.2

vis14.attractive. 0.79 0.10 0.75 0.25 1.0

vis14.balanced. 0.12 0.67 0.58 0.42 1.1

vis14.beautiful. 0.71 0.16 0.69 0.31 1.1

vis14.clean. 0.07 0.75 0.64 0.36 1.0

vis14.cluttered. 0.12 -0.07 0.01 0.99 1.7

vis14.colorHarmonious. 0.17 0.54 0.45 0.55 1.2

vis14.creative. 0.17 0.42 0.31 0.69 1.3

vis14.delightful. 0.86 0.03 0.78 0.22 1.0

vis14.elegant. 0.44 0.35 0.55 0.45 1.9

vis14.engaging. 0.34 0.46 0.55 0.45 1.8

vis14.enjoyable. 0.81 0.10 0.77 0.23 1.0

vis14.exciting. 0.62 0.18 0.58 0.42 1.2

vis14.fascinating. 0.22 0.55 0.52 0.48 1.3

vis14.harmonious. 0.38 0.44 0.57 0.43 2.0

vis14.interesting. 0.15 0.50 0.38 0.62 1.2

vis14.inviting. 0.76 0.05 0.62 0.38 1.0

vis14.likable. 0.71 0.22 0.77 0.23 1.2

vis14.lovely. 0.80 0.05 0.69 0.31 1.0

vis14.motivating. 0.62 0.20 0.59 0.41 1.2

vis14.nice. 0.65 0.23 0.69 0.31 1.2

vis14.organized. -0.23 0.95 0.65 0.35 1.1

vis14.pleasing. 0.84 0.05 0.78 0.22 1.0

vis14.pretty. 0.80 0.12 0.78 0.22 1.0

vis14.professional. -0.26 0.98 0.67 0.33 1.1

vis14.provoking. 0.21 0.02 0.05 0.95 1.0

vis14.satisfying. 0.69 0.18 0.68 0.32 1.1

vis14.sophisticated. 0.25 0.53 0.53 0.47 1.4

vis14.tasteful. 0.51 0.32 0.59 0.41 1.7

vis14.wellDesigned. -0.13 0.87 0.62 0.38 1.0

Table B.50: Factor loading for 31 terms using an EFA for two factors with

Varimax rotation for Image 15.

PA1 PA2 h2 u2 com

vis15.appealing. 0.68 0.59 0.81 0.19 2.0

vis15.artistic. 0.26 0.69 0.55 0.45 1.3

vis15.attractive. 0.54 0.66 0.73 0.27 1.9

vis15.balanced. 0.76 0.28 0.66 0.34 1.3

vis15.beautiful. 0.54 0.65 0.71 0.29 1.9

vis15.clean. 0.75 0.20 0.60 0.40 1.1

vis15.cluttered. 0.24 0.09 0.07 0.93 1.3

vis15.colorHarmonious. 0.49 0.41 0.41 0.59 1.9

vis15.creative. 0.19 0.74 0.58 0.42 1.1

vis15.delightful. 0.66 0.59 0.78 0.22 2.0

vis15.elegant. 0.64 0.48 0.64 0.36 1.8

vis15.engaging. 0.49 0.65 0.66 0.34 1.9

vis15.enjoyable. 0.60 0.65 0.79 0.21 2.0

vis15.exciting. 0.44 0.68 0.66 0.34 1.7

vis15.fascinating. 0.28 0.74 0.62 0.38 1.3

vis15.harmonious. 0.76 0.38 0.72 0.28 1.5

vis15.interesting. 0.37 0.68 0.60 0.40 1.5

vis15.inviting. 0.56 0.61 0.69 0.31 2.0

vis15.likable. 0.63 0.63 0.79 0.21 2.0

vis15.lovely. 0.58 0.58 0.68 0.32 2.0

vis15.motivating. 0.48 0.61 0.60 0.40 1.9

vis15.nice. 0.67 0.59 0.80 0.21 2.0

vis15.organized. 0.83 0.10 0.69 0.31 1.0

vis15.pleasing. 0.67 0.57 0.77 0.23 2.0

vis15.pretty. 0.57 0.64 0.73 0.27 2.0

vis15.professional. 0.66 0.18 0.47 0.53 1.1

vis15.provoking. -0.04 0.56 0.32 0.69 1.0

vis15.satisfying. 0.68 0.51 0.72 0.28 1.9

vis15.sophisticated. 0.45 0.55 0.51 0.49 1.9

vis15.tasteful. 0.53 0.64 0.69 0.31 1.9

vis15.wellDesigned. 0.72 0.36 0.65 0.36 1.5
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Table B.51: Factor loading for 31 terms using an EFA for two factors with

Promax rotation for Image 15.

PA1 PA2 h2 u2 com

vis15.appealing. 0.57 0.40 0.81 0.19 1.8

vis15.artistic. -0.06 0.78 0.55 0.45 1.0

vis15.attractive. 0.34 0.57 0.73 0.27 1.6

vis15.balanced. 0.86 -0.07 0.66 0.34 1.0

vis15.beautiful. 0.34 0.56 0.71 0.29 1.7

vis15.clean. 0.90 -0.18 0.60 0.40 1.1

vis15.cluttered. 0.28 -0.03 0.07 0.93 1.0

vis15.colorHarmonious. 0.41 0.27 0.41 0.59 1.7

vis15.creative. -0.19 0.89 0.58 0.42 1.1

vis15.delightful. 0.53 0.41 0.78 0.22 1.9

vis15.elegant. 0.59 0.26 0.64 0.36 1.4

vis15.engaging. 0.28 0.59 0.66 0.34 1.4

vis15.enjoyable. 0.42 0.53 0.79 0.21 1.9

vis15.exciting. 0.19 0.66 0.66 0.34 1.2

vis15.fascinating. -0.07 0.84 0.62 0.38 1.0

vis15.harmonious. 0.79 0.07 0.72 0.28 1.0

vis15.interesting. 0.08 0.71 0.60 0.40 1.0

vis15.inviting. 0.40 0.49 0.69 0.31 1.9

vis15.likable. 0.48 0.48 0.79 0.21 2.0

vis15.lovely. 0.44 0.45 0.68 0.32 2.0

vis15.motivating. 0.29 0.54 0.60 0.40 1.5

vis15.nice. 0.55 0.41 0.80 0.21 1.9

vis15.organized. 1.06 -0.36 0.69 0.31 1.2

vis15.pleasing. 0.56 0.38 0.77 0.23 1.8

vis15.pretty. 0.38 0.53 0.73 0.27 1.8

vis15.professional. 0.79 -0.15 0.47 0.53 1.1

vis15.provoking. -0.40 0.79 0.32 0.69 1.5

vis15.satisfying. 0.61 0.29 0.72 0.28 1.4

vis15.sophisticated. 0.28 0.48 0.51 0.49 1.6

vis15.tasteful. 0.34 0.55 0.69 0.31 1.7

vis15.wellDesigned. 0.76 0.06 0.65 0.36 1.0
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