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Abstract

Head and neck cancer (HNC) is one of the most challenging cancers to treat due to its
complex anatomy and significant patient-specific changes during treatment. As the 6th

most common cancer worldwide, HNC often has a poor prognosis due to late diagnosis
and the lack of reliable predictive markers. Radiation therapy, typically combined with
surgery, faces challenges such as inter-observer variability, complex treatment planning,
and anatomical changes throughout the treatment process.

Adaptive radiotherapy is essential to maintain precision as the patient’s anatomy
evolves during treatment. However, current low-invasive imaging methods before each
treatment fraction, such as Cone Beam CT (CBCT) and biplanar X-rays, are limited in
quality or provide only 2D images, making daily treatment adaptation challenging. This
thesis introduces novel deep learning approaches to reconstruct accurate 3D CT images
from biplanar X-rays, enabling adaptive radiotherapy that reduces radiation dose, shortens
acquisition times, lowers costs, and improves treatment precision.

Reconstructing 3D volumes from biplanar X-rays is inherently challenging due to the
limited information provided by only two projections, leading to significant ambiguity in
capturing internal structures. To address this, the thesis incorporates anatomical and
deformation priors through deep learning, significantly improving reconstruction accuracy
despite the very sparse measurements.

The first method, X2Vision, is an unsupervised approach that uses generative models
trained on head and neck CT scans to learn the distribution of head and neck anatomies.
It optimizes latent vectors to generate 3D volumes that align with both biplanar X-rays
and anatomical priors. By leveraging these priors and navigating the anatomical man-
ifold, X2Vision dramatically reduces the ill-posed nature of the reconstruction problem,
achieving accurate results even with just two projections.

In radiotherapy, pre-treatment scans such as CT or MRI are typically available and
are essential for improving reconstructions by accounting for anatomical changes over
time. To make use of this data, we developed XSynthMorph, a method that integrates
patient-specific features from pre-acquired planning CT scans. By combining anatomi-
cal and deformation priors, XSynthMorph adjusts for changes like weight loss, non-rigid
deformations, or tumor regression. This approach enables more robust and personalized
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reconstructions, providing an unprecedented level of precision and detail in capturing 3D
structures.

We explored the clinical potential of X2Vision and XSynthMorph, with preliminary
clinical evaluations demonstrating their effectiveness in patient positioning, structure re-
trieval, and dosimetry analysis, highlighting their promise for daily adaptive radiotherapy.
To bring these methods closer to clinical reality, we developed an initial approach to
integrate them into real-world biplanar X-ray systems used in radiotherapy.

In conclusion, this thesis demonstrates the feasibility of adaptive radiotherapy us-
ing only biplanar X-rays. By combining generative models, deformation priors, and pre-
acquired scans, we have shown that high-quality 3D reconstructions can be achieved with
minimal radiation exposure. This work paves the way for daily adaptive radiotherapy,
offering a low-invasive, cost-effective solution that enhances precision, reduces radiation
exposure, and improves overall treatment efficiency.



Résumé

Le cancer de la tête et du cou (HNC) est l’un des cancers les plus difficiles à traiter en
raison de la complexité de son anatomie et des changements significatifs spécifiques à
chaque patient au cours du traitement. En tant que 6e cancer le plus fréquent dans le
monde, le HNC présente souvent un mauvais pronostic en raison d’un diagnostic tardif
et de l’absence de marqueurs prédictifs fiables. La radiothérapie, souvent associée à la
chirurgie, est confrontée à des défis tels que la variabilité inter-observateur, la complexité
de la planification et les changements anatomiques pendant le traitement.

La radiothérapie adaptative est essentielle pour maintenir la précision à mesure que
l’anatomie du patient évolue. Cependant, les méthodes d’imagerie peu invasives actuelles,
comme la tomographie conique (CBCT) et les rayons X biplanaires, sont limitées en qualité
ou ne fournissent que des images 2D, ce qui complique l’adaptation quotidienne du traite-
ment. Cette thèse propose des approches innovantes basées sur l’apprentissage profond
pour reconstruire des images CT 3D précises à partir de rayons X biplanaires, permettant
une radiothérapie adaptative qui réduit la dose de radiation, accélère l’acquisition, réduit
les coûts et améliore la précision.

La reconstruction de volumes 3D à partir de rayons X biplanaires est difficile en rai-
son des informations limitées de seulement deux projections, ce qui crée une ambiguïté
importante dans la capture des structures internes. Pour y remédier, cette thèse intègre
des a priori anatomiques et de déformation via l’apprentissage profond, améliorant ainsi
considérablement la précision des reconstructions malgré des données limitées.

La première méthode, X2Vision, est une approche non supervisée qui utilise des mod-
èles génératifs entraînés sur des scans CT pour apprendre la distribution des anatomies de
la tête et du cou. Elle optimise des vecteurs latents pour générer des volumes 3D alignés
avec les rayons X biplanaires et les a priori anatomiques. En utilisant ces a priori et en
naviguant dans le domaine anatomique, X2Vision réduit considérablement la nature mal
posée du problème de reconstruction, obtenant des résultats précis même avec seulement
deux projections.

En radiothérapie, des scans pré-traitement comme le CT ou l’IRM sont souvent
disponibles et essentiels pour améliorer les reconstructions en tenant compte des change-
ments anatomiques au fil du temps. Nous avons développé XSynthMorph, une méthode
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qui intègre des caractéristiques spécifiques au patient à partir des scans CT préalablement
acquis. En combinant des a priori anatomiques et de déformation, XSynthMorph s’adapte
aux changements tels que la perte de poids ou les déformations non rigides, permettant
des reconstructions plus robustes et personnalisées, avec une précision et un détail sans
précédent.

Nous avons exploré le potentiel clinique de X2Vision et XSynthMorph, avec des éval-
uations cliniques préliminaires montrant leur efficacité dans le positionnement du patient,
la recnstruction des structures et l’analyse dosimétrique, soulignant leur potentiel pour
la radiothérapie adaptative quotidienne. Pour approcher la réalité clinique, nous avons
développé une première approche pour intégrer ces méthodes aux systèmes de rayons X
biplanaires utilisés en radiothérapie.

En conclusion, cette thèse démontre la faisabilité de la radiothérapie adaptative util-
isant uniquement des rayons X biplanaires. En combinant des modèles génératifs, des
a priori de déformation et des scans préalablement acquis, nous avons montré que des
reconstructions 3D de haute qualité peuvent être obtenues avec une faible exposition aux
radiations. Ce travail ouvre la voie à une radiothérapie adaptative quotidienne, offrant
une solution peu invasive, peu coûteuse, et précise.
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1.1 Clinical Context

Head and neck cancer (HNC) represents one of the most intricate challenges in oncology
due to the region’s complex anatomy and the imperative to preserve vital functions such
as speech, swallowing, and sensory perception while administering effective treatment.
As the sixth most common cancer worldwide, HNC accounts for approximately 6% of
all cancer cases, with over 600,000 new diagnoses annually. The majority are head and
neck squamous cell carcinomas (HNSCC), originating from the mucosal surfaces lining
the head and neck region.

Often presenting at advanced stages due to nonspecific early symptoms and a lack of
reliable screening methods, HNC is associated with a poor prognosis and higher mortality
rates. Major risk factors include tobacco use, alcohol consumption, and human papillo-
mavirus (HPV) infection, particularly HPV-16. The intricate anatomy of the head and
neck, where vital structures are densely packed in close proximity, adds significant com-
plexity to treatment planning and delivery. Even slight deviations in treatment can lead to
substantial morbidity, underscoring the necessity for exceptional precision in therapeutic
interventions.

Management of HNC typically involves a multidisciplinary approach that includes
surgery, radiation therapy (RT), and chemotherapy. Radiation therapy is a cornerstone of
HNC treatment, serving either as a primary modality or in conjunction with other ther-
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apies. The objective of RT is to deliver a lethal dose of radiation to the tumor while
sparing adjacent healthy tissues to minimize side effects and preserve function. Achieving
this balance is particularly challenging in the head and neck region, where the margin for
error is minimal due to the presence of critical structures such as the spinal cord, salivary
glands, and optic nerves.

1.2 Motivation

Precision in radiation therapy is paramount for HNC patients, whose anatomy can change
significantly over the course of treatment due to factors such as tumor regression, weight
loss, and tissue swelling. These changes can alter the spatial relationship between the
tumor and surrounding healthy tissues, potentially compromising the effectiveness of the
treatment and increasing the risk of radiation-induced toxicity.

Traditional RT planning relies on pre-treatment imaging, usually computed tomogra-
phy (CT) scans, to design treatment plans based on the patient’s anatomy at a single
point in time. However, this static approach fails to account for anatomical changes oc-
curring during the several weeks of RT, potentially leading to suboptimal dose delivery to
the tumor and unintended irradiation of healthy tissues.

Adaptive Radiation Therapy (ART) addresses this limitation by incorporating imag-
ing data acquired throughout the treatment course to adjust the treatment plan as the
patient’s anatomy evolves. ART has the potential to improve treatment outcomes by
maintaining dose conformity to the tumor and reducing toxicity to normal tissues. Imple-
menting ART in clinical practice, however, faces significant challenges, particularly related
to the availability of timely, high-quality imaging that does not impose additional radiation
burden or extend treatment times.

Current imaging methods used before each treatment fraction, such as Cone-Beam
Computed Tomography (CBCT) and biplanar X-rays, have inherent limitations. While
CBCT provides volumetric imaging, its image quality is inferior to diagnostic CT, and it
requires a full rotational acquisition around the patient. This process leads to additional
radiation exposure, increases treatment time, and incurs higher costs. The extended
acquisition time adds to patient discomfort and can introduce motion artifacts, while the
additional radiation dose contributes to cumulative exposure of organs at risk (OARs),
potentially increasing the risk of secondary malignancies.

Biplanar X-rays, in contrast, offer fast, low-dose imaging with minimal radiation expo-
sure and reduced cost. They capture two orthogonal two-dimensional projections, provid-
ing essential information for patient positioning based on bony landmarks. However, they
lack the volumetric information necessary to accurately assess three-dimensional anatom-
ical changes, limiting their utility in guiding adaptive treatment planning.

Developing methods to reconstruct high-quality 3D images from low-dose, widely
available imaging modalities like biplanar X-rays would represent a significant advancement
in adaptive radiotherapy. Achieving accurate 3D reconstructions from such sparse data
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is inherently challenging due to the limited information and the inherent ambiguity in
inferring internal structures from only two projections.

This thesis seeks to overcome these challenges by redefining imaging in adaptive ra-
diotherapy. We envision a system that reconstructs high-fidelity 3D images using only
biplanar X-rays, providing CT-quality imaging with minimal radiation exposure, rapid ac-
quisition times, and a cost-effective setup. This innovation promises unprecedented speed,
precision, and accessibility in adaptive radiotherapy, potentially transforming clinical prac-
tice and improving patient outcomes.

1.3 Contributions

This thesis makes significant contributions to the field of adaptive radiation therapy by
developing innovative deep learning methods for accurate 3D reconstruction from biplanar
X-rays. By leveraging anatomical and deformation priors, these approaches enable precise
3D imaging for head and neck cancer patients, supporting daily treatment adjustments
with reduced radiation exposure and faster acquisition times.

In chapter 2, we provide a comprehensive overview of the challenges in achieving pre-
cision in radiotherapy for head and neck cancer. We discuss how traditional methods
struggle with anatomical changes like tumor shrinkage and weight loss, leading to mis-
alignment of radiation delivery and increased side effects. We introduce the concept of
Image-Guided Adaptive Radiotherapy (IGART), which integrates imaging to dynamically
adjust treatment plans. This chapter underscores the critical need for efficient imaging
solutions and explores the potential of using limited biplanar X-rays to provide daily 3D
estimates of patient anatomy for adaptive radiotherapy with improved precision.

In chapter 3, we address the challenge of 3D reconstruction from biplanar X-rays, rec-
ognizing that using only two projections makes the reconstruction problem highly ill-posed
due to sparse data. We introduce X2Vision, a generative model-based approach that in-
tegrates anatomical priors from 3D CT scans to reconstruct head and neck anatomy.
By optimizing latent vectors within a deep generative model, X2Vision generates a 3D
volume that aligns with both the anatomical priors and the input projections, demonstrat-
ing improved accuracy over previous methods. Clinical evaluations reveal that X2Vision
achieves positioning accuracy comparable to CBCT, allowing reliable patient alignment
using only biplanar X-rays. Preliminary dosimetric studies further highlight its potential
to effectively guide adaptive radiotherapy. This work was presented at MICCAI 2023
(Poster) [Cafaro, 2023c] and ESTRO 2023 (Oral and Poster) [Cafaro, 2023b].

In chapter 4, we enhance the 3D reconstruction accuracy by integrating pre-acquired
patient-specific data. We propose XSynthMorph, an unsupervised method that combines
pre-treatment CT scans with generative models to improve reconstruction from biplanar
X-rays. By using a generative model to guide deformations, XSynthMorph adapts pre-
cisely to each patient’s unique anatomy, overcoming limitations of previous methods that
struggled with under-constrained deformable alignment. We demonstrate its effectiveness
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for adaptive radiotherapy applications, including rigid registration, segmentation, and the
deformation of critical organs. This work was presented at WBIR 2024 (Short Oral and
Poster) [Cafaro, 2024b] and ESTRO 2024 (Short Oral) [Cafaro, 2024c].

In chapter 5, we adapt our 3D reconstruction frameworks, X2Vision and XSynth-
Morph, for integration into real clinical workflows using biplanar X-rays. Translating
these methods to real X-ray systems introduces challenges such as partial fields of view,
varying imaging geometries, and imaging noise. We adjust our methods to handle these
real-world conditions, aiming for seamless integration into clinical radiotherapy workflows.
We discuss the obstacles encountered and the innovations introduced to provide precise,
personalized adaptive radiotherapy while minimizing radiation exposure.

Finally, in the conclusion, chapter 6, we synthesize our contributions, highlighting
the advancements made in 3D reconstruction from biplanar X-rays and their potential to
reshape adaptive radiotherapy practices. We discuss future directions for research, such
as improving model robustness, integrating additional imaging modalities, and optimizing
real-time processing capabilities. Emphasis is placed on the potential impact of these
methods on clinical practice, with a focus on enhancing treatment precision, reducing
radiation exposure, and ultimately improving patient outcomes through more accessible,
adaptive radiotherapy solutions. A patent application encompassing our work has been
filed in Europe and the United States [Cafaro, 2024e].

In the Appendix, chapter 7, we present a parallel study focused on 3D cerebral vascu-
lar reconstruction from biplanar digital subtraction angiograms (DSAs), offering potential
improvements in neurovascular diagnosis and surgical planning. To resolve ambiguities
arising from the limited information in 2D projections, we developed a U-Net model for
disambiguating backprojected volumes, followed by a MAP refinement with a prior that
favors continuity. This approach achieved superior accuracy compared to existing meth-
ods. Presented at MICCAI 2024 (Spotlight Oral) [Cafaro, 2024a], this work highlights the
promise of biplanar DSAs in enabling accurate, clinically viable 3D vascular reconstruc-
tions.

1.4 List of Publications

First Author Publications
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CT reconstruction from partial bi-planar projections using a deep
generative model”. In: Radiotherapy and Oncology (2023). Pub-
lisher: Elsevier. Presented at ESTRO 2023.

[Cafaro, 2023b] A Cafaro, Q Spinat, A Leroy, P Maury, G Beldjoudi, C Robert, E
Deutsch, V Grégoire, N Paragios, and V Lepetit. “PO-1649 Style-
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Chapter 2

Image-Guided Adaptive
Radiotherapy for Head and

Neck Cancer

In radiotherapy, achieving precision while minimizing side effects is essential—especially
in head and neck cancer, where complex anatomy requires accurate targeting to maximize
treatment efficacy and preserve vital functions like speech and swallowing.

Traditional radiotherapy relies on a single CT scan, with fractionated doses delivered
over multiple sessions. Before each fraction, imaging like Cone-Beam Computed Tomog-
raphy (CBCT) or biplanar X-rays are used to align the patient with the treatment plan.
CBCT offers 3D imaging for precise tissue alignment, while biplanar X-rays mainly en-
able quick bony alignment. However, as treatment progresses, anatomical changes such
as tumor shrinkage, weight loss, or tissue swelling can reduce treatment effectiveness by
misaligning radiation and increasing side effects. Adapting the treatment plan to account
for these changes is crucial.

Image-Guided Adaptive Radiotherapy (IGART) addresses this challenge by integrat-
ing fractional imaging to dynamically adjust plans as anatomy evolves, preserving both
accuracy and effectiveness. This chapter explores adaptive strategies for managing these
changes, focusing on workflows that use fractionated imaging like CBCT. We also dis-
cuss advancements in Adaptive Radiotherapy, emphasizing how imaging quality affects
anatomical precision and dose accuracy.

Despite these advancements, the need remains for faster and lower-dose imaging solu-
tions. Could limited biplanar X-rays be leveraged to provide daily 3D estimates of patient
anatomy, enabling adaptive radiotherapy with the same precision but with significantly
reduced radiation dose, acquisition time, and cost ? This chapter underscores IGART’s
transformative potential in head and neck cancer treatment, opening the door to more
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personalized, precise, and adaptable radiotherapy—and setting the stage for this thesis.
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2.1 Radiotherapy for Head and Neck Cancer

Radiotherapy is a fundamental modality in the treatment of cancer, utilizing ionizing
radiation to eliminate malignant cells while preserving healthy tissue. Its application
in head and neck cancer presents unique challenges due to the intricate anatomy and
the proximity of critical structures. This section provides an overview of radiotherapy
and details the standard workflow, emphasizing the importance of precision in treatment
planning and delivery for head and neck malignancies.

2.1.1 Introduction to Radiotherapy

Overview of Radiotherapy

Radiotherapy involves the use of high-energy radiation to destroy cancer cells by damaging
their DNA, leading to cell death or the inhibition of cell division. The history of radiother-
apy dates back to the discovery of X-rays by Wilhelm Conrad Roentgen in 1895 [Röntgen,
1895] and the subsequent discovery of radium by Marie and Pierre Curie [Curie, 1898].
Early in its development, radiotherapy was limited by the lack of precise targeting, which
often resulted in significant damage to surrounding healthy tissues.

Today, external beam radiotherapy primarily relies on linear accelerators (Linacs),
which generate high-energy megavoltage (MV) photon beams. These beams are directed
from multiple angles, enabling precise targeting of the tumor while sparing healthy tissues.
This advancement has allowed radiotherapy to evolve into a highly effective, targeted
treatment for various cancers.

Over the years, technological advancements have significantly transformed radiother-
apy:
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• Conventional Radiotherapy: Initially utilized 2D X-ray images for treatment plan-
ning, which limited the ability to conform the radiation dose to the exact shape of
the tumor.

• Three-Dimensional Conformal Radiotherapy (3D-CRT): Introduced the use of three-
dimensional imaging, primarily computed tomography (CT), allowing for better vi-
sualization of the tumor and surrounding organs at risk (OARs). This enabled the
radiation beams to be shaped more precisely to the tumor volume.

• Intensity-Modulated Radiotherapy (IMRT) Further advanced the precision of dose
delivery by modulating the intensity of the radiation beams. IMRT allows for highly
conformal dose distributions, sparing normal tissues more effectively than 3D-CRT.

• Image-Guided Radiotherapy (IGRT): Incorporates imaging techniques during treat-
ment delivery to improve accuracy by accounting for patient positioning and anatom-
ical changes.

The overarching goal of radiotherapy remains consistent: to deliver a therapeutic dose
to the tumor while minimizing exposure to surrounding healthy tissues. This principle
drives continuous innovation in imaging, planning, and delivery techniques to enhance
treatment efficacy and reduce side effects.

Radiotherapy in Head and Neck Cancer

Radiotherapy (RT) is a key element in the treatment of head and neck cancers. It
can be administered as the primary treatment modality, or in combination with surgery
and/or chemotherapy, depending on the stage, location, and specific characteristics of
the tumor. For early-stage cancers, radiotherapy alone may be sufficient to achieve good
tumor control. In more advanced cases, radiotherapy is often combined with chemotherapy
or follows surgical resection to help eliminate any remaining cancer cells and reduce the
risk of recurrence.

Advancements in radiotherapy techniques, such as intensity-modulated radiotherapy
and image-guided radiotherapy, have improved treatment outcomes by enabling more pre-
cise delivery of radiation doses. These methods allow clinicians to shape the radiation dose
more accurately to the tumor’s geometry, reducing exposure to nearby critical structures.

For the head and neck region, treatment planning must be exceptionally precise due
to the complex and densely packed anatomy, as shown in Figure 2.1. Tumors are often
located near critical structures like the spinal cord, brainstem, and major blood vessels.
Achieving a careful balance between effective tumor control and sparing healthy tissues is
essential to minimize the risk of damage to these structures, which could lead to significant
impairments in functions like speech, swallowing, and other vital activities.

Treating head and neck cancers is particularly challenging due to several factors:

• Anatomical Complexity: The head and neck region contains a dense network of
critical structures, including the spinal cord, brainstem, optic nerves, salivary glands,
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Figure 2.1: Anatomical overview of the head and neck region, highlighting the complex interplay
of various structures involved in head and neck cancer. It depicts critical components such as
the oral cavity, pharynx, larynx, and surrounding tissues, which are essential for understanding
the pathophysiology of cancer in this region. The intricate anatomy presented here underlines
the challenges faced in diagnosis and treatment, emphasizing the need for precise imaging and
targeted therapies. Illustration from the Cleveland Clinic [Clinic, 2024].
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and organs involved in speech and swallowing. These structures are often close to
tumor sites, making it difficult to deliver adequate doses to the tumor without
risking damage to healthy tissues.

• Functional Preservation: Many of these critical structures are essential for vital
functions such as breathing, eating, speaking, and sensory perception. Damage to
these areas can greatly impact a patient’s quality of life.

• Tumor Heterogeneity: Head and neck tumors vary widely in size, shape, and loca-
tion, often involving lymphatic spread. This variability necessitates comprehensive
coverage of both the primary tumor and regional lymph nodes, adding complexity
to treatment planning.

• Interobserver Variability: Due to the complex anatomy and low visibility of certain
structures in the head and neck region, even experienced practitioners may differ
in delineating target volumes and critical structures. Guidelines, such as those in
[Brouwer, 2015; Lefebvre, 2010; Grégoire, 2003], aim to standardize practices, but
variability can still occur. This can lead to differences in treatment planning and
potentially affect treatment outcomes.

Precision in treatment planning and delivery is then essential in head and neck radio-
therapy. Even slight deviations can lead to insufficient tumor dosing or excessive irradiation
of normal tissues, resulting in complications such as xerostomia (dry mouth), dysphagia
(difficulty swallowing), hearing loss, or radiation-induced neuropathies.

Advancements in radiotherapy techniques, such as IMRT and volumetric modulated
arc therapy (VMAT), have improved the ability to conform the radiation dose to complex
tumor geometries. However, the need for precise targeting remains critical due to the
potential for significant side effects and the desire to preserve normal function.
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2.1.2 Radiotherapy Workflow

The radiotherapy process involves several stages, from initial patient assessment to treat-
ment delivery and follow-up. This subsection outlines the standard workflow in radio-
therapy, focusing on CT-based radiotherapy and the concept of fractionated treatment
delivery.

CT-Based Radiotherapy

The treatment planning process in radiotherapy is crucial for ensuring that the prescribed
dose is accurately delivered to the tumor while minimizing exposure to surrounding healthy
tissues. The standard workflow consists of the following steps:

1. Patient Positioning Session: A simulation session is conducted to establish and repli-
cate the precise treatment position. Immobilization devices, such as thermoplastic
masks for head and neck cases, are employed to maintain consistent positioning
throughout the course of treatment, reducing inter-fraction variability.

2. Diagnostic Imaging: A planning CT scan is acquired with the patient in the des-
ignated treatment position. This scan provides essential anatomical information,
enabling accurate delineation of the tumor and surrounding organs at risk.

3. Multi-Modal Imaging and Fusion: When improved soft-tissue contrast or metabolic
information is required, additional imaging modalities such as magnetic resonance
imaging (MRI) or positron emission tomography (PET) are acquired. These modal-
ities, which enhance tumor visibility but lack electron density information, are fused
with the planning CT to refine anatomical delineations and improve accuracy in
defining key structures.

4. Target and Organ at Risk Delineation: In radiotherapy planning, it is crucial not
only to target the visible tumor but also to consider potential microscopic disease
spread and account for uncertainties. Additionally, protecting surrounding healthy
tissues is essential to minimize side effects. To achieve this, several target volumes
are defined:

• Gross Tumor Volume (GTV): The GTV represents the visible or palpable extent
of the tumor, as identified by the radiation oncologist based on imaging and
clinical examination. It includes only the detectable tumor mass.

• Clinical Target Volume (CTV): The CTV encompasses the GTV with an ad-
ditional margin to include areas at risk of microscopic disease spread. This
volume ensures that potential regions of subclinical tumor infiltration are also
targeted, enhancing comprehensive coverage of cancerous tissue.

• Planning Target Volume (PTV): To account for setup uncertainties, patient
movement, and anatomical variations during treatment, an additional margin is
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applied to the CTV to create the PTV. This margin ensures that the prescribed
dose consistently covers the entire target area despite slight daily variations in
patient positioning or anatomy.

• Organ at Risk (OAR) Delineation: In addition to defining target volumes, crit-
ical structures—known as organs at risk (OARs)—are delineated to minimize
their radiation exposure. These structures, such as the spinal cord, salivary
glands, and optic nerves, are sensitive to radiation and must be carefully spared
to reduce the risk of side effects.

5. Treatment Planning: Dosimetrists and medical physicists utilize advanced planning
software to develop a treatment plan that specifies the radiation dose distribution,
beam arrangements, and modulation techniques (e.g., IMRT) for the Linac. The
treatment plan is optimized to maximize PTV coverage while minimizing dose ex-
posure to adjacent OARs.

6. Plan Evaluation and Approval: The treatment plan undergoes comprehensive eval-
uation for dose conformity, homogeneity, and adherence to established dose con-
straints for OARs. This final plan is reviewed and formally approved by the radiation
oncologist before treatment initiation.

7. Quality Assurance: Prior to commencing treatment, the plan undergoes stringent
quality assurance (QA) protocols to verify dose calculation accuracy and validate
treatment delivery parameters, ensuring alignment with the initial planning specifi-
cations.

In radiotherapy, treatment is typically administered in multiple smaller doses, or frac-
tions, over several weeks. This approach, known as fractionation, provides key biological
and clinical benefits. One major advantage is differential repair, where normal tissues can
more effectively repair sub-lethal radiation damage compared to cancer cells, thereby re-
ducing the risk of normal tissue complications. Fractionation also allows for repopulation
and reoxygenation, as well-oxygenated tumor cells, which are more radiosensitive, can
repopulate, making subsequent radiation doses more effective. Additionally, spreading the
total radiation dose over multiple sessions helps to minimize acute side effects, improving
patient tolerance to the treatment.

For head and neck cancer, treatments are typically delivered five days a week over a
period of six to seven weeks, resulting in approximately 30 to 35 fractions. Each fraction
delivers a dose to the PTV as defined in the treatment plan.

Reliance on a single CT scan for treatment planning assumes that the patient’s
anatomy will remain relatively stable throughout the treatment course. However, as we
will explore, this assumption often falls short, especially for head and neck cancer patients
who commonly experience notable anatomical changes during the treatment period.
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2.1.3 Imaging Modalities in Radiotherapy

Imaging is an integral component of radiotherapy, serving multiple purposes from initial
diagnosis to treatment planning and delivery. In the context of head and neck cancer,
precise imaging is crucial due to the complex anatomy and the need to spare critical
structures while delivering an effective dose to the tumor.

Diagnostic Imaging

Diagnostic imaging is the first step in the management of cancer patients, providing
essential information on the tumor’s location, size, shape, extent, and its relationship to
adjacent structures. The primary modalities used in diagnostic imaging for head and neck
cancer include:

• Computed Tomography (CT): CT provides detailed cross-sectional images, allowing
for clear visualization of bone structures and most soft tissues. CT scans are essential
for tumor detection and for delineating organs at risk. In head and neck imaging,
contrast agents are often used to enhance visualization of the tumor and lymph
nodes.

• Magnetic Resonance Imaging (MRI): MRI provides superior soft-tissue contrast
compared to CT, making it valuable for differentiating tumors and surrounding
soft tissues.

• Positron Emission Tomography (PET): Often combined with CT (PET/CT), PET
detects cellular metabolic activity using radiotracers such as fluorodeoxyglucose
(FDG). PET/CT is useful for staging, detecting metastatic disease, and assessing
treatment response.

• Ultrasound: This modality is primarily used to evaluate superficial lesions.

The information gathered from diagnostic imaging is critical for staging the disease,
formulating a treatment plan, and predicting prognosis. Accurate identification of the
tumor and involved lymph nodes ensures that the radiotherapy plan targets all areas of
disease while minimizing exposure to healthy tissues.
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Figure 2.2: The Elekta Versa HD system with Cone Beam CT (CBCT) imaging. The CBCT
provides 3D anatomical visualization by performing a complete gantry rotation around the patient.

Image-Guided Radiotherapy

Image-Guided Radiotherapy uses imaging technologies during each treatment session to
improve the precision of radiation delivery. By enabling clinicians to account for patient
positioning errors, anatomical changes, and organ motion, IGRT aims to ensure accurate
alignment of radiation beams with target volumes as defined in the treatment plan.

The primary goal of IGRT is to achieve accurate alignment, or "rigid fusion", of the
patient’s current position with the planned treatment position. This alignment is done by
matching bony landmarks, fiducial markers, or soft tissue structures. Adjustments can be
made with 3 or 6 degrees of freedom, enabling translation and rotation of the treatment
table to ensure precise positioning. Before each treatment fraction, 2D or 3D images are
acquired and registered with the initial planning CT to check for any misalignments. If
needed, adjustments are made to the patient’s position to correct both translational and
rotational shifts, ensuring accurate radiation delivery.

Imaging systems like CBCT and biplanar X-rays are commonly used in IGRT, each
offering unique strengths for patient positioning. Figure 2.4 illustrates a Linac paired with
the ExacTrac system and a CBCT imager, both used for precise patient positioning and
monitoring in radiotherapy.

Cone Beam Computed Tomography Cone Beam Computed Tomography (CBCT) is
a volumetric imaging technique integrated into linear accelerator systems, designed to cap-
ture detailed 3D anatomical images for radiotherapy positioning and verification. Using a
cone-beam geometry, CBCT typically acquires 200–300 2D X-ray projections during a full
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Figure 2.3: Comparison of CBCT and planning CT images for a patient with nasopharyngeal
carcinoma. The top row shows cone-beam CT images, while the bottom row displays planning
CT images in (a) sagittal, (b) coronal, and (c) transverse planes. Adapted from [Yin, 2013].
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360° rotation of the gantry around the patient (as shown in Figure 2.2). These projections
are then reconstructed into a 3D image (as shown in Figure 2.3), providing precise visu-
alization of the patient’s anatomy in the treatment position. For head and neck imaging,
a partial rotation of around 180°–220° is often sufficient, reducing radiation exposure and
acquisition time while still capturing essential anatomical details. This 3D view enables
accurate alignment of the radiation beams with the target, ensuring that the treatment is
accurately directed. Integrated directly into the treatment machine, CBCT allows imaging
just before treatment, eliminating the need for patient repositioning. Furthermore, CBCT
offers superior soft-tissue contrast compared to traditional portal imaging, improving the
visibility of critical anatomical structures needed for precise alignment.

CBCT imaging comes with certain limitations. The acquisition process relies on rotat-
ing the C-arm, and the more projections required, the more irradiation and time needed.
Additionally, the rotation system is significantly more expensive than fixed X-rays. De-
pending on the treatment area, acquisition times range from 2 to 4 minutes. Although
CBCT generally contributes less to the overall radiation dose than diagnostic CT, it still
adds to cumulative exposure, potentially reaching up to 3 Gy over the course of treat-
ment and affecting surrounding healthy organs at risk (OARs) [Spezi, 2012], which may
increase the risk of secondary cancers.

Compared to diagnostic CT, CBCT generally suffers from lower image quality due
to the inherent limitations of cone-beam geometry, as illustrated in Figure 2.3. Unlike
fan-beam CT, CBCT is more prone to scatter radiation, which can introduce artifacts
that degrade contrast resolution [Bissonnette, 2008]. This often results in insufficient
soft tissue contrast, particularly in complex areas like the head and neck, and challenges
in Hounsfield Unit (HU) calibration, which can affect dosimetry accuracy in treatment
simulations [Thing, 2016]. To address these limitations, CBCT images are often fused
with planning CT to improve anatomical detail and accuracy.

Biplanar X-ray Imaging Biplanar X-ray imaging, used in systems like ExacTrac (Brain-
lab) [AG, 2024] and the CyberKnife imager (Accuray) [Accuray Incorporated, 2024], cap-
tures two orthogonal 2D X-ray images either simultaneously or in rapid succession. Exam-
ples of real X-rays from Exactrac are presented in Figure 2.5. For instance, the ExacTrac
system combines infrared (IR) tracking with X-ray imaging, using two floor-mounted,
non-coplanar X-ray tubes and detectors to capture images from different angles, achiev-
ing sub-millimeter accuracy in patient positioning [Jin, 2008]. This accuracy relies on
aligning bony landmarks or fiducial markers. The system’s real-time monitoring capability
allows also for the detection and correction of patient movement during treatment, which
is critical for high-precision procedures like stereotactic radiotherapy (SRT). By using
only 2 X-rays, biplanar X-ray systems deliver a much lower radiation dose than CBCT,
making them suitable for frequent imaging sessions and reducing cumulative exposure in
patients who require repeated imaging. Unlike CBCT, biplanar systems do not require
rotation; instead, they use two X-ray tubes for immediate image acquisition, providing a
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Figure 2.4: A linear accelerator (Linac) equipped with a CBCT imager and the ExacTrac posi-
tioning system [AG, 2024] based on biplanar X-rays. The ExacTrac system uses non-coplanar
X-rays to capture biplanar 2D images, allowing for fast acquisition and precise positioning based
on bony landmarks with minimal radiation exposure.

fast, cost-effective, and low-dose solution.
However, biplanar X-rays capture only planar 2D views, limiting their ability to rep-

resent complex 3D anatomical changes. They offer limited soft-tissue contrast and may
require fiducial markers in regions lacking clear bony landmarks for accurate tracking. Ad-
ditionally, their narrower field of view, focused around the PTV, may reduce effectiveness
for complete anatomical assessment. A deeper exploration of the ExacTrac system will
be presented in Chapter 4.
Both CBCT and biplanar X-ray systems allow rigid fusion for patient positioning, but
they serve different purposes. CBCT’s volumetric imaging is well-suited for assessing 3D
anatomical changes and visualizing soft tissues for precise complex tissue registration. In
contrast, biplanar X-ray systems are optimal for precise, low-dose positioning and real-
time tracking, especially in treatments requiring high positional accuracy that can rely on
bony or visible structural landmarks.

In most protocols, like in radiotherapy centers such as the Centre Léon Bérard (CLB)
and the Institut Gustave Roussy (IGR), both systems are often used in conjunction, es-
pecially for Volumetric Modulated Arc Therapy (VMAT). Typically, pre-registration is
performed using biplanar X-rays. Weekly CBCT scans are then taken to compare regis-
trations. If the CBCT and biplanar X-ray registrations are similar, treatment continues
relying solely on biplanar X-rays for the rest of the week. However, if better soft-tissue
registration is required, CBCT is then acquired to refine the positioning.
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Figure 2.5: Examples of real biplanar X-rays from the ExacTrac system, which uses two non-
coplanar X-ray tubes for orthogonal 2D imaging. This approach enables precise patient position-
ing by aligning bony landmarks or fiducial markers, with low radiation dose suitable for frequent
imaging. However, biplanar X-rays provide very limited 3D anatomical detail and soft-tissue
contrast.

MRI Also, MRI provides high soft-tissue contrast without ionizing radiation, making
it ideal for radiotherapy, particularly in complex regions like the head and neck. Recent
advances have integrated MRI with linear accelerators, creating MR-Linac systems like
the Elekta Unity [Elekta, 2024] and ViewRay MRIdian [ViewRay Incorporated, 2024].
These systems can enable real-time imaging during radiation delivery, allowing for adaptive
radiotherapy based on dynamic anatomical changes, supporting more accurate tumor
targeting. MRI offers benefits such as enhanced soft-tissue delineation and no additional
radiation dose.

However, challenges include technical integration issues, lack of electron density in-
formation for dose calculations, and high cost.
Nevertheless, classical IGRT alone may not fully address the anatomical changes that
occur during the course of treatment in head and neck cancer patients. While IGRT
improves the precision of radiation delivery by correcting for daily setup errors and minor
anatomical variations, significant changes such as tumor shrinkage, weight loss, and tissue
swelling can alter the patient’s anatomy beyond the capabilities of IGRT to compensate.
These substantial variations may necessitate adjustments to the treatment plan itself—a
concept central to adaptive radiotherapy.
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2.2 Adaptive Radiotherapy

Adaptive Radiotherapy (ART) is a significant advancement in radiation oncology, improv-
ing treatment efficacy and reducing toxicity by adapting to the anatomical and physio-
logical changes that occur during the course of radiotherapy. This approach is especially
valuable in head and neck cancer, where frequent anatomical changes, such as tumor
shrinkage and weight loss, can markedly affect treatment accuracy.

The concept of ART, introduced by Di Yan [Yan, 1997], centers on using an imaging
feedback loop to account for patient-specific anatomical variations in treatment planning.
A comprehensive ART system involves four main components [Sonke, 2019]: (i) assessing
the treatment dose to ensure accuracy, (ii) identifying and evaluating treatment variations,
(iii) making informed decisions on treatment modifications, and (iv) implementing adap-
tive modifications to the treatment plan. By continuously adjusting the treatment plan
to account for anatomical changes, ART keeps the radiation dose precisely targeted to
the tumor, ensuring optimal dose delivery, minimizing exposure to healthy tissues, and
reducing the likelihood of side effects.

2.2.1 The Need for Adaptive Radiotherapy

In head and neck cancer, patients often undergo notable anatomical changes during ra-
diotherapy due to factors like tumor shrinkage, weight loss, edema, and variations in
positioning. These changes can shift the spatial relationships between the tumor, OARs,
and surrounding anatomy, leading to discrepancies between the planned and delivered
dose distributions.
Anatomical changes in head and neck during radiotherapy include :

• Tumor Shrinkage : radiation therapy can effectively reduce tumor size over time as
cancer cells are destroyed. As the tumor shrinks, its position relative to surrounding
tissues and OARs may change. This shift can result in underdosing of the tumor if it
moves out of the high-dose region defined in the initial treatment plan. Barker et al.
quantified volumetric and geometric changes during fractionated radiotherapy for
head and neck cancer, demonstrating significant tumor regression in many patients
[Barker, 2004].

• Weight Loss and Changes in Body Contour : patients undergoing head and neck
radiotherapy frequently experience weight loss due to side effects like mucositis,
dysphagia, and altered taste sensation. Weight loss leads to a reduction in subcu-
taneous fat and muscle mass, altering the patient’s external contour and internal
anatomy. These changes can affect the fit of immobilization devices and result
in positioning errors. Navran et al. reported that significant weight loss during
treatment can impact dose distribution and increase the risk of toxicity [Navran,
2019].
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Figure 2.6: Head and neck anatomy changes during radiotherapy necessitating adaptive strate-
gies. Shown here is a planning CT scan (a) with dose overlay (c) and the same patient in week
5 of treatment (b, d). Despite evident regression of treated lymph nodes (b), dose coverage
remains unchanged and hence too spread without adaptation in this photon-based rotational arc
radiotherapy (d). Key anatomical structures: GTV (red contour), PTV (green contour), larynx
(blue contour), and spinal canal (yellow contour) [Herrmann, 2015].
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• Edema and Tissue Swelling : radiation-induced inflammation can cause swelling
of tissues (edema), leading to changes in the size and shape of both the tumor
and adjacent normal tissues. Swelling can alter dose distribution by changing the
distance between the radiation source and the target or by shifting OARs closer to
the high-dose region. This can increase the risk of side effects and complicate dose
delivery.

• Patient Positioning Variations : despite the use of immobilization devices, slight
variations in patient positioning can occur between treatment sessions due to dis-
comfort, changes in neck flexibility, or differences in setup procedures. These po-
sitional variations can lead to misalignment between the radiation beams and the
target volumes, potentially resulting in underdosing of the tumor or overexposure
of OARs [Castadot, 2010].

These anatomical shifts can lead to two main issues: underdosing the tumor and
overexposing OARs. As the tumor shrinks or shifts, it may fall outside the high-dose
region, reducing the intended radiation effect. Similarly, if OARs move into the radiation
field, they may receive higher doses than planned, raising the risk of toxicity and side
effects like xerostomia or dysphagia. Figure 2.6 represents these anatomical changes and
induced effects without adaptation.

ART adapts the treatment plan during therapy to match the patient’s current anatomy,
ensuring the tumor stays within the high-dose region despite changes in size or position.
This reduces toxicity by limiting radiation to shifted OARs and enhances treatment efficacy
by accurately targeting the tumor, improving control and minimizing side effects.

2.2.2 Clinical Outcomes of Adaptive Radiotherapy

In head and neck cancer, ART provides substantial clinical advantages. By continuously
adapting treatment plans in response to anatomical changes, ART ensures precise dose
delivery to the tumor, leading to improved local disease control and heightened treatment
efficacy [Castadot, 2010; Kranen, 2013]. Research suggests that ART achieves superior
dosimetric outcomes, offering more consistent tumor coverage while limiting exposure to
healthy tissues, which translates into enhanced clinical results [Hussein, 2018; Capelle,
2012].

The adaptability of ART in shaping the radiation field reduces exposure to surrounding
OARs, lowering toxicity and decreasing the likelihood of side effects such as xerostomia
and dysphagia, prevalent among head and neck cancer patients [Schwartz, 2013].

This decrease in adverse effects positively influences patient quality of life, helping to
preserve essential functions like swallowing and speech. Consequently, ART contributes
to improved long-term functional outcomes and heightened patient satisfaction [Navran,
2019; Heijkoop, 2014].

However, ART is not yet widely used in clinical settings and remains primarily a focus
of research due to several barriers [Sonke, 2019]. These include the need for advanced
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imaging and computational resources, increased treatment planning time, and workflow
complexities that require specialized training for clinicians. Additionally, frequent anatom-
ical monitoring can be resource-intensive, which limits its feasibility in routine clinical
practice. We will present the envisioned strategies to implement ART.

2.2.3 Methods of Adaptive Radiotherapy

Adaptive Radiotherapy encompasses various strategies to adjust radiation treatment plans
in response to anatomical changes during therapy. These methods are categorized by the
timing of adaptation, the frequency of plan modifications, and the specific triggers for
adjustments. ART relies on imaging during each fraction to monitor changes in patient
anatomy and adapt the treatment accordingly. The goal is to ensure that the cumulative
dose—the total radiation dose delivered over the entire treatment course—aligns closely
with the planned dose distribution, thereby protecting organs at risk and maintaining
effective tumor coverage.

Figure 2.7 illustrates different ART typologies for head and neck cancer, with ap-
proaches that vary in temporal resolution. These range from single adaptations to more
advanced methods that involve continuous dose accumulation and daily plan modifica-
tions, ensuring that the cumulative dose respects the intended treatment plan despite
anatomical changes [Sonke, 2019].

ART methods are generally classified as either offline or online [Heukelom, 2019]:

• Offline adaptive methods involve treatment plan adjustments made between sessions
based on prior imaging, usually using data from weekly or periodic scans (e.g., CBCT
or CT). This allows the treatment plan to be updated without interrupting daily
therapy sessions, providing flexibility in adapting to anatomical changes over time.

• Online adaptive methods enable real-time plan modifications directly before or even
during treatment sessions. These methods rely on in-session imaging and rapid re-
planning, allowing for immediate adaptations to account for day-to-day anatomical
changes, thereby enhancing the accuracy of dose delivery.

Fixed-Interval Adaptation

In Fixed-Interval Adaptation (Figure 2.7A), the treatment plan is adjusted at predeter-
mined time points during the therapy course, often at mid-treatment. The initial plan is
recalculated or superimposed on a new image acquired at the scheduled interval, typically
a repeat CT scan. If dose constraints are not met due to anatomical changes, a single
adaptation is performed based on the updated anatomy [Heukelom, 2019].

This approach is computationally efficient and integrates smoothly into clinical work-
flows. It is particularly useful in scenarios where anatomical changes are expected to occur
gradually and can be addressed with periodic adjustments. However, it may not promptly
respond to unexpected significant alterations that occur outside the scheduled intervals.
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Figure 2.7: Typologies of ART implementation: (A) Fixed-Interval Adaptation, (B) Triggered
Adaptation, (C) Serial Adaptation, and (D) Cascaded Adaptation [Heukelom, 2019].

Triggered Adaptation

Triggered adaptation (Figure 2.7B), involves modifying the treatment plan when specific
clinical criteria or thresholds are met during the course of treatment. These triggers
are identified through routine imaging or clinical assessments and may include significant
tumor shrinkage, substantial weight loss causing changes in body contour, shifts or de-
formations in OARs, or increased setup deviations due to changes in mask fit [Sonke,
2019].

When these predefined thresholds are exceeded, an adaptive plan is created to re-
flect the updated anatomical situation, optimizing resource utilization by adapting the
treatment only when necessary and tailoring the approach to individual patient changes.
For example, Møller et al. [Møller, 2016] implemented a triggered adaptation protocol
in non-small cell lung cancer patients, where daily CBCT scans for soft-tissue matching
were systematically evaluated, and plans were adapted if residual uncertainties in tumor
or lymph node positions exceeded certain thresholds over three consecutive fractions.

Triggered adaptation can also be combined with fixed-interval adaptation to provide
greater flexibility. Schwartz et al. used a protocol that included a single fixed-interval
adaptation, with additional triggered adaptations performed as necessary based on ob-
served anatomical changes [Schwartz, 2013].
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Serial or Sequential Adaptation

In Serial Adaptation (Figure 2.7C), also known as "one-to-many" or "sequential" adap-
tation, the treatment plan is frequently updated—often weekly—based on new imaging
data, such as CBCT or MRI. Each update registers the latest images to the original
planning images, focusing solely on the current anatomy.

However, cumulative dose accumulation is not performed; the method does not con-
sider the dose delivered in previous fractions [Heukelom, 2019]. As a result, changes in
OARs and target volumes during therapy are not factored into dose calculations, which
may affect the precision of the delivered dose.

Online Replanning

Online Replanning modifies the treatment plan in real-time, immediately before or during
each session. Imaging is performed just prior to treatment, capturing the patient’s current
anatomy, and the plan is adjusted "on-the-fly" to account for any observed anatomical
changes, ensuring accurate dose delivery to the target while sparing healthy tissues [Sonke,
2019]. This method addresses day-to-day anatomical variations, correcting both system-
atic and random errors, but focuses only on the current session, without considering the
cumulative dose from previous treatments.

While online replanning enhances per-session accuracy, it treats each fraction indepen-
dently, which may limit cumulative dose optimization for the tumor and OARs. Addition-
ally, rapid imaging, contouring, and plan optimization are required for maintaining treat-
ment efficiency, and advanced technologies like MRI-guided radiotherapy systems—such
as the Elekta Unity[Elekta, 2024]—have enabled high-quality, real-time imaging and adap-
tation within a single session [Bohoudi, 2017]. Automation in segmentation and planning
further streamlines the process, reducing clinician workload [Hussein, 2018]. Despite lo-
gistical challenges, online replanning offers a highly individualized ART approach, with
potential for improved treatment accuracy and patient outcomes.

Cascaded or Iterative Adaptation

Cascaded Adaptation (Figure 2.7D), also known as "iterative" adaptation, represents the
most comprehensive approach to ART. Unlike online replanning, cascaded adaptation
not only adjusts the treatment plan based on the current anatomy but also incorpo-
rates the cumulative dose delivered in all previous treatment fractions into the planning
process [Sonke, 2019; Heukelom, 2019].

In this method:

• Daily Imaging and Deformable Registration: Imaging is performed daily to capture
anatomical changes for each treatment fraction. Deformable image registration is
used to map these daily images to a common reference frame.
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Figure 2.8: Weekly cascade registrations using deformable image registration onto fractionated
CBCTs and dose accumulation through deformation vector fields (DVFs), showing progressive
parotid gland volume changes and dose tracking across therapy sessions [Heukelom, 2019].

• Concatenation of Deformation Vector Fields (DVFs): DVFs from each fraction are
concatenated to track cumulative anatomical deformations over time, creating a
comprehensive model of how the patient’s anatomy has changed throughout the
treatment course.

• Concurrent Dose Accumulation: The radiation dose delivered in each fraction is
accumulated using the concatenated DVFs, allowing for an accurate assessment of
the cumulative dose distribution within the patient.

• Incorporation into Treatment Planning: The accumulated dose is used to inform
the optimization of the treatment plan for subsequent fractions, ensuring that the
cumulative dose to the tumor meets the prescription while doses to OARs remain
within tolerances [Heukelom, 2019].

Figure 2.8 shows a sequence of weekly cascade registrations in an in silico case [Heukelom,
2019], illustrating the use of deformable image registration and dose accumulation across
therapy sessions. The parotid glands, which experience a nearly 25% reduction in vol-
ume, are tracked through this iterative "DVF chain" from the initial simulation to the
final therapy session. In contrast, "dose back-projection" (green arrows) represents a re-
verse mapping, projecting the final therapy dose distribution back to the initial anatomical
reference for comparative purposes.

The impact of these methods on dose distributions is further examined in Figures 2.9
B and C, where Figure B illustrates dose accumulation using DVFs across sessions, and
Figure C demonstrates deformation back-projection. This comparison highlights the po-
tential for parotid dose reduction if weekly dose adaptations were incorporated.



2.2. Adaptive Radiotherapy 27

Figure 2.9: Comparative dose-volume histograms (DVHs) illustrating the effects of dose accumu-
lation (B) and deformation backprojection (C) on parotid dose assessment. This figure highlights
the impact of weekly dose adaptation [Heukelom, 2019] in minimizing irradiation to OARs

By continuously updating both the anatomy and the cumulative dose, cascaded adap-
tation aims to optimize the treatment plan dynamically over the entire course of therapy.
This method ensures precise dose delivery to the target while minimizing exposure to
OARs, taking into account both the immediate anatomical situation and the historical
dose accumulation.

In an ideal scenario with unlimited computational resources, this approach would be
preferred. Although theoretically feasible on several vendor systems, this data-intensive
method has not yet been actively implemented. It represents a clear example of a “post-
modern ART” application that requires additional support from vendors and manufactur-
ers to become a reality [Heukelom, 2019].
Further technological and workflow improvements are essential for the wider adoption and
effectiveness of ART in clinical settings. Achieving seamless integration of ART requires
advancements in automation and innovative techniques that reduce manual intervention
and streamline processes. Current developments and research efforts focus on these areas,
aiming to make ART more efficient and accessible.

2.2.4 Advancements in Adaptive Radiotherapy Implementation

Automation in Segmentation and Treatment Planning

Automation plays a crucial role in making ART feasible in clinical practice by reducing
the workload on clinicians and speeding up the adaptation process [Sonke, 2019].
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Automated Segmentation Automated segmentation plays a key role in ART by en-
abling precise and efficient contouring of targets and OARs. Using atlas-based segmenta-
tion, a database of pre-delineated images is registered to the patient’s images to generate
automatic contours, which works well for OARs but may be less consistent for tumor tar-
gets due to anatomical variability [Teguh, 2011; Sharp, 2014]. Deep learning techniques,
particularly convolutional neural networks (CNNs), offer fully automated segmentation
with high accuracy and consistency, significantly reducing contouring time—an essential
factor in online ART workflows [Zhu, 2019].

Automated Treatment Planning In treatment planning, automation is essential for
generating high-quality plans efficiently, enabling rapid adaptation within session con-
straints. Knowledge-based planning systems leverage historical patient data to optimize
plans for new cases, ensuring consistency and quality across treatments [Hussein, 2018].
Automated plan optimization, supported by advanced algorithms, adjusts treatment pa-
rameters to meet clinical objectives, reducing the need for manual intervention [Fan,
2019]. Additionally, automatic dose prediction tools use machine learning models trained
on previous treatment plans to predict optimal dose distributions for individual patients,
enhancing accuracy and speeding up plan generation [Nguyen, 2019].

Deformable Image Registration Deformable Image Registration (DIR) is a compu-
tational technique that aligns images from different times or modalities by accounting
for anatomical deformations. In Adaptive Radiotherapy (ART), DIR plays a crucial role
in two areas. First, it enables contour propagation by transferring delineated structures
from planning images to those acquired during treatment, significantly reducing the need
for manual re-contouring [Paganelli, 2018]. Second, DIR facilitates dose accumulation
by mapping previously delivered doses onto the current anatomy, allowing for accurate
cumulative dose assessment [Chetty, 2019].

Despite the uncertainties DIR can introduce, recent advancements have enhanced
both its accuracy and reliability, supporting more precise ART applications.

Quality Assurance and Workflow Integration Implementing ART also depends on
robust QA protocols and seamless workflow integration. Automated QA tools ensure
treatment plan verification, confirming that adapted plans meet clinical standards before
delivery [Hussein, 2018]. Workflow efficiency is improved through streamlined processes
and software integration, reducing treatment times and resource demands, which is es-
sential in high-volume clinical environments [Olberg, 2018]. Additionally, decision support
systems, often AI-powered, aid in identifying patients who would benefit most from ART
and help trigger adaptations based on set criteria [Hussein, 2018].

These advancements collectively enable the safe and effective implementation of ART,
ultimately enhancing patient care.
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2.2.5 High-Quality Fractional Imaging in ART

Adaptive Radiotherapy also fundamentally depends on high-quality imaging at each treat-
ment fraction to accurately estimate the patient’s 3D anatomy. Imaging quality directly
influences critical aspects of ART, including image registration accuracy, dosimetry cal-
culations, and clinical decision-making.

Precise alignment of images across different time points is essential for assessing
anatomical changes and guiding adaptations to ensure accurate dose delivery. Further-
more, accurate representation of tissue densities and geometries is crucial for reliable dose
calculations and treatment planning, while high-quality images enable clinicians to make
informed decisions about the need for plan adaptations.

Challenges with Current Imaging Modalities

Two primary imaging modalities, CBCT and MRI, support ART. Each has distinct strengths
and limitations that impact its suitability for ART applications.

CBCT CBCT integrated with linear accelerators provides in-room volumetric imaging,
allowing clinicians to view the patient’s anatomy immediately before treatment. However,
CBCT images generally have lower quality than diagnostic CT, due to factors such as
increased scatter radiation, which degrades image contrast, lower detector sensitivity,
and the risk of motion artifacts due to slower acquisition times. CBCT’s effectiveness
for ART varies based on the disease site and the required image quality. It performs
well in high-contrast areas, especially around bones, but its limitations become more
evident in soft-tissue regions, such as the pelvis or the head and neck [Bissonnette, 2008].
These factors impair soft-tissue visibility and can compromise image registration and
dose calculation accuracy. Indeed, CBCT often lacks accurate HU calibration, which is
necessary for reliable dose calculations, leading many clinical protocols to rely on HU
values from planning CT by deformable registration for dose accumulation, contouring
and replanning [Thing, 2016].

MRI In-room MRI offers high soft-tissue contrast without the added ionizing radiation,
making it valuable for ART. Its superior tissue contrast enhances tumor and OAR delin-
eation, while real-time imaging enables dynamic monitoring of anatomical changes during
treatment [Kupelian, 2014]. However, MRI lacks direct electron density information, re-
quired for dose calculations, which necessitates techniques like bulk density assignment or
synthetic CT generation to approximate electron densities [Edmund, 2017]. Additionally,
MRI often requires longer acquisition times, which can extend treatment sessions if not
optimized.
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Biplanar X-Rays Biplanar X-rays provide fast, low-dose, and cost-effective imaging for
precise patient positioning and real-time motion correction but are limited in guiding adap-
tive radiotherapy. These systems capture two 2D images from orthogonal angles, offering
accurate positional data but lacking the 3D detail needed for anatomical assessment and
dose recalculation. Their limited field of view further restricts comprehensive 3D assess-
ment, making biplanar X-rays more suitable for alignment during treatment sessions than
for adaptive adjustments.

Implications for Adaptive Radiotherapy

Triggered Adaptation High-quality images are crucial in triggered adaptation to detect
significant anatomical changes and guide plan adjustments accurately [Sonke, 2019]. Clear
imaging reduces interobserver variability and enables consistent evaluations, while frequent
repeat imaging captures relevant changes promptly.

Online Replanning Online replanning requires the highest imaging quality to enable
precise contouring of target volumes and OARs for real-time adjustments. Advanced
imaging allows accurate adaptation within each session, though current workflows often
extend treatment times, highlighting the need for automation to streamline the process
[Bohoudi, 2017; Hussein, 2018].

Geometric Uncertainties and Registration Accuracy Adaptive radiotherapy intro-
duces additional geometric uncertainties related to imaging systems and image processing,
which must be accounted for in the PTV margins to maintain treatment accuracy [Sonke,
2019]. In-room imaging systems, such as CBCT and MRI, need precise calibration to align
with the linear accelerator’s isocenter, yet calibration has finite precision, leading to un-
certainties in anatomical positioning during treatment [Bissonnette, 2012]. Furthermore,
in-room images may exhibit distortions due to hardware imperfections or magnetic field
inhomogeneities in MRI, complicating precise anatomical localization [Weygand, 2016].

Rigid and deformable image registrations, used to align images across different time
points, also introduce registration errors that can affect setup error assessments, con-
tour propagation, and dose accumulation accuracy [Paganelli, 2018]. These compounded
uncertainties may limit the effectiveness of ART by introducing dose delivery errors, un-
derscoring the need for high imaging quality, precise registration, and consideration of
these uncertainties in PTV margins to ensure accurate treatment coverage.
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Enhancing Imaging Quality for ART

To better support ART, improvements in imaging quality are essential and can be achieved
through both hardware and software strategies [Sonke, 2019].

Hardware enhancements include advanced detectors with higher sensitivity and res-
olution that can improve CBCT image quality, along with scatter reduction techniques
such as anti-scatter grids that help reduce scatter radiation, thereby enhancing image
contrast [Jin, 2010]. Optimized MRI sequences designed specifically for radiotherapy ap-
plications can also improve image quality and reduce acquisition time, which is critical in
ART settings [Liu, 2015a].

Software innovations offer additional pathways to improve imaging quality. Advanced
image reconstruction algorithms, like iterative reconstruction and compressed sensing,
reduce noise and artifacts in CBCT images, while scatter correction algorithms mitigate the
effects of scatter, further enhancing image clarity [Tian, 2011; Hansen, 2018]. Synthetic
CT generation techniques, which create CT-equivalent images from MRI data, address the
electron density information needed for dose calculations, making MRI more applicable in
ART workflows [Edmund, 2017].

Deep learning plays a crucial role in enhancing image quality in ART, particularly
through algorithms that generate synthetic CT (sCT) from CBCT data. Indeed, a growing
body of research focuses on creating sCT from CBCT to improve patient positioning,
delineation of OARs and dosimetric accuracy for CBCT-guided replanning. Algorithms
like CycleGAN [Zhu, 2017] and U-Net [Ronneberger, 2015] have shown strong potential
in transforming CBCT images into high-quality sCT, enabling precise dose calculations.
Studies by Liang et al. and Kurz et al. highlight CycleGAN’s effectiveness in generating
sCT from CBCT, which is essential for accurate dose assessment in ART [Liang, 2019;
Kurz, 2019]. Comparisons with U-Net and other algorithms have also shown favorable
results for CBCT correction and sCT generation across different anatomical sites and
treatment modalities [Landry, 2019; Thummerer, 2020].

Following the ALARA (As Low As Reasonably Achievable) principle, established by
the International Commission on Radiologic Protection (ICRP) in 1977 [Radiological Pro-
tection, 1977; Hendee, 1986], which states that radiation exposure should be minimized
to the lowest possible levels while still achieving the required diagnostic or therapeutic
quality, recent efforts have focused on reducing fractional imaging doses while preserv-
ing image quality. Techniques include the use of CNNs, such as U-Net, to enhance
low-dose CBCT images for head and neck radiotherapy [Yuan, 2020], and GANs, like
CycleGAN [Zhu, 2017], for generating synthetic CTs from low-dose CBCT in adaptive
radiotherapy [Gao, 2021]. CycleGAN and CUT [Park, 2020], have also been employed
to correct artifacts in 4D CBCT images [Dong, 2022]. Recently, Chan et al. evaluated
the minimum CBCT dose needed for pelvic synthetic CT generation using CycleGAN and
CUT algorithms, concluding that a 25% dose is necessary for accurate VMAT dose cal-
culations and reliable organ delineation in ART [Chan, 2024]. Figure 2.10 illustrates this
pipeline.
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Figure 2.10: Pipeline for generating synthetic CT from low-dose CBCT using CycleGAN and
CUT architectures, evaluated at dose reductions of 25%, 15%, and 10%, for accuracy in patient
positioning, dose calculation, and organ contouring [Chan, 2024].

Researchers, including [Chan, 2024], have explored the shift from full-dose to low-dose
CBCT-to-CT translation, as illustrated in Figure 2.10, raising a key question: what is the
minimal dose that deep learning can achieve to guide Adaptive Radiotherapy?

Could we push to extreme ? Down to 1% ? To 2 X-rays? This thesis seeks to redefine
imaging in Adaptive Radiotherapy by envisioning a system that reconstructs a 3D image
from only two biplanar X-rays. Such a breakthrough would enable minimal radiation
exposure, instant acquisition, and minimum cost, offering the potential for CT-quality
imaging with unparalleled speed and precision (2.11).

However, 3D reconstruction from biplanar X-rays is a highly ill-posed inverse problem
due to the extreme sparsity of projections, leading to significant ambiguity and a wide

Figure 2.11: Biplanar X-rays of the head and neck from ExacTrac: Can we reconstruct 3D images
from just two projections to enable adaptive radiotherapy with minimal dose, low cost, and fast
acquisition ?
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range of possible reconstructions. Furthermore, the narrow FOV of biplanar X-rays can
restrict comprehensive anatomical assessment and limit dosimetric accuracy needed for
adaptive radiotherapy.

These limitations emphasize two main challenges: achieving accurate 3D reconstruc-
tion from just two projections and expanding the FOV to include critical surrounding
structures. This thesis primarily addresses the highly ill-posed challenge of 3D reconstruc-
tion from biplanar X-rays. Finally, we also present how we could reconstruct areas outside
the initial field of view.

2.3 Conclusion
This chapter reviewed advancements in Image-Guided Adaptive Radiotherapy for head
and neck cancer, emphasizing its role in enhancing treatment precision. By enabling
real-time adjustments, IGART helps to adapt to significant anatomical changes during
therapy, balancing therapeutic efficacy with quality of life. From offline to complex online
adaptive strategies, these techniques improve dose delivery accuracy while minimizing
exposure to healthy tissues. Innovations in imaging quality, automation, and deformable
registration continue to advance IGART, paving the way for low-dose imaging and rapid
3D reconstruction.

Currently, no reliable methods exist to create the robust 3D images required for adap-
tive radiotherapy solely from biplanar X-rays. In the following chapters, we examine the
feasibility of this vision, investigating whether adaptive radiotherapy could be guided by
just two projections—a low-dose, instant, and low-cost solution for best outcomes.





Chapter 3

3D Reconstruction from
Biplanar X-Rays

Reconstructing three-dimensional (3D) anatomy from biplanar X-rays offers a promis-
ing, low-dose, and cost-effective solution for guiding adaptive radiotherapy. However,
with only two projections, the reconstruction problem becomes highly ill-posed, making it
challenging to accurately capture complex anatomical structures.

This chapter addresses this challenge by first exploring the theoretical foundations of
tomography and the nature of ill-posed inverse problems. We discuss how techniques like
compressed sensing, combined with generative models, leverage learned anatomical priors
to effectively constrain the solution space, enabling accurate reconstructions from limited
measurements.

We introduce X2Vision, a generative model-based approach for reconstructing 3D
head and neck anatomy from biplanar X-rays. By integrating anatomical priors through a
generative model trained on 3D CT scans, X2Vision captures a low-dimensional manifold
of plausible anatomies. Optimizing within this latent space allows us to produce a 3D
volume that aligns with both the anatomical priors and the input projections, achieving
greater accuracy and robustness than traditional methods.

This chapter details the core strategies behind X2Vision and presents experimental
results demonstrating its potential for adaptive radiotherapy applications, including precise
patient positioning and dosimetry simulations. We conclude with a discussion of current
limitations and future directions for improving this approach.
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3.1 Theoretical Foundations of Tomography

3.1.1 Tomography

Tomography, from the Greek words tomos (meaning "cut" or "section") and graphia
("writing" or "representation"), refers to the imaging process used to reconstruct an ob-
ject’s internal structure by analyzing external measurement data [Kak, 2001]. This method
produces cross-sectional images that represent slices of an object, revealing its internal
characteristics. Tomography has diverse applications, from non-destructive testing (exam-
ining the interior of materials without damage) to fields such as geophysics, astrophysics,
and especially medical imaging, where it is essential for diagnosing and treating diseases
by visualizing internal anatomy.

The basic principle of tomography is to measure radiation that interacts with the object
by emission, transmission, or reflection. These measurements indirectly reveal internal
properties, like tissue density or material composition, which are then reconstructed into
an interpretable image.
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Medical Tomography

In medicine, tomography is central for producing detailed images of the human body, and
different imaging devices are used based on specific diagnostic needs:

• CT (Computed Tomography): Uses X-rays to assess tissue density by measuring
radiation absorption.

• SPECT (Single Photon Emission Computed Tomography): Captures gamma rays
emitted by radiotracers injected into the body.

• PET (Positron Emission Tomography): Employs positron-emitting radiotracers to
visualize metabolic activity.

• Optical Tomography: Uses reflected light to image structures.

At the heart of medical tomography is the acquisition of projections—radiation mea-
surements taken from various angles around the body. These projections allow for a 3D
reconstruction of internal structures. Medical tomography divides into two main types:
transmission tomography (measuring radiation passing through the body) and emission
tomography (measuring radiation emitted from within the body).

Transmission Tomography Transmission tomography employs an external radiation
source, like X-rays, to pass through the body, with tissue density and composition attenu-
ating the radiation intensity detected on the other side. This attenuation pattern provides
critical information about internal structures and can be mathematically described by
the Beer-Lambert law [Beer, 1852], which models how radiation diminishes as it passes
through a medium:

I = I0 exp(−µL), (3.1)

where I0 is the initial intensity of the radiation, I is the detected intensity after passing
through the tissue, µ is the attenuation coefficient (typically expressed in cm−1), L is the
thickness of the material. For example, in water, at 140 keV, the attenuation coefficient
µ is 0.15 cm−1. After traversing 20 cm of water, only 5% of the original photon intensity
remains [Buvat, 2006].
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Figure 3.1: Emission and transmission of X-rays through the head and neck region to produce 2D
projection image. The X-ray tube generates beams that penetrate the patient, and the detector
capture the attenuated rays after they pass through various tissues. The collected data forms a
2D projection that reflects the internal anatomical structures. Adapted from [Maken, 2023].

Emission Tomography Emission tomography, including techniques like PET and SPECT,
detects radiation emitted from within the body, typically from radiotracers administered to
the patient. In PET, positrons from the tracer interact with electrons, producing gamma
rays that detectors capture. In SPECT, gamma cameras detect photons emitted directly
from the radioactive decay of the tracer. The main challenge in emission tomography is
reconstructing the spatial distribution of the radiotracer within the body based on this
detected radiation.

X-Ray Imaging

X-rays are high-energy photons, a form of electromagnetic radiation with short wave-
lengths that enable them to penetrate various materials, including human tissue. As a
core component of medical imaging, X-rays are used in techniques such as radiography
and CT, playing a critical role in reconstructing internal structures from external mea-
surements.

X-rays are typically generated by accelerating electrons and colliding them with a
metal target (commonly tungsten), which results in the emission of photons. Figure 3.2
illustrates this. These photons are directed at an object, such as the human body, and
their interaction with the tissues is the foundation of X-ray imaging.

The key interactions between X-rays and matter include:

• Absorption (Photoelectric Effect): X-ray photons are absorbed by atoms in the
tissue, with their energy being used to eject electrons from the atom. This process
is heavily influenced by the material’s atomic number, which is why denser materials
like bone absorb more X-rays.

• Rayleigh Scattering: This occurs when X-ray photons are scattered in a random
direction without a change in their wavelength or energy, primarily by atoms with
low atomic numbers. The scattering is stochastic, meaning the direction of the
scattered photons is unpredictable, though their energy remains unchanged.
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Figure 3.2: X-ray generation. Electrons are accelerated and collided with a metal target, resulting
in the emission of X-ray photons, which are directed at the object for imaging. From [Behin
Negareh Co, 2023].

• Compton Scattering: In this process, X-ray photons collide with loosely bound elec-
trons, causing the photon to lose some of its energy and change direction randomly.
Compton scattering is more prevalent in soft tissues and often leads to image degra-
dation by introducing scattered photons that blur the final image.

X-rays that pass through the body and reach the detector without interacting with
tissues contribute to image formation, while those that are absorbed or scattered do not.
As X-rays travel through different tissues—such as bone, muscle, or air—they experience
varying degrees of attenuation (reduction in intensity), which creates contrast in the re-
sulting images. Typically, X-ray images display attenuation as an inverted representation
of transmission, where denser structures, like bone, appear white, indicating higher atten-
uation. Figure 3.1 illustrates the emission of X-rays through the human head and neck
area to create 2D projection of the anatomical structures.

Low-energy X-rays, typically used in diagnostic imaging, are designed to minimize ra-
diation exposure while providing sufficient detail. CT imaging, however, requires multiple
projections from various angles to generate detailed 3D images, which cumulatively in-
crease the overall radiation dose. In contrast, the higher-energy X-rays produced by linear
accelerators (Linacs) in radiotherapy deliver a much higher dose of radiation, as they are
intended to treat, rather than image, the target tissue.

The Beer-Lambert Law describes the relationship between the intensity of an X-ray
beam before and after passing through the body. It models how X-rays are attenuated as
they interact with different materials in the body. For cases involving multiple materials
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such as in human body (tissues, bones, air) and different energy levels, the equation
becomes more complex than 3.1. It accounts for the sum of attenuation across different
materials and energy states. The resulting attenuated intensity can be expressed as
[Unberath, 2018; Peng, 2021; Bushberg, 2011]:

I =
∑

E

I0e−
∑

m
µ(m,E)tm + SE + noise, (3.2)

where µ(m, E) is the linear attenuation coefficient for material m at energy level E, which
is known from standard measurements [Hubbell, 1995], tm is the thickness of material m,
I0 is the initial X-ray intensity, SE represents the scatter estimation term, accounting for
scattered X-rays, and the final term represents noise in the measurement.

As a result, X-rays involve several factors, including:

• Ambiguity: X-ray measurements are the result of attenuation integration across the
body, which makes them very ambiguous as X-rays travel through the body. They
compress 3D information into a flat 2D image. This makes it very hard to determine
the exact location and span of structures inside the body.

• Noise: Noise in X-ray imaging comes from the stochastic nature of photon emis-
sion and detection, typically modeled as Poisson noise. This noise becomes more
pronounced in low-dose X-ray or CT imaging, where fewer photons are used.

• Scattering: Scattering is a major source of image degradation, as scattered photons
lead to blurred images and reduced contrast. The accurate modeling of scattering
effects is important for improving image reconstruction algorithms.

• Multi-Energy Spectra: X-ray beams are generally polychromatic, comprising a range
of energies. Different energy levels interact uniquely with various tissues, leading
to complex absorption patterns that complicate the modeling of X-ray interactions.
For accurate image reconstruction, spectrum-based ray tracing techniques are es-
sential. Figure 3.3 illustrates a typical X-ray energy spectrum, highlighting both
Bremsstrahlung and characteristic X-ray peaks.

Tomographic Reconstruction

Tomographic reconstruction aims to reconstruct internal 3D structures from multiple
projections, formulated as an inverse problem. In this context, an inverse problem involves
determining an object’s unknown internal structure based on external measurements.
Specifically, in transmission tomography, the objective is to determine the 3D spatial
distribution of the attenuation coefficient, µ(l), from the measured projections [Kak,
2001]:

ln
(

I0

I

)
=
∫ L

0
µ(l) dl, (3.3)
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Figure 3.3: Typical X-ray spectrum showing the contributions of Bremsstrahlung radiation and
characteristic X-ray peaks (Kα and Kβ). The unfiltered curve represents the full spectrum in
vacuum, with maximum photoenergy corresponding to the peak X-ray intensity. Adapted from
[Radiology Cafe, 2023].

where I0 is the initial radiation intensity, I is the detected intensity after passing
through the tissue, µ(l) represents the attenuation coefficient at position l along the
radiation beam path, and L is the length of the beam path through the tissue.

To obtain a 3D representation of an object, multiple 2D projections must be collected
from various angles. The process of reconstructing a 3D volume from these projections
involves solving an inverse problem where the goal is to estimate the 3D structure that
most accurately explains the measured projections. We will explore methods for recon-
structing 2D slices from 1D projections. By combining these 2D slices, we can create 3D
reconstructions.

Figure 3.4 illustrates the process of 3D tomographic reconstruction from multiple
cone-beam X-rays.

Ill-Posed Problem Tomographic reconstruction is ill-posed. An ill-posed problem in
mathematics refers to a problem that does not satisfy one or more of the conditions
necessary for a well-posed problem, as defined by Hadamard in 1923: (i) the solution must
exist, (ii) the solution must be unique, and (iii) the solution must depend continuously
on the input data. Tomographic reconstruction is inherently ill-posed due to several
factors[Herman, 2009; Buvat, 2006]:

• Non-uniqueness: A finite set of projections can correspond to multiple possible
internal structures. This means that different 3D structures can produce the same
projection data, leading to ambiguity in the reconstructed image.

• Instability: Even small changes or errors in the projection data can cause large
differences in the reconstructed image. This instability makes the reconstruction
process highly sensitive to measurement inaccuracies and noise.
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Figure 3.4: Process of obtaining a 3D representation from X-ray imaging. Multiple 2D projections
are captured from different angles using an X-ray tube and CT detector setup. These projections
are used to reconstruct a stack of 2D slice images, which are then combined to form a 3D
structure. The final 3D visualization enables detailed examination of anatomical regions. From
[Maken, 2023].

Radon Transform Tomographic reconstruction is based on principles established by
Johann Radon in 1917 through the Radon Transform [Radon, 2005], which relates pro-
jections of a two-dimensional object to its original structure. The goal is to estimate the
internal configuration of an object by integrating its projections taken from various angles.

The Radon Transform of a two-dimensional function f(x, y) is defined as the integral
of f along a straight line L:

Rf(p, θ) =
∫

L

f(x, y) dl. (3.4)

Here, the line L = L(θ, p) is defined by:

p = x cos θ + y sin θ, θ ∈ [0, 2π), (3.5)

where p is the perpendicular distance from the origin to the line L and θ is the angle
between L and the x-axis.

For a fixed angle θ, as p varies over all real numbers, Rf(p, θ) constitutes a projection
of f(x, y). Collecting these projections for all angles θ ∈ [0, 2π) results in a dataset known
as a sinogram. A sinogram visually represents the projection data acquired from multiple
angles for a specific slice of an object, with each line corresponding to a projection at a
particular angle.

The term "sinogram" arises from the sinusoidal paths traced by the projections of
point objects as θ varies. By gathering projections at multiple angles, the original function
f(x, y) can be reconstructed using inverse Radon Transform techniques [Kak, 2001], which
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Figure 3.5: Illustration of Filtered BackProjection of Shepp-Logan phantom: sinogram represent-
ing projection data over all angles, backprojection result showing blurring, and filtered backpro-
jection result, which accurately reconstructs the original object. From [Vamvakeros, 2017].

is fundamental in tomographic imaging methods such as computed tomography (CT).

3.1.2 Approaches to Tomographic Reconstruction

Reconstruction techniques can be divided into two main categories [Herman, 2009]:

• Analytical Methods: These rely on direct inversion techniques.

• Iterative Methods: These involve refining an initial guess of the image through an
iterative process, minimizing errors between measured and generated projections.

Analytical Methods

Filtered BackProjection Filtered BackProjection (FBP) [Herman, 2009; Kak, 2001] is
one of the most widely used analytical techniques for image reconstruction. The core idea
is to first apply a filtering process to the projections and then backproject them across
the image space to reconstruct the original object.

Backprojection alone simply spreads the projection data across the image but results
in blurring and artifacts. To counteract this, FBP introduces an initial filtering step
in the frequency domain, which reduces blurring and improves reconstruction accuracy.
Mathematically, backprojection can be represented as:

f∗(x, y) =
∫ π

0
p(u, θ) dθ, (3.6)

where f∗(x, y) is the reconstructed approximation. However, backprojection alone
does not yield an exact inverse of the Radon Transform. To achieve accurate reconstruc-
tion, filtered backprojection applies a filter derived from the central slice theorem, which
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links projections to the object’s representation in Fourier space, enabling precise image
reconstruction.

Figure 3.5 illustrates this process using the Shepp-Logan phantom [Shepp, 1974],
a standard test image in tomography that simulates the cross-sectional structure of a
human head with different materials and shapes. The figure shows the acquired sinogram,
the result of simple backprojection with visible blurring, and the outcome of filtered
backprojection, which provides a much closer approximation to the original object when
the sinogram includes projections from all angles.

The Central Slice Theorem, also known as the Fourier Slice Theorem, is crucial to the
FBP process [Kak, 2001]. It states that the 1D Fourier transform of a projection at a
given angle corresponds to a slice through the 2D Fourier transform of the original object
at the same angle. This relationship allows the reconstruction process to be simplified by
performing filtering in the frequency domain.

Filters are crucial in FBP for balancing image resolution and noise [Buvat, 2006;
Herman, 2009]. Common filters include the Ramp Filter, which enhances high-frequency
details but may increase noise, the Hann Filter, which smooths noise while sacrificing some
high-frequency information, the Gaussian Filter, which provides strong noise reduction at
the cost of blurring fine details, and the Butterworth Filter, which allows adjustable control
over the trade-off between resolution and noise. The choice of filter depends on the desired
balance of clarity and noise reduction in the image.

Typical CT geometries include parallel-beam, fan-beam, and cone-beam configura-
tions. Fan-beam CT captures fewer slices per projection, offering higher precision but
requiring more projections to cover the entire volume. In contrast, cone-beam CT cap-
tures multiple slices per projection, reducing the total number of projections needed but
increasing noise and artifacts due to scatter. This scatter can become significant in cone-
beam CT, sometimes exceeding primary radiation, which leads to reduced contrast and
introduces artifacts like streaking and cupping [Graham, 2007].

The Figures 3.6 and 3.7 highlight differences in CT geometries and the effects of
fan-beam and cone-beam geometries in the quality of FBP.

One of the most widely applied adaptations of FBP for cone-beam CT is the Feldkamp-
Davis-Kress (FDK) method [Feldkamp, 1984a]. The FDK algorithm extends FBP to
handle the cone-beam geometry by incorporating a weighted backprojection and a ramp
filter. In this approach, each projection is corrected for the cone angle and weighted
accordingly, which allows accurate reconstruction of 3D objects from cone-beam CT data.



3.1. Theoretical Foundations of Tomography 45

Figure 3.6: Comparison of fan-beam and cone-beam geometries. Fan-beam CT provides higher
spatial accuracy by capturing fewer slices per projection, while cone-beam CT covers more volume
per projection but is prone to increased noise and artifacts due to scatter. Adapted from [Miracle,
2009]

Discussion Analytical methods offer several advantages. They are known for their speed
and simplicity, being computationally efficient and easy to implement, which makes them
the preferred choice in many clinical and industrial applications. Additionally, these meth-
ods are linear, meaning that if the projection values are doubled, the reconstructed values
will also double, preserving proportionality and making the results predictable [Herman,
2009; Buvat, 2006].

However, there are notable limitations. Analytical methods often rely on assumptions
of perfect resolution and noise-free data, which are rarely true in practice. FBP is particu-
larly sensitive to noise, and even minor errors in the projection data can introduce artifacts
like streaking. Furthermore, these methods tend to ignore complex physical phenomena
such as attenuation, scattering, and detector imperfections, which can lead to inaccura-
cies in the final image. When the number of projections is limited, analytical methods
struggle to produce accurate reconstructions, leading to poor image quality.

These shortcomings have led to more robust iterative methods, which offer greater
flexibility by incorporating physical effects and noise into the reconstruction process. It-
erative methods can also integrate regularization, making them better suited for sparse
sampling and challenging conditions, so resulting in higher-quality images.
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Figure 3.7: Illustration of reconstruction with fan-beam CT (FBCT/CT) and cone-beam CT
(CBCT) geometries. CBCT, due to its cone-beam setup, generally has a lower signal-to-noise
ratio and is more susceptible to scatter artifacts, reducing image contrast and detail compared
to FBCT. Adapted from [Lechuga, 2016].
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Iterative Reconstruction Methods

In contrast to analytical methods, iterative reconstruction methods [Gordon, 1970; Hansen,
2006]approach the tomographic problem by progressively refining an estimate of the ob-
ject being imaged. The iterative process aims to minimize the difference between the
measured projections and those generated from the current estimate of the object.

The core problem is represented as a system of linear equations in Rn:

p = Rf, (3.7)

where p ∈ Rm represents the acquired projections, R ∈ Rm×n is the projection operator,
and f ∈ Rn is the image to be reconstructed.

The goal is to solve f , given the known p and R.

The Projection Operator R The projection operator R describes the image formation
process, linking the object to the measured projections. This operator encompasses two
key aspects:

• Geometric Modeling: This refers to how each voxel contributes to the projection
data, taking into account the shape and geometry of the imaging system. It in-
cludes factors such as the source-to-detector distance, the distance to the isocenter,
acquisition angles, beam geometry (e.g., fan-beam or cone-beam), sensor size, and
the induced field of view at the isocenter.

• Physical Modeling: This accounts for factors like attenuation, scattering, and de-
tector response, ensuring accurate representation of how the system acquires the
data.

There are two primary classes of iterative reconstruction methods: Algebraic and Statis-
tical [Herman, 2009].

Algebraic Methods These methods iteratively solve a system of linear equations, aiming
to minimize the error between the measured projections and the projections generated from
the current image estimate. Commonly used algorithms include:

• ART (Algebraic Reconstruction Technique) [Gordon, 1970]: This method refines
the image estimate by iteratively applying a correction factor based on individual
projections. Each iteration corrects the estimate along a single projection direction
to reduce the corresponding projection error.

• SIRT (Simultaneous Iterative Reconstruction Technique) [Baker, 1985]: SIRT up-
dates the image estimate by considering the full set of projections simultaneously in
each iteration, calculating an average correction across all directions. This approach
often results in smoother convergence compared to ART, especially in cases of noisy
or incomplete data.
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These methods focus solely on minimizing the residual error between measured and
estimated projections but do not inherently model noise or statistical variations in the
data.

Statistical Methods Statistical methods account for the probabilistic nature of mea-
sured data, aiming to maximize the likelihood that the estimated image aligns with the
observed data. These methods are particularly beneficial in noisy or low-dose imaging.

• MLEM (Maximum Likelihood Expectation Maximization) [Shepp, 1982]: As-
sumes the data follows a Poisson distribution. MLEM iteratively refines the image
by maximizing the likelihood function, offering high-quality reconstructions but with
slower convergence.

• OSEM (Ordered Subset Expectation Maximization) [Hudson, 1994]: An accel-
erated version of MLEM, OSEM divides the data into subsets to update the image
faster, improving convergence speed at the cost of potential bias if not regularized.

• RAMLA (Row Action Maximum Likelihood Algorithm) [Browne, 1996]: Ex-
tends OSEM with a relaxation parameter to control noise, achieving smoother con-
vergence and making it suitable for high-noise scenarios.

Regularization Regularization has been introduced to guide the solution toward a plau-
sible outcome, often by incorporating prior information about the object imaged to re-
construct. Compared to analytical methods, regularization can be easily incorporated in
iterative methods. Regularization plays a critical role in iterative reconstruction by pre-
venting the solution from overfitting noisy or incomplete data. Regularization methods
include [Buvat, 2006; Hansen, 2006]:

• A priori modeling: Incorporating prior knowledge, such as anatomical information
from pre-captured MRI or CT, to guide the reconstruction.

• Empirical methods: Techniques like early stopping of iterations or applying post-
filtering to reduce noise.

• Variational regularization: Minimizes both the projection error and a regularization
term (such as sparsity, smoothness) that penalizes unlikely solutions, balancing
data fidelity and regularization. From a Bayesian perspective, it is often framed as
Maximum A Posteriori (MAP) estimation, where the regularization term represents
a prior distribution.
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Discussion Iterative methods present several significant advantages over analytical ap-
proaches [Thibault, 2007; Beister, 2012; Buvat, 2006]. A key benefit is their flexibility
in modeling complex physical phenomena, such as attenuation, scattering, and motion,
within the projection operator. This capability allows iterative methods to compensate
for various effects that would otherwise degrade image quality, making them particularly
useful in scenarios where these phenomena are significant. Moreover, statistical iterative
methods are highly effective at handling noise, especially in low-count or low-irradiating
imaging contexts. This one of the reasons iterative methods outperform analytical meth-
ods when dealing with incomplete or noisy datasets, where FBP may struggle to produce
accurate results.

However, iterative methods come with challenges. They are computationally inten-
sive, requiring multiple iterations to converge, though advances in computing power have
mitigated this issue. Their non-linearity complicates image interpretation and optimiza-
tion compared to the more straightforward FBP. Additionally, controlling the number of
iterations is crucial—too few result in incomplete reconstructions, while too many amplify
noise and introduce artifacts. While iterative methods are less prone to streak artifacts
and better suited for noisy data, they can introduce new noise patterns if not properly
regularized and remain slower than FBP. Research now favors iterative methods due to
their flexibility in modeling complex physical and statistical processes. With increasing
computational power, these techniques are becoming more practical for use in clinical and
research settings.

Tomography with Very Few X-rays Tomographic reconstruction, even with hundreds
of projections, is fundamentally an ill-posed problem, and current methods provide ap-
proximations rather than perfect reconstructions of internal structures. Despite this, these
approximate solutions have proven sufficiently accurate for widespread use in medical prac-
tice.

However, with extremely sparse data—such as only two projections—traditional meth-
ods fail entirely, resulting in coarse reconstructions where internal boundaries cannot be
clearly distinguished, as illustrated in Figure 3.8, which shows FBP reconstructions of
the Shepp-Logan phantom with varying numbers of projections. In such cases of extreme
data scarcity, much stronger regularization is needed to produce any useful reconstruction.
Effective regularization in these scenarios often relies on incorporating anatomical con-
straints, such as learning typical anatomical structures, to guide and improve the accuracy
of the reconstruction process.

This is where deep learning has transformed the field. By learning statistical distribu-
tions of realistic anatomies, deep learning models provide robust regularization, enabling
much more accurate reconstructions from minimal data. In the following section, we will
explore traditional approaches to addressing ill-posed inverse problems and examine how
deep learning has enabled viable reconstructions from very few measurements.
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Figure 3.8: Filtered Back-Projection reconstructions of the Shepp-Logan phantom with varying
numbers of projections. With only one or two projections, the reconstruction is highly ambiguous,
lacking clear structure. Dozens of projections are required to provide enough constraints for
recognizable structures to emerge. From [DotEagle, 2023].

3.2 Solving Ill-Posed Inverse Problems

3.2.1 Inverse Problem

Reconstructing 3D structures from only two X-ray projections poses a highly challenging
and ill-posed inverse problem. Inverse problems involve estimating an unknown object or
signal based on measurements that are typically indirect, incomplete, or noisy. This is
generally modeled as:

y = Ax + η, (3.8)

where y ∈ Rm represents the observed data (e.g., X-ray projections), A ∈ Rm×n is the
measurement matrix (e.g., the projection model), x ∈ Rn is the unknown structure to be
reconstructed (e.g. the 3D structure), and η ∈ Rm accounts for measurement noise or
uncertainties. The forward model A may include processes such as downsampling, motion
blur, artifacts, masking, or projection [Kaipio, 2006; Bora, 2017].

Solving inverse problems is difficult because the forward process is typically non-
invertible, meaning x cannot be directly recovered from y. This challenge arises in various
imaging tasks, such as deblurring, inpainting, and superresolution, where information loss
in the forward process renders the problem ill-posed. Consequently, there are often mul-
tiple possible solutions that match the observed data.

To address this, traditional reconstruction methods, like those discussed in the previous
section, minimize a cost function that balances:
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• A data fidelity term ∥y − Ax∥2
2, ensuring that the reconstructed structure x is

consistent with the observations y.

• A regularization term, which incorporates prior knowledge about the underlying
structure. This term encourages desirable properties in the solution, such as sparsity,
smoothness, or anatomical structures in medical imaging. Regularization is crucial
for constraining the solution space, thus reducing ambiguity in the reconstruction.

Another common way to represent the inverse problem is from a probabilistic perspec-
tive, using a Bayesian framework [Kaipio, 2006]. This approach enables us to incorporate
prior knowledge about the structure of the solution, which is especially useful in ill-posed
problems. Under this view, we aim to estimate the posterior distribution of the image x

given the observations y, denoted as p(x|y). According to Bayes’ theorem, the posterior
can be expressed as:

p(x|y) ∝ p(y|x) · p(x), (3.9)

where p(y|x) is the likelihood, representing how likely the observed data y is given the
image x, and p(x) is the prior, which encodes prior knowledge about plausible structures
of x. This formulation allows us to regularize the reconstruction with domain-specific
information.

One common approach is to find the Maximum A Posteriori (MAP) estimation, which
seeks the image x that maximizes the posterior distribution:

xMAP = arg max
x

p(x|y). (3.10)

Equivalently, the MAP estimate can be obtained by minimizing the negative log of
the posterior:

xMAP = arg min
x

[− log p(y|x) − log p(x)] . (3.11)

This formulation mirrors the traditional approach of minimizing a cost function with
a data fidelity term (log-likelihood) and a regularization term (log-prior), allowing the
prior to incorporate domain-specific knowledge, such as typical anatomical structures in
medical imaging. This Bayesian framework provides a principled way to balance observed
data with realistic, prior-based constraints.

3.2.2 Compressed Sensing

Challenges in solving ill-posed inverse problems often arise because they lead to an un-
derdetermined system, where infinitely many possible solutions can explain the observed
data. This is particularly problematic when the number of measurements is very limited,
as in the case of biplanar X-rays.

To achieve high-quality, artifact-free reconstructions, the Nyquist-Shannon sampling
theorem dictates that dense sampling in the measurement space is essential [Shannon,
1949]. According to this theorem, the sampling rate must be at least twice the highest
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frequency present in the signal to avoid information loss:

fs ≥ 2fmax. (3.12)

In tomographic reconstruction, the "highest frequency" corresponds to spatial fre-
quency, which represents the fine details of the object, while "sampling" refers to the
angular distribution of projections. While hundreds of projections are sufficient for fine
reconstruction, using only two projections results in a sampling rate far below the Nyquist
limit. This causes significant information loss, making complete 3D reconstruction im-
possible and creating a highly ill-posed problem, where multiple solutions could fit the
limited projection data.

To address sampling rates far below those suggested by the Nyquist-Shannon theorem,
Compressed Sensing (CS) [Donoho, 2006] was developed.

In compressed sensing, the model is:

y = Ax + η, (3.13)

where the number of measurements m is much smaller than the signal dimension n

(i.e., m ≪ n), making the system underdetermined. To enable effective recovery in this
challenging scenario, compressed sensing assumes that x is sparse or approximately sparse
in a transformed domain, such as the discrete cosine transform (DCT), wavelet, or Fourier
basis [Candès, 2006; Donoho, 2006]. This sparsity, often further enhanced through total
variation (TV) regularization, allows x to be accurately reconstructed from significantly
fewer measurements than traditional methods typically require.

Reconstruction can be achieved using optimization techniques such as Basis Pursuit
Denoising [Donoho, 2006] or LASSO (Least Absolute Shrinkage and Selection Opera-
tor) [Tibshirani, 1996]. In this approach, the signal x is represented as x = Ψα, where α

is sparse in the transformed domain defined by Ψ.

• Basis Pursuit Denoising (BPD) minimizes the L1-norm of the coefficient vector α

while enforcing an exact fit to the measurements, as follows:

min
α

∥α∥1 subject to y = AΨα (3.14)

Here, BPD seeks the sparsest solution that perfectly matches the measurements.
This is particularly suitable when measurements are noise-free or have very little
noise, and an exact sparse solution is desired.

• LASSO, on the other hand, introduces a trade-off parameter λ that balances data
fidelity with sparsity, making it more flexible and robust to noisy measurements.
LASSO solves the following optimization problem:

min
α

1
2∥y − AΨα∥2

2 + λ∥α∥1, (3.15)
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where λ controls the balance between fitting the observed data and enforcing sparsity
in α.

In practice, this means that instead of requiring the signal x to be sparse in the spatial
domain, it only needs to be sparse when represented in the transformed domain Ψx.
For example, MRI often uses the Fourier basis as the sparsifying transform, leveraging
the fact that most MR images are sparse in the frequency domain. Natural images, on
the other hand, may use wavelet transforms, since natural images tend to have sparse
representations in the wavelet domain.

Compressed sensing has enabled significant reductions in the number of measurements
needed for successful reconstruction in various imaging inverse problems. Notably, it
has shortened scan times in MRI, thereby accelerating clinical workflows [Lustig, 2007].
Despite these successes, sparsity-based methods have limitations when measurements are
extremely sparse, as the sparsity assumptions are often hand-crafted or rely on simple
learned sparse codes. Additionally, they may struggle when the signal does not naturally
exhibit sparsity in a known basis [Bora, 2017].

To overcome these limitations, advanced methods like deep generative models have
been explored as priors in compressed sensing. These models learn complex data distribu-
tions and structures beyond sparsity, providing strong priors that reduce ambiguity in the
solution space—something classical methods lack, making them insufficient for accurate
reconstructions.

3.2.3 Deep Learning Approaches for Inverse Problems in Imaging

In recent years, deep learning techniques have emerged as powerful data-driven methods
for solving ill-posed inverse problems in imaging. These methods can be broadly catego-
rized into two families: supervised approaches and distribution-learning approaches [Jin,
2017; Ongie, 2020].

• Supervised Methods: These techniques use large training datasets of measured im-
ages to learn the inverse mapping from measurements to images. Models like CNNs
are trained for specific imaging tasks, capturing the relationship between measure-
ments and the underlying structure to recover. While they perform well on in-domain
data, their effectiveness tends to diminish significantly when faced with out-of-
distribution scenarios, such as variations in anatomy or measurement noise [Ongie,
2020]. Additionally, these models suffer from averaging effects [Menon, 2020],
which can lead to blurred outputs in reconstructions.

• Distribution-Learning Approaches: Unsupervised deep generative models, such as
GANs and VAEs, provide a more flexible framework by learning the statistical dis-
tribution of plausible solutions. These models introduce stronger priors, ensuring
that the reconstructed data lies directly on a learned manifold. As a result, they
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can produce more robust and accurate reconstructions, even from sparse measure-
ments [Ongie, 2020].

Feedforward Approaches

A lot of feedforward pipelines have been developed for a variety of tasks, including denois-
ing, upsampling, and deblurring, by directly inverting measurements into target outputs.
For instance:

• Super-Resolution (SR): Methods like SRGAN [Ledig, 2017] and EDSR [Lim, 2017]
reconstruct high-resolution images from low-resolution inputs, significantly out-
performing classical techniques like bilinear or bicubic interpolation by producing
sharper and more detailed results. However, these models can still introduce arti-
facts or lose fine texture due to the averaging effect, as they tend to blend between
solutions that downsample effectively [Menon, 2020].

• Denoising: CNN-based methods like DnCNN [Zhang, 2017] effectively remove noise
from images by learning a direct mapping from noisy inputs to clean outputs. While
these models demonstrate impressive performance on benchmark datasets, their
generalization to unseen noise types or levels remains a challenge.

• Deblurring: GAN-based models such as DeblurGAN [Kupyn, 2018] and its succes-
sor DeblurGAN-v2 [Kupyn, 2019] have shown success in recovering sharp images
from blurry inputs. These models leverage adversarial training to produce sharper
reconstructions than traditional methods, though they may still struggle with severe
blur or complex image structures.

• Inpainting: Inpainting methods, such as DeepFill [Yu, 2018] and EdgeConnect [Naz-
eri, 2019], fill in missing or corrupted parts of an image by learning to predict the
missing content from the surrounding context. These models are particularly use-
ful for tasks like image restoration, object removal, and filling in gaps in images.
By leveraging generative networks, they can produce visually plausible inpainted
regions, but they may struggle with complex structures or fine details, especially
when large areas are missing [Marinescu, 2020].

This direct learned inversion approach is widely used in the literature to tackle imaging
inverse problems.
Recent advances in combining compressed sensing with generative models have demon-
strated improved robustness and superior results compared to traditional approaches,
particularly when dealing with sparse data or complex perturbations in measurements.
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Figure 3.9: Overview of a GAN [Goodfellow, 2014]. The generator creates a "fake" image from
random noise, attempting to resemble images from the training set. The discriminator evaluates
both real and fake images, classifying them as "real" or "fake." Through adversarial training,
both components improve, leading to realistic image generation.

Compressed Sensing with Generative Models

Network architectures that integrate both CNN-based blocks and the imaging forward
model have become increasingly popular, as they combine deep learning to model com-
plex data distributions and the mathematical framework of compressed sensing. Recent
advances in deep generative models have transformed compressed sensing, offering a pow-
erful alternative to traditional sparsity-based methods, allowing to recover signals from
incomplete or noisy measurements [Hammernik, 2018; Aggarwal, 2018; Mardani, 2018]

Compressed Sensing Using Generative Models (CSGM), introduced by [Bora, 2017],
leverages the ability of generative models to approximate the true distribution of com-
plex signals, such as images, by representing them in a more structured and compact
form—specifically, in a low-dimensional latent space. These generative models are trained
to map low-dimensional latent codes z ∈ Rk to high-dimensional signals x = G(z), where
G : Rk → Rn is the generator function that reconstructs signals from the latent space.
CSGM uses these pre-trained generative models as priors, allowing them to approximate
the statistical properties of the data and produce high-quality reconstructions, even from
sparse measurements. These generative models are highly effective at capturing com-
plex image statistics, which makes them particularly suited for solving a variety of inverse
problems.

Generative models Generative models are a class of machine learning models designed
to learn the underlying distribution of a dataset and generate new data points that are
similar to the original data. These models aim to model the joint probability distribution
p(x, z), where x is the data (e.g., images, text) and z is a latent representation. By
learning this distribution, the model can generate new samples by sampling from the
learned latent space and decoding these samples back into data space using the generator
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function G(z).
Four main types of generative models are commonly used in compressed sensing ap-

plications:

• Variational Autoencoders (VAEs)[Kingma, 2013]: VAEs are probabilistic generative
models that learn a latent representation z of the data x by maximizing a variational
lower bound (ELBO) on the data likelihood log p(x). This is done by introducing a
variational distribution q(z|x), typically Gaussian, to approximate the true posterior
p(z|x). The model consists of an encoder network qϕ(z|x) that maps the data x to
the latent code z, and a decoder network pθ(x|z) that generates reconstructed data
from the latent variable. The objective is to minimize the Kullback-Leibler diver-
gence KL(qϕ(z|x) ∥ pθ(z)), where pθ(z) is the prior on the latent space (often an
isotropic Gaussian), along with the reconstruction error Eqϕ(z|x)[log pθ(x|z)]. This
regularization helps ensure smooth transitions between generated samples in the la-
tent space and allows VAEs to perform efficient sampling and data reconstruction.

• Generative Adversarial Networks (GANs)[Goodfellow, 2014]: GANs (illustrated in
Figure 3.9) consist of two networks—a generator Gθ(z) and a discriminator Dϕ(x)—that
are trained in a minimax game. The generator maps a latent variable z, sampled
from a simple prior distribution p(z) (typically a standard normal distribution), to
a data sample Gθ(z). The discriminator Dϕ(x) estimates the probability that a
given sample is real (from the data distribution pdata(x)) or fake (generated by
Gθ(z)). The training objective is to solve the following optimization problem:
minG maxD Ex∼pdata [log Dϕ(x)]+Ez∼p(z)[log(1−Dϕ(Gθ(z)))]. The generator aims
to minimize this objective by fooling the discriminator, while the discriminator tries
to maximize it by distinguishing real from fake samples. GANs are capable of pro-
ducing high-quality samples, but their training can be unstable due to issues like
mode collapse and the adversarial nature of the optimization.

• Flow-based Models[Dinh, 2014]: Flow-based models explicitly model the data dis-
tribution p(x) by learning an invertible mapping fθ between the data space x and
a latent space z, where z follows a simple prior distribution (e.g., a Gaussian).
This mapping is bijective, meaning that both forward and inverse transformations
x ↔ z can be computed exactly. The data likelihood p(x) is computed using the
change of variables formula: p(x) = pz(fθ(x))| det(Jfθ

(x))|, where pz(z) is the
prior distribution in the latent space, and Jfθ

(x) is the Jacobian determinant of
the transformation fθ. Flow-based models are trained by maximizing the exact log-
likelihood log p(x), and their invertible structure makes them particularly useful for
tasks requiring exact likelihood estimation and sampling. Normalizing flows, a com-
mon class of flow-based models, utilize a series of simple, invertible transformations
to model complex data distributions in a computationally efficient manner, which
is advantageous for compressed sensing tasks.
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• Diffusion Models[Sohl-Dickstein, 2015]: recently developed, diffusion models gen-
erate data by gradually reversing a stochastic process that corrupts data into noise
over multiple time steps, modeled as a Markov chain. In the forward process, noise
is added step-by-step to the data x0 to create a sequence of increasingly noisy sam-
ples x1, x2, . . . , xT , where xT is nearly pure Gaussian noise. This forward process is
typically a fixed Markov process, where each xt is conditioned only on the previous
step, xt−1, and noise is added according to a Gaussian distribution. The reverse
process, parameterized by a neural network, learns to predict p(xt−1|xt), the con-
ditional probability of the previous state given the current noisy state. The model
is trained using denoising score matching to estimate the noise at each step. By
iteratively denoising, the model generates high-quality samples starting from pure
noise xT and refining it to x0. Diffusion models are particularly powerful for com-
pressed sensing applications due to their ability to recover data from incomplete or
noisy measurements while providing a tractable likelihood function p(x0), making
them well-suited for both probabilistic modeling and data recovery tasks.

GANs are typically used for their ability to generate high-quality, realistic samples,
making them valuable in compressed sensing for tasks that require sharp, detailed
reconstructions. For example, the introductory paper [Bora, 2017] employs a Deep
Convolutional GAN (DCGAN) [Radford, 2015]. However, diffusion models and
VAEs offer robust probabilistic modeling, which can be advantageous in handling
noise and uncertainty. Flow-based models, with their exact likelihood estimation,
provide a useful alternative when invertibility and precise probability control are
essential for reconstruction tasks. Together, these models cover a range of capabili-
ties in compressed sensing applications, addressing different aspects of data quality,
flexibility, and computational efficiency.

Compressed Sensing with Generative Model The task in CSGM is to find the latent
vector z ∈ Rk such that the corresponding signal G(z), generated by the model, minimizes
the measurement error with respect to the observed data y. This can be expressed by the
following optimization problem:

min
z∈Rk

∥AG(z) − y∥2
2, (3.16)

where A is the measurement matrix, and y represents the measurements. Since the
generative model imposes strong priors on z, the solution space is constrained, allowing
the model to operate effectively even when the data is highly undersampled.

Bora et al. extend this formulation by adding a regularization term L(z) to further
guide the optimization. This term encourages the optimization process to remain within
regions of the latent space that correspond to plausible solutions, as preferred by the
generative model. This regularizer often takes the form of an ℓ2-norm, which aligns with
the isotropic Gaussian prior typically imposed on the latent variable z. The full regularized
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objective function becomes:

min
z∈Rk

∥AG(z) − y∥2
2 + λ∥z∥2

2, (3.17)

where λ balances the measurement error with the strength of the prior. This regularization
encourages z to remain close to the prior distribution, ensuring that the reconstruction is
not only consistent with the measurements but also plausible under the learned generative
model.

A significant challenge in CSGM is that the optimization is non-convex, primarily due
to the generator G(z), which is typically modeled as a deep neural network with multiple
non-linear layers. These non-linearities create a complex optimization landscape with
numerous local minima and saddle points, making it difficult to converge to the global
minimum. Additionally, the ill-posed nature of inverse problems often leads to multiple
possible solutions that fit the data, further complicating the optimization process.

However, Bora et al. demonstrated empirically that gradient-based methods, such as
stochastic gradient descent (SGD), are often able to find solutions that are close to the
true signal. This is largely due to the strong priors imposed by the generative model, which
significantly reduce the search space, making it easier to avoid poor local minima. The
generative model effectively guides the optimization toward regions of the latent space
that correspond to realistic reconstructions, thereby being closed to the solution even in
the presence of non-convexity.

In addition to these empirical findings, Bora et al. provided interesting theoretical
guarantees for CSGM. They showed that if the generative model G is L-Lipschitz, then
the number of random Gaussian measurements required to recover the signal x with a
small error grows only as O(k log n), where k is the dimensionality of the latent space.
This result is a major improvement over traditional compressed sensing, where the number
of measurements typically scales with the signal dimension n. By restricting the solution
to the range of the generator, CSGM achieves a significant reduction in the required
number of measurements.

The recovery guarantee relies on a generalization of the Restricted Eigenvalue Con-
dition (REC), known as the Set-Restricted Eigenvalue Condition (S-REC) [Bora, 2017].
This condition ensures that the difference between any two vectors in the range of the
generator is well-separated in the measurement space. Formally, for a measurement matrix
A, the S-REC is satisfied for a set S ⊂ Rn if for all x1, x2 ∈ S,

∥A(x1 − x2)∥2 ≥ α∥x1 − x2∥2 (3.18)

for some constant α > 0. This ensures that the optimization procedure can accurately
recover the latent code z such that the generated signal G(z) is close to the true signal x.
Bora et al. proved that random Gaussian measurement matrices satisfy the S-REC with
high probability for the range of commonly used generative models, such as VAEs and
GANs, ensuring robust recovery even with a reduced number of measurements.
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Figure 3.10: Reconstruction results on CelebA with m = 500 measurements (of n = 12288
dimensional vector). It shows original images (top row), and reconstructions by Lasso with
DCT basis (second row), Lasso with wavelet basis (third row), and CSGM with DCGAN (last
row)[Bora, 2017].

Bora et al. showed empirically that CSGM can outperform traditional compressed
sensing methods like LASSO on various image datasets. They focused on the task of
super-resolution, which involves constructing a high-resolution image from a low-resolution
version of the same image. This can be viewed as a special case of the general framework
of inverse problem with linear measurements, where the measurements represent local
spatial averages of the pixel values. For example, in their experiments on the MNIST
dataset [LeCun, 1998], CSGM, using a DCGAN [Radford, 2015], was able to reconstruct
images with high accuracy using only 25 measurements, while LASSO required around
400 measurements to achieve similar performance.

Figure 3.10 presents a comparison of reconstruction results on the CelebA dataset [Liu,
2015b] using Lasso with a DCT basis, Lasso with a wavelet basis, and CSGM. The CSGM
approach demonstrates significantly better results with fewer measurements compared to
the sparsity-based methods.

They show that the total reconstruction error in CSGM can actually be decomposed
into three components:

• Representation error: The discrepancy between the true signal and the closest signal
in the range of the generator.

• Measurement error: The error due to the finite number of measurements and noise
in the observations.

• Optimization error: The error due to the optimization process not finding the global
minimum of the objective function.

Since the generative model is only an approximation of the true data distribution,
there may be some signals that cannot be perfectly represented by the generator. This
error, called the representation error, arises when the true signal x∗ lies outside the range
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of the generator. In such cases, even with perfect measurements, the recovery process
will not yield an exact reconstruction of x∗.

In practice, the representation error is often the dominant source of error, especially
when the generative model is not expressive enough. In an experiment, they tested image
reconstruction within the range of the generator by sampling a latent vector z∗, generating
a signal x∗ = G(z∗), and treating it as a real image. This eliminated representation
error, allowing them to focus on evaluating the optimization process. Results showed
near-perfect reconstructions with few measurements, indicating that the optimization
effectively minimized the objective, with both optimization and measurement errors being
small. This demonstrates that, with well-trained or more expressive generative models
that capture the solution space accurately, high-quality reconstructions can be achieved
with far fewer measurements.

CSGM has been successfully applied to numerous inverse problems, such as non-linear
phase retrieval [Bahmani, 2017], and has been further improved with techniques like
invertible models [Kruse, 2021], sparsity-based deviations [Lustig, 2008], image adaptivity
[Ulyanov, 2018], and posterior sampling [Hoffman, 2017]. These advancements have
enhanced the robustness and performance of CSGM across a wide range of applications.

To further progress in complex inverse problems, sophisticated generative models like
BigGAN [Brock, 2019] and StyleGAN [Karras, 2019; Karras, 2020b] have set new stan-
dards in image quality, scalability, and control. BigGAN enables high-resolution recon-
structions, while StyleGAN models offer fine control over image attributes, making them
valuable for tasks like inversion and compressed sensing where precision is essential.

Style-Based Generative Models StyleGAN, introduced by [Karras, 2019], is a ground-
breaking model in generative networks, known for generating high-resolution images with
fine control over semantic and stylistic attributes. It revolutionized the generator ar-
chitecture by introducing a more controllable and disentangled latent space, enabling
smoother transitions in generated content and offering users the ability to manipulate
specific image features. StyleGAN’s architectural innovations result in superior perfor-
mance in high-resolution image generation and diversity. Examples of generation are
presented in 3.11

Figure 3.12 presents the architecture. The generator consists of two main components:
a mapping network and a synthesis network. The mapping network transforms the latent
vector z ∈ R512, sampled from a Gaussian normal distribution, into an intermediate vector
w ∈ R512. This intermediate latent space W controls the synthesis process. The synthesis
network, consisting of 18 layers, progressively increases the image resolution, doubling it
at each step from 4 × 4 to 1024 × 1024. The final layer outputs an RGB image using a
1 × 1 convolution.

Unlike traditional models that feed the latent code directly into the input layer [Brock,
2019], StyleGAN’s innovation lies in mapping the latent space Z ∈ R512 to W using
a non-linear 8-layer MLP. This intermediate space W provides a more structured and
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Figure 3.11: Examples of diverse artificial face images generated by StyleGAN using the Flickr-
Faces-HQ dataset, a high-quality face image dataset [Karras, 2019].
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Figure 3.12: Unlike traditional generators that feed the latent code directly into the input layer,
StyleGAN first maps the latent code to an intermediate latent space W. This space then controls
the synthesis network through AdaIN at each convolutional layer, providing more control over the
image generation process. Noise is added at each convolutional layer before applying nonlinearity.
"A" represents a learned affine transform, and "B" applies per-channel scaling factors to the noise
input. The synthesis network progressively increases resolution from 42 to 10242, with the final
output converted to RGB using a 1 × 1 convolution [Karras, 2019].

disentangled representation, allowing for precise control over the image generation process.
Each layer of the synthesis network is modulated through adaptive instance normalization
(AdaIN) [Huang, 2017], which adjusts the mean and variance of feature maps, giving
users the ability to manipulate attributes like color, texture, and style at different levels.

Learned affine transformations specialize the vector W into styles y = (ys, yb), which
control the AdaIN operations after each convolutional layer in the synthesis network. The
AdaIN operation is defined as:

AdaIN(xi, y) = ys,i · xi − µ(xi)
σ(xi)

+ yb,i. (3.19)

Here, each feature map xi is normalized independently, and the style vector y controls
the scale and bias applied to these feature maps. The dimensionality of y is twice the
number of feature maps at each layer. In addition to style control, StyleGAN introduces



3.2. Solving Ill-Posed Inverse Problems 63

explicit noise inputs: single-channel Gaussian noise images are injected into each layer
of the synthesis network. These noise inputs are scaled and added to the feature maps,
introducing stochastic variations and allowing the model to generate more highly detailed
and realistic images. The combination of noise and latent space control ensures that
StyleGAN produces fine-grained details while maintaining high-level structural consistency.

A key element of StyleGAN is style mixing, which allows mixing coarse and fine styles
during both training and inference. This technique enables flexible and controlled image
generation by combining different styles at various levels of resolution, such as blending
overall structure with finer details, leading to richer and more diverse outputs, as shown
in Figure 3.13,

Also, StyleGAN’s unique latent space, W, is a key feature that enables smooth tran-
sitions and precise control over generated content, setting it apart from models like Big-
GAN, which emphasize high-quality synthesis but lack the same level of semantic control.
StyleGAN’s mapping network enhances the disentanglement of W, making factors such
as pose, color, and texture more linearly separable. This design allows for intuitive ma-
nipulation of specific attributes—like facial expressions or lighting—while preserving the
coherence of generated images. Additionally, W enables smooth transitions, facilitating
gradual transformations in features such as age, hairstyle, or background when interpolat-
ing between images. This is achieved by optimizing the introduced perceptual path length,
which measures the smoothness of image changes within the latent space, allowing for
finer control and realistic edits by disentengling attributes more effectively.

StyleGAN2 [Karras, 2020b] improved the original StyleGAN by eliminating artifacts
through a redesigned generator architecture, removing AdaIN in favor of a modula-
tion/demodulation mechanism, and introducing better path length regularization for smoother
transitions in the latent space. It also enhanced feature disentanglement, allowing for
more precise control of individual attributes, and improved fine detail synthesis, resulting
in cleaner, more realistic images with better high-frequency detail handling.

In summary, style-based generative models represent a significant leap in generative
modeling, offering high-resolution image generation, fine control, and detailed stochastic
features. These capabilities are especially valuable for inverse problems, compressed sens-
ing, and semantic transformations, with practical applications in areas like image-to-image
translation, domain adaptation, and tomographic imaging [Bhadra, 2022], which we will
explore next.
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Figure 3.13: Style Mixing. Images generated from two latent codes (sources A and B) are shown,
with mixed styles applied. Copying coarse styles (42 to 82) from source B transfers high-level
features like pose and face shape, while fine details remain from A. Mid-level styles (162 to 322)
from B affect smaller features like hairstyle and eye state, while overall shape from A is preserved.
Fine styles (642 to 10242) from B mainly alter colors and textures [Karras, 2019].



3.2. Solving Ill-Posed Inverse Problems 65

Figure 3.14: Feedforward methods, like FSRNet [Chen, 2018], often produce averaged images
that downscale accurately. Although adding a discriminator loss in FSRGAN [Wang, 2018b] helps
guide outputs toward the natural image manifold, it doesn’t fully resolve the issue. In contrast,
PULSE [Menon, 2020] consistently moves along the manifold, producing high-quality results.

CSGM for High-Quality Image Upsampling A relevant example of applying more
advanced generative models with CSGM is Photo Upsampling via Latent Space Explo-
ration (PULSE) [Menon, 2020], which presents a novel approach to super-resolution by
leveraging the latent space of state-of-the-art generative models, such as StyleGAN2 [Kar-
ras, 2020b], to achieve high-quality image reconstructions. Following the previous trend,
PULSE by exploring the latent space of generative models to find realistic high-resolution
images that correctly downscale to the low-resolution input.

As with previous compressed sensing approaches using unsupervised generative models,
one of PULSE’s key advantages is its self-supervised nature. This eliminates the need
for paired low- and high-resolution datasets required by feedforward methods. Instead,
PULSE operates without relying on specific degradation models, enabling it to generalize
across different scenarios without the need for retraining. The only drawback is that the
corruption process must be known in advance.

Menon et al. observe that traditional super-resolution methods typically minimize pixel-
wise loss functions, which leads to an undesirable averaging effect. Indeed many solutions
can downscale well to the input images. Traditional method minimize the loss by averaging
all solutions that downscale well, which results in blurred details. Even methods that try
to integrate GAN, can tend the solutions to be closer to the realistic manifold, but it is
still an averaging of pixelwise- and GAN-based solutions. PULSE shows that it overcomes
this issue by directly navigating the latent space of a generative model to find solutions
that lie on the natural image manifold. This guarantees that the super-resolved images
are well realistic and maintain high perceptual quality. Figure 3.14 illustrates this point.

Menon et al. note that simply ensuring z ∈ L doesn’t guarantee that G(z) ∈ M , the
manifold of realistic images. A common solution is to impose a prior on L and add a
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regularization term, such as l2 regularization for Gaussian priors [Bora, 2017]. However,
this tends to push vectors towards the origin, while most of the probability mass in high-
dimensional Gaussian distributions lies near the surface of a sphere with radius

√
d, a soap

effect.
To address this, PULSE replaces the Gaussian prior with a uniform prior on the hyper-

sphere surface, where ∥z∥2 =
√

d (with z as the latent vector and d as the dimensionality).
This constraint ensures realistic image generation and more efficient search by minimizing:

min
z∈

√
dSd−1

∥DS(G(z)) − ILR∥p, (3.20)

where DS is the downscaling operator, G(z) is the generator, and ILR is the low-resolution
input. This approach maintains a balance between realistic generation and matching low-
resolution data, starting from a random latent vector initialization.

Optimizing directly in the latent space z ∈ S512 ⊂ R512 often leads to poor results
due to limited expressiveness. Instead, using the full 18 × 512-dimensional latent space,
denoted as W+, allows more flexible inputs that better match the synthesis network.
However, allowing the 18 vectors w1, w2, . . . , w18 to vary independently risks deviating
from the natural image manifold.

To balance flexibility with realism, a geodesic cross loss term Geocross—similar to
negative cosine similarity loss—is introduced, penalizing large angular deviations between
input vectors:

Geocross(w1, . . . , wk) =
∑
i<j

θ(wi, wj)2. (3.21)

This constraint enhances expressiveness while keeping the generated images close to
the natural image manifold, resulting in more realistic outputs.

One advantage of PULSE over traditional feedforward methods is its ability to produce
multiple plausible high-resolution outputs for the same low-resolution input. By using
projected gradient descent with Adam [Kingma, 2014] and random initialization, PULSE
explores different local minima due to the non-convexity of the optimization problem,
producing a diverse set of high-resolution, photo-realistic images that vary in details yet
remain consistent with the low-resolution input.

An additional benefit is PULSE’s robustness against degradations like noise and motion
blur. Rather than directly matching the degraded input, PULSE projects outputs onto the
realistic image manifold, ensuring they downscale accurately to the true, non-degraded
low-resolution image. This contrasts with traditional supervised models, which require
explicit training on noisy data to handle degradation, whereas PULSE achieves it without
extra training.

Extensive experiments demonstrated PULSE’s ability to outperform state-of-the-art
feedforward methods, producing perceptually superior images that preserve fine details,
such as facial features. By effectively navigating the latent space of generative models,
PULSE achieves high-quality reconstructions with fewer artifacts and blurring issues than
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Figure 3.15: Comparison of PULSE with bicubic upscaling, and feedforward methods FSRNet and
FSRGAN. Feedforward methods often suffer from blurring and averaging effects, while PULSE
produces more realistic and higher-quality results [Menon, 2020]

feedforward methods, as shown in Figure 3.15.

A Bayesian Perspective Building on previous advancements like PULSE, which lever-
ages latent space exploration for high-quality image upsampling, Bayesian Reconstruction
using Generative Models (BRGM) [Marinescu, 2020] introduces a Bayesian framework
for image restoration tasks such as super-resolution and inpainting, utilizing pre-trained
generative models like StyleGAN2. Unlike PULSE, which operates through direct latent
space navigation, BRGM derives its loss function from the Bayesian MAP estimate, em-
ploying variational inference to sample from the approximate posterior distribution. This
Bayesian approach inspire our core method for 3D reconstruction with biplanar X-rays,
detailed in Section 3.4.

The method formulates the problem as finding the latent vector w that maximizes the
posterior probability of a clean image, given corrupted observation, combining both the
generative prior and the corruption or forward process within a Bayesian framework.

The main goal of BRGM is to recover the optimal clean image I∗
CLN from a corrupted

observation I. The corrupted image I is generated by applying a forward process f to
the clean image, which is modeled by the generator G(w), where w is the latent vector of
the generator. The corruption model f includes processes like downsampling or masking:

I = f(G(w)) + ϵ, (3.22)

where ϵ represents noise or other distortions. The clean image is recovered by finding the
MAP estimate of the latent vector w, which maximizes the posterior probability p(w|I).
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Using Bayes’ theorem, this posterior is defined as:

p(w|I) ∝ p(I|f ◦ G(w)) p(w), (3.23)

where p(w) is the prior distribution over the latent space, typically modeled as a Gaussian:
p(w) ∼ N (0, I) and p(I|f ◦ G(w)) is the likelihood of observing I given the clean image
generated by G(w).

The MAP estimate for w is computed by maximizing this posterior:

w∗ = arg max
w

p(w)p(I|f ◦ G(w)). (3.24)

Once w∗ is obtained, the clean image is reconstructed as:

I∗
CLN = G(w∗). (3.25)

The generative model G acts as a prior over the clean image space, ensuring that the
reconstructed image remains on a realistic image manifold. The prior term p(w) is based
on the structure of the generator’s latent space. As in PULSE, they relax the constraint
that all wi must be equal, allowing each to be optimized independently, resulting in the
extended latent space W+. The prior over the latent vectors wi is modeled with two
components:

• Gaussian Prior: Ensures the latent vectors wi remain close to those observed during
training:

Lw =
18∏

i=1
N(wi|µ, σ2), (3.26)

where µ and σ2 are the mean and variance of the latent vectors.

• Cosine Similarity Prior: similar to the Geocross loss introduced in [Menon, 2020],
this forces alignment between latent vectors wi and wj for different layers, modeled
using the von Mises distribution:

Lcolin =
∏
i,j

M

(
cos−1 wT

i wj

|wi||wj |

∣∣∣∣∣0, κ

)
, (3.27)

where κ controls the strength of the alignment.

The MAP estimate (Eq. 3.24) can be expressed as a weighted sum of four loss terms:

w∗ = arg min
w

(λwLw + λcLcolin + λpixelLpixel + λperceptLpercept) , (3.28)

where Lw is the prior loss over w, Lcolin is the colinearity loss to ensure alignment
between latent vectors, Lpixel is the pixel-wise loss comparing the corrupted image to
the generated one, and Lpercept is the perceptual loss [Johnson, 2016], which compares
high-level features between the corrupted and generated images.
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In ill-posed problems with multiple solutions, a Bayesian framework is advantageous,
as it captures a distribution of possible outcomes, unlike MAP, which provides only a single
estimate and lacks the full range of plausible solutions. Sampling from the posterior p(x|y)
enables exploration of this solution space but is often computationally intensive due to
complex priors and high dimensionality. Deep learning methods have shown promise in
approximating the posterior by learning data structures from large datasets, effectively
capturing complex priors without manual encoding. BRGM shows this capacity to sample
directly from the estimated posterior. Unlike PULSE, which uses empirical sampling
by restarting optimization from various initializations [Menon, 2020], BRGM employs
variational inference [Hinton, 1993; Graves, 2011] to approximate p(w|I) and generate
multiple plausible reconstructions.

The goal is to find a parametric distribution q(w|θ), where θ represents the learn-
able parameters, to approximate the true posterior. This is achieved by minimizing the
Kullback-Leibler (KL) divergence between q(w|θ) and p(w|I):

θ∗ = arg min
θ

KL[q(w|θ)∥p(w|I)] = arg min
θ

∫
q(w|θ) log q(w|θ)

p(w)p(I|w) dw. (3.29)

The objective is to minimize the expected value over q(w|θ) by approximating it with
Monte Carlo samples. The expected value is approximated by taking Monte Carlo samples
w(i) from q(w|θ). The objective becomes:

θ∗ = arg min
θ

n∑
i=1

(
log q(w(i)|θ) − log p(w(i)) − log p(I|w(i))

)
, (3.30)

where w(i) are the Monte Carlo samples drawn from q(w|θ).
The distribution q(w|θ) is parameterized as a Gaussian. The Gaussian is sampled using

unit noise ϵ, shifted by the variational mean µv, and the transformed standard deviation
σv, which is re-parameterized as:

σv = log(1 + exp(ρv)), (3.31)

where θ = [µv, ρv] are the variational parameters.
The final objective function to optimize becomes:

θ∗ = arg min
θ

(
− log p(θ) +

n∑
i=1

(
log q(w(i)|θ) − log p(w(i)) − log p(I|w(i))

))
, (3.32)

where the prior p(θ) is modeled as an inverse gamma distribution over σv, which encour-
ages larger standard deviations.

Figure 3.16 demonstrates generation sampling using variational inference, presenting
diverse solutions that align with the measurements.

BRGM outperformed other super-resolution methods, particularly at lower input res-
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Figure 3.16: Generation sampling using variational inference from [Marinescu, 2020]. The figure
shows the input image (left column), the target (second column), the estimated mean image
G(µv) (third column), and samples generated around the mean G(µv + σvϵ) (right column).

olutions. Feedforward methods like ESRGAN [Wang, 2018a] produced jittery artifacts,
while SRFBN [Li, 2019] resulted in overly smooth images. While PULSE generated re-
alistic high-res outputs, they often didn’t match the true image due to strict projection
onto the unit sphere. BRGM, by relaxing this constraint with a soft prior Lw, allowed
for more accurate reconstructions. Both BRGM and PULSE can achieve super-resolution
beyond 4 times, up to 1024 × 1024, without dataset-specific tuning.

While BRGM produced diverse and high-quality reconstructions through variational
inference, it sometimes overfitted the posterior and had difficulty generalizing to unseen
images, a common issue with learning-based methods. Furthermore, over-representation
of certain populations in the training data can introduce biases, leading to inaccurate
reconstructions. These biases can cause discrepancies between downsampled images and
the original inputs in both super-resolution and inpainting tasks

GAN Inversion All the previous methods rely on what is generally known as GAN inver-
sion. GAN inversion, which explores the latent space of learned distributions with GAN,
has become a powerful tool for image restoration and 3D reconstruction. By projecting
images into the GAN’s latent space, this method enables applications like upsampling
[Menon, 2020], inpainting [Li, 2020], noise reduction [Bau, 2018], and artifact removal
[Karras, 2019]. Leveraging these learned priors allows for tasks such as super-resolution
[Menon, 2020], 3D shape reconstruction [Wu, 2015; Nguyen-Phuoc, 2019], image com-
pletion [Li, 2020], and stylization [Karras, 2019], demonstrating GAN inversion’s broad
utility for inverse problems.
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Compressed Sensing for Medical Imaging

Beyond traditional computer vision, compressed sensing with generative models has be-
come increasingly valuable in medical imaging, where the goal is to reconstruct high-
quality images from incomplete or noisy patient data. Generative models have shown
great promise in medical imaging for tasks such as MRI reconstruction, tomographic
imaging, and solving inverse problems for medical imaging.

For example, AmbientFlow [Kelkar, 2023a] leverages invertible generative models to
reconstruct images from incomplete and noisy data. For accelerated MRI, score-based
diffusion models have been shown to significantly improve reconstruction quality, as de-
scribed by Chung et al. [Chung, 2022]. Shang et al. [Shang, 2024] introduced ResDiff, a
model combining CNNs and diffusion for image super-resolution. Bayesian imaging with
neural network priors, explored by Holden et al. [Holden, 2022], has improved uncertainty
modeling in reconstructions. StyleGAN has also been adapted for medical imaging, with
style-based generative models used for image-constrained reconstruction, as presented by
Kelkar and Anastasio [Kelkar, 2021b]. GANs have been employed to learn canonical med-
ical image statistics, as demonstrated by Kelkar et al. [Kelkar, 2023b], while score-guided
diffusion models have been applied to fast Langevin mixing for inverse problems, as seen
in Daras et al. [Daras, 2022].

Robust Compressed Sensing for MRI The CSGM framework [Bora, 2017] has shown
that deep generative priors can be powerful tools for solving inverse problems. However,
before [Jalal, 2021a] this framework has been empirically successful only on certain natural
datasets (for example, human faces and MNIST digits), and it is known to perform poorly
on real out-of-distribution samples.

Jalal et al. presented the first successful application of the CSGM framework to clinical
MRI data, using a score-based generative model trained on the fastMRI dataset. The
method, which employs posterior sampling via Langevin dynamics, achieves high-quality
reconstructions and remains robust to changes in data distribution and measurement
processes.

Without assuming a specific measurement system, the model reconstructs undersam-
pled MRI data across various sampling schemes, showing competitive performance with
end-to-end models on in-distribution data and superior robustness to out-of-distribution
shifts. Theoretical results support that posterior sampling is near-optimal, even with
imperfect priors.

Additionally, the method allows for uncertainty quantification by generating multiple
reconstructions with different random initializations. This flexibility and robustness make
it a strong candidate for clinical use, as it can handle variations in sampling, hardware,
and anatomy in real-world MRI settings.
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Compressed Sensing for Sparse Tomography Let’s now return to the ill-posed prob-
lem of tomographic reconstruction with sparse measurements, using only a few projections.

Alongside our development of a method for 3D reconstruction from biplanar X-rays, a
related approach emerged as the first to use compressed sensing with generative models
for tomographic imaging with sparse projections. This approach, PULSE++ [Bhadra,
2022], extends the original PULSE methodology to tomographic imaging, marking the
first adaptation of PULSE—originally developed for super-resolution—to tackle ill-posed
2D tomographic reconstruction challenges.

Few rectifications have been made compared to PULSE to account for the quality
requirements and specificity of tomographic imaging. The assumption that the latent
vectors in StyleGAN’s latent space W+ follow a Gaussian structure, as used in the PULSE
method, was rigorously evaluated and found to be inaccurate. The projection of latent
vectors onto the spherical surface Sk−1(

√
k), as assumed by PULSE, increases the risk of

data inconsistency. In response to these findings, PULSE++ replaces the projection onto
the spherical surface with a projection onto an annular region A = {wi ∈ Rk | δmin ≤
∥wi∥2 ≤ δmax}, which better accounts for the heavy tails observed in the latent space
distribution. The optimization problem for PULSE++ can be formalized as:

ŵ, n̂ = arg min
w,n

∥I − G(w, n)∥2
2 + R(w, n), s.t. wi ∈ A, ∀i ∈ {1, . . . , l}, (3.33)

where I ∈ Rm represents the input projections, G(w, n) ∈ Rm is the generative model
output, and R(w, n) is the regularization term, given by:

R(w, n) = λCross(w) + 1
2

l∑
i=1

∥ni∥2
2, (3.34)

where w = {w1, w2, . . . , wl} ∈ Rl×k are the latent vectors, n = {n1, n2, . . . , nl} ∈
Rl are the noise vectors, Cross(w) represents the pairwise Euclidean distance between
latent vectors wi and wj , λ is a hyperparameter controlling the trade-off between data
consistency and maintaining the structure of the latent space.

Numerical experiments were conducted to evaluate the performance of PULSE++
on two tomographic imaging systems: one using incomplete Fourier space measurements
for MRI and another based on a limited-angle X-ray fan-beam CT system. For the CT
experiments, 2D CT slices (512 × 512 pixels) were simulated using projection data from
120 views. Noiseless X-ray measurements were modeled using the Beer-Lambert law, with
additional controlled noise following a Poisson distribution.

Similar to PULSE [Menon, 2020] and BRGM [Marinescu, 2020], PULSE++ can find
multiple solutions that satisfy the measurements. Using the Adam optimizer, PULSE++
explores different possible solutions through empirical sampling, as in [Menon, 2020], by
restarting the optimization multiple times. This iterative process continues until it finds a
solution G(ŵ, n̂) that meets the data fidelity condition within a tolerance level ϵn, adjusted
for the measurement noise n. The alternate solutions found by empirical sampling show
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significant variability in fine structures, demonstrating the method’s capacity to capture
multiple plausible reconstructions for high-dimensional objects.

Additionally, uncertainty maps, computed as the pixel-wise standard deviation across
alternate solutions, reveal areas of uncertainty in the reconstructions. These maps indi-
cate that PULSE++ enforces strong data consistency, shown by lower uncertainty in key
regions of the reconstructed images.

PULSE++ has proven robust in producing data-consistent solutions, though its ac-
curacy remains influenced by the quality of the StyleGAN model used to represent the
object distribution. In medical imaging, this can introduce representation errors if cer-
tain pathologies are underrepresented or if the training data is biased toward specific
populations.

This work represents the first application of compressed sensing with generative mod-
els for sparse 2D tomographic reconstruction, yielding promising results. However, its
application has yet to extend to more complex tasks, such as 3D imaging with very lim-
ited projections or challenging geometries like 3D reconstruction from partial biplanar
cone-beam X-rays. Our research aims to tackle these challenges.

3.3 3D Reconstruction from Biplanar X-Rays

With very few projections, it is very difficult to disentangle the structures for even coarse
3D estimation. In other words, many 3D volumes may have generated such projections
a priori. As discussed in the previous section, classical analytical and iterative methods
struggle to provide even close reconstructions when the number of available projections
is very limited.

Several deep learning approaches have focused on significantly reducing the number of
X-ray projections required for accurate volumetric reconstruction. Figure 3.17 illustrates
the different paradigms for this task. Initially, as with other inverse problems in computer
vision, the focus was on feedforward methods adapted for tomographic reconstruction.

At the time of developing our method, the predominant approaches were these feed-
forward models such as those proposed by [Henzler, 2018; Shen, 2019; Ying, 2019; Shen,
2022b; Jiang, 2022]. These models aimed to invert projections to predict 3D volumes
directly from a minimal number of projections—sometimes using only one or two. Most
of these methods used feature embeddings from 2D projections [Henzler, 2018; Shen,
2019], often combined with fusion mechanisms [Ying, 2019; Jiang, 2022; Tan, 2022;
Lu, 2022; Zhang, 2023b] and adversarial losses [Ying, 2019; Jiang, 2022; Wang, 2023].
Some approaches further constrained the solution space with geometric constraints and
3D refinement networks, such as U-Net [Shen, 2022b; Lu, 2022].

Henzler et al. [Henzler, 2018] were the first to drastically reduce the number of projec-
tions needed for 3D reconstruction to just one, focusing on 3D cranial bone estimation.
They demonstrated that deep learning-based CNNs could handle this challenging task by
using data-driven priors. Their method involved training on a large paired dataset of syn-
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Figure 3.17: Current methods vs our method. Feed-forward methods do not manage to
predict a detailed and matching tomographic volume from a few projections. Iterative methods
based on neural radiance fields lack prior for good reconstruction. By learning an embedding
for the possible volumes, we can recover an accurate volume from very few projections with an
optimization based on a Bayesian formulation.

thetic projections and 3D volumes to learn how to invert a 2D projection into 3D. First,
the model generated a coarse, low-resolution volume, which was then refined by fusing
it with the input X-ray to create a high-resolution 3D volume. This approach achieved
results that would have been nearly impossible for traditional, non-deep learning methods
with only a single X-ray.

Building on this idea, Shen et al. [Shen, 2019] extended the method to CT generation.
They also relied on large paired datasets of synthetic projections and CT volumes, using
again data-driven priors to reconstruct 3D volumes from a single projection. Their model
used 2D feature embedding and 3D decoding to map projection radiographs to corre-
sponding 3D anatomy, showing its effectiveness with CT scans of the upper abdomen,
lung, and head-and-neck regions. This approach demonstrates the potential for creating
volumetric tomographic X-ray images from just one projection.

While using just one projection is promising, it is still far from producing usable CT-
quality reconstructions. A significant amount of ambiguity remains, with multiple possible
solutions for the 3D structure. X2CT [Ying, 2019] extended this approach by using
biplanar X-rays, where orthogonal projections provide more anatomical constraints by
resolving some depth ambiguities through a lateral view. In this method, as we can see
in Figure 3.18, the conditional GAN framework is used to reconstruct CT volumes from
two orthogonal X-rays. A designed generator network increases the dimensionality from
2D to 3D. A novel feature fusion method is introduced to combine the information from
both X-rays. The model is trained using a combination of mean squared error (MSE)
loss and adversarial loss with projection loss, resulting in better and more realistic 3D CT
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Figure 3.18: X2CT-GAN [Ying, 2019] framework. The model encodes features from biplanar
X-rays, fuses them, and decodes them into 3D volumes. The training process is guided by a
combination of MSE, an adversarial loss, and a projection loss, to ensure better realism and
geometric coherence with the target.

reconstructions. Experiments were done on chest CT dataset and showed effectiveness of
the method compared to previous work.

Shen’s second approach [Shen, 2022b] revisits classical methods by introducing geo-
metric constraints, recognizing that the 2D-to-3D feature transformation lacks inherent
geometric consistency. To address this, the method leverages classical backprojection to
enforce 3D geometric constraints, even with very few projections. First, it attempts to pre-
dict missing projections by disentangling content and style from the available projections.
After generating these additional views, both the real and predicted projections are used
in backprojection. Instead of using traditional filtering methods like in FBP, the model
employs a 3D U-Net to remove artifacts and predict the 3D internal structures. This
method combines classical and deep learning approaches to tackle this extreme sampling
for better results. Yet, high quality and accurate alignment is to be reached.

Recently, more advanced architectures have been used for better 2D feature embed-
ding, using self-attention mechanisms [Tan, 2022] and transformer-based networks [Zhang,
2023b; Wang, 2023]. Tan et al. [Tan, 2023] also explored semi-supervised learning using
a teacher-student framework to address the challenge of limited paired volume-projection
data.

However, these feedforward approaches can struggle with previously mentioned aver-
aging effects [Menon, 2020], where all possible solutions are averaged, leading to blurred
and unmatching reconstructions. Additionally, they may not ensure data fidelity by being
consistent with the original projections, and they can generalize poorly.

Other methods have adapted NeRFs [Mildenhall, 2021] for tomographic reconstruc-
tion with sparsely sampled data, typically using 20 to 30 projections, with fan-beam or
cone-beam 2D or 3D reconstruction[Zha, 2022; Shen, 2022a]. Approaches like [Zha, 2022;
Shen, 2022a] iteratively optimize the reconstructed volume based on available projections,
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Figure 3.19: Nerf-based NAF pipeline [Zha, 2022]. The gray block shows how the CBCT scanner
captures X-ray projections from different views. The blue block simulates projections using NAF,
while the orange block represents the optimization process where NAF is refined by comparing real
and synthesized projections. Finally, the green block illustrates how NAF generates a CT model
by querying corresponding voxels. This iterative pipeline performs well for sparse projections but
lacks sufficient priors when very few projections are available.

generally achieving better results by ensuring projection consistency and improving gen-
eralization. Building on the deep image prior [Ulyanov, 2018] of MLPs, they can reduce
the need for measurements without relying on sparsity or smoothness, as shown by [Shen,
2022a]. However, these methods without prior resemble classical iterative reconstruction
techniques without strong regularization and can fail if insufficient constraints are pro-
vided. Additionally, [Shen, 2022a] can initialize NeRF using a pre-acquired volume, but
this approach tends to fail when very few projections are available, as our experiments
will demonstrate, as shown in Section 3.5.3. Recently, gaussian splatting [Kerbl, 2023]
methods have also been developed following the same idea with improved results [Lin,
2024].

To surpass previous feedforward and iterative methods that lacked priors, we built on
the best of both worlds. We introduced the first method for 3D reconstruction from very
few X-rays that builds on the legacy of compressed sensing with deep generative models,
using posterior sampling to find the optimal solution by relying directly on the manifold
of possible solutions. We named our method X2Vision.

As illustrated in Figure 3.17, to be able to reconstruct a volume accurately given as
low as two projections only, we first need to learn a prior on the volume. To address
this ill-posed problem, we introduce prior knowledge of anatomic structures by training a
generative model on 3D CTs of head and neck. To do this, we leverage the potential of
generative models to learn a low-dimensional manifold of the 3D target body part.

We optimize the latent vectors of the generative model to recover a volume that
both integrates this prior knowledge and ensures consistency between the reconstructed
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image and input projections. Given projections, we find by the Bayesian formulation,
the intermediate latent vectors conditioning the generative model that minimize the error
between synthesized projections of our reconstruction and these input projections.

2D Experiment We initially focused on 2D by training a StyleGAN2 [Karras, 2020b]
model on individual 2D slices of head and neck CT scans to learn the anatomical mani-
fold. By conditioning the model on the cranio-caudal slice position, we enabled it to learn
localized manifolds specific to each region. Once trained, the model was used to recon-
struct each slice independently from only two fan-beam biplanar projections, effectively
capturing diverse and realistic anatomical structures within each slice.

However, reconstructing slices independently led to inconsistencies across slices. The
Appendix 3.7 includes images illustrating both the strengths and limitations of this 2D
approach, highlighting the realistic structures generated as well as the inconsistencies
between slices.

Maintaining consistency across slices is challenging. Some methods address this by
applying a final cross-sectional correction step or developing a 3D prior, while others
simultaneously update all slices to enhance coherence. We explored these alternatives
and found that directly using a cross-sectional prior provided the most effective solution,
especially for partial cone-beam projections.

Encouraged by the potential of the 2D approach, we advanced to 3D modeling to
achieve improved results through a global prior, unified optimization, and more consistent
reconstructions.
To extend our work into 3D, we build on the state-of-the-art generative model StyleGAN2
[Karras, 2019; Karras, 2020b], adapted for 3D by Hong et al. [Hong, 2021], which we
further enhance with a more complex network and training framework. Compared to other
3D GANs, this model has demonstrated superior disentanglement of semantic features in
the feature space [Ellis, 2022]. Figure 3.20 presents the architecture of the general 3D
StyleGAN [Hong, 2021].

By relying directly on the manifold, our method avoids averaging effects, produces
more accurate and realistic reconstructions, and ensures better alignment and consistency
with the input projections. In contrast to feedforward methods, which are tied to a
specific projection geometry calibration and require paired projection-reconstruction data,
our approach can be used with varying numbers of projections and different projection
geometries without the need for retraining. Compared to NeRF-based methods, our
method exploits prior knowledge from many patients to require only two projections.

We evaluate our method on reconstructing cancer patients’ head-and-neck CTs, which
involves intricate and complicated structures, as presented in Chapter 1. We perform
several experiments to compare our method with a feedforward-based method [Ying, 2019]
and a recent NeRF-based method [Shen, 2022a], which are the previous state-of-the-art
methods for the very few or few projections cases, respectively.

We show that our method allows to retrieve results with the finest reconstructions



78 Chapter 3. 3D Reconstruction from Biplanar X-Rays

Figure 3.20: Architecture of 3D StyleGAN [Hong, 2021]. Adapted from the StyleGAN architec-
ture by extending 2D components to 3D.

and better matching structures, for a variety of number of projections. To summarize,
our contributions are two-fold: (i) A new paradigm for 3D reconstruction with biplanar
X-rays: instead of learning to invert the measurements, we leverage a 3D style-based
generative model to learn deep image priors of anatomic structures and optimize over the
latent space to match the input projections; (ii) A novel unsupervised method, fast and
robust to sampling ratio, source energy, angles and geometry of projections, all of which
making it general for downstream applications and imaging systems.

3.4 X2Vision
Figure 3.21 gives an overview of the pipeline we propose. We first learn the low-
dimensional manifold of CT volumes of a target body region. At inference, we estimate
the MAP volume on this manifold given very few projections: we find the latent vectors
that minimize the error between the synthetic projections from the corresponding volume
on the manifold and the real ones. In this section, we formalize the problem, describe
how we learn the manifold, and detail how we optimize the latent vectors.
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Figure 3.21: Our pipeline. We first learn the low-dimensional manifold of 3D structures using
a generative model. Then, given projections, we find the latent vectors that minimize the error
between the projections of our generation and the input projections.

3.4.1 Problem Formulation

Given a small set of projections {Ii}i, possibly as few as two, we would like to reconstruct
the 3D tomographic volume v that generates these projections. This is a hard ill-posed
problem, and to solve it, we need prior knowledge about the possible volumes. To do this,
we look for the MAP estimate given the projections {Ii}i:

v∗ = argmax
v

p(v|{Ii}i) = argmax
v

p(v)p({Ii}i|v) = argmin
v

∑
i

L(v, Ii)+R(v). (3.35)

Term L(v, Ii) is a log-likelihood. We take it as:

L(v, Ii) = λ2
∥∥Ai ◦ v − Ii

∥∥
2 + λpLp(Ai ◦ v, Ii) , (3.36)

where Ai is an operator that projects volume v under view i. We provide more details
about operator A in Section 3.4.3. Lp is the perceptual loss [Johnson, 2016] between
projection of v and the observed projection Ii. Term R(v) is a regularization term. It is
crucial as it is the term that embodies prior knowledge about the volume to reconstruct.
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As discussed in the introduction, we rely on a generative model, which we describe in the
next section. Then, we describe how exactly we use this generative model for regularization
term R(v) and how this changes our optimization problem.

3.4.2 Manifold Learning

To regularize the domain space of solutions, we leverage a style-based generative model
to learn deep priors of anatomic structures and approximate the domain space of CTs.
Our model relies on StyleGAN2 [Karras, 2020b] that we extend in 3D by changing the
2D convolutions into 3D ones as done in 3DStyleGAN [Hong, 2021] except that we start
from the StyleGAN2 architecture.

Our generator G generates a volume v given a latent vector w and Gaussian noise
vectors n = {nj}j : v = G(w, n). Latent vector w ∈ N (w|µ, σ) is computed from an
initial latent vector z ∈ N (0, I ) mapped using a learned network m: w = m(z). w con-
trols the global structure of the predicted volumes at different scales by its components
wi, while the noise vectors n allow more fine-grained details. The mean µ and standard
deviation σ of the mapped latent space can be computed by mapping over initial latent
space N (0, I ) after training. The mapping network learns to disentangle the initial latent
space relatively to semantic features which is crucial for the inverse problem. We train this
model using the non-saturating logistic loss [Goodfellow, 2020] and path length regular-
ization [Karras, 2020b]. For the discriminator, we use the non-saturating logistic loss with
R1 regularization [Mescheder, 2018]. We implement adaptive discriminator augmentation
from StyleGAN-ADA [Karras, 2020a] to improve learning of the model’s manifold with
limited medical imaging data.

3.4.3 Reconstruction from Biplanar Projections

Since our generative model provides a volume v as a function of vectors w and n, we can
reparameterize our optimization from Eq. (3.35) into:

w∗, n∗ = argmin
w,n

∑
i

L(G(w, n), Ii) + R(w, n) . (3.37)

This formalism builds on the one introduced by [Marinescu, 2020]. Similarly, we optimize
the latent vectors [w1, wi, . . . ] independently in the W+ space. Note that by contrast
with [Marinescu, 2020], we optimize on the noise vectors n as well: as we discovered in
our early experiments, the n are also useful to embed high-resolution details.

We take our regularization term R(w, n) as :

R(w, n) = λwLw(w) + λcLc(w) + λnLn(n) . (3.38)

Term Lw(w) = −
∑

k log N (wk|µ, σ) ensures that w lies on the same distribution as
during training. N (·|µ, σ) represents the density of the standard normal distribution of
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mean µ and standard deviation σ.
Term Lc(w) = −

∑
i,j log M(θi,j |0, κ) encourages the wi vectors to be collinear so

to keep the generation of coarse-to-fine structures coherent. M(·; µ, κ) is the density
of the Von Mises distribution of mean µ and scale κ, which we take fixed, and θi,j =
arccos( wi·wj

∥wi∥∥wj∥ ) is the angle between vectors wi and wj .
Term Ln(n) = −

∑
j log N (nj |0, I ) ensures that the nj lie on the same distribution

as during training, i.e., a multivariate standard normal distribution. The λ∗ are fixed
weights.

Finally, we obtain the MAP estimate for the 3D reconstruction from biplanar X-rays
as:

v∗ = G(w∗, n∗). (3.39)

Projection Operator.

In practice, we take operator A as a 3D cone beam projection that simulates X-ray
attenuation across the patient, called DRR, adapted from DeepDRR [Unberath, 2018] and
XraySyn[Peng, 2021]. We model a realistic X-ray attenuation as a ray tracing projection
using material and spectrum awareness, derived from 3.2:

Iatten =
∑

E

I0e−
∑

m
µ(m,E)tm , (3.40)

with µ(m, E) the linear attenuation coefficient of material m at energy state E that
is known [Hubbell, 1995], tm the material thickness, I0 the intensity of the source X-
ray. For materials, we consider the bones and tissues that we separate by threshold on
electron density. At this stage, we consider only the primary ray and omit additional
noise or scattering effects, as the problem is already highly ill-posed. A inverts the
attenuation intensities Iatten to generate an X-ray along few directions successively. We
make A differentiable using [Peng, 2021] to allow end-to-end iterative optimization for
reconstruction.

The projector utilizes Siddon’s algorithm [Siddon, 1985], optimized with CUDA on
a GPU, to efficiently trace the X-ray paths through the volume and compute the corre-
sponding attenuations.
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3.5 Experiments and Results

3.5.1 Dataset and Preprocessing

Manifold Learning. We trained our model with a large dataset of 3500 CTs of patients
with head-and-neck cancer (including contrast-enhanced and non contrast-enhanced),
more exactly 2297 patients from the publicly available The Cancer Imaging Archive (TCIA) [Gross-
berg, 2020; Kwan, 2019; Vallières, 2020; Beichel, 2015; Kinahan, 2020; Zuley, 2015] and
1203 from private internal data, after obtention of ethical approbations. We split this
data into 3000 cases for training, 250 for validation, and 250 for testing. We focused CT
scans on the head and neck region above shoulders, with a resolution of 80 × 96 × 112
(1.3 × 2.4 × 1.9mm3), and centered on the mouth after automatic segmentation using
a pre-trained U-Net [Ronneberger, 2015]. This allowed us to concentrate on the central
zone of the head and neck to demonstrate the feasibility of 3D learning and reconstruction
with biplanar X-rays. The CTs were preprocessed by min-max normalization after clipping
between -1024 and 2000 HUs.

3D Reconstruction. With patient consent, we compiled planning CT scans (contrast-
enhanced) and subsequent CBCT scans from 242 patients across two medical centers
(CLB and IGR), one contributing 177 and the other 65 cases. These datasets are distinct
in protocols and scanning equipment. All CBCTs were acquired on imager of VersaHD
from Elekta [Elekta, 2023]. To evaluate our approach, we sampled 80 patients from the
first cohort.

As depicted in Figure 3.22, notable differences emerge between the initial CT scans and
subsequent CBCT scans, because of both treatment-induced alterations and patient pose
variations. To compare our reconstruction in the calibrated HU space, we registered the
planning CTs on the CBCTs by deformable registration with MRF minimization [Glocker,
2008]. We hence obtained 3D volumes as virtual CTs we considered as ground truths for
our reconstructions after normalization. From these volumes, we generated projections
using the projection module described in Section 3.4.3.

3.5.2 Implementation Details

Manifold Learning. We used Pytorch [Paszke, 2019] to implement our model, based on
StyleGAN2 [Karras, 2020b] extended in 3D. It has a starting base layer of 256 × 5 × 6 × 7
and includes four upsamplings with 3D convolutions and filter maps of 256, 128, 64, 32.
We also used 8 fully-convolutional layers with dimension 512 and an input latent vector
of dimension 512, with tanh function as output activation. To optimize our model, we
used lazy regularization [Karras, 2020b] and style mixing [Karras, 2020b], and added a
0.2 probability for generating images without Gaussian noise to focus on embedding the
most information. We augmented the discriminator with vertical and depth-oriented flips,
rotation, scaling, motion blur and Gaussian noise at a probability of 0.2. Our training used
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mixed precision on a single GPU Nvidia Geforce GTX 3090 with a batch size of 6, and
we optimized the generator, discriminator, and mapping networks using Adam at learning
rates 6e−5 and 1e−5 to avoid mode collapse and unstable training. After training for 4
weeks, we achieved stabilization of the Fréchet Inception Distance (FID) [Heusel, 2017]
and Multi-scale Structural Similarity (MS-SSIM) [Wang, 2003] on the training set.

3D Reconstruction. For the reconstruction, we performed the optimization on GPU
V100 PCI-E using gradient descent with Adam, with learning rate of 1e−3. By grid
search on the validation set, we selected the best weights that well balance between
structure and fine-grained details, λ2 = 10, λp = 0.1, λw = 0.1, λc = 0.05, λn = 10.

We compute µ and σ by taking the mean and standard deviation of 10, 000 latent
variables passed through the mapping network, similar to the method used in the original
StyleGAN2 inversion [Karras, 2020b]. We perform 100 optimization steps starting from
the mean of the mapped latent space µ, which takes 25 seconds, enabling potential clinical
use like pre-treatment positioning or adaptation of treatment.

3.5.3 Results and Discussion

Manifold Learning. We tested our model’s ability to learn the low-dimensional man-
ifold. We used FID [Heusel, 2017] to measure the distance between the distribution of
generated volumes and real volumes, and MS-SSIM [Wang, 2003] to evaluate volumes’
diversity and quality. We obtained a 3D FID of 46 and a MS-SSIM of 0.92. For refer-
ence, compared to 3DStyleGAN [Hong, 2021], our model achieved half their FID score
on another brain MRI dataset, with comparable MS-SSIM. This may be due to a more
complex architecture, discriminator augmentation, or simpler anatomy.

We further evaluated our model’s ability to generate and retrieve realistic 3D CT
scans of the head and neck region. After training, we randomly selected latent vectors
to generate diverse and realistic 3D CTs, as shown in the Appendix 3.7. Additionally,
when given an unseen CT, the model was able to generate the closest artificial version by
projecting it onto the learned manifold, producing a synthetic 3D CT that closely resembles
the real one. Our model demonstrates a good capacity for capturing the diversity of
anatomies with matching details. On average, we achieved a representation error [Bora,
2017] of 1.7% (std. 0.5%) (normalized MAE) across 60 test patients.
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previous CT NeRP w/o NeRP w/ X2CT-GAN Ours GT Projs
prior prior
CT CT

Figure 3.22: Visual comparison of 3D reconstruction from biplanar projections by our model
and baselines. Without a previous CT volume, NeRP fails by lack of constraints. When initialized
with an earlier CT (left), NeRP tends to create artifacts to match the projections rather than
really change the anatomy. Our method produces better matching and less blurred structures
than X2CT-GAN, almost matching the CT volume deformed on the CBCT volume (GT, right).

Baselines. We compared our method against the main feed-forward method X2CT-
GAN [Ying, 2019] and the neural radiance fields with prior image embedding method
NeRP [Shen, 2022a] meant for modest sparsely-sampled reconstruction. Recent methods
like [Shen, 2022b] and [Jiang, 2022] were excluded because they provide only minor
improvements compared to X2CT-GAN [Ying, 2019] and have similar constraints to feed-
forward methods. Additionally, no public implementation is available.

3D Reconstruction. Figure 3.22 compares our reconstruction with those of the base-
lines from biplanar projections. Appendix shows further visual comparisons. Our approach
better fits the patient’s anatomical structures, including bones, tissues, and air separa-
tions, closely matching the real CT volume and providing more realistic reconstructions.
In contrast, X2CT-GAN [Ying, 2019] produced generally realistic structures but with
blurriness and failed to align accurately with actual structures, as it does not enforce
consistency with the projections. The blurring is an effect of averaging multiple possible
solutions, whereas our method selects a solution on the learned manifold, resulting in a
more realistic and detailed reconstruction.

In some clinical procedures, an earlier CT volume of the patient may be available
and can be used as an additional input for NeRP [Shen, 2022a]. Without a previous CT
volume, NeRP lacks the necessary prior to accurately solve the ill-posed problem. Even
when initialised with a previous CT volume, NeRP often fails to converge to the correct
volume and introduces many artifacts when very few projections are used. In contrast,
our method introduces the required structure prior and produces better results.

We used two quantitative metrics—Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity Index Measure (SSIM)—to assess reconstruction error and perceptual quality,
respectively. Table 3.1 shows these metrics for our method and baselines with 1 to 8
cone beam projections. Deviation from projections, as in X2CT-GAN, leads to inaccurate
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Table 3.1: Metrics for our method and baselines, for reconstruction from 1 to 8 cone beam
projections. Standard deviations are provided in parentheses.

Method 1 Projection 2 Projections
PSNR (dB)↑ SSIM↑ PSNR (dB)↑ SSIM↑

NeRP (w/o prior volume) 14.8 (±2.7) 0.12 (±0.10) 18.4 (±3.8) 0.17 (±0.10)
NeRP (w/ prior volume) 22.5 (±3.2) 0.29 (±0.07) 23.5 (±3.5) 0.30 (±0.06)
X2CT-GAN 20.7 (±2.4) 0.57 (±0.07) 21.8 (±2.5) 0.72 (±0.08)
Ours 23.2 (±2.8) 0.79 (±0.09) 25.8 (±3.2) 0.85 (±0.10)

4 Projections 8 Projections

NeRP (w/o prior volume) 19.9 (±2.6) 0.21 (±0.04) 20.0 (±2.5) 0.23 (±0.05)
NeRP (w/ prior volume) 24.2 (±2.7) 0.32 (±0.05) 24.9 (±4.9) 0.34 (±0.08)
Ours 28.2 (±3.5) 0.89 (±0.10) 30.1 (±3.9) 0.92 (±0.11)

reconstruction. However, relying solely on projection consistency is inadequate for this
ill-posed problem. NeRP matches projections but cannot reconstruct the volume correctly.
Our approach balances between instant and iterative methods by providing a reconstruc-
tion in 25 seconds with 100 optimization steps, while ensuring maximal consistency. In
contrast, NeRP requires 7 minutes, and X2CT-GAN produces structures instantly but
unmatching. Clinical CBCT acquisition and reconstruction by FDK [Feldkamp, 1984a]
take more than 2 minutes and 10 seconds respectively. Our approach significantly reduces
clinical time and radiation dose by using instant biplanar projections, making it promising
for fast 3D visualization towards enabling complex positioning and adaptive planning.

Clinical Evaluation

To provide a more clinically relevant evaluation, we assessed the performance of our model
using clinical metrics. Specifically, we evaluated the model’s 3D rigid registration accuracy
by comparing the six degrees of freedom (translation and rotation) parameters obtained
when registering the planning CT to our reconstructions with those from the ground truth
(CT deformed to match CBCT). On average, we achieved translation errors of 0.45 mm
(±0.31 mm) and rotation errors of 0.50° (±0.26°) across all axes. This demonstrates
that our reconstructions can be accurately registered, showing performance similar to 3D
CBCT or ground truth data.

We further tested our model in a more clinical setting by generating full field-of-view
CBCT projections that resemble real CBCT projections. Since our training was conducted
on partial field-of-view data with central fixed positioning—while CBCT is centered on
the PTV—we adapted our reconstruction process accordingly. We first performed pre-
positioning to set the isocenter, applied projection masking for regions of interest, and
then optimized the reconstruction.

Visual results (Figure 3.23) show that our reconstruction closely aligns with the coarse
structure of the paired CBCT. Despite using 100 times fewer projections, our reconstruc-
tion achieves nearly CBCT-level quality (bottom left). The anatomical accuracy of the
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Figure 3.23: Example of 3D CT reconstruction using two orthogonal cone-beam projections
(in-field), extended with rigid registration of out-of-field regions from the planning CT (right),
compared to the original CBCT (left). The reconstruction achieves good anatomical fidelity
with significantly fewer projections, enabling accurate planning CT registration and completion
of out-of-field areas (right).

3D reconstruction allows for precise registration of the planning CT, enabling completion
of the reconstruction for out-of-field regions (bottom right). This could facilitate full
dosimetry by providing sufficient margin views of surrounding structures and the presence
of shoulders to simulate beams targeting lymph nodes—potentially enabling comprehen-
sive dosimetric evaluations.

We also compared the translation and rotation parameters obtained from registering
the planning CT with those derived from our reconstruction and those obtained clinically
via CBCT. On average, we observed deviations of 0.4 mm in translation and 0.2° in
rotation across all axes. These results demonstrate the potential to enhance biplanar
X-rays by providing 3D fine tissue registration comparable to that of CBCT, potentially
reducing the need for CBCT in positioning.

Additionally, to demonstrate the potential for dose accumulation and treatment adap-
tation based on our reconstruction, we conducted a preliminary dosimetry evaluation on
three test cases using the corresponding initial treatment plans. VMAT was simulated
with an in-house method using the collapsed cone algorithm [Ahnesjö, 1989], utilizing
their respective plans and projected target and OARs volumes from the ground truth.
The gamma index and dose-volume histogram (DVH) comparisons for several organs
showed favorable results, with an average gamma index of 98% at 3mm/3% and 96% at
3mm/2%.

Further details are provided in the Appendix: Figure 3.30 presents an example of the
reconstruction, Figure 3.31 displays the corresponding simulated dose maps, Figure 3.32
shows the gamma index map at 3 mm, and Figure 3.33 illustrates the DVH comparison
based on these dose distributions. These preliminary results indicate that the reconstructed
structures align well in terms of density and anatomical accuracy, suggesting the potential
for dose accumulation and triggering the need for adaptation based on our reconstructions.
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3.6 Conclusion and Discussion

We have proposed an unsupervised method for 3D reconstruction from biplanar X-rays
using a deep generative model. By learning the structural manifold and retrieving the
maximum a posteriori volume from the projections, our approach achieves state-of-the-art
reconstruction performance. This method is fast, robust, and adaptable across different
anatomical regions, making it suitable for various clinical applications, including patient
positioning and visualization with reduced radiation exposure.

Our approach can reconstruct a full CT from only partial biplanar images, achieving
quality comparable to CBCT while preserving good tissue attenuation. This capability
accelerates on-board patient positioning and has the potential to support adaptive ra-
diotherapy, offering a significant clinical advantage by providing a fast, low-dose, and
cost-effective alternative to CBCT.

Clinical Translation Our method has the potential to replace CBCT for guiding adap-
tive radiotherapy by enabling 3D reconstructions of detailed structures and tissues. This
allows for more accurate positioning than 2D X-rays alone and supports adaptive treat-
ment adjustments.

For successful clinical translation, thorough evaluation of clinical metrics and outcomes
is essential, particularly through comprehensive dosimetry validation for 3D adaptive ra-
diotherapy. Preliminary results indicate that our method accurately captures the key
structures necessary for dosimetry. Ensuring reliable dose calculations and accumula-
tion based on these reconstructions could facilitate timely adaptations in treatment plans
according to the reconstructed anatomy.

While our method demonstrates a high level of alignment with ground truth data,
further improvements in quality and robustness are necessary for clinical application. Cer-
tain detailed structures—such as cervical details, muscle and internal organ distribution,
and tumor contours— may not fully be captured by the current model. Additionally,
these structures may be present but challenging to reconstruct accurately from just two
projections, as minor shifts in 2D projections can lead to significant variations in global
structure and result in the loss of fine density details.

Accurate tumor reconstruction is crucial for adaptive replanning, where precise delin-
eation is necessary. Although our model has been tested on patients with tumors, it has
not yet been fully validated specifically for tumor reconstructions. Tumors are particularly
difficult to identify on non-contrast CT and even more so to reconstruct from non-contrast
X-rays used in radiotherapy, where even CBCT, with significantly more projections, often
struggles with tumor visibility. To improve accuracy, a comprehensive dataset of contrast-
enhanced CTs is needed. In this study, we trained our model on both contrast-enhanced
and non-contrast CTs to assess feasibility. However, it is important to note that tumor
reconstruction from just two projections may rely more on learned statistical patterns than
on precise anatomical recovery, given the complexity and inherent ambiguity of the task.
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Achieving perfect segmentation of OARs and tumors based solely on our reconstruc-
tions may not be feasible, limiting the potential for direct replanning using these images.
However, achieving clinical outcomes such as accurate contouring and dosimetry simula-
tions for replanning may benefit from applying deformable registration techniques from
the planning CT to propagate structures like OARs and tumors, similar to current CBCT-
based methods, presented in Chapter2.

To assess the feasibility of accurate 3D reconstruction from biplanar X-rays and address
the challenges of this highly ill-posed problem, we generated projections that perfectly
align with 3D structures. However, extending this approach to real clinical settings, with
considerations for calibration, scatter effects, noise, and patient positioning variability, is
essential. A preliminary method for this extension will be presented in the final chapter
5. We propose validating our approach with real biplanar X-rays from the ExacTrac
biplanar system, using actual projections paired with corresponding CBCT data for clinical
evaluation.

Finally, while rigid registration can help extend to out-of-field regions, its effectiveness
is limited by non-rigid anatomical changes, which create uneven transitions with local
reconstructions and inconsistencies in patient anatomy outside the field. Instead, using
an expanded generative model trained on full head and neck anatomy could provide a
more seamless and realistic extension from the given projections. This approach will be
further discussed in the final chapter 5.

Unsupervised Approach. A significant advantage of our method is that it does not
require training with paired projection-3D data. Instead, we leverage state-of-the-art 3D
generative models and invert them for 3D reconstruction. Pre-trained models can be
adapted for many downstream tasks and used solely during the test phase. This approach
allows us to explore and utilize better pre-trained models, with the potential to use a
single model for large anatomical regions—such as the head and neck—to solve various
inverse problems either independently or simultaneously.

Our method is also independent of the number of X-ray projections, calibration set-
tings, and machine geometry. Therefore, it does not require retraining if X-ray machine
settings, such as field of view or energy, change. We simply need to reproduce the projec-
tor, enabling our method to generalize better than previous feedforward techniques. While
handling unknown projection functions can be challenging in this unsupervised approach,
these functions can be parameterized, allowing us to estimate the geometry and accu-
rately reproduce projections and calibrations. The geometrical and physical calibration of
real biplanar systems is further discussed in the final chapter 5.
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Ill-Posedness, Learned Priors and Uncertainty. A key contribution of our work is
demonstrating that the 3D reconstruction problem, when constrained by real human
anatomies, may not be as ill-posed as traditionally thought. The solution space is re-
stricted by anatomical plausibility, meaning there are relatively few valid 3D anatomies for
a given set of X-ray projections. By incorporating learned anatomical priors, the model
drastically reduces ambiguity.

We significantly reduced the ill-posedness of the problem, especially in cases where
only two projections are available. When the representation error is small—such as when
the generator can accurately reconstruct the anatomy—we found in short studies that
two projections were sufficient to recover a close 3D structure. This suggests that two
X-rays may be sufficient to effectively constrain the anatomical space, indicating a limited
number of possible solutions—at least at a primary structural level. Although we lack
formal theoretical guarantees for retrieval—as discussed in [Bora, 2017]—experimental
results have shown that despite the highly non-convex nature of the problem, the model
can still recover solutions close to the ground truth with very few projections. While the
representation error is not perfect and still has room for improvement, most of the error
stems from out-of-distribution cases.

The success of this approach depends indeed heavily on accurately learning the dis-
tribution of anatomical structures. Generative models like VAEs and GANs have shown
strong performance in approximating complex distributions, with newer diffusion models
offering even greater potential [Sun, 2024b]. Leveraging larger models that capture finer
details and greater anatomical variation could significantly improve reconstruction accu-
racy. Future work should focus on refining these 3D generative models and expanding
the dataset to further constrain the solution space. As these models evolve and data
availability increases, the range of possible solutions could be further narrowed, enhancing
both accuracy and clinical applicability.

To inform practitioners effectively, it is essential to assess the range of plausible recon-
structions that match the same X-ray projections, offering insights into both the model’s
variability and reliability. It will also clarify the extent to which two projections can dis-
tinguish details within the learned anatomical manifold.

Rather than relying on a single outcome, generating multiple solutions from the same
projections highlights potential ambiguities. Initial reconstructions from the mean latent
space produced consistent results; however, using random starting points in the latent
space (as in [Bhadra, 2022]) can reveal a diverse set of plausible reconstructions by varying
initializations and optimization paths. Similarly, variational inference (e.g., [Marinescu,
2020]) enables exploration of uncertainty by sampling across a distribution of possible
outcomes, providing a more comprehensive view of possible anatomical variations.

For clinical translation, it’s crucial to ensure this uncertainty remains within clinically
acceptable limits— after the model’s accuracy has been thoroughly confirmed. Align-
ing both model accuracy and uncertainty with clinical standards, and evaluating their
combined impact on treatment outcomes, will enable practitioners to use the method
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confidently if it proves robust and reliable in practical applications.

Learning Biases with Population-Based Priors Relying on population-based priors
can introduce learning biases, as discussed previously for CSGM. This reliance may lead
to coarse reconstructions for outliers or rare conditions that are underrepresented in the
training data. Some failure cases, shown in Figure 3.29 in the Appendix, typically arise
from rare anatomies, significant overweight, abnormal postures, or other abnormalities.
Such errors may also reflect biases related to specific population characteristics, such as
gender or race. Addressing these biases is essential to develop a robust and generalizable
model.

To mitigate these effects, a larger dataset or targeted priors for abnormalities could
be beneficial, especially with advanced generative models like diffusion models, as well
as debiasing techniques. As learning progresses, the quality of manifold approximation
should improve, capturing a broader range of anatomical diversity. Additional validation
on larger datasets is also necessary to ensure comprehensive population representation.

Resolution and Size We should aim to increase the resolution and volume size to cap-
ture more details and a higher degree of anatomical variation. For this, we can either
scale up GPU resources or adapt the learning strategy. This could involve learning only the
necessary features in latent space, as used with VQ-VAE [Van Den Oord, 2017] in latent
diffusion models [Rombach, 2022], or employing neural implicit representations [Milden-
hall, 2021], or cascade low-to high res [Sun, 2022] to upsample to full scale.

Furthermore, refinement models could be used to enhance the reconstruction quality.
After obtaining an initial coarse reconstruction, a 3D model could be employed to refine
both the resolution and the quality, removing artifacts and introducing finer details.

Number of Projections. Determining the optimal number of projections—whether 2,
4, or 8—is crucial for balancing robustness and practicality. As the number of projections
increases, reconstruction quality improves, and uncertainty decreases. With only one
projection, ambiguity is very high, but with two, important depth ambiguities are resolved.
4 or 8 projections further enhance accuracy, by reducing ambiguity. However, the greatest
clinical advantage lies in using just one or two projections, as these don’t require patient
rotation.

With additional projections, the dependence on strong priors—essential when pro-
jections are limited—reduces, as the projections themselves provide sufficient structural
constraints. Iterative methods, like NeRF, become more adaptable with more projections,
as they rely less on restrictive priors. However, there is a plateau effect: once the projec-
tion frequency matches the resolution needed for accurate tissue reconstruction, additional
projections provide diminishing returns.
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Optimization. We initially used 100 steps for optimization, offering a good balance be-
tween performance and speed. However, experiments indicate incremental improvements
up to 350 steps, with Adam proving robust in practice. Other optimizers or learning rate
schedulers could potentially enhance convergence, and exploring different optimization
strategies may further improve both reconstruction quality and speed.

Additionally, understanding the latent space associated with the CT manifold—including
its structure (e.g., annular, Gaussian) and the effects of style and disentanglement—can
enhance control over the generation and refinement processes. This insight could allow
us to better tailor search strategies. Studies such as [Menon, 2020] and [Bhadra, 2022]
show that such exploration can significantly improve model performance and robustness.

Computation Time Our method is already quite fast, achieving results in approximately
25 seconds. For applications like pre-treatment positioning, reducing this time to under
one minute is a significant improvement over traditional CBCT acquisition. However, for
real-time adjustments during treatment for intra-fraction adaptive radiotherapy, further
speed improvements are necessary.

To accelerate the process, a more efficient generative model can be developed using
techniques like model distillation, GPU splitting, or more advanced optimizer learning
schedulers for gradient descent. It is crucial to evaluate the minimum number of itera-
tions required to meet clinical thresholds. One approach is to use encoder methods to
quickly estimate the latent space, followed by refined optimization for greater accuracy.
Additionally, warm-up techniques—such as using the previous day’s reconstruction or the
most recent one with a few refinement steps—could further reduce processing time.



92 Chapter 3. 3D Reconstruction from Biplanar X-Rays

3.7 Appendix

3.7.1 2D Experiment : Generation and Reconstruction

Figure 3.24: Examples of 2D real CTs (left) compared to randomly generated 2D volumes by
our StyleGAN2 model trained on 2D slices from our dataset (right), shown on axial slices. It
demonstrates a wide diversity of generated anatomies with a good level of detail.

Figure 3.25: Comparison of real ground truth (top) and reconstruction from biplanar X-rays with
fan beam geometry (bottom), reconstructed slice by slice. While the overall structure is quite
closely retrieved, this highlights inhomogeneities between the independently reconstructed slices.
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Figure 3.26: Examples of 3D real CTs (top left) vs randomly generated 3D volumes by our model
(top right), with view on sagittal slices. Below, recovery by our model (bottom right) of an
unseen real 3D CT (bottom left) is represented, with view on axial, coronal and sagittal slices.
The recovery well matches the CT structure.

3.7.2 3D Generation

3.7.3 3D Reconstruction

3.7.4 Dosimetry Evaluation
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previous CT NeRP w/o NeRP w/ X2CT-GAN Ours GT Projs
prior CT prior CT

Figure 3.27: Additional visual comparisons of 3D reconstructions from biplanar projections
by our model and baselines. Our reconstructions are systematically closer to GT and without
artefacts.
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previous CT NeRP w/o NeRP w/ X2CT-GAN Ours GT Projs
prior CT prior CT

Figure 3.28: Additional visual comparisons of 3D reconstructions from biplanar projections
by our model and baselines. Our reconstructions are systematically closer to GT and without
artefacts.

previous CT NeRP w/o NeRP w/ X2CT-GAN Ours GT Projs
prior CT prior CT

Figure 3.29: Failure case. This represents an out-of-distribution case, characterized by substan-
tial overweight and position shift, resulting in visible crane alongside an atypical spine structure,
potentially caused by scoliosis.
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Figure 3.30: Comparison of ground truth (left) and reconstructed image from biplanar X-rays
(right), showing good alignment of anatomical structures. This demonstrates the accuracy of
the reconstruction method in preserving anatomical details.

Figure 3.31: Dose simulation on the ground truth (left) and reconstructed image (right right).
Similar dose distribution and scatter patterns highlight the anatomical consistency between the
reconstruction and actual anatomy.
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Figure 3.32: Gamma index map with a 3mm distance-to-agreement criterion, illustrating align-
ment between dose distributions on the ground truth and on the reconstruction. Most points
show differences well below 1Gy, with only a few localized areas exhibiting differences greater
than 1Gy, indicating a high level of dose distribution agreement.

Figure 3.33: Comparison of dose-volume histograms (DVHs) for the simulated doses between
the ground truth (planned) and the reconstruction (simulated). The overall alignment is good,
with a slight increase observed in high-dose regions for the PTV and mouth. Note: Constraints
shown here are not based on actual clinical limits.





Chapter 4

3D Reconstruction-Deformation
from Biplanar X-Rays with

Pre-Acquired CT

Achieving clinical-grade accuracy and robustness in 3D reconstruction demands methods
that are both precise and adaptable. While leveraging generative models hold great poten-
tial, they can face limitations in capturing patient-specific nuances and unique anatomical
variations, which are essential for clinical translation.

In medical imaging, pre-acquired scans like planning CTs or MRIs are often available,
especially in radiotherapy where patients undergo multiple imaging sessions. These prior
images provide valuable anatomical references that enhance reconstruction quality by
incorporating patient-specific details, crucial when using sparse data from biplanar X-rays.
Leveraging these scans enables a personalized 3D model that adapts to treatment-induced
changes, such as deformations or weight loss, improving accuracy and reducing the risk
of outliers outside the training data distribution.

We propose XSynthMorph, an unsupervised method that integrates a pre-captured
CT and combines deformation priors with generative models to enhance 3D reconstruction
from biplanar X-rays. Unlike previous methods, which struggle with underconstrained de-
formable alignment, XSynthMorph uses a generative model to guide deformations, adapt-
ing precisely to each patient’s unique anatomy. To recover a 3D volume that aligns with
the two projections, we optimize latent vectors to generate the best 3D volume so that
the pre-captured volume well deforms on it to match the projections.

This chapter explores the theoretical foundations of incorporating pre-acquired data to
solve inverse ill-posed problems, details the XSynthMorph approach, and presents experi-
mental results that demonstrate its effectiveness compared with previous state of the art
and towards adaptive radiotherapy, including rigid registration and deformation of critical
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4.1 Theoretical Foundations
There are two main approaches to incorporating pre-captured volumes into inverse ill-
posed problems to address the sparsity of subsequent measurements: prior-image con-
strained compressed sensing and registration.

4.1.1 Prior Image-Constrained Compressed Sensing

Compressed sensing, discussed in Section 3.2.2, is a framework used for reconstructing
signals from highly undersampled data. While CS has achieved significant success in
various fields, its application in medical imaging, such as repeated CT or MRI scans, can
benefit greatly from incorporating a pre-acquired image of the same object. This patient-
specific information can greatly improve the reconstruction results. However, integrating
this data into the process can be challenging.

Prior Image-Constrained Compressed Sensing (PICCS) [Chen, 2008a] leverages prior
knowledge from a pre-captured volume to improve the reconstruction of new images
from undersampled data, especially for dynamic objects like evolving tumors. Originally
introduced for CT imaging, PICCS assumes that while the current and prior images are
similar, their differences are sparse under certain transformations (e.g., wavelets or finite
differences). This sparsity enables more accurate reconstruction with fewer measurements.

It addresses the following optimization problem, inspired by LASSO formulation 3.15,
which incorporates a prior image:

x̂ = arg min
x

∥y − Ax∥2
2 + λ

(
α∥Ψ(x − x(P I))∥1 + (1 − α)∥Φx∥1

)
, (4.1)

where y is the measurement data, A is the forward operator, x(P I) is the prior image,
Ψ is a sparsifying transform applied to the difference between the reconstructed image
x and the prior image x(P I), Φ is another sparsifying operator applied to the current
image x, and α is a weighting parameter that balances between enforcing sparsity in the
difference with the prior image and enforcing sparsity in the current image itself.

In this formulation, the optimization aims to enforce sparsity in both the difference
between the current image x and the prior image, and the current image itself.

However, this assumption of sparsity in the difference may not always hold. In real-
world applications, images are often better modeled as compressible rather than strictly
sparse, and their differences may exhibit complex patterns that simple sparsity constraints
cannot fully capture [Kelkar, 2021a].

To address these limitations, [Weizman, 2016] introduced adaptive weighting between
the prior image and the current image estimate. This approach dynamically adjusts the
influence of the prior image on the current reconstruction, providing better results in cases
where significant differences exist between the two images.
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PICCS with Generative Model Following the same trend as in compressed sensing,
deep learning with generative models has been introduced to further improve reconstruc-
tion quality beyond traditional sparsity-based methods. These models map both the
prior and current images into a high-dimensional latent space, enabling more refined
control over the reconstruction process from incomplete measurements. Recent advance-
ments, such as Style-Based Generative Models for Prior Image-Constrained Reconstruction
(PICGM) [Kelkar, 2021a], provide an alternative to sparsity-based approaches by leverag-
ing generative models to capture more complex image features and enhance reconstruction
accuracy.

Kelkar et al. proposed using the latent representation of a prior image to regularize
the reconstruction of a new image. In this approach, the optimization is performed in the
latent space of StyleGAN [Karras, 2019]. The prior image constrains certain features, such
as shape or texture, while allowing changes in areas like tumors or anatomical shifts. By
constraining the latent variables, the reconstruction preserves the overall structure from
the prior image (captured by low-level styles) while allowing localized changes (captured
by high-level styles).

The objective function is defined as:

ŵ = arg min
w

∥y − AG(w)∥2
2 + λ∥w − w(P I)∥2

Σ, (4.2)

where w is the latent vector of the current image, w(P I) is the latent vector of the
prior image, and Σ is a covariance matrix that regularizes the difference between the latent
vectors.

This approach improves stability and accuracy over traditional compressed sensing
methods and effectively handles the challenges of modeling complex differences between
images, even with sparse measurements. It leverages the strength of generative models
in synthesizing highly realistic images from latent variables.

It has demonstrated superior performance in medical imaging tasks where traditional
compressed sensing methods often fall short, particularly in dealing with complex and
evolving structures, such as tumors.

Figure 4.1 shows visual results from [Kelkar, 2021a], illustrating MRI reconstruction
using a pre-acquired MRI as the prior and sparse measurements from the current day’s
MRI scan.

While PICCS is effective for scenarios involving minimal changes by incorporating prior
images to constrain sparse data, deformable registration can be better suited to handling
larger and more complex anatomical shifts. It provides a more robust, well-posed and
adaptable framework for integrating prior data, especially when managing substantial
deformations in sparse measurements.
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Figure 4.1: Ground truth, prior image, and images reconstructed by PICGM [Kelkar, 2021a] from
simulated MRI measurements with varying sparsity ratios of n/m = 6 and n/m = 12, along with
difference images for the MRI study.

4.1.2 Registration for Ill-Posed Inverse Problems

Registration is widely used to address inverse ill-posed problems involving sparse mea-
surements by integrating information from multiple time points. In medical imaging, it
enables the alignment of pre-acquired high-resolution volumes (e.g., CT or MRI) with
sparse or lower-resolution modalities (e.g., X-rays, ultrasound, or 2D slices), enhancing
reconstruction quality, compensating for anatomical changes, and integrating data across
multiple imaging sessions.

Registration methods can be broadly categorized into rigid and deformable. Rigid
registration aligns images through simple transformations like translation and rotation,
assuming that the structures do not change shape significantly. This approach works
well for cases where minimal anatomical deformation is expected, such as aligning bone
structures or other fixed anatomical features.

In contrast, deformable image registration (DIR) is necessary when dealing with more
complex scenarios, such as soft tissues or evolving pathologies, where structures can
change shape, shift, or deform over time. This method can account for non-linear anatom-
ical changes, making it essential for tracking tumor growth, organ motion, or post-surgical
tissue adjustments. Deformable registration offers the flexibility needed to align images
in these dynamic contexts, ensuring accuracy in applications such as radiotherapy, where
precise alignment of evolving anatomical structures is critical.
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Domain Translation for Multimodal Registration Multimodal registration is typically
needed to align a high-quality pre-acquired 3D image with subsequent sparse measure-
ments. This process, which involves aligning images from different modalities like X-rays,
MRI, and CT, is challenging due to the unique ways each modality represents anatomical
structures.

To address these challenges, robust similarity metrics, such as normalized cross-
correlation (NCC) and mutual information (MI), are often used, especially when both
modalities capture overlapping structural features. Notably, Wells III et al. [Wells III,
1996] introduced mutual information as an important metric for multimodal registration,
effectively optimizing the shared information between images to improve alignment across
modalities such as MRI, CT, and PET.

However, when direct comparison between modalities is difficult—such as when struc-
tures are differently embedded, compressed, or projected in 2D from 3D, or vary in their
level of detail—transforming one modality into a common domain can facilitate the regis-
tration process. For this deep learning has shown to be effective. For instance, translation
techniques using Conditional GAN like Pix2Pix [Isola, 2017] or CycleGANs [Zhu, 2017]
have been used to map one domain into another. This approach brings the modalities
into a shared domain, improving feature matching and overall registration accuracy.

For example, SymReg-GAN [Zheng, 2021], introduced by Zheng et al., advances the
field by employing symmetric GAN-based transformations to ensure consistency in both di-
rections, thereby enhancing the robustness and accuracy of multimodal image alignment.
Building on this, Pielawski et al. introduced CoMIR (Contrastive Multimodal Image Rep-
resentation) [Pielawski, 2020], which leverages contrastive coding to learn shared dense
representations, facilitating robust multimodal image registration. Similarly, Casamit-
jana et al. proposed Synth-by-Reg (SBR) [Casamitjana, 2021], a synthesis-based regis-
tration framework that utilizes contrastive learning to improve nonlinear inter-modality
registration through synthesis-driven alignment. In a related way, Liu et al. developed a
geometry-consistent adversarial model [Liu, 2023] aimed at enhancing unsupervised multi-
modal deformable image registration by maintaining structural consistency across modal-
ities. Moreover, Tanner et al. applied a GAN to deformable image registration between
MR and CT [Tanner, 2018], effectively addressing structural differences and improving
alignment accuracy. Another advanced approach in this domain is StructuRegNet [Leroy,
2023a], which integrates CycleGAN [Zhu, 2017] for modality translation between CT and
histopathology slices with a deformable registration framework.

In 2D-3D registration, the challenge is not just translation but also bridging the dif-
ference in dimensionality. Creating a pseudo-3D reconstruction from 2D X-rays can help
facilitate alignment with 3D volumes like CT. By transforming X-rays into a 3D space, the
relationship between the X-ray and CT is more accurately captured, reducing the degrees
of freedom and improving registration accuracy. This approach is particularly effective for
deformable registration with biplanar X-rays, as we will explore in the next section 4.3.2.
For deformable registration, there are two types: 3D/3D and 2D/3D. Both methods can
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inform sparse measurements using prior scans.

3D/3D Registration

3D/3D deformable registration, which aligns pairs of 3D images, is commonly used to
correct artifacts caused by limited measurements by leveraging prior scans. For example,
in CBCT-guided head and neck procedures, the lower image quality of CBCT compared
to CT, due to artifacts and noise, can hinder accurate treatment planning. Demons de-
formable registration [Thirion, 1998] is frequently applied to align CT with CBCT, com-
pensating for anatomical changes and reducing the impact of artifacts. The Demons algo-
rithm, introduced by Thirion, effectively handles complex soft tissue deformations [Men-
carelli, 2014; Rigaud, 2015]. Studies have shown that deformable registration improves
registration accuracy and precision in the presence of tumor changes, which is critical for
adaptive radiation therapy [Zhang, 2018; Fortunati, 2014]. However, DIR’s performance
can be influenced by the choice of algorithm and the presence of artifacts in CBCT [Veiga,
2015].

2D/3D Registration

A more complex case of deformable registration is the alignment of 2D slices or projec-
tions with pre-acquired 3D volumes, commonly referred to as slice-to-volume or 2D-3D
registration. This technique is particularly useful in scenarios like image-guided interven-
tions or radiation therapy for volumetric reconstruction, such as with biplanar X-rays.
Slice-to-volume registration allows physicians to navigate high-resolution pre-operative
3D data using sparse, real-time 2D slices from modalities like ultrasound or X-rays. Un-
like traditional 3D-3D registration, this approach must handle significant discrepancies
in dimensionality and imaging modality, requiring sophisticated deformation models and
regularization to align the datasets effectively.

Several comprehensive surveys provide detailed analyses of 3D/2D registration meth-
ods and slice-to-volume registration. For example, Ferrante et al. [Ferrante, 2017] pro-
vided an extensive survey on slice-to-volume registration methods. This review presents
a complete analysis of the algorithms used to align 2D slices (such as histopathology or
ultrasound) with pre-acquired 3D volumes, highlighting the advantages and challenges of
various approaches.
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MR to Ultrasound Registration One common application of multimodal deformable
registration is the alignment of pre-acquired MRI volumes with real-time intraoperative
ultrasound images. Since MRI provides highly detailed anatomical information, it is fre-
quently used as a reference to guide the registration of ultrasound images, which are
more adaptable for real-time applications. Just to name a few, [Penney, 2004] success-
fully registered freehand 3D ultrasound with MRI for liver imaging using a vessel-based
non-rigid registration approach. In cardiac imaging, [Huang, 2005] achieved dynamic 3D
ultrasound to MRI registration for the beating heart, adapting to real-time movements
and anatomical changes.

3D to Histology Registration Several methods have been also developed to improve
the registration process between 3D and histology. For example, Rusu et al. [Rusu, 2020]
proposed a registration approach, which combines multimodal imaging data to enhance
tumor localization in the prostate. This framework integrates histopathological data with
pre-surgical MRI, facilitating accurate delineation of tumor boundaries.

Similarly, Ohnishi et al. [Ohnishi, 2016] investigated deformable image registration
to align pathological images with MR images, showing significant improvements in spa-
tial correspondence and clinical applicability. They highlighted the need to account for
anatomical deformations that occur during histological preparation.

Li et al. [Li, 2017] introduced a method for co-registering ex vivo surgical histopathol-
ogy with in vivo MRI of the prostate. Their approach employed multi-scale spectral
embedding to enhance registration accuracy, allowing for a better understanding of the
spatial relationship between histological features and imaging signals.

Additionally, StructuRegNet [Leroy, 2023a] aligns 3D CT scans with 2D histopathol-
ogy slides. It utilizes adversarial modality translation using CycleGAN to merge the two
modalities into a shared domain, improving alignment without the need for full 3D re-
construction. This method is particularly effective for tumor mapping in head and neck
cancer, enabling precise pixel-wise registration between CT and histopathology data to-
wards virtual biopsy.

CT to X-ray Registration Aligning pre-operative 3D CT volumes with intraoperative
2D X-ray images is a critical task in image-guided interventions, but it is inherently ill-
posed due to the ambiguity of X-ray images. The registration process typically starts with
rigid alignment, where a transformation is applied to match CT data with X-rays based
on anatomical landmarks.

Markelj et al. conducted a comprehensive review of 3D/2D registration methods for
image-guided interventions, focusing on aligning pre-acquired 3D volumetric data with
intraoperative 2D fluoroscopic X-ray images. The review covers key aspects such as
image modality, dimensionality, geometric transformations, and optimization procedures,
providing a detailed overview of techniques for 3D/2D alignment in clinical contexts.

A major finding was the importance of dimensional correspondence, where strategies
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Figure 4.2: DiffPose method [Gopalakrishnan, 2024]. Left: Random perturbations generate
camera poses around the isocenter Tiso. Right: An encoder predicts the pose of a synthetic X-ray
with image similarity and SE(3)-geodesic losses. During inference, the encoder estimates the
pose of a real X-ray, refined via test-time optimization and differentiable rendering.

like projection, back-projection, and reconstruction were evaluated based on clinical needs.
The review highlighted that intensity-based methods, particularly those using DRRs from
CT images, are the most common for 3D/2D registration. Though efficient, DRR-based
methods face challenges like high computational costs and limited capture range, making
precise initial alignment crucial.

Feature-based methods were also examined, relying on anatomical points, curves, or
surfaces for registration. These methods offer faster processing but depend heavily on
accurate feature segmentation, which can be challenging.

The review further explored optimization techniques, noting the importance of non-
rigid transformations for capturing time-related anatomical changes, especially in soft
tissues. It compared extrinsic methods, which use markers for fast and accurate but
invasive registration, with non-invasive intrinsic methods, which rely on effective feature
extraction for reliability.

The main methods in CT to X-ray registration include Tomazevic et al. [Tomazevic,
2003], who developed a method utilizing bone surface normals from CT and gradients
from X-rays, achieving high accuracy with for lumbar vertebrae. Similarly, Livyatan et
al. [Livyatan, 2003] presented a gradient-based rigid registration method that optimizes
both speed and accuracy by using volume gradients to manage outliers, resulting in low
target registration errors.

Zollei et al. [Zollei, 2001b] introduced a mutual information-based registration ap-
proach, enhancing alignment between CT and fluoroscopic X-rays through a sparse his-
togramming method, which leads to robust and efficient registration. Recent advance-
ments in deep learning have further improved CT to X-ray registration. Jaganathan et
al. [Jaganathan, 2023] proposed a self-supervised framework that eliminates the need
for paired annotated datasets by combining simulated training with domain adaptation,
achieving a registration accuracy of around 1.83 mm on real X-ray images.

Additionally, Esteban et al. [Esteban, 2019] developed a fully automatic X-ray to
CT registration system that employs deep learning for pose initialization and refinement,
achieving high accuracy. More recently, Zhang et al. [Zhang, 2023a] proposed a patient-
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specific, self-supervised registration framework that accurately estimates X-ray pose using
simulated patient-specific X-rays, reaching a mean projection distance of 1.55 mm on real
X-ray images. Also, Gopalakrishnan et al. [Gopalakrishnan, 2024] introduced DiffPose, a
self-supervised approach that leverages differentiable physics-based projector to perform
accurate 2D/3D rigid registration. By training a CNN on synthetic X-rays rendered from
a preoperative CT, DiffPose achieves sub-millimeter accuracy in surgical datasets, signifi-
cantly outperforming existing unsupervised methods and even surpassing some supervised
baselines. Figure 4.2 illustrates the DiffPose method.
Research and clinical applications have traditionally focused on rigid registration. De-
formable registration, however, is inherently more complex, especially when working with
only one or two projections. Advances in deep learning have made deformable registration
more feasible and faster by using learned priors. Methods like the CNN-based approach
introduced by Lecomte et al. [Lecomte, 2022] for real-time 2D-3D deformable registration
using a single X-ray projection, along with other methods we’ll explore in the next section,
show promise but still face limitations. As we will demonstrate, these methods remain
under-constrained and offer room for further improvement.

4.2 3D Reconstruction-Deformation from Biplanar X-
Rays with Pre-Acquired CT

Returning to the challenge of 3D reconstruction from biplanar X-rays, we introduce a
novel unsupervised approach that recovers and registers a 3D volume using only two
planar projections, leveraging a pre-acquired 3D volume, specifically the planning CT
used for radiotherapy.

Figure 4.4 illustrates existing approaches to decreasing the number of projections when
reconstructing or registering a volume using only very few X-rays.

As stated in previous chapter 3, one approach is to train a deep model to regress the
volume from a number of projections in a supervised way [Henzler, 2018; Shen, 2019;
Ying, 2019; Jiang, 2022; Tan, 2022; Lu, 2022; Tan, 2023; Zhang, 2023b; Shen, 2022b;
Zhang, 2021a; Tian, 2022; Wang, 2023], but such direct inference often results in limited
reconstruction.

Instead, our previous approach X2Vision learns an anatomical prior and optimizes
its parameters to match the projections. Such optimization approaches (see also [Shen,
2022a]) tend to generalize better and bring more realistic results.

As said in the introduction, in modern medical practice, CT and MRI scans are now
widely used for treatment planning and diagnostics. This provides a volume captured
under a different patient pose and different from the volume to reconstruct by medically-
relevant changes such as weight loss or tumor transformation. X2Vision ignores this
pre-captured volume but 2D3DNR [Dong, 2023] deforms it given several projections.

How can we exploit both sources of information, anatomy knowledge from a generative
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Figure 4.3: The goal of our method is to recover an accurate 3D volume given two projections
of the patient and a volume acquired at the beginning of the therapy. As discussed in the
introduction, this ability unlocks better therapy procedures. Combining correctly these sources
of information is however challenging.

model and the pre-acquired volume, to improve the reconstruction quality to the point it
can actually be used for medical applications? This is the goal of our method illustrated
in Figure 4.3.

Combining the strengths of approaches like X2Vision and 2D3DNR is not straight-
forward, as they work in fundamentally different ways. We begin by noting that when
2D3DNR deforms the pre-acquired volume using very few projections, unrealistic de-
formations may occur. Additionally, some complex anatomical variations may not be
well-represented in the dataset, limiting the model’s ability to generalize effectively.

To address this, we propose guiding the deformations using a volume generative model.
Note that this is different from X2Vision, which directly optimizes the generative model
parameters to match the projections: Our approach allows to deform the pre-acquired
volume under the guarantee that the resulting volume is anatomically possible.

To do so, we optimize over the generative model parameters so that the pre-acquired
model matches well the projections after being deformed onto the generated volume. This
is illustrated in Figure 4.4. Compared to 2D3DNR for example, we guarantee that the
deformed pre-acquired volume is anatomically possible, since it is constrained to be close
to a generated (thus anatomically correct) volume. Moreover, we also have the guarantee
that the deformed volume well matches the projections. Compared to X2Vision, because
our approach predicts the pre-acquired volume after deformation, it captures the patient’s
unique anatomy or abnormalities accurately. This is by contrast with a generated volume,
as done by X2Vision, which can lack details.

While predictable deformations, such as lung movement in 2D3DNR, can be captured
effectively, more complex factors—like radiotherapy-induced changes (e.g., weight loss)
or the intricate anatomy of the head and neck—are harder to predict. The head and neck
region is particularly challenging due to its highly heterogeneous and complex structures,
such as the larynx, jaw, and teeth. These deformations involve a combination of neck
twisting, jaw articulation, and changes caused by weight loss or tumor growth, making
accurate recovery of fine anatomical details especially difficult.

In our evaluations, we continue to focus on head-and-neck CT scans from cancer
patients undergoing radiotherapy, using same cohorts from two different medical centers,
as in previous evaluations.
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Figure 4.4: Our method can recover an accurate 3D volume given two projections of the
patient and a volume acquired at the beginning of the therapy, to unlock better therapy
procedures. Combining correctly these sources of information is however challenging: (1) Feed-
forward reconstruction [Henzler, 2018; Shen, 2019; Ying, 2019; Jiang, 2022; Tan, 2022; Lu,
2022; Tan, 2023; Zhang, 2023b; Shen, 2022b; Wang, 2023], as introduced in previous chapter
3 directly predict a volume from a set of projections. (2) Methods such as 2D3DNR [Dong,
2023] deform a pre-acquired volume of the patient based on input projections. However, the
predicted deformation can become under-constrained when the number of projections is very low
as two. (3) Methods such as our previous method X2Vision [Cafaro, 2023d] first learn a volume
generative model and optimize the parameters of this model to match the projections. However,
they are not able to exploit the pre-acquired volume. (4) NeRF-based methods [Shen, 2022a] can
take the pre-acquired volume as input and optimize on the volume to match the projections—
however, they do not exploit any anatomical knowledge besides the pre-acquired volume. (5)
To avoid predicting incorrect deformations when the number of projections gets too low as one
or two, we propose to guide the deformations using a volume generative model. Note that this
is different from X2Vision, which relies on a generative model to directly create the predicting
volume. Instead, our approach deforms the pre-acquired volume under the guarantee that the
resulting volume is anatomically plausible.

We compare our method against top-tier techniques, including our previous approach
X2Vision [Cafaro, 2023d], 2D3DNR [Dong, 2023], and the NeRF-based approach [Shen,
2022a]. The results demonstrate our method’s superiority and ability to capture important
anatomical details.

Our method demonstrates high-quality deformable and rigid registration, indicating
a move towards more precise biplanar systems over traditional 3D visualization. Unlike
typical 2D/3D registrations focused on bones, our method enables finer adjustments
due to our detailed 3D reconstructions. Our approach closely matches patient anatomy,
potentially enhancing daily treatment precision and enabling daily adaptive radiotherapy,
while significantly reducing irradiation.
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4.3 Related Work

4.3.1 3D Reconstruction from a Few X-Rays

Previous chapters have highlighted the state of the art in 3D reconstruction from bi-
planar X-rays, focusing primarily on feedforward methods [Henzler, 2018; Shen, 2019;
Ying, 2019; Jiang, 2022; Tan, 2022; Lu, 2022; Tan, 2023; Zhang, 2023b; Shen, 2022b;
Zhang, 2021a; Tian, 2022; Wang, 2023]. Iterative methods, such as those proposed
in [Shen, 2022a; Cafaro, 2023d], which optimize the reconstructed volume during infer-
ence based on projections, generally achieve better performance. Our previous approach
X2Vision [Cafaro, 2023d] leverages a learned 3D manifold to produce realistic and accurate
reconstructions, while others rely on NeRF-based approaches [Shen, 2022a; Zha, 2022].
These iterative methods ensure projection consistency during inference and demonstrate
superior generalization.

However, almost no solution has introduced the possibility of integrating pre-acquired
volume to enhance the reconstruction.

[Shen, 2022a] already exploits the pre-acquired volume but simply by using the pre-
acquired volume to initialize the NeRF. When using very few projections, this fails as
shown in previous chapter 3.4. Our approach efficiently combines such a pre-acquired
volume thanks to a prior on its possible deformation.

4.3.2 2D/3D Deformable Registration from a Few X-Rays

Our approach is now directly related to the 2D/3D deformable registration problem, as
we deform the pre-acquired 3D volume by comparing its projections to the captured X-ray
projections.

A common approach to 2D/3D deformable image registration involves solving an
optimization problem to determine the transformation parameters that best describe the
deformation between a 3D volume and a set of 2D projections, as explored in [Flach, 2014;
Prümmer, 2006; Tian, 2020; Zikic, 2008]. This process typically relies on measuring image
similarity by comparing actual CT projections with corresponding simulated projections
(DRRs). However, when only a limited number of projections is available, traditional
non-deep learning methods face challenges, as the problem becomes underconstrained.

Some learning-based methods for 2D/3D deformable image registration use feedfor-
ward predictions for faster registration [Foote, 2019; Li, 2020; Pei, 2017; Zhang, 2021a].
For instance, [Zhang, 2021a] employs a U-Net architecture to predict deformation fields
directly from a CT volume and captured X-ray projections, while maintaining projection
consistency during training. This method uses the FDK method [Feldkamp, 1984a] to
transform X-rays into a coarse 3D representation, bringing the data into the 3D domain. It
also integrates a forward-projection layer to generate DRRs from the deformed CT, which
are then compared with the captured X-ray projections to guide the learning process and
ensure consistency. Figure 4.5 illustrates this pipeline.
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Figure 4.5: The pipeline from [Zhang, 2021a] uses a U-Net architecture to predict deformation
fields directly from CT volumes and 2D X-ray projections. The method integrates a forward-
projection layer to generate DRRs from the deformed CT, which are compared with the captured
X-ray projections to ensure consistency during training.

While learning-based methods for 2D/3D deformable registration show promise, they
often struggle with spatial ambiguity inherent in 2D projections. This limitation arises
from the lack of 3D spatial information in the loss function, which is crucial for learning
accurate 3D deformations, as noted in [Tian, 2022]. Some works, such as those by [Pei,
2017] and [Li, 2020], attempt to address this by using prior data to constrain deformations
within a realistic transformation space, typically via principal component analysis (PCA)
derived from a cohort of training data. While this reduces the problem’s complexity, it
does not fully resolve the spatial ambiguity introduced by the 2D measurements.

Also, methods like [Foote, 2019] build subject-specific deformation subspaces by train-
ing on 3D image pairs of the same patient, avoiding spatial ambiguity during inference.
However, these methods assume access to multiple 3D images of the same patient during
training, which is not feasible in most clinical settings where only one CT and a set of X-
rays are available. As a result, this approach is limited when generalizing across different
patients or imaging scenarios.

The key challenge for 2D/3D DIR is overcoming the spatial ambiguity caused by the
limited dimensionality of 2D projections. A promising solution is to use deep learning
to incorporate accurate 3D spatial information during training, using high-quality 3D-3D
image pairs. This would reduce ambiguity in training while ensuring generalizability at
test time, even without 3D image pairs.

The LiftReg method proposed by [Tian, 2022] addresses spatial ambiguity in several
ways. First, it extracts 3D spatial information from multi-channel backprojected volumes,
rather than relying solely on 2D features. Additionally, it incorporates prior knowledge
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Figure 4.6: LiftReg pipeline [Tian, 2022]. The network extracts 3D spatial information from
multi-channel backprojected volumes and uses a PCA-reduced transformation space to manage
complex deformations and reduce spatial ambiguity. It includes three modules: Lift3D (for back-
projecting 2D images into 3D), α estimation (for predicting deformation vector field coefficients),
and a warping module (for deforming the source image Is with the predicted inverse transforma-
tion ϕ−1(x)). Training flow is shown with an orange dotted line, and learnable components are
highlighted in green.

of patient motion through a PCA-reduced transformation space, explaining most of the
deformation variability across thousands of cases. This PCA-based subspace simplifies
the deformation model while maintaining accuracy. LiftReg’s innovation lies in its ability
to leverage high-quality 3D-3D pairings during training to guide deformations using only
X-rays at inference time, effectively "lifting" 2D data via a 3D context. This approach
enhances the model’s ability to capture accurate 3D deformations, addressing both the
spatial ambiguity and the large degrees of freedom typically encountered in traditional
methods that only rely on 2D X-rays. Figure 4.6 illustrates this pipeline.

However, while the use of a PCA-reduced transformation space is helpful, it may
not capture the full range of possible deformations, especially for complex anatomical
variations, making it somewhat limited. A more advanced approach would be to directly
learn the transformation space, enabling more accurate and flexible deformation modeling.

Building on this idea, [Dong, 2023] introduced a method, referred to as 2D3DNR that
transitions from 2D biplanar projections into 3D space. This is accomplished by first es-
timating a 3D feature map from the projections, rather than using simple backprojection.
Then a 3D-to-3D deformation learning process using a Attention U-Net-based architec-
ture [Schlemper, 2019]. This method shows promise by leveraging the richer information
available in the 3D feature space to enhance registration accuracy.

Our method advances these approaches by incorporating two types of priors: a prior
on the predicted 3D volume and a prior on the deformation of the pre-acquired volume.
Importantly, these priors are learned in an unsupervised manner, which allows for greater
flexibility and adaptability to various clinical scenarios. As demonstrated by our results,
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Figure 4.7: 2D3DNR pipeline [Dong, 2023]. First, 2D DRRs at orthogonal angles are processed
by residual blocks to obtain 3D feature maps. Then, the feature maps and moving images are
fed into a 3D U-Net. The final output of this network is the predicted 3D deformation field.

this dual-prior approach outperforms previous state-of-the-art methods by offering more
precise and robust 3D reconstructions and deformations with very few projections.

4.4 XSynthMorph

4.4.1 Problem Formulation

Given a limited set of projections {Ii}i, namely two orthogonal planar ones, our objective
is to reconstruct the 3D tomographic volume v responsible for these projections.

A previously-captured volume v− of the patient is available as well. Between v− and
v are both rigid and non-rigid transformations, as well as more complex transformations
such as tumor growing or shrinking. We thus seek the transformation of v− to v.

Finding the deformation is ill-posed when the number of projections becomes small.
Our key contribution lies in the following formulation that enforces the predicted defor-
mation of v− to produce an anatomically correct volume:

g∗ = argmin
g

∑
i

Li(S(v−, v(g)), Ii) + R(g) . (4.3)

We briefly describe below each component of this formulation, then describe them in more
details in the rest of the section:
• v(.) is a generative model of volumes of parameters g, i.e., v(g) is a generated volume.

In practice, we use a model similar to the one in X2Vision. However, X2Vision uses
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Figure 4.8: Our pipeline. We first train a generative model to generate 3D volumes in a low-
dimensional manifold and a 3D/3D deformable registration model between two volumes. Now,
given two projections and a pre-captured volume of the patient, we recover a 3D volume corre-
sponding to the two projections by finding the latent vectors that generate the best 3D volume so
that the pre-captured volume well deforms on it to match the projections. We iteratively refine
the generation and deformations based on the discrepancy between the generated and actual
projections.

this model to directly predict the final volume v. The key difference in our method is
that we use it here to guide the deformation of v−.

• S(v−, v(g)) is a spatial transformer [Jaderberg, 2015] 1 trained to predict directly
the transformation between two volumes. Here, S(v−, v(g)) returns volume v− af-
ter deformation to align on the generated volume with the deformation consistent
with training data. We use a spatial transformer very close to the one proposed by
VoxelMorph [Balakrishnan, 2019].

• Li is a loss term that compares the projections of deformed volume S(v−, v(g)) with
the input projections Ii.

Intuitively, the optimization on g generates a volume v(g) that guides the deformation
of v− thanks to the first term and exploits prior knowledge on volumes to recover. After
optimization, our method returns S(v−, v(g)), the pre-acquired volume after deformation.

Figure 4.8 illustrates our pipeline that implements our approach: We first train gen-
erative model v(g) as well as spatial transformer S, both in an unsupervised way. Given
two input projections, we then optimize the parameters g of the generative model, which
gives us deformed volume v∗ = S(v−, v(g∗)). We describe the generative model v(g),
spatial transformer S, and loss term Li below.

1Not to be confused with Transformers [Vaswani, 2017].
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4.4.2 Generative Model v(.)

Similar to X2Vision, we learn the generative model v(.) using GANs, specifically 3D
StyleGAN [Hong, 2021]. The model is the same as described in the previous method
3.4.2. We decompose the parameters g into a latent vector w and Gaussian noise vectors
n = {nj}j , such that g = [w, n].

Similarly to X2Vision, to ensure the predicted volume remains within the space of
anatomically possible volumes, the regularization term R(g) is defined as a sum of regu-
larizations on w and n:

R(g) = R(w, n) = λwLw(w) + λcLc(w) + λnLn(n) . (4.4)

The λ∗ are fixed weights.

4.4.3 Spatial Transformer S

We use a spatial transformer S similar to the one introduced by VoxelMorph [Balakrishnan,
2019]. It can be decomposed into:

S(v1, v2) = W(v1, D(v1, v2)) , (4.5)

where D(v1, v2) is a deep network predicting a deformation field from v1 to v2; and
W(v1, D(v1, v2)) deforms volume v1 according to the deformation field predicted by D.
Model D is trained to predict deformation W between two volumes v1 and v2 by minimiz-
ing λs∥v2 −S(v1, D(v1, v2))∥2 +λD∥∇D(v1, v2))[x]∥2, over a training set of correspond-
ing volumes {(v1, v2)}. The second term is a smoothing loss that mitigates sharp local
fluctuations and promote smoothness of the predicted field. λs and λD are balancing
weights that adjust the emphasis between similarity and regularization during training.

Maintaining a 1-to-1 mapping in medical image registration is essential to prevent tear-
ing, folding, or overlap during deformation. Inspired by VoxelMorph, our model predicts
a velocity field, which is then integrated using the scaling and squaring method [Arsigny,
2006], a common technique in diffeomorphic registration. This ensures the deformation
remains smooth, invertible, and free of singularities, preserving anatomical structure and
natural tissue movement while avoiding geometric inconsistencies.
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4.4.4 Loss Term Li

As in X2Vision, we take term Li(v, Ii) as the weighted sum of the Euclidean distance
and the perceptual loss [Johnson, 2016] as we observed that this combination results in
the best results. To generate projections, we used a realistic differentiable cone-beam
projector as in X2Vision.

4.4.5 Warm-Up

Before optimizing Eq. (3.35) we first retrieve an initial volume estimate v(g) by performing
several gradient descent steps of objective∑

i

Li(v(g), Ii) + R(g) , (4.6)

starting from random initialization for g. We use 10 iterations in practice. This provides
a better initialization for g before optimizing Eq. (3.35) and speeds up convergence.

4.5 Experiments
We evaluate our method for our main target application, namely head-and-neck cancer
radiotherapy. As mentioned previously, head and neck exhibits many fine details and
complex deformations and is representative of many of the different challenges of volume
recovery.

In this section, we introduce our dataset, models for learning key priors, and present
both quantitative and qualitative comparisons with state-of-the-art methods. We also
include an ablation study to evaluate the contribution of our priors. Our method recovers
high-quality volumes in only 1 minute. While some other methods are faster, the trade-off
fidelity/runtime is well acceptable as clinical CBCT acquisition and FDK reconstruction
currently require more than 2 minutes.
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4.5.1 Datasets

Volume Generator Learning. We trained our GAN model for v(g) on the same dataset
as X2Vision.

Longitudinal Radiotherapy Data. We also used same longitudinal radiotherapy data
as in previous method 3.4. With patient consent, we had compiled planning CT scans and
subsequent CBCT scans from 242 patients across two medical centers (CLB and IGR),
one contributing 177 and the other 65 cases. These datasets, distinct in protocols and
scanning equipment, offer a diverse basis for traning and evaluation.

3D/3D Deformable Registration Training. More precisely, to train our 3D/3D de-
formable registration model, we randomly selected 146 patients for training, 16 for vali-
dation, and 10 for testing. We paired each initial CT with any subsequent CT from the
same patient to obtain a large training set of more than 1250 pairs.

Volume Recovery. The second part of volumes, used for evaluation, includes 70 pa-
tients with the most marked longitudinal alterations. We selected them by comparing
their CBCTs with planning CTs. We paired the planning CT with each patient’s final
vCT(virtual CT as CT deformed on CBCT)—which underscores the utmost discrepancies.
We used the planning CT as pre-captured volume. Biplanar projections were synthesized
from the last 3D volumes, focusing on the reconstruction area.

4.5.2 Implementation Details

3D/3D Deformable Registration Training. To develop our 3D/3D deformable reg-
istration model, we employed the VoxelMorph architecture [Balakrishnan, 2019]. We
maintained the channel depths in the encoder at 16-32-32-32, and in the decoder at
32-32-32-32-32-16-16, mirroring the configurations of the original architecture. Initial
large CT scans are resized to 96 × 128 × 160 (2.67 × 3 × 3.5mm3) for GPU compati-
bility. Subesequent scans, focusing on the reconstruction area, of shape 80 × 96 × 112
(1.3 × 2.4 × 1.9mm3), are downsampled and padded to match initial scan dimensions.
Masks are created for targeted training in this region. At test-time, the area of interest is
extracted and resized to its original dimensions.

Our loss function weights the mean squared error on the reconstruction area and the
gradient regularization term with λsim = 1 and λgrad = 1e−2 respectively. We incorpo-
rated 7 integration steps on velocity fields, downsampled by half, to ensure diffeomorphic
displacement fields with computational efficiency. Our model, implemented in PyTorch,
was optimized using Adam with a learning rate of 1e−4. Training comprised batches of 4
pairs of volumes for up to 1500 epochs. Nevertheless, to prevent overfitting and to ensure
the model’s generalization, we used an early stopping strategy, causing the training to
halt at the 410th epoch, corresponding to 1 day of training.
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Figure 4.9: Visual analysis of recovered volumes from two projections by previous methods
and our approach. In the absence of a pre-captured CT volume, NeRP struggles due to lack of
constraints. When exploiting the pre-captured CT volume, NeRP still tends to introduce artifacts
in an attempt to align with the projections and alters the anatomy without ensuring anatomical
accuracy. In contrast to X2Vision, our method predicts a reconstruction that captures patient-
specific details and nuances. 2D3DNR results in deformations that do not adequately match the
anatomy.

Volume Recovery. For the volume recovery, we conducted the optimization process on
a 16GB V100 GPU, utilizing the Adam optimizer with a learning rate of 1e−3. Through
a grid search on an external validation set of 10 patients, we determined the optimal
weights for our model: λ2 = 10, λp = 0.1, λw = 0.1, λc = 0.05, λn = 10. These match
the ones found for X2Vision.

For our volume recovery, we kept consistent weights for both the warm-up optimiza-
tion, which excluded the pre-captured volume, and the main optimization, which incorpo-
rated it. Through a grid search on the validation set, we found that a 10-step warm-up
was optimal. Without it, deformations often started from misaligned volumes, leading to
suboptimal results. Conversely, an extended warm-up, like 50 steps, possibly trapped the
optimization in local minima, yielding results too similar to a reconstruction with solely
generative model followed by one deformation, not completely exploiting the joint opti-
mization with concurrent priors. Our optimization runs for 100 steps, starting from the
average latent vector.
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Table 4.1: Reconstruction metrics on volumes from two projections by previous methods
and our approach. Standard deviations are provided in parentheses. (w/) and (w/o) stand for
the use or not of the pre-captured volume respectively.

Method PSNR (dB) ↑ SSIM ↑

Backprojection 10.29 (±0.5) 0.23 (±0.01)

NeRP (w/o) [Shen, 2022a] 19.81 (±1.7) 0.21 (±0.03)

NeRP (w/) [Shen, 2022a] 25.32 (±1.6) 0.34 (±0.02)

X2Vision [Cafaro, 2023d] 27.80 (±1.4) 0.89 (±0.03)

2D3DNR [Dong, 2023] 29.07 (±1.6) 0.92 (±0.02)

Ours 33.23 (±0.62) 0.96 (±0.01)

Table 4.2: Rigid and deformation metrics on volumes from two projections by previous
methods and our approach. Standard deviations are provided in parentheses. (w/) and (w/o)
stand for the use or not of the pre-captured volume respectively.

Method Dice ↑
Mouth Larynx

2D3DNR [Dong, 2023] 0.91 (±0.03) 0.80 (±0.07)

Ours 0.95 (±0.01) 0.91 (±0.02)

Method Rigid Registration Error (6 DoF)
Rotation (°) ↓ Translation (mm) ↓

2D3DNR [Dong, 2023] 0.52 (±0.29) 0.88 (±0.45)

X2Vision [Cafaro, 2023d] 0.45 (±0.31) 0.50 (±0.26)

Ours 0.16 (±0.15) 0.20 (±0.07)

4.5.3 Metrics

Metrics. We assessed the reconstruction performance using two quantitative metrics:
PSNR, which quantifies reconstruction error, and SSIM, which measures the perceptual
quality of the images. We also evaluated the accuracy of the deformation between the
pre-acquired volume and the recovered volume for the two methods that estimate this
deformation: 2D3DNR and ours. To this end, we consider the Dice score for the mouth
and the larynx, two structures that are likely to deform significantly. To compute it, we
segmented these structures on the groundtruth and recovered volumes using a trained
U-Net model using about 1000 head-and-neck CTs.

Additionally, we compared 3D (6DoF) rigid registration differences, between initial full
CT scans and our reconstructions against the ground truth.

This analysis highlights the precision of our method in capturing the nuanced critical
anatomical features.
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4.5.4 Results and Analysis

4.5.5 3D/3D Deformable Registration

For evaluating our 3D/3D deformable registration model, we calculated the mean squared
error specifically within the designated region of interest. The mean squared error (MSE)
was 6.7e−4 for the training dataset and 1e−3 for the validation dataset. Using the
same group of 70 patients previously selected for evaluating our complete method of
volume recovery, we attained in the targeted zone of interest excellent metrics: a PSNR
of 37.64 (±2.50) and a SSIM of 0.99 (±0.01).

4.5.6 Volume Recovery

Tables 4.1 and 4.2 report the quantitative results. We detail below the methods we
compare to and discuss their results after they were retrained on our data. Figure 4.9
compares visually our reconstruction to these methods on several examples. Additional
results and reconstructions are provided in the supplementary material, but we summarize
below our visual analysis of the results.

The backprojection method is a very simple baseline presented in 3.1.2. It estimates
the value of each voxel as the average of the values at the projected voxel locations in the
input X-ray projections. When enough input projections are available, this method can
provide satisfying results. However, it fails when only two projections are used.

The NeRP method [Shen, 2022a] optimizes the 3D volume to match the projections.
It also struggles when very few projections are given since they lack prior anatomical
knowledge. Even when conditioned on the pre-captured volume, it is often not able to
eliminate the many artefacts.

We also considered our previous X2Vision method to highlight the advantages of
exploiting the pre-captured volume as we do—which X2Vision does not. It provides a
reasonable reconstruction but still misses specific details and abnormalities.

2D3DNR [Dong, 2023] predicts in a feedforward way the deformation between the
pre-captured 3D volume and the new one given the precaptured volume itself and the
available biplanar projections. Since the original code was unavailable, we used the same
VoxelMorph backbone as ours to reimplement the 3D/3D registration method. Further
details can be found in the Appendix 4.7. The volumes predicted by 2D3DNR do not
reproject well on the input projections in general and the predicted deformations can be
inconsistent. Because it is a feedforward method, it also tends to generalize poorly. Our
method recovers better the deformation of the tissues.

Like X2Vision and NeRP, our method optimizes on the volume during inference for
consistency with the input projections, which helps generalization. It also introduces a
prior on the anatomical volume thanks to its GAN, in a way related to X2Vision. Our
method has however an original way to exploit the pre-acquired volume by controling
its deformations. This contrast with 2D3DNR, which takes this volume as input to a
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Table 4.3: Ablation Study. This table shows the contribution of our two priors. More details
can be found in Section 4.5.9.

Metric

deformation
of the pre-
acquired
volume

without prior

generative
model
only

generative
model

followed by
deformation

deformation
of the pre-
acquired
volume

only

full
method

PSNR (dB) ↑ 27.04 (±1.9) 27.80 (±1.4) 29.24 (±1.8) 30.75 (±1.19) 33.23 (±0.62)
SSIM ↑ 0.88 (±0.03) 0.88 (±0.03) 0.92 (±0.02) 0.93 (±0.01) 0.96 (±0.01)

feedforward process, and with NeRP, which uses this volume only as conditioning. Our
approach appears to be more powerful as it yields the best results.

Although X2Vision provides close reconstruction, it lacks details. Our method inte-
grates patient-specific details to surpass the constraints of the generative model manifold,
which might not capture the patient’s unique anatomy or abnormalities accurately. By
leveraging the pre-acquired volume, our method obtains a more accurate depiction of
the patient’s real anatomy rather than depending on a learned manifold. This focus on
patient specificity is crucial for achieving detailed and realistic anatomy reconstructions.

In contrast to 2D3DNR, we adopt an optimization strategy to inform the deformation
prior with the capabilities of the generative model. This model lays down a realistic 3D
support for the optimization process, ensuring the deformations are not just plausible but
supported by the anatomical frame of the generative model. This leads to more precise
reconstructions, showcasing a significant step forward in anatomical fidelity.

4.5.7 Validation for Medical Applications

As shown in Table 4.2, our method achieves precise rigid registration with average errors
well below 1mm and demonstrates strong deformation accuracy, evidenced by high Dice
coefficients and implicit accurate segmentation of critical organs at risk. This high level of
detail and correspondance highlights our approach’s capability to capture complex patient
anatomy.

By achieving high-quality 3D reconstruction from just biplanar projections, augmented
with pre-captured planning CT data, we can enable accurate 3D rigid registration and
facilitate daily monitoring of patient changes without the need for full 3D acquisitions.
This method paves the way for adaptive radiotherapy, allowing for potential replanning
based on reconstructed 3D volumes.

The degree of alignment achieved may not only support dose accumulation and trigger
the need for adaptation and monitoring but also allow for direct replanning based on well-
segmented and accurately deformed structures.
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Figure 4.10: Visual Analysis of the Ablation Study. Deforming the pre-acquired volume with-
out any prior results in erratic and anatomically inconsistent changes. Reconstruction solely with
the generative model may overlook details and lead to mismatches. Deforming the pre-acquired
volume on it introduces patient-specific features but may retain initial misalignments. While
introducing prior on deformation aids guiding the direction process, it leads to unnatural dis-
tortions of body contour and bone structures. Our method, by leveraging both anatomical and
deformation priors, yields more realistic and anatomically preserving results.

Table 4.4: Inference time for the different methods.

Method Inference Time

Backprojection <0.5 sec
NeRP (w/o prior volume) 4 min
NeRP (w/ prior volume) 7 min
X2Vision 30 sec
2D3DNR <0.5 sec

Ours 1 min

4.5.8 Inference Time

Table 4.4 provides a comparison of inference time for the different methods. Our method
recovers high-quality volumes in only 1 minute. While some other methods are faster,
the trade-off fidelity/runtime is well acceptable as clinical CBCT acquisition and FDK
reconstruction [Feldkamp, 1984a] currently requires more than 2 minutes, as previously
mentioned.
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4.5.9 Ablation Study

Table 4.3 presents an ablation study highlighting the benefits of our loss function in
Eq. (3.35) by comparing it to different possible variants. Figure 4.10 presents a visual
comparison of the results obtained with these variants. We considered four variants.
Implementation details can be found in the Appendix. The reader should compare the
loss functions for these variants to the loss function we introduced in Eq. (3.35):
• ‘deformation of the pre-acquired volume without any prior’: This variant returns vol-

ume W(v−, ϕ∗) with ϕ∗ = argminϕ

∑
i Li(W(v−, ϕ), Ii), where W(v−, ϕ) applies

a deformation field ϕ to the pre-acquired volume v−. This approach retrieves the
deformation parameters iteratively without any prior learning. The retrieved deforma-
tions tend to be erratic, blending structures and leading to artifacts that compromise
anatomical accuracy.

• ‘generative model only’: This variant returns v(gG) with gG = argming
∑

i

Li(v(g), Ii) + R(g). It uses only the generative model to predict the volume and
corresponds to the X2Vision method.

• ‘generative model followed by 1 deformation’: This variant returns volume S(v−, v(gG)).
This approach deforms the pre-acquired volume to fit the generative model’s re-
construction, introducing patient-specific details but potentially retaining initial mis-
matches. This shows the advantage of combining volume v− and the generative model
v(g) during optimization.

• ‘deformation of the pre-acquired volume only’: This variant returns volume S(v−, v∗)
with v∗ = argminv

∑
i Li(S(v−, v), Ii), where v is a volume represented by a voxel

grid, with each voxel encompassing an intensity to optimize. This approach uses only
the pre-acquired volume and the spatial transformer, but not the generative model.
This results in local deformations that are not anatomically realistic, such as bone
extensions or body contour distortions, stemming from its lack of anatomical prior.

The quantitative results in Table 4.3 clearly show that our loss function exploits both
priors well.

4.6 Conclusion and Discussion

By managing to exploit both patient-specific data and anatomical constraints, we achieve
unmatched accuracy in anatomical reconstructions, potentially avoiding the need for in-
tensive 3D scans. Our method promises improved patient care with daily adjustable
treatments for adaptive radiotherapy, enhancing precision and outcomes while reducing
treatment times and radiation exposure.

The core of our method lies in the concurrent generation and deformation of anatomy,
achieved through an iterative, fully unsupervised process that ensures consistency with the
original projections. Priors play a crucial role: anatomical guides shape the deformation,
and deformation, in turn, guides the anatomy to converge to a close solution. By inte-
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grating patient-specific details, we preserve critical anatomical nuances, resulting in more
accurate reconstructions and better overall outcomes. This pipeline has proven to be
robust, demonstrating excellent results and impressive alignment with real anatomical
structures.

Extension to Clinics Our results are promising and indicate potential for clinical appli-
cation; however, further evaluation with real patient data and additional clinical metrics
is necessary. Our method demonstrates the capability to replace extensive CBCT scans
by reconstructing 3D images from biplanar X-rays, initially for rigid positioning. For full
integration into adaptive treatment, dosimetry considerations are crucial. The improved
accuracy of our approach compared to X2Vision suggests it could provide more precise
dosimetric analysis for accurate dose accumulation and for triggering the need for adap-
tation.

Furthermore, by directly deforming the planning CT, our method facilitates structure
propagation, potentially enabling direct replanning based on the reconstructed images.
Additional evaluation is required to accurately assess tumor deformation. While relying
solely on surrounding structures may introduce some uncertainty in tracking deformation,
this approach could still effectively guide adaptation or replanning. Accurate structure
propagation could enable adaptive radiotherapy similar to CBCT, as discussed in Chapter
2.

To implement this approach in clinical settings, it’s essential to adapt this method for
real X-rays and address challenges such as calibration, scatter effects, noise, and variable
patient positioning in biplanar systems. An adaptation will be introduced in the final
chapter 5, where we propose validating our technique using real biplanar X-rays from the
Exactrac system.

Temporal Effects Our method is flexible regarding the pre-acquired volume used; it
does not need to be the initial planning CT scan. It could be a volume from the previous
day, such as a prior reconstruction or CBCT, which would limit the degree of transfor-
mation required and potentially improve results. The method has been evaluated with
significant anatomical changes occurring after several weeks of treatment, encompassing
a wide range of transformations. In typical clinical scenarios with smaller, incremental
changes during treatment, performance could be even better. Evaluating reconstruction
quality based on treatment progression or the difference between the pre-acquired volume
and the one being reconstructed could further assess the potential of our method for
clinical application.
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Regularization with Priors on Anatomy and Deformation In this inherently ill-posed
task, regularization has proven to be essential. By incorporating priors on both anatomical
structures and possible deformations, we significantly reduce the degrees of freedom,
allowing the generative and deformation models to better capture realistic anatomy and
potential variations. Improving these models to better represent the 3D manifold and
possible deformations would further refine the quality of the results.

VoxelMorph has demonstrated strong capability in learning intra-patient deformations,
showing near-perfect results on the test dataset for 3D-to-3D deformations. Adding more
regularization could help better model different types of deformations, and incorporating
more data with diverse transformations would further enhance its performance. Anatom-
ical guidance, such as organ masks, could also improve training by adding constraints,
similar to how VoxelMorph can incorporate masks. Hybrid models that integrate biome-
chanical principles, along with more advanced deformation networks (e.g. with transform-
ers), could push performance even further.

Despite the problem being ill-posed and non-convex, relying on the learned manifolds
of 3D structures and deformations significantly reduces the solution space. A study on
uncertainty could help identify the range of potential solutions when priors are introduced,
possibly through variational inference, as potentially done with X2Vision. Despite regu-
larization, regions like internal tissues may still have zones of uncertainty, especially with
only two X-rays providing limited supervision.

The effectiveness of anatomical regularization depends on how well the generative
model learns fine details and internal distributions. If it successfully captures basic struc-
tures like bone, tissue, and air, regularization can be applied at that level. However, ex-
tending the model to learn more complex internal distributions—such as muscles, tumors,
and cartilage—allows for even finer regularization. More detailed learning leads to better
results overall. The level of detail learned by the GAN directly influences the precision
of deformation models. In complex internal structures, improving anatomical precision
requires more learning and finer regularization, extending beyond broad structures to finer
details.

As mentioned earlier, methods like 2D3DNR generate pseudo-3D structures, but they
are not necessarily realistic. They serve as methods to leverage 2D information into 3D,
but unsupervised training using a true generative model, like ours, ensures realistic 3D
outputs and adds valuable constraints—going beyond just 2D-to-3D conversion. Following
this idea, another approach similar to ours and 2D3DNR is DiffRecon [Sun, 2024a], which
uses a reconstruction-registration model employing diffusion for more realistic generation,
guiding deformations for CT reconstruction from a few planar DRRs.
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Learning Biases with Population-Based Priors As with other learning-based ap-
proaches, relying on priors introduces challenges with out-of-distribution cases, leading
to biases in specific population groups or types of deformations. Compared to methods
like X2Vision, our approach is more robust thanks to the introduction of pre-acquired
CT data, which imposes stronger constraints. Learning deformations is also easier and
less prone to out-of-distribution issues, or at least the effects are more subtle. These
constraints guide the model more effectively, reducing the risk of failure seen in other
methods. While some unrealistic deformations in tissues may still occur, the results are
generally more consistent, as shown by improved metrics.

However, not all possible deformations or anatomies are captured, and this can result
in coarse reconstructions for outliers or rare conditions. Biases related to factors such as
gender or race may contribute to these errors. Addressing this requires larger and more
diverse datasets, or incorporating specific priors for abnormalities. As learning improves, so
will the quality of manifold approximations, but additional validation on broader datasets
is crucial to better represent the full population.

Deformable Registration Limitations Relying on deformable registration has limita-
tions, especially with large transformations such as significant weight loss, tissue reduc-
tion, or artifact/metal removal. These cases go beyond simple deformations and involve
non-diffeomorphic changes that deformation models struggle with due to one-to-many
mappings or loss of matter. Direct signal reconstruction methods would likely yield bet-
ter results in these scenarios. Optimal transport methods [Cuturi, 2013] could be more
effective for handling such transformations.

However, with only two projections, deformations already provide a very useful approx-
imation, offering anatomical insights compared to reconstruction alone. An alternative
idea is to have the generation guided by deformation, rather than deformation guided by
generation. Instead of projecting the deformed CT onto the GAN, the GAN could generate
a structure close to the CT using deformation as a guide while still matching the projec-
tions. This would help incorporate patient-specific features and ensure non-deformable
regions are accurately reconstructed. This could balance the generation with real anatom-
ical details while optimizing projections, offering a stronger approach by combining both
techniques.

This approach depends on the model’s ability to learn the distribution with fine de-
tails. Deformation contributes patient-specific information that the GAN might miss if its
representation is inaccurate, especially in out-of-distribution cases or if the learning model
isn’t complex enough. By relying directly on the learned manifold, the generation may
tend to match the deformed CT and the actual projections, but it remains constrained
by the manifold and could miss important patient-specific details. In contrast, deforming
the CT onto the generation, as we do here, guides the generation closer to the patient,
projected onto the manifold. This approach introduces true patient-specific details and
significantly improves robustness.
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Another approach could involve direct reconstruction by integrating CT data with
projection embeddings for 3D reconstruction. This might use a 3D conditional GAN for
2D-to-3D conversion, followed by fusing pre-captured data with pseudo-3D reconstruc-
tions to improve accuracy. Techniques like diffusion models, such as ControlNet [Zhang,
2023c], could further enhance this process by guiding the generation with both CT and
projection embeddings. However, deformable registration is typically preferred, as it makes
the reconstruction problem much more well-posed.
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4.7 Appendix

4.7.1 Implementation Details for Baselines and Ablation Study

Baselines. The backprojection method was designed using the backprojector inspired
by [Peng, 2021]. Given the unavailability of a 2D3DNR implementation, we undertook its
reimplementation. This included the embedding of the projections into a 3D feature map
and substituting the original spatial transformer with the Voxelmorph architecture we used
for our model. In this setup, 3D embedding from projections serves as a substitute for
high-quality CT in the reconstruction area. The loss function employed is identical to the
one used in our method. For the training and evaluation of this feedforward method, we
crafted paired projection-reconstruction sets by generating projections from our extensive
longitudinal data.

Methods in the Ablation Study.
• ’deformation of the pre-acquired volume without any prior’: This version entails op-

timizing the deformation field to align the pre-acquired volume with the projections.
The process begins with the field initially set to zeros, indicating the absence of any
deformation. We optimize this field using gradient descent with Adam at a learning
rate of 1e−3. The process involves 2000 steps, successfully achieving convergence
within a time frame of approximately 115 seconds.

• ’generative model only’: This version use the same values for the loss weights as those
used for the X2Vision method.

• ’generative model followed by 1 deformation’: This version performs a reconstruction
using the generative model. Subsequently, it deploys our 3D/3D deformable registra-
tion model to align the pre-captured volume with it.

• ’deformation of the pre-acquired volume only’: This version optimizes a 3D volume to
ensure the pre-captured volume deforms and aligns with the projections. We initialize
the volume to zeros, which correspond to the intensity of the tissue (within a range
[-1,1]). We optimize this volume using gradient descent with Adam at a learning rate
of 1e−1. The process involves 100 steps, successfully achieving convergence within a
time frame of approximately 95 seconds.
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4.7.2 Additional Visual Results
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Figure 4.11: Additional visual analysis of recovered volumes from two projections by previ-
ous methods and our approach. Our recovery results consistently exhibit closer proximity to
the ground truth, featuring enhanced alignment of structures, improved detail fidelity, and no
artifacts.





Chapter 5

Towards Real-World Clinical
Translation

This chapter explores how we adapt our 3D reconstruction frameworks, X2Vision and
XSynthMorph, for real clinical workflows in adaptive radiotherapy using biplanar X-rays.
Initially developed with DRRs in controlled conditions—fixed poses, full field of view, and
a defined region of interest—it demonstrated the feasibility of tackling the highly ill-posed
3D reconstruction problem by focusing on main complexities.

However, translating these methods to real biplanar X-ray systems is crucial for clin-
ical application, but it brings new challenges. Real X-rays feature partial fields of view,
varying regions of interest, non-coplanar imaging angles, and added noise and calibration
differences—all of which add ambiguity to an already under-constrained task. Our goal
is to expand our reconstruction approach to address these challenges, enabling seamless
integration with existing biplanar radiotherapy systems.

To bridge the gap between controlled and real-world conditions, we create DRRs
aligned with real X-rays through geometric matching and a domain translation network.
We further enhance robustness by adapting our generative and deformation models and
incorporating pre-positioning adjustments. This chapter centers on XSynthMorph, as it
delivers the most robust performance under these conditions.

Here, we outline our approach to replicating real biplanar systems and adapting our
frameworks for clinical application We discuss the challenges, innovations, and experimen-
tal outcomes involved in integrating these methods into clinical radiotherapy workflows.
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Figure 5.1: The Linac with the ExacTrac system, featuring two oblique, non-coplanar X-ray tubes
that capture bone-focused images of the patient’s anatomy in a limited field of view.[Jin, 2008]
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5.1 Match Real Biplanar X-Rays

5.1.1 Presentation of the ExacTrac Biplanar System

The Brainlab ExacTrac [AG, 2024], introduced in Chapter 2 is a widely utilized IGRT
system designed for accurate patient positioning during radiotherapy. Jin et al. [Jin, 2008]
well describes and analyses this system. This system integrates two primary components:
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the infrared-based (IR) optical positioning system and the biplanar non-coplanar X-ray
imaging system.

Figure 5.1 shows a Linac with the ExacTrac system, showing the oblique configuration
of the X-ray imaging devices.

The IR optical positioning system consists of two ceiling-mounted infrared cameras
that track reflective markers placed on the patient’s skin, along with a reference star
attached to the treatment couch. These markers allow for the precise initial setup of the
patient and real-time monitoring during treatment. The IR system provides high spatial
resolution (better than 0.3 mm), which ensures stability in patient positioning even during
movement, such as respiratory motion, making it particularly useful in gated radiotherapy.

The X-ray imaging system features two floor-mounted, obliquely positioned, non-
coplanar X-ray tubes that capture radiographic images focused on the patient’s bony
anatomy. These images have a limited field of view, approximately 10 cm at the isocen-
ter, specifically targeting the region near the tumor and aimed to align with the PTV’s
isocenter.

After the initial coarse setup using IR markers, the positioning is refined with the use of
X-rays. This X-ray fusion-guided adjustment is classically performed once per treatment
session, just before radiotherapy begins, but can be repeated during the fraction.

The system’s main objective is to align the radiotherapy target at treatment time as
closely as possible with the planned position in the treatment machine’s coordinate system,
specifically aligning the PTV isocenter with the imaging system’s isocenter. Captured
radiographs are then fused with pre-existing CT simulation images using either 3D or 6D
fusion algorithms. The 3D method corrects for translational shifts only, while the 6D
method also adjusts for rotational deviations, including pitch, yaw, and roll [Jin, 2008].

This alignment is achieved through iterative optimization of six parameters (three
translations and three rotations) to minimize the cross-correlation between DRRs from
the CT and actual X-ray images [Lemieux, 1994], focusing on aligning the patient’s bony
structures for precise 3D registration. The fusion matrix transforms the CT data to the
actual X-ray image, which likely shows the patient in a misaligned position. The inverse
of this fusion result is then applied to the treatment couch, bringing the patient into the
correct alignment for treatment.

Figure 5.2 shows an example of a DRR at the CT isocenter before and after applying
6D correction, aligned with the real X-rays.

The 6D fusion method offers a significant improvement in localization accuracy over
the 3D method by accounting for both rotational and translational deviations. Studies
demonstrate that 6D fusion can achieve sub-millimeter accuracy. For example, in phantom
studies, localization accuracy was within 1 mm, even when rotational deviations were
introduced. Clinical studies [Jin, 2006] in patients with cranial and spinal lesions further
validate this, showing that 6D fusion can correct rotational deviations of up to 4° more
effectively than 3D fusion. This is especially critical when large rotational shifts occur
during patient setup.
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Figure 5.2: DRRs before registration (top), DRRs after 6D table correction (middle), both
focusing on bones, and real initial X-rays acquired with Exactrac (bottom).
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Figure 5.3: Biplanar verification X-ray images evaluating localization accuracy by measuring
the distance between the X-ray system’s isocenter (represented by the cross) and the treatment
isocenter (center of the BB) [Jin, 2008].

To verify alignment, the system can use a small metal ball bearing (BB) placed at the
treatment isocenter as a fiducial marker. The BB acts as a precise reference point for
aligning both the X-ray and treatment isocenters. Figure 5.3 illustrates this alignment,
showing how the X-ray system’s isocenter (marked by the cross) closely aligns with the
treatment isocenter (center of the BB) [Jin, 2008].

The ExacTrac X-Ray 6D system is ideal for treating targets connected to rigid bony
structures, such as cranial and spinal lesions. However, image quality can be reduced in
larger patients due to overlapping anatomical structures and the oblique positioning of the
X-ray devices, with longer X-ray paths through the body complicating registration further.
Additionally, when the tumor is not close to bony structures, soft tissue registration
becomes less precise. Implantable markers can improve accuracy, but 3D tomographic
imaging, like CBCT, is required to visualize internal anatomy accurately for precise soft
tissue registration. For head and neck cases, a CBCT scan is often acquired after the
initial Exactrac prepositioning to obtain a 3D estimate and refine the alignment.

5.1.2 Project like Real Biplanar Systems

Real Geometry

Our methods, X2Vision and XSynthMorph, were developed using a 90° face profile with
a full field of view centered on the region of interest for reconstruction. However, the
field of view and geometry of the ExacTrac system differ. To adapt our methods to
real biplanar systems like ExacTrac, we need to generate DRRs that closely replicate
the geometry, field of view, and energy of real X-rays. This approach will allow us to
minimize the discrepancy between DRRs and real X-rays, enhancing the accuracy of our
reconstructions. Our objective, therefore, is to produce DRRs that emulate those of the
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Figure 5.4: Exactrac system geometry. X-ray tube 1 is paired with flat panel detector 1, and
X-ray tube 2 with detector 2. The central beamlines from both tubes intersect at the isocenter
at a crossing angle ϕ. The oblique plane formed by these central beamlines has an incline angle
θ relative to the floor [Charters, 2022]. In practice, θ is set to 53° and ϕ to 63°, both well below
90°. This configuration adds ambiguity to the reconstruction.

ExacTrac system for any patient position.

Charters et al. [Charters, 2022] developed a method to partially address this by cre-
ating a DRR projector that accurately replicates ExacTrac DRRs, specifically focusing on
bone structures to match those used for rigid registration in real X-ray systems. Their
projector generates precise DRRs by using either in-room measurements or exact config-
uration values.

As shown in Figure 5.4 the ExacTrac geometry relies on key parameters like the
source-to-image distance (SID), source-to-object distance (SOD), oblique plane angle
(θ), and central beamline crossing angle (ϕ). With these measurements, we can generate
stereoscopic DRRs for a given CT volume and isocenter position. Due to the system’s
symmetry, focusing on one tube-detector pair is often sufficient. Here, SID is the distance
from the X-ray source to the detector center, while SOD is the distance from the X-ray
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source to the isocenter. Each X-ray beam originates from a point in the X-ray tube and
strikes the flat-panel detector. The central beamline is defined as the ray that hits the
center of the detector. Unlike traditional setups with orthogonal, face-profile angles as
used in our initial work, ExacTrac employs oblique, non-coplanar angles which allow the
rotation of the Linac. In practice, θ is set to 53° and ϕ to 63°, both well below 90°. This
configuration adds ambiguity to the reconstruction process, as it crosses more tissues or
reduces the disentanglement of depth information.

While the ExacTrac geometry can be modeled using first principles, system geometry
varies between treatment centers, requiring adaptation for each local setup.

Key parameters for DRR generation are stored in ExacTrac configuration files under
calibration matrices produced for each session. By extracting calibration or renderer
matrices detailing the flat panel and X-ray tube geometry, we can replicate the projection
geometry in our custom DRR generators.

A renderer matrix M [Charters, 2022] integrates essential projection, translation, ro-
tation, and scaling matrices, covering both extrinsic and intrinsic parameters.

Extrinsic geometry refers to the parameters that define the position and orientation
of the X-ray source and detector relative to the object (in this case, the patient or CT
volume). This includes the translation and rotation matrices, which transform the object
from its world or patient-centered coordinate system to the coordinate system of the
imaging setup (e.g., the X-ray detector). Intrinsic geometry, on the other hand, represents
the internal parameters of the imaging system, such as the scaling and projection matrices,
which define how the object coordinates are projected onto the detector plane.

The renderer matrix M transforms coordinates from the CT volume to the detector
coordinates, ensuring that the digitally reconstructed radiographs (DRRs) align accurately
with the geometry of actual X-ray images. The general form of this matrix is [Charters,
2022]:

M = SNDCSdetPRT, (5.1)

where:

• T (Translation Matrix): This matrix accounts for shifts between the CT scanner
and the isocenter of the X-ray imaging system. It translates the coordinates to
ensure correct alignment with the imaging system.

• R (Rotation Matrix): This matrix is based on the direction cosines of the detec-
tor, defining the orientation of the detector relative to the patient. It adjusts the
coordinates to account for any rotation of the imaging system.

• P (Projection Matrix): This matrix simulates how the X-ray source projects the 3D
CT data onto the 2D detector plane. It is essential for accurately capturing the
geometry of the X-ray projection and ensuring the spatial relationships in the image
are preserved.
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• Sdet (Scaling Matrix for Detector): This matrix converts coordinates from the in-
trinsic resolution of the detector to pixel spacing. It ensures that the DRRs are
appropriately scaled to match the physical dimensions of the detector.

• SNDC (Scaling Matrix for Normalized Device Coordinates): This matrix converts
the detector coordinates to normalized device coordinates (NDC), which typically
range from -1 to 1. This standardization is crucial for consistent image output
across different detectors and resolutions.

By decomposing the ExacTrac renderer matrices, we can extract the precise geometric
parameters required for generating accurate DRRs [Charters, 2022]. One effective method
for achieving this decomposition is RQ decomposition, which separates the matrix into
an upper triangular matrix R, and an orthogonal matrix Q. This decomposition isolates
the parameters that define how the X-ray source projects onto the detector and how the
CT volume is translated and rotated relative to the imaging system. We can express the
projection matrix M as:

M = R · Q.

We could also use the more precise Perspective-n-Point (PnP) methods [Lepetit, 2009],
widely used in computer vision. By leveraging the projection matrix and correspondences
between 3D points and their 2D projections, PnP techniques can accurately estimate the
position of the X-ray sources relative to the detector and patient.

We tested both methods and found that RQ decomposition aligns with the approach
used by Brainlab, making it the most reliable option.

The detector-scaled projection matrix is given by [Charters, 2022]:

Pdet = SdetP =


SID/sx 0 cx 0

0 SID/sy cy 0

0 0 SID 0

0 0 1 0

 .

This matrix corresponds to the projection matrix R in the RQ decomposition. The
SID, represented by SID = Pdet(1, 1)/sx, and the pixel shifts cx and cy are extracted
directly from this matrix.

The focal points (source positions) can be derived from the full localization matrix,
which combines the rotation (R) and translation (T ) matrices. The localization matrix
is given by:
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L1,2 =


px(X) px(Y ) px(Z) −t1,2 · px

py(X) py(Y ) py(Z) −t1,2 · py

d(X) d(Y ) d(Z) −t1,2 · d

0 0 0 1


The 3x3 submatrix of L1,2 corresponds to the rotation matrix Q from the RQ de-

composition. The translation vectors t1,2 (focal points) are derived by solving a system
of linear equations and are then converted from the International Electrotechnical Com-
mission (IEC) coordinate system to the head-first supine (HFS) coordinate system. The
direction cosines matrices D1,2 are obtained by transposing the rotation matrix Q [Char-
ters, 2022].

By retrieving these parameters, we can accurately reconstruct the X-ray projection
geometry, allowing us to generate DRRs that closely replicate the geometry of ExacTrac
clinical X-ray systems.

To validate this approach, Charters et al. compared the generated DRRs with ExacTrac
reference DRRs, showing excellent alignment and confirming the method’s accuracy.

Generation of Realistic DRRs

The primary goal was to accurately replicate ExacTrac geometry. However, ExacTrac’s
current DRR rendering is simplified, utilizing a monoenergetic beam centered on bone.
While this approach provides adequate precision for rigid registration, it does not fully
capture real-world physics. To enhance alignment with actual X-rays, we developed more
realistic simulations. With support from Brainlab and guidance from Charters et al.,
we refined our projection setup and incorporated key parameters into our more realistic,
differentiable projector introduced in Section 3.4.3.

To improve realism, we additionally segmented air and implants (e.g., titanium dental
implants) in the CTs and computed their absorption based on the correct energy levels
of the spectrum, enabling accurate absorption estimation. Segmentation was achieved
through thresholds on electron density (ED) units for more precision using calibrations
curves from the centers.

For energy, ExacTrac’s kV settings range from 60 to 120 kV, with mAs adjustable
from 5 to 40 based on the indication and patient size. For our study, we used ExacTrac
images at 100 keV and 10 mAs. Without direct access to the exact X-ray spectrum and
filters, we simulated a 100 keV spectrum using SpekCalc [Poludniowski, 2009], with 5 keV
binning to approximate a multi-energy X-ray source.

We generated DRRs centered on the isocenter with identical geometric parameters
to those in the positioning plan. Since ExacTrac DRRs focus primarily on bones, we
replicated this by producing DRRs excluding soft tissues for bone-centered comparison.
Additionally, we generated DRRs that included soft tissues to further improve the match
with real X-rays. An initial set of DRRs before 6D corrections is shown in Figure 5.5.
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Figure 5.5: Comparison of our DRRs, without (middle) and with (bottom) tissue, with ExacTrac
DRRs (top) before applying rigid 6D corrections.
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ExacTrac’s DRRs may use limited masks, omitting certain cartilage and bones. Our
approach achieved an excellent match with ExacTrac’s DRRs focused on bony structures.

Rigid and Deformable Alignment of DRRs with X-rays

To accurately generate DRRs that match real X-rays, we must align the DRRs to the
patient’s anatomy as shown in the X-rays. However, DRRs are generated from the planning
CT’s isocenter, while X-rays reflect the patient’s position on the treatment table. This
positional difference requires a 6D rigid correction to align the CT with the X-rays. Also,
due to potential anatomical changes, a rigid alignment alone may be insufficient.

To address this, we obtain an anatomy of the day by acquiring a CBCT. Because
CBCT images often have limited HU accuracy and artifacts affecting DRR quality, we
deform the planning CT to match the CBCT, creating an updated virtual CT of the day
aligned with the X-rays. By applying the initial 6D rigid correction to this virtual CT we
get an aligned 3D anatomy with the X-rays, enabling the generation of DRRs that reflect
the patient’s current anatomy.

Figure 5.6 shows DRRs generated using this process, compared with real X-rays.
While ExacTrac DRRs align well with bony structures after correction, our DRRs achieve
improved alignment with both the bony and soft tissue structures, reflecting the patient’s
updated anatomy.

5.1.3 Domain Translation between DRRs and X-Rays

Discrepancies between DRRs and X-Rays

After aligning DRRs and X-rays both rigidly and elastically, achieving an even closer
match is crucial for accurate 3D reconstruction. While robust loss functions like NCC
allow to align bony structures well in 2D/3D registration, they fall short for precise 3D
reconstruction. Small attenuation differences between DRRs and real X-rays can lead to
substantial reconstruction errors.

Several key discrepancies exist between DRRs and real X-rays, one of the most signif-
icant being scattering. Scattering is prominent in real X-rays but absent in DRRs, which
simulate only primary rays without accounting for scattered photons. Photon scatter-
ing due to tissue interactions introduces noise, blurring, and low-frequency artifacts that
reduce contrast, especially in soft tissue areas. These artifacts are most noticeable near
dense anatomical structures or equipment, where multiple photon scatterings occur before
reaching the detector. In head and neck imaging, these effects are somewhat reduced due
to lower tissue density and volume, but in systems like ExacTrac, the lower-energy X-rays
increase scattering, producing a fogging effect that can blur anatomical boundaries.

Additional discrepancies arise from calibration differences, noise, and resolution dis-
parities. Real X-rays are affected by system noise, movement artifacts, and hardware
imperfections, while DRRs, generated using trilinear interpolation with the Siddons algo-
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Figure 5.6: Comparison of DRRs generated from the virtual CT of the day (CT deformed to
match CBCT, with real correction shifts applied)(bottom) with real X-rays(top).
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rithm, have inherently lower resolution and sharpness due to voxel spacing (around 1–2
mm).

Moreover, DRRs capture a broader range of anatomical features, including soft tissues,
whereas real X-rays focus more on bones, especially in ExacTrac, where settings are
optimized for bony structures. These discrepancies are further amplified if the DRR
generation energy spectrum does not perfectly match the the one of the real X-ray system.

Mapping Network

Accurate 3D reconstruction requires addressing discrepancies between DRRs and real X-
rays, which arise due to scatter, energy differences, and resolution limitations. One way
to bridge this gap is by simulating scatter during DRR generation, making DRRs more
representative of actual X-ray conditions. Alternatively, scatter can be removed directly
from real X-ray images. Refinements like enhanced energy models and super-resolution
techniques further align DRRs with real X-rays, enhancing reconstruction accuracy.

Scatter correction is crucial for reducing image artifacts, especially in CBCT imaging.
Traditional methods, such as Niu et al.’s multi-step algorithm [Niu, 2010], use deformable
image registration to align planning CT with CBCT, creating a virtual CT from which
DRRs are generated to correct scatter in CBCT projections. This approach also addresses
low-frequency artifacts like beam hardening and kV differences, showing benefits in dose
accuracy and OARs delineation [Kurz, 2016].

Zöllner et al. [Zöllner, 2017] proposed a similar approach, the Scatter-Correction Algo-
rithm (SCA), which decomposes scatter and beam-hardening effects by subtracting DRRs
from scaled CBCT projections, followed by smoothing and reconstruction. This method,
closely matching Monte Carlo simulations in accuracy, offers effective scatter correction
with lower computational requirements.

However, both approaches assume an initially accurate CBCT reconstruction to enable
effective deformable registration of the planning CT, so to disentangle the scatter effect.
This is not possible with 2 projections as there is too much ambiguity.

Deep learning offers a promising alternative for translating DRRs into more realistic
X-rays. For instance, ScatterNet [Hansen, 2018] and DeepDRR [Unberath, 2018] demon-
strated that CNNs can effectively learn scatter effects, outperforming traditional kernel
methods while maintaining low computational demands. The network estimates Rayleigh
scatter by being trained on pairs of DRRs and realistic X-rays generated through Monte
Carlo simulations. Poisson noise is also added to simulate X-ray noise, closely resembling
real-world imaging conditions.

To address multiple effects simultaneously, we can train a mapping model to directly
learn scatter, noise patterns and artifacts from paired DRR-X-ray datasets. This approach
would also allow backpropagation for end-to-end optimization of the reconstruction pro-
cess.

Techniques like CycleGAN, used in X2CT-GAN [Ying, 2019], and dense residual net-
works, used in XraySyn [Peng, 2021], have shown promise for 2D-to-2D translation. How-
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ever, these methods have primarily focused on qualitative results or 2D generation and
have not been thoroughly tested for real 3D reconstruction using paired data.

With access to paired and aligned datasets, supervised learning approaches are ex-
pected to outperform unpaired methods like CycleGAN.

Training

To leverage this, we trained both a U-Net and an Attention U-Net [Oktay, 2018] to map
between DRRs and X-rays. We tested both directions: from X-rays to DRRs and from
DRRs to X-rays.

Our model takes two concatenated views as input and is trained using a combination
of Mean Absolute Error (MAE) and perceptual loss functions, weighted at 1 and 0.1,
respectively, to optimize both reconstruction accuracy and visual fidelity. The models
were trained for half a day, with early stopping implemented at 120 epochs. The training
used a learning rate of 3 × 10−4, the Adam optimizer, and a batch size of 16.

Dataset

For this study, we used our longitudinal dataset of CT and CBCT scans from the CLB
cohort, from which we extracted Exactrac images, configuration files for rendering matrices
and corrections. We extracted clinical shifts from 212 patients across up to 35 treatment
fractions per patient. These shifts, provided in the IEC coordinate system, were linked to
the patients’ orientation in the HFS position.

All longitudinal pairs of CT and CBCT scans were utilized, with an average of 14.5
CBCT scans per patient. Corrections were applied to generate virtual CTs aligned with
each patient’s current anatomy. From these virtual CTs, DRRs were created and paired
with X-rays. As mentioned earlier, CBCT scans were typically acquired weekly when
matched with ExacTrac registration or daily otherwise. We specifically selected cases
where CBCT scans were available to create paired DRRs and X-rays.

This process resulted in 2,725 pairs of DRRs and X-rays from 188 patients. The
intrapatient longitudinal changes in patient positioning and anatomy over time introduced
diversity, serving as natural data augmentation. From the final dataset, 152 patients were
used for training (with 2,173 pairs), 18 patients for validation (with 274 pairs), and 18
patients for testing (with 278 pairs).
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Results

The quantitative evaluation of these models, measured by PSNR and SSIM, is shown
in Table 5.1 for the Attention U-Net. Results show that mapping from X-rays to DRRs
achieves better accuracy, likely due to the task’s focus on removing noise and scatter rather
than introducing additional effects. The attention-based U-Net outperformed the standard
U-Net in both tasks. This model achieved a 40% improvement in PSNR compared to the
initial discrepancy between X-rays and DRRs, demonstrating its effectiveness in reducing
the gap between the two and improving translation quality.

Table 5.1: Quantitative evaluation of mapping with Attention UNet between DRRs and X-rays
using PSNR and SSIM.

Mapping Method PSNR SSIM
DRR → X-ray MAE 19.6 0.87

MAE + Perceptual 19.6 0.87
X-ray → DRR MAE 23.0 0.88

MAE + Perceptual 23.5 0.90

Figure 5.7 shows visual validation results from our best model, displaying the X-rays,
the predicted DRRs alongside the targets DRRs for comparison.

The predicted images appear smoother, with better calibration and extended tissue
visibility. However, some fine-scale details do not perfectly match the target DRRs, in-
dicating room for improvement. The ultimate measure of the mapping network’s quality
will be its performance in direct 3D reconstruction from real biplanar X-rays. This will
reveal whether the translation is accurate enough to enable reliable reconstruction and
clinical application. We provide such trial in the final section 5.2.5.

5.2 Adapting Our Methods to Real Biplanar Systems
We aim to integrate our translation of X-rays into DRRs that we can geometrically gener-
ate to match real biplanar systems. This adaptation will allow us to apply our reconstruc-
tion methods to actual biplanar systems. However, this integration presents additional
challenges that must be addressed to ensure seamless compatibility with real-world sys-
tems.
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Figure 5.7: Prediction results from the mapping network transforming X-rays to DRRs for two
validation cases (top and bottom). Each set includes the original X-ray (left), the model’s
prediction (middle), and the target DRR (right).
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Figure 5.8: Examples of pairs of X-rays highlighting variations in isocenters and regions of interest
in head and neck imaging, from the skull base to the upper lungs, with potential lateral shifts
based on tumor location.

5.2.1 Challenges of Clinical Reality

Our models, X2Vision and XSynthMorph, were initially developed to demonstrate recon-
struction potential specifically for the central head and neck region. However, in clinical
practice, various factors come into play. Biplanar imaging focuses on the isocenter of the
PTV, and tumors can extend throughout the entire head and neck region. This leads to
a wide range of captured regions of interest.

Figure 5.8 illustrates examples of different isocenters and regions of interest in head
and neck imaging. Real X-rays may capture areas from the top of the lungs, crossing the
clavicles, up to the skull base, with lateral shifts depending on tumor location.

Also, oblique, non-coplanar X-rays intersect multiple cranio-caudal slices, capturing
more tissue and introducing greater ambiguity than face-profile images. The narrow field
of view provides only partial supervision, as certain regions are visible in just one projection,
reducing the overlap between projection zones and leaving some 3D slices unsupervised.
Additionally, dosimetry simulation for adaptive radiotherapy may require reconstructions
that extend beyond these restricted fields of view.

Reconstruction from biplanar systems needs to consider these complexities, necessi-
tating a larger reconstruction area and the ability to handle variability. To address this, we
developed generative and deformation models that encompass the entire head and neck
region.
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Figure 5.9: Several generations from the model on full head and neck region, axial(top), coro-
nal(middle), and sagittal(bottom) slices are represented.

5.2.2 Generative Model

We trained a new generative model on a larger scale to cover the entire head and neck
region, offering several key advantages for clinical applications. This model provides
complete head and neck coverage, allowing for robust adaptation to varying FOVs and
the ability to handle partial FOVs, making it well-suited for real clinical scenarios.

Dataset and Training

We used the same architecture as previously 4.4, that we trained over a period of three
weeks. We also used the same dataset as previously 4.4, but this time focused on the
full head and neck region, spanning from the top of the lungs and clavicles to the skull
base, centered on the pre-segmented larynx. To ensure effective learning, we excluded
cases with a limited FOV, resulting in a final set of 3,073 cases with complete head
and neck coverage. The CTs were downsampled 112 × 128 × 112 at a resolution of
2.1 × 2.1 × 2.1 mm3 to fit GPU capacity.

Results

The generative model’s performance was evaluated using FID we got 55 which is a bit
more compared to the first model (46).

Figure 5.9 shows the diversity of realistic whole head and neck structures generated
by the model.

However, the details in the generated images are less refined compared to the first
model, with certain features like the cervical structures and tissues being less well recon-
structed. Training this model was more challenging due to the larger and more complex
anatomical variations. Considering we used the same complexity level in terms of network
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Figure 5.10: Validation example illustrating the planning CT (left), the deformed CT aligned
with a later-stage CBCT with a slightly limited field of view as the target (middle), and the
deformation result predicted by our model (right). This visualization highlights the effectiveness
of our approach in accurately capturing anatomical changes over time.

architecture, more filters could potentially improve the learning of the manifold.

This model could adjust to varying poses and regions of interest by incorporating prior
anatomical knowledge of the entire head and neck. However, for aligning with the varying
poses, it is necessary to align the generation with the specific region of interest, which
requires pre-registration as discussed in next section 5.2.4. We note that it is simpler
for the GAN to learn a fixed manifold rather than dealing with positional changes during
training.
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5.2.3 Deformation Model

We also extended our deformation model to encompass the entire head and neck region.
Using the same VoxelMorph framework as in XSynthMorph 4.4, we adapted it to handle
full head and neck coverage.

Dataset and Training

The model was trained on planning CTs paired with corresponding CBCTs, even when the
CBCTs provided only partial information. Compared to the initial XSynthMorph model
4.4, we expanded the dataset to include all possible longitudinal pairs, not just those
associated with projections. This yielded 3,868 pairs from 371 patients, with an average
of 11.1 CBCT scans per patient. The training set comprised 2,990 pairs from 314 patients,
while the validation set included 507 pairs from 35 patients.

CTs were processed to match the resolution and size of the generated data (112 ×
128 × 112 at 2.1 × 2.1 × 2.1 mm3). This approach eliminated the need for downsampling
and upsampling during the reconstruction, which should reduce blurriness by removing
interpolation steps.

The FOV in CBCT scans often targets specific areas, such as the upper or lower sec-
tions, based on the PTV, resulting in partial coverage of the head and neck region. To
train effectively under these constraints, we focused on learning deformations within the
available zones of the head and neck. A masking strategy applied the pixelwise loss only
within the overlapping zones of CBCT and the full region. In addition, we used a gradient
smoothing loss across the entire head and neck to ensure smooth deformation propaga-
tion, even in regions outside the CBCT’s FOV. This approach allowed us to utilize all
available longitudinal CT-CBCT pairs, capturing diverse anatomical poses and isocenters.
Consequently, deformations learned from partial CBCTs generalized well across the head
and neck region, ensuring realistic alignment throughout.

The model was trained with the same hyperparameters and strategy as previously
defined but over an extended number of epochs of 1500, to account for the added diversity
and complexity across the entire head and neck region.

Rigid transformations were not included, as varying poses will be handled through
pre-positioning adjustments, as explained in 5.2.4.
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Results

The validation MSE was 1 × 10−3, which is comparable to the previous model. Extended
training allowed the model to capture a greater range of deformations and complexities.

Figure 5.10 illustrates the model’s deformable registration on a validation case, high-
lighting the alignment of the head and neck within a partial FOV and the slight extension
of deformation.

5.2.4 Rigid Pre-Positioning

Since the generative and deformation models were trained on a fixed head and neck region
centered around the larynx, accurate alignment with the region of interest is crucial.
This alignment can be achieved through rigid 2D/3D pre-registration. We can either use
ExacTrac’s clinically derived registration corrections or optimize the six degrees of freedom
(translation and rotation) in-house using gradient descent to minimize the NCC between
the projections and X-rays.

Additionally, ExacTrac’s pre-registration aligns the model based on the CT isocenter,
which corresponds to the PTV. To ensure consistency, we need to align our models with
this isocenter. We calculate the offset between the center of the head and neck and the
PTV isocenter, applying a translation to align the generative model with the projection
window.

After establishing registration—whether through ExacTrac or our custom method—we
align the models with the visible region in the actual X-rays to maintain geometric con-
sistency. For validation, we utilized Brainlab’s registration system, which allows for direct
comparison with CBCT and serves as a reliable reference for accurate alignment. While
our in-house approach offers an end-to-end solution, it introduced slight discrepancies
compared to CBCT alignment.

This process ensures that the models are correctly positioned within the anatomical
region, facilitating accurate comparison with real X-rays for 3D reconstruction.

5.2.5 Reconstruction with Real Biplanar X-Rays

Our goal is to integrate all developed models to enable reconstruction using real biplanar
X-rays. This approach combines the following components:

• Generative Model: This model maintains robustness across varying poses and
partial fields of view, providing anatomical priors for the entire head and neck region,
as outlined in Section 5.2.2.

• Deformation Model: This model adapts to anatomical changes throughout the
head and neck region, as described in Section 5.2.3.

• Rigid Pre-Positioning: This process aligns all components in 3D for reconstruction,
as detailed in Section 5.2.4.
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• Real Projector: This component generates DRRs that match the FOV and geom-
etry of real X-rays, as defined in Section 5.1.2.

• Mapping Network: This network translates X-rays into DRRs to reduce noise,
enhance tissue visibility, correct calibration, and mitigate scatter effects, as explained
in Section 5.1.3.

We now aim to minimize the following loss function, updated from Eq. 4.3 :

g∗ = argmin
g

∑
i

Li

(
Rrigid(S(v−, v(g))), M(Ii)

)
+ R(g) (5.2)

where each term is defined as follows:

• v(g): The generative model of volumes, parameterized by g, which produces a
volume v(g).

• S(v−, v(g)): The spatial transformer that deforms the initial volume v− using the
generated volume v(g).

• Rrigid: The rigid transformation that applies translation and rotation (6 DoFs) to
align the reconstruction with the X-ray isocenter.

• M(Ii): The mapping network that translates the real X-rays Ii into DRRs for
comparison.

• Li: The loss term comparing the projections of the transformed volume with mapped
DRRs M(Ii), ensuring alignment between the reconstruction and the real X-rays.

• R(g): The regularization term applied to the generative model.

The adapted loss term Li, designed for real biplanar systems with partial fields of
view, is defined as:

L(v, Ii) = λ2
∥∥AReali ◦ v − Ii

∥∥
2 + λpLp(AReali ◦ v, Ii) (5.3)

where AReali is the operator projecting the volume v under view i, mimicking the
oblique geometry and limited field of view of systems like ExacTrac (as defined in 5.1.2).
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Optimization

The optimization was performed similarly to XSynthMorph, following the same warmup
phase as defined in 4.4.5, and using the same hyperparameters outlined in 4.5.2.

However, the process took longer—around 2 minutes and 30 seconds. The DRRs
were rendered to mimic real ExacTrac systems using upsampled volumes at a resolution
of 1 mm3 (up from 2.1 mm3), which increased the computation time due to the larger
volumes involved in ray tracing. Rendering directly from the learned resolution could
significantly reduce this time, bringing it closer to the more acceptable previous inference
time of around 1 minute.

Additionnally, the models were also trained on larger volumes of 112 × 128 × 112,
compared to the original size of 80 × 96 × 112, leading to longer times for generation
and deformation prediction. Future optimizations could include network distillation tech-
niques or improvements in the optimization process for better efficiency, along with other
strategies discussed in 3.6.

Translating X-rays to DRRs as we do, rather than the reverse, actually helps to keep
the reconstruction process efficient. This translation only needs to be done once before
optimization, rather than converting generated DRRs to X-rays at each iteration.

Also, the rigid registration Rrigid can be either fixed or free. Allowing it to vary during
optimization may enhance alignment but complicate the process. For now, we use a
fixed approach, as the generative and deformation models are designed to adapt to minor
variations.

Results

Unfortunately, the reconstruction using real X-rays has not been successful enough to
be presented at this time. Further investigation is needed to address the reasons behind
this limitation, most likely related to the mapping between X-rays and DRRs that we will
explain in next section 5.2.5.

We will focus on presenting results obtained with biplanar DRRs and discuss the
challenges and limitations of the reconstruction process.

To evaluate our complete approach, we utilized the same longitudinal test set as in
previous experiments. This test set consists of 18 patients from the CLB cohort, selected
from the original group of 70. These patients were included in the mapping network test
to ensure an unbiased evaluation.

Figure 5.11 shows an example of test reconstruction result using generated biplanar
DRRs with partial ExacTrac geometry, compared against the target CT deformed on CBCT
with applied corrections. The DRR-based reconstruction, despite relying on projections
with a limited FOV, shows promising alignment with previous results in simulated-real
clinical settings. However, we do observe some reduction in accuracy compared to earlier
findings 4.5.4.

Several factors contribute to these limitations. Due to the small FOV, not all regions
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Figure 5.11: Comparison of reconstruction using realistic biplanar DRRs (right) and the target
(CT deformed on CBCT with 6D registration corrections applied) (left).

Figure 5.12: Visualization of partial FOV coverage. Red areas represent regions fully supervised
by both X-ray views, while green areas indicate partial supervision by only one view, which
complicates reconstruction in these less-supervised zones. The oblique projection angles (53°
from the floor and 62° between X-rays) and limited FOV further increase ambiguity.

are intersected by X-rays, leading to partial supervision. The reconstruction focuses on
minimizing the loss in the supervised zone, with the main reconstruction occurring in this
area.

Figure 5.12 illustrates the areas covered by both X-rays and their intersection. Red
regions indicate full supervision by both views, while green areas are only partially super-
vised by one projection, complicating reconstruction in these less-supervised zones. The
projections, separated by 62° degrees instead of 90°, further reduce the potential for tis-
sue disentanglement. Additionally, the oblique angle introduces increased ambiguity by
intersecting more tissue layers.

By cropping to the actual FOV, as shown in Figure 5.13, we can focus on the areas
crossed by X-rays, where main reconstruction is expected.

At this stage, we can present only qualitative results from our full approach, and
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Figure 5.13: Comparison of the reconstructed image (right) and target image (left), each cropped
to the partial FOV to focus on the regions covered by X-rays. Cropping to the actual FOV
highlights areas with primary supervision and reconstruction.

additional quantitative analysis and experimentation are necessary to move toward clinical
translation. Yet, the initial results are promising.

Additionally, further research is needed to evaluate the model’s ability to reconstruct
regions outside the X-ray field of view. Utilizing generative and deformation priors across
the entire head and neck could facilitate realistic extensions beyond the current field.
The generative model offers a realistic anatomical framework that could support accurate
deformations and transitions throughout the head and neck, potentially allowing for a
complete reconstruction both within and beyond the supervised area.

Challenges with Extending Reconstruction to Real X-Rays

The limited success in extending reconstruction to real X-rays likely stems from an imper-
fectly learned domain gap between DRRs and real X-rays. This discrepancy may result
from structural misalignment between X-rays and DRRs, where small pixel shifts across
slices can cause the mapping network to misinterpret tissue attenuation, leading to blurred
or even missing structures.

Several factors contribute to these alignment challenges. Random patient movement
between X-ray and CBCT acquisitions, particularly as anatomical changes like tissue loss
occur during treatment, can cause misalignment. Restricting the training dataset to
the initial three weeks of treatment—before significant anatomical shifts occur—could
improve alignment accuracy. Additionally, minor inaccuracies in applied correction shifts
may have led to imperfectly aligned training pairs, highlighting the need for thorough
validation. Developing a pipeline that integrates rotational and translational corrections
into the mapping network could enhance the alignment between X-rays and DRRs.

Also, differences between contrast-injected planning CTs and non-injected images ac-
quired during treatment can alter projections. Artifacts from unmodeled elements, such
as surgical tools or masks that appear in CBCT but are absent in DRRs, create further
mismatches. Access to the real X-ray spectrum could help in accurately mimicking tissue
attenuation.

The limited FOV of CBCT adds another challenge, as projections only partially cover
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some regions, leading to edge effects when estimating deformations. A small FOV in
training or testing can affect the comparison with real projections.

Deformable registration also has limitations, especially when faced with tissue loss or
significant deformations that introduce artifacts and noise. A more accurate approach,
such as a CBCT-to-CT mapping network, could improve alignment prior to reconstruction.

Scattering and noise in real X-rays present additional difficulties, as they introduce
artifacts that are challenging to fully correct. Scattering patterns vary based on anatomy
and FOVs, and while DeepDRR [Unberath, 2018] has shown that scattering and noise
patterns can be learned with perfectly paired DRRs and Monte Carlo-simulated X-rays,
applying this approach to real X-rays remains challenging.

Lastly, a network designed for direct 3D-to-2D translation, rather than focusing only
on 2D-to-2D translation, could help establish stronger correlations between anatomical
structures and the rendered X-rays. This approach could reduce ambiguities associated
with 2D projections, which inherently lose a significant amount of structural information.

5.3 Conclusion and Discussion

This work presents a novel framework for integrating 3D CT reconstruction from biplanar
X-rays within real clinical systems like ExacTrac. This marks the first exploration of 3D
reconstruction for radiotherapy guidance directly within real biplanar systems, leveraging
generative and deformable models trained on anatomical priors over the whole head and
neck. Key components of the framework include calibrated projection generation aligned
with ExacTrac, translations between X-rays and DRRs, and pre-registration via 2D/3D
optimization to enable localized reconstructions adaptable to patient variability and clinical
field-of-view constraints.

Current results using real X-rays are still preliminary, with limitations in accuracy,
primarily due to differences in alignment, scattering and noise between real X-rays and
DRRs. Further improvements in the translation model between DRRs and X-rays are
needed to address these discrepancies. Achieving robust 3D reconstructions with real X-
rays comparable to DRR-based reconstructions, presented here and in 4.5.4, would offer
a transformative, low-cost, and low-dose alternative to CBCT for adaptive radiotherapy.

Clinical Translation Future clinical applications of this approach will require extensive
validation using real X-rays and quantitative evaluations. Key considerations for clinical
translation include validating the method in both rigid and deformable registration con-
texts, both within and beyond the primary field of view. Dosimetric studies are essential
to confirm the method’s accuracy in reflecting patient anatomy for treatment planning
and to evaluate its utility in adaptive radiotherapy settings. Achieving results comparable
to those shown in Section 4.5.4 would provide strong support for adaptive radiotherapy,
as discussed in the previous chapter 5.
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To ensure clinical viability, a quality assurance process mirroring current CBCT pro-
tocols could be established. For instance, a weekly CBCT comparison with reconstructed
images could verify alignment accuracy; if the reconstruction proves reliable, the remainder
of the week’s imaging could rely on biplanar X-rays. This routine would allow continu-
ous monitoring and ensure that anatomical changes align with the model’s reconstruction
capabilities.

Evaluating the robustness and uncertainty of this approach, especially in dose estima-
tion and registration accuracy, is important. Ensuring that uncertainties remain within
clinically acceptable limits for both dosimetry and anatomical registration would establish
the method as sufficiently reliable for clinical use, with routine QA to sustain accuracy.

Out-of-Field Extension Accurate dosimetric calculations require extending the recon-
struction beyond the current limited field of view, which presents additional challenges.
The existing generative and deformation models, trained on larger anatomical region, show
great potential in this context. Integrating rigid registration techniques, as described in
3.5.3, along with extended anatomical models and biomedical constraints, could enable
smooth transitions into regions outside the primary FOV. This approach would provide a
comprehensive foundation for dosimetric assessment across a broader area.

Adaptability of the Method This framework is adaptable to other anatomical regions
beyond the head and neck and could extend to various biplanar systems. The generative
and deformation models were designed to be unsupervised, allowing for a broad general-
ization across imaging systems. Calibration and DRR translation training for each specific
system would suffice for method adaptation, offering a practical route for broader clinical
adoption.

Additionally, high-quality pre-acquired 3D imaging data, such as planning CT or MRI,
will remain essential, at least in the near future. Our method can utilize any pre-acquired
volume with density information to generate projections. Pre-acquired MRI or CBCT
data can be converted into CT-like images to provide density priors, thereby expanding
the applicability of this approach.

Multi-Modal Integration for Enhanced Precision In the future, this framework could
integrate additional modalities, such as surface-guided radiotherapy (SGRT), which cap-
tures 3D surface data for patient positioning using cameras or infrared imaging, as seen in
ExacTrac Dynamic [AG, 2024] and VisionRT [Vision RT, 2024] systems. Combining exter-
nal surface contours as an additional constraint for 3D reconstructions from X-rays would
create a more robust and informed multi-modal solution for image-guided radiotherapy.
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Real-Time Adaptive Radiotherapy A forward-looking direction involves real-time adap-
tive radiotherapy. By integrating this framework, widely fasten, into online systems, near
real-time adjustments to the treatment plan could be made using continuously updated
anatomical information. X-rays would be acquired every few seconds during treatment, as
in systems like ExacTrac Dynamic or CyberKnife [Accuray Incorporated, 2024], with 3D
reconstructions performed on-the-fly. The treatment plan would be updated dynamically,
similar to practices in MR-Linac systems. This approach would be particularly useful for
treatments involving respiratory motion or other dynamic anatomical changes.
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Conclusion

The pursuit of precision in radiation therapy is of paramount importance, especially in
the treatment of head and neck cancers where complex anatomies and the proximity to
vital structures demand exceptional accuracy. This thesis addresses a highly ill-posed yet
crucial problem in this domain: reconstructing high-quality three-dimensional anatomical
images from minimal, low-dose imaging data—in this case, biplanar X-rays. The work
presented introduces innovative methods that not only overcome the limitations of current
imaging techniques but also pave the way for transformative advancements in adaptive
radiotherapy.

At the core of this research is the development of two novel unsupervised deep learning
frameworks, X2Vision and XSynthMorph, designed to tackle the ill-posed problem of 3D
reconstruction from limited two-dimensional projections. X2Vision leverages a generative
prior to capture the anatomical manifold of the head and neck region. By constraining
the solution space to anatomically plausible structures, it effectively reduces the ambiguity
inherent in reconstructing 3D images from biplanar X-rays. This method demonstrates
that, within the learned anatomical manifold, even as few as two projections can suffice
to recover a close approximation of the true 3D anatomy.

Building upon this foundation, XSynthMorph introduces deformation priors by incor-
porating patient-specific pre-treatment CT. This integration allows the model to account
for patient-specific anatomical variations and non-rigid deformations such as tumor regres-
sion and tissue changes over the course of treatment. The method jointly optimizes the
anatomical generation and deformation, achieving unprecedented accuracy in reconstruct-
ing patient anatomy. These theoretical advancements highlight the power of combining
learned anatomical priors with patient-specific data to solve highly ill-posed inverse prob-
lems in medical imaging. They demonstrate that the solution space can be significantly
constrained through deep generative models and deformation fields, enabling accurate
reconstructions from minimal input data.

From a clinical perspective, the methods developed in this thesis have significant im-
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plications for adaptive radiotherapy. By enabling high-quality 3D reconstructions from
low-dose biplanar X-rays, the need for frequent, high-dose imaging modalities like CBCT
is mitigated. This reduction in cumulative radiation dose is particularly beneficial for pa-
tients requiring daily imaging. The accurate 3D reconstructions facilitate precise patient
positioning and alignment, comparable to current CBCT-guided methods. This precision
is crucial for targeting tumors effectively while sparing healthy tissue. Furthermore, the
ability to account for anatomical changes over time allows for dynamic adaptation of treat-
ment plans. Preliminary evaluations have shown promising results in structure retrieval
and dosimetry analysis, which are essential for dose accumulation and potential replan-
ning. Additionally, the methods offer a low-cost alternative to expensive imaging systems,
making advanced radiotherapy techniques more accessible, especially in low-resource set-
tings and emerging countries. Adaptations of the methods for integration with existing
clinical biplanar X-ray systems have been explored, considering practical factors like limited
fields of view and imaging noise, paving the way for seamless incorporation into current
radiotherapy practices.

The advancements presented in this thesis open new horizons for radiation oncology.
Envisioning a future where rapid 3D reconstructions enable real-time treatment adapta-
tions, similar to MR Linac systems but with significantly lower costs and broader acces-
sibility, is now within reach. This would allow for continuous adjustments to treatment
plans in response to anatomical changes, improving outcomes and reducing side effects.
Combining these reconstruction methods with other non-invasive imaging modalities, such
as surface-guided radiotherapy or even integrating predictive models linked to genomics,
could further enhance accuracy. This fusion of data would limit the degrees of freedom
in reconstruction, ensuring minimal radiation exposure while maximizing precision. The
ultimate goal is to deliver highly individualized treatments that adapt to each patient’s
unique anatomy and tumor characteristics over time, aligning with the broader move-
ment towards precision medicine in oncology. Incorporating automation in segmentation,
treatment planning, and dose prediction, driven by artificial intelligence, will streamline
workflows and reduce the burden on clinical staff. Ensuring the reliability and robustness
of AI-generated outputs will be critical, necessitating ongoing research into quality control
and uncertainty quantification.

This thesis represents a foundational step toward revolutionizing adaptive radiotherapy
through innovative imaging solutions. By successfully demonstrating the feasibility of re-
constructing accurate 3D anatomical images from biplanar X-rays, we have challenged the
conventional boundaries of medical imaging and opened the door to more patient-friendly,
efficient, and accessible cancer treatments. While significant work remains to translate
these methods fully into clinical practice—including extensive validation, addressing chal-
lenges of real-world data variability, and ensuring regulatory compliance—the potential
benefits are immense. The methods hold promise not just for head and neck cancers but
could be extended to other anatomical regions and cancer types, amplifying their impact.
Ultimately, this research strives to enhance patient outcomes by improving the precision
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of radiotherapy treatments while reducing associated risks and burdens. As we look to the
future, we anticipate that continued advancements in deep learning, imaging technologies,
and clinical integration will bring us closer to realizing the full potential of truly adaptive,
personalized radiotherapy.





Chapter 7

Appendix : 3D Cerebral
Vasculature Reconstruction

from Biplanar DSAs

Two Projections Suffice for Cerebral Vascular Reconstruction [Cafaro, 2024a]

3D reconstruction of cerebral vasculature from 2D biplanar projections could significantly
improve diagnosis and treatment planning. We introduce a novel approach to tackle
this challenging task by initially backprojecting the two projections, a process that tra-
ditionally results in unsatisfactory outcomes due to inherent ambiguities. To overcome
this, we employ a U-Net approach trained to resolve these ambiguities, leading to sig-
nificant improvement in reconstruction quality. The process is further refined using a
Maximum A Posteriori strategy with a prior that favors continuity, leading to enhanced
3D reconstructions. We evaluated our approach using a comprehensive dataset comprising
segmentations from approximately 700 MR angiography scans, from which we generated
paired realistic biplanar DRRs. Upon testing with held-out data, our method achieved an
80% Dice similarity w.r.t the ground truth, superior to existing methods.

7.1 Introduction

Digital Subtraction Angiography (DSA) plays an important role in the planning and treat-
ment of neurovascular diseases providing surgeons with rich information about the brain
angioarchitecture and hemodynamics [Ruedinger, 2021]. Although 3D MRA, CTA, or
rotational DSA exist, 2D DSA remains the gold standard, due to its high resolution and
clinical availability. DSA is commonly acquired as a set of biplanar anterior-posterior (AP)
and lateral (L) projections of the vascular network [Settecase, 2021; Haouchine, 2021].
Unlike 3D rotational scanners, which are not suitable for real-time interventions, and sin-
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gle DSAs, which are limited to simpler tasks, biplanar DSAs offer an optimal balance of
speed, anatomical constraints, cost efficiency, and reduced radiation exposure.

Yet, projection onto 2D images causes vessel overlap, which makes it difficult for
surgeons to confidently localize lesions, understand their shapes and morphologies, or
distinguish between vessels feeding and draining malformations when the number of 2D
views is limited [Settecase, 2021; Haouchine, 2021]. Thus, 3D reconstruction becomes
critical.

Reconstructing cerebral vasculature from biplanar projections is a heavily ill-posed
problem. The dense and intricate arrangements of blood vessels overlap and intertwine
onto 2D projections, raising major ambiguities. While few attempts have been made
to tackle this challenging problem, most of them focus on simpler vascular structures,
like main coronary arteries, and typically require manual adjustments for vessel endpoints
and bifurcations. To obtain more complex reconstructions, other techniques rely on pre-
existing 3D models of patient’s vasculature to add constraints or simulate flow [Copeland,
2010]. However, the availability of 3D imaging cannot be guaranteed in clinical practice.
A non-learning approach [Frisken, 2022] relies on structural and temporal constraints
but requires perfect tedious semi-manual annotations of segmented vessel centerlines
from DSAs, limiting its use for real-time intervention. Alternatively, various deep learning
techniques have been proposed, including self-supervised approaches [Zhao, 2022], Neural
Radiance Fields (NeRF) techniques [Maas, 2023], denoising approach [Wu, 2023] and
Generative Adversarial Networks (GANs) [Zuo, 2021]. These models typically aim at
learning a prior to disambiguate DSAs and performing direct prediction. However, none of
these techniques reached a good level of performance when only 2 projections are available.
3D backprojected volumes offers geometrical cues for reconstruction, albeit as noisy and
ambiguous representations of the actual volume. Unlike the Denoiser approach [Wu,
2023], we show that a deep learning network can significantly clarify these volumes by
learning priors on vascular patterns, resulting in closely matching reconstructions.

Contribution.

We propose in this paper a novel method for 3D reconstruction of DSA from only two pro-
jections. Our method follows a two step process; the first step involves a disambiguating
reconstructor from back-projected volumes, built upon the Denoiser model. We enhanced
the model with improved architecture and design to tackle the inherent complexities of
the task. In the next step, we refine our initial predictions to find the Maximum A Pos-
teriori (MAP) estimate given the projections. This refinement occurs through iterative
optimization on a voxel grid, starting from our preliminary estimation of the vasculature.
To improve the vascular network’s structural integrity and connectivity, we introduce a
connectivity prior inspired by Ising prior [Cipra, 1987]. We conduct several experiments
to benchmark our method against the existing state-of-the-art and show that our method
delivers a high level of reconstruction accuracy, closely matching the target vasculatures.
It marks a significant improvement over existing techniques, suggesting that as few as two
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projections might be sufficient for disambiguating structures for accurate 3D reconstruc-
tion. Our method is a promising approach, paving the way for validation on real data and
potential clinical translation.

7.2 Method

Our proposed methodology uses a two-step pipeline, as illustrated in Figure 7.1. First,
a 3D U-Net predicts an initial 3D vasculature from the back-projected volume. Second,
Maximum A Posteriori estimation is employed to refine the initial 3D model with a newly
introduced connectivity loss that encourages closing.

Figure 7.1: Our pipeline. Initially, we employ a 3D U-Net to generate a preliminary vasculature
model from back-projected volumes. This model is subsequently refined through Maximum
A Posteriori estimation, with the introduction of a connectivity prior, aimed at enhancing the
model’s structural cohesiveness and closure.

7.2.1 Disambiguating Reconstructor

Our goal is to address the challenging and ill-posed problem of reconstructing 3D brain
vasculature from biplanar projections (I0, I90), acquired simultaneously on a bi-plane scan-
ner, available in most interventional radiology suites. To create an initial 3D model of
the brain vasculature, we propose to employ a 3D nnUNet [Isensee, 2021] model denoted
as Uθ parametrized by the weights θ. Specifically, we first convert 2D images into a
3D volume Vb using back-projection. Then, the 3D nnUNet aims to disambiguate the
back-projection to create a filtered volume corresponding to a 3D brain vasculature.

Given the absence of real paired projection-3D volume datasets, we propose to train
our 3D nnUNet model using synthetic projections from ground truth volumes, which were
then converted into back-projected 3D volumes. Specifically, we model blood vessels
within a 3D space, assigning them a binary map with an intensity value of 1. Then we
simulate biplanar projection using Mean Intensity Projection along rays, corresponding
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to summing up log attenuation coefficients. This approach mirrors the accumulation of
attenuation that occurs as X-rays pass through vessels. Finally, we create a backprojected
volume V b by extending these 2D projections into 3D along their original rays. Note that
projection and backprojection are fast and differentiable. Overall, this enables us to create
a paired dataset of back-projected 3D volumes and ground truth GT predictions.

To optimize parameters θ of our model, we use a combination of Dice and cross-
entropy loss:

L(Uθ(Vb), GT ) = λD · LDice(Uθ(Vb), GT ) + λCE · LCE(Uθ(Vb), GT ), (7.1)

where λD and λCE are weighting coefficients, Uθ(Vb) represents the predicted recon-
struction for a given back-projected volume Vb and GT denotes the ground truth 3D
vasculature.

7.2.2 Refinement of 3D Vasculature with MAP Estimate.

Building on our initial prediction, we then proceed to a refinement phase. This phase
focuses on fine-tuning a 3D voxel-grid initialized with our deep learning output, Vcoarse =
Uθ(Vb), to improve 3D reconstruction alignment with the original projections, as well as
connectivity.

MAP Estimation.

The process employs MAP estimation, using the pseudo-probability Vcoarse as our ini-
tialization, i.e. V0 = Vcoarse. Our goal is to iteratively adjust this volume toward a
MAP estimate V ∗, achieving an optimal vasculature configuration that matches observed
projections while enforcing structural integrity and connectivity, leading to the following
optimization problem:

V ∗ = argmax
V

log P(V |I0, I90) = argmax
V

L(V, I0, I90) + R(V ) (7.2)

Here, P(V |I0, I90) denotes the posterior probability of the vasculature V given the ob-
served projections I0, I90, where L(V, I0, I90) and R(V ) respectively represents the log-
likelihood of the current estimate to the observed projections, and a regularization term
that integrates a specially designed connectivity prior.
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Connectivity Prior.

We introduce a connectivity prior inspired by the Ising model [Cipra, 1987] to enhance
voxel interconnectivity and create a more cohesive vascular network. In the context of
vasculature, continuity is expected within vessels, except at termination points. The
proposed reguarlization term encourages neighboring elements to exhibit similar values
for spatial coherence, while allowing for natural discontinuities at boundaries or edges. To
achieve this, we formulate a loss function that acts as an energy function:

Rc(V ) = − 1
N

W∑
w=1

H∑
h=1

D∑
d=1

∑
x∈N (w,h,d)

Vw,h,d · Vx,

where N = W ×H ×D and N (w, h, d) represents the set of all 26 neighboring voxels
of (w, h, d).

This formula calculates the negative sum of the product of each voxel with its 26
neighbors within the 3D grid, normalized by the number of points N = W × H × D.
Minimizing this energy function encourages connecting voxels by growing connections and
filling in gaps, thus improving structural integrity and coherence.

Optimization.

The refinement begins with Vcoarse and the optimization aims to balance data fidelity
with the regularization informed by our connectivity prior. Eq. 7.2 refines as :

V ∗ = argmin
v

∥∥A0 ◦ V − I0
∥∥

2 +
∥∥A90 ◦ V − I90

∥∥
2 + λcRc(V ) (7.3)

where the λc is fixed.
Ai are the projector operators under view i.

7.3 Experiments and Results
We evaluate our method for our target application, 3D vasculature reconstruction from
biplanar projections. In this section, we introduce our dataset, our model architecture,
and present both quantitative and qualitative comparisons with state-of-the-art methods.
We also include an ablation study to evaluate the contribution of our regularization prior.
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7.3.1 Dataset and Preprocessing

Voxel-based Binary Vasculature Maps Creation.

Given the scarcity of 3D vasculature segmentations, we developed a comprehensive ap-
proach to generate a substantial dataset for training our deep learning model. Utilizing the
publicly available TubeTK [Aylward, 2002] dataset, we processed MRAs from 100 healthy
patients, including 43 with detailed ground truth segmentations. To augment the dataset
further, we trained a nnUNet model on these binary maps, achieving a validation Dice
score of 0.75. Using this model we segmented additional MRAs from the publicly avail-
able IXI dataset [Hammersmith Hospital London, ], which comprises 580 Time-of-Flight
(TOF) MRAs of healthy patients.

Clinical Realism.

MRA typically images vessels in both brain hemispheres. In contrast, DSA is typically
used to image one arterial branch at a time. Thus, DSA has 1) less vascular complexity
than MRA and 2) vasculature restricted to one hemisphere. To mimic this clinical reality,
we partitioned MRA images along the brain mid-plane. As a positive side effect, as we
could use both hemispheres independently, this doubled the size of our dataset from 680
to 1360.

Computational Constraints.

Given the substantial size of vasculature volumes, we optimized GPU efficiency by down-
sampling all volumes to a resolution of 0.8 × 0.94 × 0.94. We employed Signed Distance
Fields (SDFs) to maintain the integrity of thin vessels during downsampling, preserving
thin vessel structures and reducing artifacts, unlike binary images which can cause these
structures to break apart or disappear. We used FastGeodis [Asad, 2022] with truncation
at 14 and level at 0.03. Additionally, by identifying the minimal bounding grid for the
vasculature, we standardized the volumes to 112 × 80 × 128.

Model Training.

We created Digitally Reconstructed Radiographs (DRRs) from these volumes to serve as
projections. These projections were then used to generate backprojected volumes as input
for our model. These were resampled to a size of 128 × 96 × 128 and Z-Score normalized.
Our dataset was divided into 1, 029 training cases and 257 validation cases, split between
different patients.
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Backprojection Grid X2Vision Denoiser Ours GT

Figure 7.2: Visual comparison of 3D reconstruction from biplanar projections by our model
and baselines. Backprojection produces highly noisy and ambiguous reconstructions. Grid op-
timization captures only broad structures and non-ambiguous segments. X2Vision offers slightly
clearer reconstructions, capturing the main artery and some structures but remains fuzzy. The
Denoiser reconstructs parts of the vessels but struggles with connectivity and complex branch-
ing areas. In contrast, our reconstruction closely mirrors the actual data, showcasing better
well-defined patterns and accurately connected, complex vessel networks.

3D Reconstruction.

In the test phase, we utilized 70 distinct cases from the IXI dataset [Hammersmith Hospital
London, ] to assess our reconstruction methodology.

7.3.2 Implementation Details

Disambiguating Reconstructor.

Our model, built with PyTorch [Paszke, 2019] and tailored for the NVIDIA GeForce RTX
3090 GPU, adopts a nnUNet design with 6 encoding and 5 decoding blocks. It fea-
tures asymmetric downsampling—5 times in larger dimensions and 4 times in the small-
est—enhancing feature extraction across scales with channels increasing in the encoder
(32, 64, 128, 256, 320, 320) and decreasing in the decoder (320, 256, 128, 64, 32).
Skip connections improve information flow over simple encoder-decoders. Pooling mainly
uses 2x2x2 kernel sizes, and convolutions are performed with 3x3x3 kernels. Running on
a batch size of 3, the model starts with a 0.01 learning rate, using SGD with Nesterov
momentum, a weight decay of 3e-5, and a polynomial rate scheduler. The loss function
equally mixes dice and cross-entropy. Robustness is improved by extensive data augmen-
tation, including spatial, noise, and contrast modifications. The model was trained in
under a day for 500 epochs.

Optimization.

Our reconstruction optimizes a full-resolution voxel grid, initialized with the model’s pre-
liminary predictions from backprojected volumes. It is done on the same GPU using the
Adam [Kingma, 2014] optimizer at a learning rate of 1e−1. Optimal weights (λ2 = 1,
λc = 0.0002) were determined through grid search. The process, taking 500 iterations,
completes in about 20 seconds, but excluding connectivity loss cuts it down to 3 seconds.
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Table 7.1: Comparison with State-of-the-art. Standard deviations in parentheses.

Method Dice ↑ clDice ↑ Balanced HD ↓
Voxel-Grid 0.22(±0.11) 0.16(±0.11) 1.81(±0.26)
X2Vision [Cafaro, 2023d] 0.26(±0.03) 0.20(±0.03) 3.42(±0.46)
Denoiser [Wu, 2023] 0.34(±0.05) 0.28(±0.06) 1.94(±0.24)

Ours (coarse) 0.77(±0.04) 0.75(±0.04) 0.42(±0.09)
Ours (coarse w/ refinement) 0.80(±0.04) 0.78(±0.04) 0.34(±0.09)

7.3.3 Results and Discussion

Baselines.

There are very few papers working on this specific task. We compared our approach
against simple backprojection, learning-based supervised state-of-the-art Denoiser [Wu,
2023], voxel-grid optimization without prior, and unsupervised gan-based reconstruction
model X2Vision [Cafaro, 2023d]. As no implementation of Denoiser was available, we
reimplemented it.

Metrics.

For evaluation, we employed metrics including dice, cldice [Paetzold, 2019], and balanced
Hausdorff distance (HD) [Aydin, 2021]. Compared to dice, cldice provides a balanced
view, especially valuing the retrieval of branching patterns and minimizing the bias towards
larger vessels.

3D Reconstruction from 2 Projections.

Figure 7.2 visually presents our reconstructions with baseline methods, while Table 7.1
details our quantitative results. Our approach significantly outperforms others, closely
matching the actual vessel geometry and enhancing the precision of vessel proximity to
targets, achieving impressive results.

Backprojection retrieves all possible locations of vessel presence, resulting in very noisy
reconstructions with numerous false positives. Direct voxel-grid optimization, similar to
our refinement process but without proper initialization, only reconstructs unambiguous
areas and misses detailed structural nuances, leading to many false negatives. This un-
derscores the complexity of reconstruction without prior knowledge.

X2Vision, which uses unsupervised GANs, struggles to learn the intricate and sparse
nature of vascular structures. This weak prior allows it to identify the main artery but fails
to produce continuous, realistic reconstructions. The Denoiser model, constrained by its
simple architecture and lack of skip connections, only provides coarse vessel outlines and
cannot capture complex vessel branching, showing limited improvement. We improved
the Denoiser model by adopting a more complex architecture, including skip connections,
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Figure 7.3: Visual Ablation Study. The initial results from our model are promising but exhibit
gaps. Refinement with MAP enhances closure and refinement. Adding the connectivity prior
further strengthens these improvements, allowing the model to closely replicate the intricate
complexity of actual vasculature. The yellow shows the additional closing when introducing the
connectivity loss.

Table 7.2: Ablation Study. Standard deviations are provided in parentheses.

Method Dice ↑ clDice ↑ Balanced HD ↓
Grid 0.22(±0.11) 0.16(±0.11) 1.81(±0.26)
Grid w/ Connectivity 0.29(±0.05) 0.23(±0.05) 2.47(±0.26)
Coarse 0.77(±0.04) 0.75(±0.04) 0.42(±0.09)
Coarse w/ Grid 0.79(±0.04) 0.76(±0.04) 0.35(±0.08)
Coarse w/ Grid + Connectivity 0.80(±0.04) 0.78(±0.04) 0.34(±0.09)

using a U-Net instead of a simple encoder-decoder, and combining dice and cross-entropy
losses. We also introduced data augmentation and a refinement step. These enhance-
ments significantly improved performance, leading to reconstructions that closely match
the target vessel structures and branchings. Our refinement step further enhances the re-
construction. By introducing a MAP estimate refinement paired with a connectivity loss,
we not only improve vessel connectivity but also refine vessel shapes and fill in missing
structures, achieving more precise and closed vessel representations in the final volume.

Ablation Study.

Our ablation study, summarized in Figure 7.3 and Table 7.2, reveals that initial recon-
structions may contain gaps, but MAP refinement and incorporating connectivity loss sig-
nificantly enhance the quality. MAP refinement aligns structures with projections, while
connectivity loss improves cldice scores by improving capture of vessel centerlines, out-
performing grid optimization. It clarifies complex junctions and promotes interconnected
high-probability voxels, filling gaps and enhancing structural integrity and coherence.
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7.4 Conclusion and Future Work
We introduced a new method for the highly ill-posed 3D cerebral vascular reconstruction
from biplanar DSAs. Our two-step approach starts with a disambiguating reconstructor,
followed by refinement through MAP estimation and a connectivity prior. This method
marks a notable advancement over existing methods, suggesting for the first time that two
projections could effectively disambiguate complex vascular structures. Further improve-
ments are expected with the integration of additional vascular properties. Due to GPU
hardware capabilities, our work was limited to using downsampled volumes, restricting
our method to vessels with diameters larger than 1-2mm. Additionally, we used synthetic
DSA generated from automatically segmented MRA images due to the lack of paired
MRA/DSA datasets. We are currently assembling such a dataset to validate our method
on real data towards clinical translation.
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Résumé: Le cancer de la tête et du cou (HNC) est l’un des
cancers les plus difficiles à traiter en raison de la complexité
de son anatomie et des changements significatifs spécifiques
à chaque patient au cours du traitement. En tant que 6e
cancer le plus fréquent dans le monde, le HNC présente sou-
vent un mauvais pronostic en raison d’un diagnostic tardif
et de l’absence de marqueurs prédictifs fiables. La radio-
thérapie, souvent associée à la chirurgie, est confrontée à
des défis tels que la variabilité inter-observateur, la com-
plexité de la planification et les changements anatomiques
pendant le traitement.

La radiothérapie adaptative est essentielle pour main-
tenir la précision à mesure que l’anatomie du patient évolue.
Cependant, les méthodes d’imagerie peu invasives actuelles,
comme la tomographie conique (CBCT) et les rayons X bi-
planaires, sont limitées en qualité ou ne fournissent que des
images 2D, ce qui complique l’adaptation quotidienne du
traitement. Cette thèse propose des approches innovantes
basées sur l’apprentissage profond pour reconstruire des im-
ages CT 3D précises à partir de rayons X biplanaires, per-
mettant une radiothérapie adaptative qui réduit la dose de
radiation, accélère l’acquisition, réduit les coûts et améliore
la précision.

La reconstruction de volumes 3D à partir de rayons X
biplanaires est difficile en raison des informations limitées
de seulement deux projections, ce qui crée une ambiguïté
importante dans la capture des structures internes. Pour y
remédier, cette thèse intègre des a priori anatomiques et de
déformation via l’apprentissage profond, améliorant ainsi
considérablement la précision des reconstructions malgré
des données limitées.

La première méthode, X2Vision, est une approche non
supervisée qui utilise des modèles génératifs entraînés sur
des scans CT pour apprendre la distribution des anatomies
de la tête et du cou. Elle optimise des vecteurs latents

pour générer des volumes 3D alignés avec les rayons X bi-
planaires et les a priori anatomiques. En utilisant ces a pri-
ori et en naviguant dans le domaine anatomique, X2Vision
réduit considérablement la nature mal posée du problème
de reconstruction, obtenant des résultats précis même avec
seulement deux projections.

En radiothérapie, des scans pré-traitement comme le
CT ou l’IRM sont souvent disponibles et essentiels pour
améliorer les reconstructions en tenant compte des change-
ments anatomiques au fil du temps. Nous avons développé
XSynthMorph, une méthode qui intègre des caractéristiques
spécifiques au patient à partir des scans CT préalablement
acquis. En combinant des a priori anatomiques et de défor-
mation, XSynthMorph s’adapte aux changements tels que
la perte de poids ou les déformations non rigides, perme-
ttant des reconstructions plus robustes et personnalisées,
avec une précision et un détail sans précédent.

Nous avons exploré le potentiel clinique de X2Vision et
XSynthMorph, avec des évaluations cliniques préliminaires
montrant leur efficacité dans le positionnement du patient,
la recnstruction des structures et l’analyse dosimétrique,
soulignant leur potentiel pour la radiothérapie adaptative
quotidienne. Pour approcher la réalité clinique, nous avons
développé une première approche pour intégrer ces méth-
odes aux systèmes de rayons X biplanaires utilisés en radio-
thérapie.

En conclusion, cette thèse démontre la faisabilité de
la radiothérapie adaptative utilisant uniquement des rayons
X biplanaires. En combinant des modèles génératifs, des
a priori de déformation et des scans préalablement acquis,
nous avons montré que des reconstructions 3D de haute
qualité peuvent être obtenues avec une faible exposition
aux radiations. Ce travail ouvre la voie à une radiothérapie
adaptative quotidienne, offrant une solution peu invasive,
peu coûteuse, et précise.
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Abstract: Head and neck cancer (HNC) is one of the most
challenging cancers to treat due to its complex anatomy
and significant patient-specific changes during treatment.
As the 6th most common cancer worldwide, HNC often has
a poor prognosis due to late diagnosis and the lack of reli-
able predictive markers. Radiation therapy, typically com-
bined with surgery, faces challenges such as inter-observer
variability, complex treatment planning, and anatomical
changes throughout the treatment process.

Adaptive radiotherapy is essential to maintain precision
as the patient’s anatomy evolves during treatment. How-
ever, current low-invasive imaging methods before each
treatment fraction, such as Cone Beam CT (CBCT) and
biplanar X-rays, are limited in quality or provide only 2D im-
ages, making daily treatment adaptation challenging. This
thesis introduces novel deep learning approaches to recon-
struct accurate 3D CT images from biplanar X-rays, en-
abling adaptive radiotherapy that reduces radiation dose,
shortens acquisition times, lowers costs, and improves treat-
ment precision.

Reconstructing 3D volumes from biplanar X-rays is in-
herently challenging due to the limited information provided
by only two projections, leading to significant ambiguity
in capturing internal structures. To address this, the the-
sis incorporates anatomical and deformation priors through
deep learning, significantly improving reconstruction accu-
racy despite the very sparse measurements.

The first method, X2Vision, is an unsupervised ap-
proach that uses generative models trained on head and
neck CT scans to learn the distribution of head and neck
anatomies. It optimizes latent vectors to generate 3D vol-
umes that align with both biplanar X-rays and anatomi-

cal priors. By leveraging these priors and navigating the
anatomical manifold, X2Vision dramatically reduces the ill-
posed nature of the reconstruction problem, achieving ac-
curate results even with just two projections.

In radiotherapy, pre-treatment scans such as CT or MRI
are typically available and are essential for improving recon-
structions by accounting for anatomical changes over time.
To make use of this data, we developed XSynthMorph, a
method that integrates patient-specific features from pre-
acquired planning CT scans. By combining anatomical and
deformation priors, XSynthMorph adjusts for changes like
weight loss, non-rigid deformations, or tumor regression.
This approach enables more robust and personalized re-
constructions, providing an unprecedented level of precision
and detail in capturing 3D structures.

We explored the clinical potential of X2Vision and
XSynthMorph, with preliminary clinical evaluations demon-
strating their effectiveness in patient positioning, structure
retrieval, and dosimetry analysis, highlighting their promise
for daily adaptive radiotherapy. To bring these methods
closer to clinical reality, we developed an initial approach
to integrate them into real-world biplanar X-ray systems
used in radiotherapy.

In conclusion, this thesis demonstrates the feasibility
of adaptive radiotherapy using only biplanar X-rays. By
combining generative models, deformation priors, and pre-
acquired scans, we have shown that high-quality 3D recon-
structions can be achieved with minimal radiation exposure.
This work paves the way for daily adaptive radiotherapy, of-
fering a low-invasive, cost-effective solution that enhances
precision, reduces radiation exposure, and improves overall
treatment efficiency.
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