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Abstract

Movement-sound interactive systems enable interactions with computer-generated sounds
through sensing technology, typically wearable motion sensors or cameras. A large body
of research has been reported on such systems by communities around New Interfaces for
Musical Expressions (NIME), Sound and Music Computing, and Movement & Computing.
These works have various applications in music, dance, sports, and rehabilitation. Although
this research field has matured in several aspects, the different learning processes implied in
designing and performing with such systems remain elusive as they cannot be described or
formalized from a unique point of view. This PhD dissertation aims to investigate, through the
lens of exploration, the learning and appropriation of movement-sound interactive systems.

This work is an interdisciplinary effort combining different methodological approaches
from Engineering, Human-Computer Interaction, and Research-Creation. First, interviews
with artists, composers, and educators using movement-sound technologies have been carried
out to ground our research in artistic and pedagogical contexts. Second, an interactive system
named mosX was designed to be useable and adaptable in different research and artistic
contexts through various cycles of experiment and technological developments. mosX allows
users to explore sound samples through body movements measured by wireless sensors. It
uses polyspring, a Python package we developed to manipulate sound database 2-dimensional
representations. Polyspring was motivated by a preliminary experiment of movement-sound
exploration. Third, a controlled experiment using mosX was conducted, where participants
explored a set of sounds mapped to the posture of their dominant arm. Quantitative metrics
were created to analyze the exploration, supplemented by qualitative data. The analysis proved
relevant for quantifying the space explored by participants and eliciting their experiences
and different early learning processes. Fourth, we present, from a first-person perspective,
performance-led research utilizing mosX along with other gesture sonification strategies.

This research work can thus be seen as a loop between user-centered and participatory
design, technology development, and performance-led practices. We found that interactive
technologies are rarely the starting point of artistic practice but rather a tool embedded in
the socio-cultural context in which artists evolve. It is their experiential qualities that are
found to bring something meaningful to the practice, both as a reflector of the action and
as a tool to experiment and create beyond norms. Both the interviews and the experiments
show that open-ended exploration is a necessary step to understanding the possibilities and
limitations of those tools and is an actual part of learning. As interactive systems are at
the crossroads of several domains, learning how to use such systems was found to englobe
multiple intertwined meanings: understanding the technology that supports them, getting
better at crafting meaningful interactions, exploiting the resulting interaction, and ultimately,
being able to transmit the related knowledge to others.
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Résumé

Les systèmes interactifs mouvement-son permettent d’interagir avec des sons générés par
ordinateur grâce à des capteurs de mouvement portés à même le corps ou des caméras. De
nombreuses recherches ont été menées sur ces systèmes par les communautés autour des
Nouvelles interfaces pour les expressions musicales, de l’informatique sonore et musicale,
et de l’informatique pour le mouvement. Ces travaux ont diverses applications dans les
domaines de la musique, de la danse, du sport et de la rééducation. Bien que ce domaine de
recherche ait atteint sa maturité sur plusieurs aspects, les différents processus d’apprentissage
impliqués dans la conception et la performance avec de tels systèmes restent difficile à saisir
car ils ne peuvent être décrits ou formalisés de manière unique. Cette thèse de doctorat
vise à étudier, sous l’angle de l’exploration, l’apprentissage et l’appropriation des systèmes
interactifs mouvement-son.

Ce travail est un effort interdisciplinaire combinant différentes approches méthodologiques
de l’ingénierie, de l’interaction humain-machine et de la recherche-création. Tout d’abord,
des entretiens avec des artistes, des compositeurs et des éducateurs utilisant des technologies
de mouvement et de son ont été réalisés pour ancrer notre recherche dans des contextes
artistiques et pédagogiques. Ensuite, un système interactif appelé mosX a été conçu pour être
utilisable et adaptable dans différents contextes artistiques et de recherche à travers divers
cycles d’expérimentation et de développements technologiques. mosX permet aux utilisa-
teurs d’explorer des échantillons sonores grâce à des mouvements corporels mesurés par des
capteurs sans fil. Il utilise polyspring, un package Python que nous avons développé pour
manipuler les représentations bidimensionnelles des bases de données sonores. Polyspring a
été motivé par une expérience préliminaire d’exploration mouvement-son. Troisièmement,
une expérience contrôlée utilisant mosX a été menée, au cours de laquelle les participants ont
exploré un ensemble de sons correspondant à la posture de leur bras dominant. Des mesures
quantitatives ont été créées pour analyser l’exploration, complétées par des données qualita-
tives. L’analyse s’est avérée pertinente pour quantifier l’espace exploré par les participants et
pour obtenir leurs expériences et les différents processus mise en place lors de l’apprentissage
initial. Quatrièmement, nous présentons, à la première personne, une recherche sur des
performances artstique utilisant mosX ainsi que d’autres stratégies de sonification gestuelle.

Ce travail de recherche peut donc être considéré comme une boucle entre la conception
centrée sur l’utilisateur et participative, le développement technologique et les pratiques
basées sur la performance artistique. Nous avons constaté que les technologies interactives
sont rarement le point de départ de la pratique artistique, mais plutôt un outil intégré dans le
contexte socioculturel dans lequel les artistes évoluent. Ce sont leurs qualités expérientielles
qui apportent quelque chose de significatif à la pratique, à la fois en tant que reflet de l’action et
en tant qu’outil permettant d’expérimenter et de créer au-delà des normes. Les entretiens et les
expériences montrent que l’exploration ouverte est une étape nécessaire pour comprendre les
possibilités et les limites de ces outils et qu’elle fait partie intégrante de l’apprentissage. Les
systèmes interactifs étant à la croisée de plusieurs domaines, il s’est avéré que l’apprentissage
de l’utilisation de ces systèmes englobe de multiples significations entrelacées : comprendre
la technologie qui les soutient, s’améliorer dans l’élaboration d’interactions significatives,
exploiter l’interaction qui en résulte et, enfin, être capable de transmettre les connaissances
correspondantes à d’autres.
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CHAPTER1

Introduction

1.1 Context

Embodied interaction has been a key concept in the design of human-machine interactions
for more than two decades. Dourish formulated it in his 2001 seminal work as the reunion
of two concepts: tangible computing and social computing, together with phenomenology
as a conceptal layer. Social Computing acknowledges the sociological context surrounding
and influencing interactions with any information system, while tangible computing is an
attempt at “unifying the physical and electronic worlds to create a blend which is more closely
matched to our daily experience and abilities” (Dourish, 2001, p.190).

Around the same time, gestural control of digital music instruments (DMIs) became a
formalized object of study, which gave birth to the New Interfaces for Musical Expression
(NIME) community (Wanderley, 2001). It brings together researchers, musicians, and
designers working on this topic. Free from physical and acoustic constraints, DMIs allow for
a wide variety of sounds, many impossible to produce by pure acoustic means, but with the cost
of losing the physicality inherent to acoustic instruments. As Dobrian and Koppelman stated,

“Computer interfaces can dissociate gesture from result to varying degrees by the way that
software intermediates the relationship between gesture and the resulting sound” (Dobrian and
Koppelman, 2006). Practitioners and researchers in music and performing arts investigated
both conceptual and practical aspects of the interaction with music, which led to the notion
of embodied musical cognition (Leman, 2007) and embodied musical interactions (Lesaffre
et al., 2017). Embodiment refers to human action as expressed through corporeal actions
and body movements. Embodied musical interactions consider the interaction with music as
lived by the body in relation to its musical environment. An environment that encompasses
sounds, people, places, and, more broadly, all the context around music creation. As such,
these interactions are both physical and social.
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1.2 Motivations and Aims

Our general aim in this research is to design embodied interactions with sounds that enrich
the movement experience and foster kinesthetic awareness across various practices, including
music, dance, sports, or physical rehabilitation. In particular, we focus on full-body interaction
through cameras or wearable sensors such as inertial measurement units (IMUs) that can
measure accelerations and rotations of body parts. Throughout this dissertation, we refer to
movement-sound interaction technologies, which encompass a set of technological objects and
technical skills that enable users or performers to produce sounds through their movements
using sound synthesizers.

Using such movement interfaces involves learning processes to reach a certain level of
expertise. Many new interfaces are used only by their creator or a single performer, thus
eluding issues in skills acquisition by a wider group of users. Recent reflections in the
NIME community expressed challenges on the adoption and longevity of the systems created
(Morreale, 2017; Marquez-Borbon and Martinez-Avila, 2018; Masu et al., 2021). Moreover,
beyond NIME, there is no coercive community of practice around DMIs like there is around
traditional musical instruments, but rather heterogeneous communities with different practices.
We can then wonder whether it is simply a question of time and opportunity to reach a broader
range of users or whether we should reconsider, at least partially, how we design and learn
these so-called “new interfaces”?

This PhD project was initially motivated by the idea that embodied learning and ex-
ploration processes of movement-sound interactive systems should be fully investigated
to promote widespread adoption and practice. This PhD was initiated in synergy with a
collaborative project on the notion of Learnability in Movement Interaction1. This research
can be rephrased through this general following question that guided our thinking:

What are the relationships between exploration, learning, and appropriation of
movement-sound interaction technologies?

In particular, what types of exploration exist in such a context? Can we find a measure
of movement exploration? What is the role of movement exploration when learning and
appropriating movement-sound interactions? How can we design to foster exploration? These
are ambitious general questions for longer research prospects beyond the scope of a single
PhD. For this PhD research, we established the following specific goals:

1. study of the learning and appropriation of these systems in artistic contexts;

2. development of tools to study exploration and learning of movement-sound spaces;

3. controlled experiments in movement-sound space exploration to investigate different
processes of exploration and early learning;

4. practice-based research-creation in collaboration with artists.

1.3 Methods

Our research questions on exploration, learning and appropriation are central to NIME re-
search, and relates to several scientific disciplines, including sonic interaction design and
sensorimotor learning. Such a question cannot solely be answered either in a laboratory
setting or through artistic creation. It calls for a broad interdisciplinary approach “where

1Element project, https://element-project.ircam.fr/

https://element-project.ircam.fr/
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integration of the contributions of several disciplines to a problem or issue is required,” as
described by Stember (1991). Such integration is far from trivial, and several methodological
frameworks were created to frame and support interdisciplinary endeavors. Two frame-
works, in particular, propose entangling research methods drawn from different disciplines
related to design and performing arts. Method triangulation (Mackay and Fayard, 1997) and
performance-led research in the wild (Benford et al., 2013). Their structure and relationship
between activities are schematized in figure 1.1.

B.A.

Figure 1.1: A. Method triangulation in Design, from (Mackay and Fayard, 1997); B.
Performance-led research in the wild framework, from (Benford et al., 2013)

Mackay and Fayard advocate “[the use of] more than one research approach to address
the same question,” particularly between scientific and design disciplines. They propose a
framework alternating between theory and empirical observations of people interacting with

“artificially created” artifacts, as shown in figure 1.1A.

Performance-led research in the wild is dedicated to searching how interactive technolo-
gies can enable artistic installations and performances. Central to performance-led research
is the involvement of artists who shape the research questions and design processes. This
ensures that the technological interventions are situated in the artistic context and address
real needs and desires within performance practice. In this framework, research combines
three activities: practice, theory, and studies. The framework proposed by Benford et al.
introduces nine key relationships between and inside those activities that define how they
interact with each other.

Figure 1.2 reflect the methods I followed in my research. It borrows from the triangulation
framework the central aspect of the design activity. We indicate relations between activities
using two of the nine key relationships introduced by Benford et al.: informing and guiding.
It also integrates performance-led research in the wild as axes, as described below.

• Observation refers to field studies and experiments, including interviews with practi-
tioners and controlled studies.

• Design refers to activities led by the researcher in the laboratory to enable specific
interactions in performance practices or support lab studies.

• a Practice axis is added to the framework. Practice represents an opportunity to test and
refine Designed artifacts. Practice may involve design, but it is led, like the research,
in collaboration with artists. It is situated in a performance context constrained by a
strict deadline: the premiere (no hoping for any extension here), and requires a working
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and reliable system.

Finally, the Theory axis is not represented in figure 1.2 as we do not focus our triangulation
on theory as an axis for research activity leading to contributions. Nonetheless, we performed
a systematic review of the state-of-the-art, informing and sensitizing the various studies,
designs, and practices.

Chapter 3

Chapter 4

Chapter 6

Chapter 5

RESEARCH ACTIVITIES

Performances:
Sympoiesis
Circus Lab

Observation

Design /
Prototyping

Practice

Movement-Sound 
Explorer (mosX)

Movement-Sound 
Exploration Study

Interviews with 
Practitioners

Polyspring

Preliminary 
Experiment

Empirical
Methodological

Technological

Practice-Based

CONTRIBUTIONS

Figure 1.2: Research activities are organized on three axes that relate to each other. Four
types of contributions follow from those activities.

1.4 Contributions

This dissertation presents contributions of four types: empirical, methodological, technologi-
cal, and art-based.

1.4.1 Empirical Contributions

The empirical contributions brought by field study and controlled experiments are:

• Interviews with expert artists using movement-sound interaction highlighting the
intertwined nature of learning and appropriating technologies and the central role of
exploration in these processes.

• Experiments demonstrating early learning through exploration of movement-sound
interactive systems and identifying different modes of exploration when learning
movement-sound interactions.

1.4.2 Methodological Contributions

Methodological contributions demonstrated in controlled experiments are:

• A method to visualize and quantify the exploration of a movement-sound interaction
space based on Kernel Density Estimation techniques.

• A drawing-based method to elicit mental representations of the audiomotor map that
participants acquired when exploring movement-sound interaction spaces.
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1.4.3 Technological Contributions

Technological contributions are:

• polyspring: a Python package to design sound spaces for interaction by manipulating
2-dimensional sound corpus representations.

• mosX: an interactive system that enables the embodied exploration of a sound space.

• Max4Live objects that enable multiple musicians to receive signals from movement
sensors and process them directly in the musical software Ableton Live.

1.4.4 Practice-Based Contributions

Performance-led research yielded the following contributions:

• Sympoiesis, an art-science collaboration with dancers where exploration-based movement-
sound interaction was employed as a spectator experience design tool.

• Circus Lab, a collaboration between musicians and circus artists where movement-
sound interactions amplified performers’ actions.

1.5 Dissertation Overview

Chapter 2 introduces broad concepts and recent results on digital musical instruments,
sonic embodied interaction, sensorimotor learning, and exploratory learning.

Chapter 3 describes interviews with six artists involved in movement-sound interactions.
The themes that emerged from the thematic analysis gave us insights to guide the integration
of interactive technologies in performances as well as inform a preliminary experiment in
sensorimotor learning described in Chapter 4

Chapter 4 reports on a preliminary experiment using a prototype for movement-sound
interaction that enables exploring a 2-dimension sound space from either a 2D planar surface
or from the arm movement. The results motivated the development of the Python package
polyspring, presented in a second part, which offers a greater capacity to manipulate the
sound space.

Chapter 5 presents a movement-sound exploration experiment that uses a novel system
called mosX, based on polyspring (presented in follows in Chapter 4). A quantitative method to
analyze exploration data is introduced. The results underscore the effectiveness of exploration-
based learning in early audiomotor map acquisition.

Chapter 6 presents Sympoiesis and Circus Lab, two artistic collaborations with dancers
and circus artists. Both used movement-sound interactions with different spectator experience
design objectives. The creation processes are detailed to highlight the discussions and tensions
that appear in such collaborations, with an emphasis on the necessary sharing that hybrid
practices entail.

Chapter 7 discusses the key results of this dissertation and proposes considering pedagogi-
cal design as part of the design process of movement-sound interactions.
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CHAPTER2

Background

The main question addressed in this dissertation concerns the link between exploring and
learning movement-sound systems for the performing arts. This chapter introduces the
core concepts and related studies that this work refers to. First, digital musical instruments
focus mainly on movement-sound embodied interactions; second, sensorimotor learning and
exploratory learning. The following chapters will introduce more specific related works when
necessary.

2.1 Movement-Based Interaction with Sound

This thesis’s central objects of study are systems that enable the interaction between human
movements and sounds generated by a computer. Studies of such systems lie at the interface
of sound processing, embedded electronics, sensorimotor learning, computer sciences, and
human-computer interactions (HCI) in particular.

2.1.1 Digital Musical Instruments

At the end of the 20th century, electronic music is already several decades old. In 1948,
Pierre Schaeffer broadcasted the first concert of musique concrète made entirely of recorded
materials from the environment or instruments. As composer Elliot Schwartz pointed out in
1978, this moment was especially significant for music:

The product of his work was a finished sound object meant to be heard directly
over loudspeakers, a one-to-one communication between composer and listener
that bypassed the need for realization by an interpreting performer. (Schwartz,
1978, p.37)
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The absence of performers in some of the early electronic musical creations was surely the
most important break with acoustic music at the time. It presaged a shift in what it meant
to compose and play music. This momentum was confirmed when Max Mathews and his
team performed the first music pieces played with a computer. He observed in 1963 that

“the computer has proved to be of more use to the composer who wishes to produce new
compositions with new sounds than to the performer who wishes to duplicate existing music.”
(Mathews, 1963, p.28)

Nonetheless, electronic musical instruments such as the Theremin or the Ondes Marthenot
were designed decades before and are still played nowadays. Although revolutionary for
their time concerning gestural control and sound synthesis techniques, these new instruments
were designed to extend the acoustic instrumental tradition regarding musical content and
found their place in the modern repertoire. Arguably, the shift in how electronic music was
to be performed emerged when Buchla and Moog built their first synthesizers in 1963 and
1964, respectively. They responded to demands from various composers to make electronic
music creation more accessible and usable in concert settings. These first models ended up
using knobs, faders, and variations of keyboards as inputs. This would remain the norm for
interaction with sound synthesis for several years, with the addition of string, percussive, and
wind form factors directly inspired by acoustic instruments as displayed in figure 2.1.

Figure 2.1: Roland A-80, Nyle Steiner EVI, SynthAxe, and Roland SPD-8 are MIDI
controllers that afford interactions transferred from acoustic physical instruments.

As computers grew increasingly more affordable and efficient, it became possible to
prototype electronic music programs for real-time applications on consumer-grade systems
using programming languages such as PureData, Max/MSP, or SuperColider. This gave birth
to an exponential development of digital sound synthesis techniques. Parallely, sensors have
become more and more affordable and widespread. At first, sensor data were processed in a
computer and sent to synthesizers for real-time interaction with electronic sound synthesis
or directly controlled sounds produced by a computer program. These interfaces detached
from the “instrument-like” controllers of the time. The union of digital sound synthesis
and sensor-based interfaces gave birth to a new type of instrument called Digital Musical
Instruments (DMIs). By the early 21st century, the movement had grown to the point where
this practice became an object of study that gathered researchers, designers, and artists under
the New Interfaces for Musical Expression (NIME) community (Jensenius and Lyons, 2017).
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Control and Expressivity

The main objective of DMI design is to create a computer-based instrument that can be
played by a performer and seen and heard by an audience (O’Modhrain, 2011). Wessel and
Wright introduced a conceptual framework that models interactions between a performer
and a digital musical instrument (Wessel and Wright, 2002), represented in figure 2.2. The
performer has musical intentions that are transformed into physical action by the motor
program. The sensors from the gestural interface transform performers’ movements into
control signals that are then processed to output control parameters. A controller maps those
signals to the synthesizer parameters. Finally, the synthesizer generates a sound signal from
control parameters that is amplified and converted to mechanical sound waves by headphones,
speakers, or less usual electromechanical transducers.

Motor 
Program

Gestural 
Interface

Controller
(Mapping) Synthesizer Sound 

Output

Musical InstrumentHuman Performer

?

Intentions

Physical Interface

Evaluation by 
Perception

Figure 2.2: Framework for interaction with a computer-based musical instrument originally
proposed by Wessel and Wright (2002). The author mentions the question of how intentions
evolve when exploring the interaction.

Wessel and Wright noted that “this diagram is schematic and incomplete. One aspect
that is not well captured by it is the way in which performers’ intentions are elaborated upon
by discovery of new possibilities afforded by the instrument. Experimental and otherwise
exploratory intentions are certainly dear to the authors” (Wessel and Wright, 2002). They
outlined the difficulty of modeling the interaction between the perception and the intentions
when exploring and experimenting with such systems.

Expressivity is naturally central to the NIME community and DMI design in general.
Dobrian and Koppelman defines it as “the gestural nuances that a live performer adds to
a composed material.” They positioned the control of a DMI as a property of an instru-
ment that enables expressive use by a performer. A DMI must propose a mapping that is
concurrently repeatable, learnable, and “sufficiently refined” to allow for an intimate and
complex control of the instrument (Dobrian and Koppelman, 2006). Fels et al. uses the term

“transparent mappings” to describe its capacity to enable expressivity for the performer and
appreciation of this expressivity by the audience (Fels et al., 2002). O’Modhrain investigated
the evaluation of DMIs by the various stakeholders accompanying their design and use. Ques-
tions of expressivity were raised when evaluating the instrument’s playability (O’Modhrain,
2011). He found that the first approach was to consider specific tasks that transfer expressive
characteristics borrowed from traditional instruments to DMI playing. Such evaluation of the
ability to support expressive playing supports the objective of transparency proposed by Fels
et al..

However, Gurevich and Treviño nuances the need for transparency of the performer’s
expressive intents to the audience (Gurevich and Treviño, 2007). This representation of a
unique artistic intent to be perceived identically by all audience members has been questioned
by visual arts for decades. Making artistic intent as transparent as possible should not become
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the sole purpose of DMI design and practice, as it is not necessarily the artist’s responsibility
to make sense of the proposed artistic performance.

The question of spectators’ experience when attending a DMI performance has been
raised by several researchers. Reeves et al. (2005) proposed a framework for spectator’s
experience design that applies to any interactive setup where interaction either hides or
amplifies manipulations and effects. Berthaut et al. proposed to display a 3-D representation
of the internal mechanism of a DMI to amplify the manipulations of the performer on
the instrument for the audience (Berthaut et al., 2013). Screen-based amplification is also
investigated to connect the audience with immersive virtual musical instruments (Berthaut
et al., 2014).

Mapping Strategies

Historically, the interaction in DMIs has been formalized through the notion of the so-called
mapping. Once the choice of gestural interface and sound synthesis has been made, mapping
the control parameters to the synthesis parameters is the final step in enabling control (Hunt
et al., 2000). Over the years, many approaches have been proposed to design complex
multidimensional mappings, using diverse methods such as physical models (Momeni and
Henry, 2006; Johnston et al., 2008), machine learning (Fiebrink et al., 2011) or geometrical
approaches (Van Nort et al., 2014). In the latter approach, discrete points serve as control
structures for generating continuous mappings, where several techniques can be used to define
and transform the geometry of the intermediate mapping layer.

Zbyszynski et al. (Zbyszyński et al., 2021) proposed a regression method (Neural Network
Regression Model) to set the mapping between gestural data to the audio space. Françoise
and Bevilacqua proposed a technique to map movements to sounds “through interaction”
(Françoise and Bevilacqua, 2018). The user performs gestures over different target sounds,
providing a finite set of continuous corporeal demonstrations of desired embodied associations.
From those few examples, real-time movement recognition to synthesis parameter generation
was made possible.

Other machine learning approaches include unsupervised mapping learning. Fasciani
and Wyse proposed an approach to automatically map control parameters of general-purpose
gestural interfaces to synthesis parameters using dimensionality reduction techniques and
statistical analysis of perceptual features of the synthesized sound (Fasciani and Wyse, 2012).
Murray-Browne and Tigas adopts an intermediary approach by using variational autoencoders
to generate a latent space from unlabelled gestural examples (Murray-Browne and Tigas,
2021).

West et al. led a mapping design experiment with nine NIME users who had to create
a mapping between a given interface and synthesizer in an hour. They found that partici-
pants alternated between short phases of exploration and experimentation when building
mapping between control and sound synthesis parameters (West et al., 2020). A second study
highlighted the difficulty of evaluating mapping design and the importance of context and
subjectivity in doing so (West et al., 2021). On the other end of the spectrum, Fiebrink and
Sonami reflected on an eight-year collaboration between the authors. Laetitia Sonami insisted
on the time to invest in order to create a meaningful interaction with the instrument (Fiebrink
and Sonami, 2020).
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2.1.2 Embodied Sonic Interactions

The arrival of personal computers in workplaces and homes gave rise to a new field of study
focusing on how users interact with computers and how to design these interactions, namely
human-computer interaction (HCI). Three stages, or so-called waves of HCI design, are
identified. This section accounts for the origin of HCI and its recent evolutions, particularly
the shift toward embodied interactions and the emergence of sonic interaction design.

Human-Computer Interaction

The first study on human interaction with computers emerged from the field of human factor
engineering, or ergonomics, in Europe. At the beginning of the 20th century, the focus was on
dividing tasks between humans and machines. “Humans” were then considered a necessary
factor with skills and limitations that delimited which functions they could perform (Cott and
Kinkade, 1972). When computers were introduced in the workplace, they were not regarded as
different from machines operated by humans, with programmers mediating between users and
systems. At the end of the seventies, most computer users were not scientists or programmers
but workers with daily computer use whose jobs did not focus on computing. At the time,
programming was necessary for operating a personal computer, which few users were willing
to do.

HCI emerged partly from these changing conditions. Analog to human factors, HCI
studies added that designing for interaction between humans and machines required thinking
about the cognitive coupling between them, which pushed further than simply designing better
displays (Carroll, 1987). This first wave of HCI studies was led mainly in laboratories to study
users’ behaviors regarding design choices such as command naming conventions (Grudin and
Barnard, 1984). In 1995, Bannon advocated shifting “from human factors to human actors”
(Bannon, 1995) and, in particular, “from the laboratory to the workplace”. The emphasis
was then on the context in which the interaction took place and became the central concept
of the second wave, pointed out Bødker (2006).

The third wave of HCI challenged the common values of technology favored in the
second wave, such as efficiency, to focus on experience and meaning-making (Bødker, 2015).
Harrison et al. explained that the third paradigm defined the interaction as a “form of meaning
making in which the artifact and its context are mutually defining and subject to multiple
interpretations” (Harrison et al., 2007).

Embodied Interactions

Dourish formulation of embodied interaction in HCI practice participated certainly to the shift
toward the third wave. He argues that embodiment, referring to the integration of physical
and social experiences in interaction, should be a fundamental consideration in the design
and analysis of interactive systems (Dourish, 1999). Traditional approaches to HCI have
often disregarded the importance of embodiment, emphasizing abstract models of cognition
and information processing instead. Embodied interactions offer a more comprehensive un-
derstanding of how individuals engage with technology by encompassing cognitive processes,
social contexts, and material environments. Importantly, he formulated several principles for
embodied interaction design. The third and fourth ones are: users, not designers, create and
communicate meaning, and users, not designers, manage coupling. We introduce only those
two as they directly invite designers not to overstep their roles. In particular, coupling refers
to the link between the internal representation of an artifact and the context in which it is
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used.

Sonic Interaction Design (SID)

The new modes of interaction that emerged from the NIME community are, for the most part,
thought of as musical instruments meant to be played in a concert setting. As such, these
interactions could be associated with the so-called second wave of HCI, where the concert
hall is analogous to the workplace contexts of the second wave Bødker (2015). Partially
built from this core of research, sonic interaction design emerged as an ”active medium that
can enable novel phenomenological and social experiences with and through interactive
technology“ (Franinović and Serafin, 2013, p.vii). Recognizing that sonic interactions
possess experiential qualities that can take music beyond the status of cultural products, sonic
interaction design pulled interactive music systems out of studios and stages to infuse non-
musical interactions with sound in everyday life contexts, fostering what could be considered

“third-wave” sound interactions Tanaka (2019). This multi-sensory approach is grounded
in ecological psychology, which declares that perception and action are intertwined within
the environment(Wicker, 1984). SID builds on sounds’ expressive and emotional qualities
to create interactive experiences that go beyond the limitations of traditional screen-based
interfaces.

2.1.3 Fingertip and whole-body interactions with sounds

Physical Interfaces: From Tablet To Motion Sensors

Several Digital Music Instruments, using various sound synthesis techniques, use visual
feedback and 2D interfaces. The Reactable is one of the landmarks that allow for complex
synthesis techniques and collaborative playing (Jordà et al., 2007). More recently, new multi-
touch interfaces with pressure sensors were used to develop new musical instruments. Schwarz
et al. conducted a survey about the use of 2D touch interfaces for musical expression (Schwarz
et al., 2020). Commercial products targeting musical applications, such as the Lightpad
Block by Roli or the Erae Touch by Embodme, have multi-touch and pressure sensors with
embedded low-resolution visual displays. Another multi-touch sensor with pressure, the
Sensel Morph, can be used with swappable interface overlays. All these interfaces include,
by design, both visual and audio interaction modalities.

Touch-based interaction on a surface using digital means relies on different action-sound
coupling than the ones found in acoustic instruments and, more broadly, in any physical sound-
producing object (Jensenius, 2022). Jensenius distinguishes “acoustic” instruments, where
the action-sound coupling is given by physical properties, and “electro-acoustic” instruments,
where the action-sound coupling is designed. In particular, it is possible to associate sound
with any action using motion-sensing technology. Various features of body movement can
be tracked using for example cameras Sentürk et al. (2012); Yoo et al. (2011); Han and
Gold (2014); Dahlstedt and Skånberg (2019), 3D scanners Bernardo et al. (2017), or Inertial
Measurement Units (IMUs) that embed accelerometers, gyroscopes or magnetometers Ayl-
ward and Paradiso (2006); Mitchell et al. (2012); Madgwick and Mitchell (2013); Medeiros
and Wanderley (2014); Françoise and Bevilacqua (2018); Brown et al. (2018). All these ap-
proaches are based on capturing the dynamic of the moving body. Some interfaces, such as the
Myo (Nymoen et al., 2015) or the MindRove Armband, rely on electromyography to measure
muscle activity. Such sensors enable the detection of efforts and micro-movements (Françoise
et al., 2017). In both cases, there is generally no visual feedback, and the user/musician
must rely on their own proprioception. Haptic feedback (passive or active) can enhance or
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facilitate gestural performance (Magalhäes et al., 2020). Different levels of control can be
designed for the movement-sound interaction, from a deterministic relationship such as found
in acoustic-like control or with some indeterminacy compatible with more exploratory or
improvisational control.

Movement-Sound Interactions in Dance

Movement-sound interactive systems do not limit their artistic use to DMIs. Enabling
expressive movement sonification necessarily interests other movement-based performing
arts. Here, we present a selection of works focusing on exploration, collaboration, and skill
acquisition. Dahlstedt and Skånberg created an art piece in which performers explore a sound
space using a depth Kinect camera (Dahlstedt and Skånberg, 2019). Françoise et al. proposed
a dispositif called CO/DA in which one or two dancers improvise with sensors strapped to
their bodies. The interaction is live-coded by a third performer, which creates a unique,
constantly evolving interaction (Françoise et al., 2022). Fdili Alaoui reports on creating
an interactive dance piece, revealing tensions that appeared when integrating technology
(Fdili Alaoui, 2019). Similarly, Sullivan et al. reports on a case study of designing interaction
for a dance performance. They highlighted the lack of standardization of design methods in
such a context and the fact that it is not a deficiency but rather a reality that can serve as an
example to other HCI contexts “that are also resistant to standard methods and may call for
more flexible design practices” (Sullivan et al., 2023). Interestingly, Giomi highlighted the
shift of focus from musical interactions to the somatic knowledge that movement sonification
brings (Giomi, 2020). Such observation is essential in identifying the nature of the coupling
that occurs between movement-sound interactive systems and dance performance creation.
In movement-oriented practices such as dance, movers also use sound interaction to create
installations for people “to discover new interpretation of their dancing body“ (Bermudez
et al., 2011) or foster kinesthetic awareness (Candau et al., 2017). Interactive systems can
also help music education through embodied interaction of concepts such as conductors’
gestures (Bevilacqua et al., 2007).

2.2 Learning Movement-Sound Interactive Systems

The notion of learning in movement-sound interactive systems can be viewed from different
angles. This section presents research works on the subject from various perspectives. First,
considering the link these systems create between movement and sound, learning to use them
requires the acquisition of sensorimotor skills. In particular, the notion of audiomotor map
acquisition is presented. Second, the notion of exploratory learning in HCI is introduced.

2.2.1 Audiomotor Maps Acquisition

Learning how to use a movement-oriented musical interface is close to learning how to play
an acoustic instrument. It comes down to learning which movement produces a particular
sound: a sensorimotor map learning (van Vugt and Ostry, 2019). In this case, the user
does not necessarily learn how to perform a new movement but rather to memorize the link
between a movement and the sound he or she wants to produce. This application can be
referred to as a sound-oriented task (Bevilacqua et al., 2016). Many other applications have
been considered for movement sonification, mostly in sport and rehabilitation (Schaffert et al.,
2019; Bevilacqua et al., 2017). These cases aim to improve motor performances, focusing on
movement-oriented tasks.
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Multiple components must be learned to enable virtuosity in sensorimotor acquisition,
and different learning processes apply to those components (Wolpert et al., 2011). To optimize
performance, the body relies on several control strategies. One of their goals is to compensate
for any external or internal perturbations. In particular, the neuromotor system is subjected to
noise, which produces motor variability as an output. This motor variability has task-relevant
components that affect the effort in the targeted direction and task-irrelevant components that
do not. It is this first component that needs to be compensated for.

However, motor variability can not be reduced only as a consequence of noise. It is now
accepted that, during the early stage of practice, the motor system creates high-dimensional
spaces with several solutions and explores those solutions through variability. This behavior
is commonly labeled as “exploration” (Sternad, 2018), and it is the base mechanism of
reinforcement learning. However, it has come to light that noise in the neuromotor system
indeed impairs reinforcement learning (Therrien et al., 2018).

Supporting the idea that motor variability promotes learning, Wu et al. have shown that,
during practice, the temporal structure of motor variability is reshaped by the neuromotor
system to synchronize it with the trained task to improve learning (Wu et al., 2014). Those
results are in keeping with reinforcement learning theory.

In the context of musical instrument playing, there are still many unknowns about the
actual mechanisms that drive and facilitate sensory learning in this context. This is an object of
recent research (Caramiaux et al., 2018). In particular, Van Vugt and colleagues proposed very
intriguing motor control research in recent years that is particularly relevant to our studies.
Their research is motivated by the will to understand the processes of learning musical
instruments. This implies that the user learns a novel sensorimotor map that establishes
the correspondence between sound properties and gestures without any visual feedback.
Such sensorimotor maps are called audiomotor maps. They argue that such learning is
different from motor learning experiments that employ visual feedback since they rely on
adapting from previously known sensorimotor maps by the participants. On the contrary,
learning audiomotor maps necessitates establishing ‘from scratch’ an association between
specific movements and sounds. In this case, the very first phase of being exposed to such
an audiomotor map is called early learning. Below, we summarize key findings from three
papers.

First, they established that learning an audiomotor map can be effective even without
feedback on an error. They found that two possible maps can be learned: one “connecting
sensory targets with motor commands” and “an error map linking sensory errors to motor
corrections” (van Vugt and Ostry, 2018b). This clearly shows that learning an audiomotor
map can be performed initially by exposing the participant to a series of audiomotor instances
without providing error-based feedback.

A second article showed that participants do not seem to “interpolate” linearly between
previously known locations in the audiomotor map van Vugt and Ostry (2018a). Instead, it
appears that they could reach an intermediate position on average as if the movement was
following probability distributions approximately centered on the learned anchors.

In their third paper of this series, van Vugt and Ostry proposed to test several mechanisms
that are known to be key components of learning in other paradigms, with the assumption
that all were sufficient but not necessary to display learning (van Vugt and Ostry, 2019).
One mechanism that has been shown to drive sensorimotor learning efficiently is error-based
learning (Wolpert et al., 2011). The neuromotor system is given a target to reach and feedback
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Figure 2.3: Experimental setup from (van Vugt and Ostry, 2019). The angular orientation of
the handle is mapped to the frequency content of three sinusoidal oscillators.

after the movement is performed. Therefore, it can estimate the error by comparing the
expected outcome with the output and trying to compensate for it. Van Vugt and Ostry
have investigated, among other things, if learning is possible without target error. They
used a simple one-to-one mapping, linking the angular position of a planar handler (in
cylindrical coordinates) to the frequency content of three pure tones. The figure 2.3 presents
the experimental setup. The objective of the participants was to learn which position produced
which sound. The training consisted in placing the handler in space and listening to the
corresponding sound output played for half a second. A group trained with sound targets,
as described before, and another trained without targets, only with feedback sounds. Both
groups appeared to have reduced the mean angular error after training, showing learning. It
is consequently possible to learn a simple mapping with free exploration.

In addition, Van Vugt and Ostry tested two other hypotheses: if learning is possible
for participants who passively undergo the exploration (assisted by a robotic arm) or for
participants who explore a permuted mapping. The permuted mapping does not preserve
distances between movements and sounds: a slight movement can result in a large variation
of the frequency content and vice versa. It appeared that both paradigms induced learning.
Learning achieved with permuted mapping is essential for more complex mapping learning
that includes discontinuous sound feature variations.

In summary, these contributions show that early learning of audiomotor space could
be possible with the gestural exploration of an audio space without any visual feedback.
Moreover, their results indicate that a partially discontinuous audiomotor space, possibly
found in corpus-based sound synthesis, does not prevent learning. It is thus interesting to
use and confront these results for the design of sonic embodied exploration and interaction.
We present in the Chapters 4 and 5 experiments that build on these results to study the early
learning of more complex movement-sound interactions without visual feedback.

2.2.2 Exploration and Appropriation

The previous section considered exploration from a motor learning perspective as a mechanism
through which the body finds solutions to achieve sensorimotor tasks. Van Vugt and Ostry’s
study put forward a more active form of exploration to acquire audiomotor maps. Such an
approach is relevant to our research as active exploration is central to appropriation (Zappi
et al., 2018)
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Questions of appropriation and longevity in DMIs

Technology appropriation is a societal challenge that is not limited to interaction technologies.
The question of how people appropriate technologies in an ever-evolving world is crucial to
understanding and addressing inequalities in technology usage (Gradoz and Hoibian, 2019).
In interaction design, appropriation considerations are essential in creating interactions
that “the users understand and are comfortable enough with to use it in their own way” as
described by Dix (2007). In DMI design, appropriation encompasses as much technological
appropriation as the personal creativity that an individual will express through the use of the
instrument. Zappi et al. (2018) proposed two studies of DMI appropriations. The first study
showed that constrained interactions can promote the discovery of idiosyncratic techniques
and that tighter constraints actually lead to deeper exploration. The second study proposed a

“hackable” instrument that the performer could rewire. The range of proposed modifications
highlighted that it is the performers who made sense of the instrument design by leveraging
openness and modularity.

Moreover, appropriation should not be reduced to an individual action led alone. Com-
munities of practice benefit the development of individual artistic practices (Marquez-Borbon
and Martinez-Avila, 2018; Marquez-Borbon, 2020). Through the multiplicity of individual
perspectives, they foster deeper comprehension and appropriation, favoring the longevity of
instruments and practice.

What is Exploration?

The word exploration encompasses different processes that are not formalized identically
between practices. The french national center for textual and lexical resources proposes
several meanings to exploration1. Two in particular resonate with our research:

1. systematic study of a little-known or little-studied reality or object;

2. the action of apprehending something through the senses in order to know its qualities.

Exploration, therefore, encompasses actions aimed at discovering the unknown. The former
definition refers to systematic actions to uncover objective knowledge about a little-known
object. As such, it is abstracted from the individual, and the unknown lies in the holes
in the current state of shared human knowledge about this object. In the latter, it is not
objective knowledge that is sought through exploration but rather subjective appreciation of
the perceived qualities of an object. In such a case, exploration is necessarily embodied, as it
relies on the body’s perception to uncover qualities.

Exploration in HCI: Exploratory Learning and Navigation

The term exploration covers a variety of concepts in Human-Computer Interaction. This
section focuses on a few works that are interested in studying exploratory behaviors in data
exploration, software learning, and navigation.

When the first personal computers were introduced in the office in the early 1980s, gaining
expertise in software such as the word processor involved several hours of classroom training,
and thus, after every upgrade. As computers have become more and more commonplace in
the office, the way workers learn to use them has changed fundamentally. When multiple
software were used, each filled with many features with only a few used by a given user

1https://www.cnrtl.fr/definition/exploration, visited on July 18th, 2024
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Nielsen et al. (1986), classroom training was gradually replaced by other means of learning:
interaction with other users, reference to the manual for specific tasks and trial and error
Rieman (1996). The latter falls into what is called exploratory learning. Several studies
in the nineties highlighted the value of exploratory learning and the evidence for its use
in workplace contexts Rieman (1996); Wiedenbeck and Zila (1997); Kitajima and Polson
(1996); De Mul and Van Oostendorp (1996); Howes and Payne (1990); Trudel and Payne
(1995). Rieman defines exploratory learning as investigating the possibilities offered by a
system without following “precisely sequenced training materials” Rieman (1996). Learning
occurs without training or following a manual. This does not imply that the exploration is not
task-driven but instead that users “direct their own learning” Wiedenbeck and Zila (1997).

Rieman differentiates the initial exploration to obtain a first overview of the software
and the “just-in-time” task-driven exploration of specific functionalities, which he found
to be favored by users. This assumes the existence of a target from which the error is
calculated. This target corresponds to the resolution of a given problem. For instance, finding
in a word processing software how to change a list numbering style without resorting to
a manual or a web search is a form of exploratory learning that often involves navigating
menus. In these workplace settings, “exploratory learning for pleasure is rare”. Other
studies proposed similar distinctions, such as structured/unstructured exploration (Trudel and
Payne, 1995) or guided/unguided exploration (De Mul and Van Oostendorp, 1996). As the
primary motivation for exploration is productivity, and open-ended exploration is often found
counterproductive, other works focused on the workplace to optimize the exploratory learning
process in computer-human interactions Trudel and Payne (1995). In this context, exploration
mainly refers to a trial-and-error process where the user decides what is tried, and the error is
calculated as the distance from the result to the given goal. More recent exploratory learning
literature focuses on exploratory learning environments, which are open-ended pedagogical
software that allows students to solve problems through trial and error to acquire skills in a
given field Roll et al. (2010).

The notion of navigation in HCI is closely related to exploration. Navigating an envi-
ronment involves creating a cognitive map that will lead to decision-making when choosing
a direction (Tolman, 1948). The environment can be real, such as a city, in which case
navigation is called wayfinding. But it can also be virtual, as in an information system. In
this second case, one of the navigation challenges is to help users find what they’re searching
for, usually in extensive collections of data Vainio (2010). There are many ways to navigate
in an environment. These include goal-directed navigation, where the movement in space
is directed towards a target (for instance, a city monument or an online document), and
exploratory navigation, where the movement is not directed towards a predefined target.
Interestingly, Darken and Sibert showed that “principles extracted from real-world naviga-
tion aids can be seen to apply in virtual environments” Darken and Sibert (1993). Virtual
environments designate both information systems and 3-dimensional virtual environments.
Exploring the parameters of a sound synthesizer is an example of exploratory navigation in
virtual environments. Several modern digital synthesizers comprise hundreds of parameters,
making exploring outside pre-recorded presets slow and challenging to learn from. Scurto
proposed to support this navigation through collaboration with an autonomous agent that
simultaneously adapts the mapping on multiple parameters using reinforcement learning
directed by user’s feedback (Scurto, 2019).
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2.3 Chapter Summary

This Chapter introduces broad concepts and recent results on digital musical instruments
(DMIs), embodied sonic interaction, sensorimotor learning, and exploratory learning. DMI
design aims to enable expressive control of computer-generated sounds through various
gestural interfaces. Building partly on those works, embodied sonic interactions generalize
human actions’ sonification to contexts outside traditional musical endeavors. This design
practice acknowledges the experiential potential of sound that is often disregarded in interac-
tive system design. In particular, movement sensors such as cameras or inertial measurement
units enable whole-body interactions with artificially created sounds. Such interactions
require the acquisition of audiomotor maps linking movements to sounds. Recent studies
showed that learning movement-sound interactions through exploration was possible. As
several DMI design research showed, exploration is one of the key processes of appropriation.
However, exploration encompasses different processes and understanding in software learn-
ing, navigation, and sensorimotor learning. These observations call for specific studies with
exploration as the central theme to understand how it relates to the learning and appropriation
of movement-sound interactive systems.



CHAPTER3

Interviews with Practitioners: Learning
and Appropriating Movement-Sound

Interactive Systems

This Chapter contains written material published in (Paredes et al., 2022)1. The paper was a
collaborative effort with Jules Françoise and Frederic Bevilacqua.

3.1 Introduction

The study of movement-sound interactive systems, that are designed and developed at the
intersection of several disciplines, is one of the important areas of NIME research (Jensenius,
2022). First, these systems are conceptualized through embodied interaction and phenomenol-
ogy, where mind and body are not separated (Leman, 2007). Second, the development of
movement-sound interactive systems is also directly driven by technological advances. Pre-
cisely, the wide availability of motion-based technologies has opened new possibilities to
either study musical gestures (Godøy and Leman, 2010), develop Digital Music Instruments
(DMIs) (Jensenius, 2022), or experiment with gestures, movement and bodily awareness in
dance (Françoise et al., 2017) Finally, these movement-sound interactive systems are also
driven by artistic endeavors in music, dance, installations, which in turn directly influences
how these systems are used and modified.

Interestingly, pioneers such as Michel Waisvisz, Laetitia Sonami, Atau Tanaka, and David

1Paredes V., Françoise J., and Bevilacqua F.; Entangling Practice with Artistic and Educational Aims:
Interviews on Technology-based Movement Sound Interactions. In New Interfaces for Musical Expression
(NIME), Auckland, New Zealand, June 2022.
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Wessel, to name a few, developed and practiced over the years their own instruments/interfaces,
even before the NIME conferences started (Jensenius and Lyons, 2017). Since then, many
new approaches and interfaces have been proposed and evaluated at NIME conferences
(Jorda, 2004; Rasamimanana et al., 2011). Moreover, as NIME is largely driven by academic
research, it often focuses on “new” digital musical instruments rather than on singular
practices over time. Understanding how artists build “mastery” of their digital instruments
requires analyzing a complex network of questions, including skill learning, programming,
improvisation and composition, and transmission to others. Several artists who first developed
their once novel instruments pursued to develop their own expert practices. While their
systems might have been built in collaboration with NIME researchers, the following years
of practicing and learning, and sometimes restarting with different systems, might not have
always been reported.

For this reason, we wanted to raise these questions and confront them with artists who
have practiced with movement-sound interactive systems for several years. The goal of this
research is to document through interviews how professionals from different backgrounds
(including performers, composers, dancers, and educators) question their practices. Inspired
by recent studies based on thematic analysis from semi-directed interviews (West et al., 2021;
Robson et al., 2022), we contacted six different artists to reflect on the following questions:
(1) which technological systems do they use and why; (2) how do they learn, experiment, and
practice these systems; (3) how do they transmit such systems. Transmission is meant here as
the act of disseminating and/or teaching knowledge and systems to peers or students.

The structure of the chapter is as follows. First, we recall some key related works, and we
describe the method. The major part of the article consists in the description of three major
themes that emerged through the interviews. The results are then discussed with regards to
the design of movement-based interactions.

While user studies have been reported on notions such as usability, appropriation (Zappi
and McPherson, 2014), or sensorimotor learning (van Vugt and Ostry, 2019), we wanted
to confront these topics with the view of different practitioners using movement-sound
interactions in creation. Reflexive Thematic Analysis, as described by Braun and Clarke
(Braun and Clarke, 2006; Braun et al., 2019), is a relevant tool for theme extraction from
qualitative data such as interview transcripts.

3.2 Method

Following the approach of Robson et al. (Robson et al., 2022) and West et al. (West et al.,
2021), we conducted semi-directed interviews and thematic analysis to understand better how
experts relate to questions of learning, practice, and relation to technology.

3.2.1 Participants

We contacted 6 artists who used and/or designed movement-sound interactive systems in their
practice. All artists collaborated or were in contact with the last two authors, but not the first
author who led the interviews. All artists accepted to participate in the study and gave their
consent to the publication of the article. We led three interviews at the beginning of 2021
and the rest at the end of the year. We ensured gender balance and covered various practices:
we interviewed 2 music performers (Mari Kimura and Philippe Spiesser), 2 dancers (Bertha
Bermudez and Yves Candau), 1 teacher (Fabrice Guédy) and 1 composer (Michelle Agnes
Magalhaes). Participants’ background are detailed in appendix A.1.
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3.2.2 Study Design

This study aimed to investigate how practitioners engage in learning and appropriating
technologies that mediate movement and sound in artistic or pedagogical contexts. The
interviews were semi-structured around five topics with a set of questions that could be adapted
to the practice of the interviewee: (1) background and motivation in using movement sensors;
(2) the process of learning movement and/or sound; (3) the transmission of such systems; (4)
technology appropriation (by performers and public); (5) limitations and perspectives. A set
of general questions is given in Appendix A.1

Two interviews were conducted in person, and the rest were conducted over video
conference. The interviews lasted between 90 and 120 minutes. They were automatically
transcribed first using Microsoft Speech to Text service and then manually corrected using
the audio recording.

3.2.3 Analysis

We decided to do a reflexive Thematic Analysis (TA) on the transcripts, as described by Braun
and Clarke (Braun and Clarke, 2006; Braun et al., 2019) TA is a qualitative data analysis
method, well established in the social sciences and psychology, that enables researchers to
extract patterns of meaning called themes across a dataset. After familiarization with the data,
it consists of a first phase of coding and a second phase of theme development. Reflexive
TA differs from other TA techniques in that it acknowledges the subjectivity that lies in
qualitative data interpretation. The theme development emerges from the interpretative work
of the researcher made from the codes. The codes do not come from a codebook but are
generated by the researcher when analyzing the data. The themes should not be defined
prior to the coding and must emerge as patterns from those codes. Moreover, reflexive TA is

“theoretically flexible” and is not bound to certain methodologies that were initially meant for
psychotherapy research and psychology. It applies to a broad range of domains and more
generally suits the exploration of participants’ subjective experiences.

All three contributors individually coded the transcripts and regrouped them under
potential themes. We then converged together toward three main themes: (1) Practitioners
consider technology as mediating practice, (2) they navigate usability and normativity, and
(3) their learning process is entangled with the development of a personal practice.

3.3 Theme 1: Technology Mediates Practice

During the interview we explicitly asked the artists to position their work and approaches with
respect to the use of technologies. We did not provide any definition of what technologies
could refer to, and let them describe how they situate themselves with this large topic. We
can describe their discourses by what technology is, why using it and how.

3.3.1 What is Technology, Why Use it and How?

First, they either use the term “technology” in a very general sense (which could be induced
by the fact we use it in questions), or they refer to the specific tools they have been using in
their work (such as the Kinect, smartphones, etc). They do not refer to specific categories as
used in engineering fields such as motion capture, machine learning or AI, to cite examples
of categories currently widely used. Interestingly, YC even considers “A somewhat extended
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notion of technology. As one could say that language is a technology, that writing is a
technology” (YC).

Importantly, technology is neither considered as a “theme” or “goal” in their practice,
but rather as something embedded in a socio-cultural context, e.g. as “[musical] instruments
with today’s technology” (PS). They all consider that integrating technology in a personal
practice is a complex process that demands significant engagement to become a meaningful
part of the practice as opposed to development made “for the sake of technology” (BB). By
considering technologies an integral part of the practice, thus as a mean of expression, such
an approach contrasts with other fields involving research and development which might
prioritize novel technologies within a solutionist perspective.

Technology is therefore never thought of as a “solution” to a given problem, nor as a
means to realize an artistic vision. It is rather seen as a beneficial “perturbation”, enabling
them to “move out oftheir comfort zone”(PS), or something they have to deal with. In all
cases, it should be grounded in a methodological approach that might need to be invented.
The possibility of looking for systems failures or finding inspiration in bugs is also explicitly
described.

I like when there are bugs, because it’s in these interstices that there are often
opportunities to find things that you wouldn’t have found if everything had been
done beforehand (FG).

3.3.2 Technology Can Act as a Mediator for Transmitting Concepts and Ideas

Most artists also considered interactive technologies as a support for transmission. The most
prominent example is FG who uses, among other things, movement technologies to help
teach music theory to young students. Using those technologies is a way to create bridges
between tradition in music education and the world of computer science, and “it is very clear
that the de-compartmentalization that it produces in students is something that works.” (FG).
BB has never experienced movement interaction technologies as “a tool for the process of
creation to be enhanced. But for [her], it has been a tool really for transmission.” A tool
that she uses to initiate and teach non dancers movement practices. For BB, working with
interactive systems requires producing a synthetic model of the practice, which benefits its
transmission:

It helped me to understand [. . . ] how to make it accessible. Because reduc-
ing, summarizing, also helped us change the transmission, develop a clearer
terminology, be more conscious, really, of what we make. (BB)

3.3.3 The Mediating Role of Technology Might be Unclear for the Audience

Performances with movement technologies are still new to the general audience. YC, PS and
FG reported that there was an effort to be made towards the understanding and/or acceptance
of this interaction by part of the public. PS and YC pointed out that

There is this attitude, as a first response to a new system, of wanting to understand
what is going on. (YC)

The technology becomes central in the performance, overshadowing the artistic proposition.
For MK, however: “if you have the motion sensor that is moving, people can actually see
and relate to the electronic sounds better.” In this perspective, the interaction actually links
the audience to the produced sound. But further work is needed for spectators to adapt to
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the interaction, particularly with non tangible interfaces, where the underlying link between
movement and sound is blurred :

That is, the smallest gesture you make becomes an identifiable and interpretable
musical gesture for an audience. (PS)

3.4 Theme 2: Navigating Usability, Normativity and Obsoles-
cence

As interviews revolved around technology, interviewees offered insights regarding the usability
of interactive systems. In particular, the potential and ease of use of some technologies and
feedback modalities over others was discussed. Critically, the question of the normative
power of technologies over their users was a recurring theme of the interviews, as well as
issues of obsolescence.

3.4.1 Technology Requires Commitment and Friction

Most participants have a history of practice that involves the use of wearable sensors embed-
ding IMUs. They are appreciated because they are easy to set up, are minimally invasive
and have a low latency. In particular, mobile phones greatly facilitate setup. While usability
is appreciated, interviewees still emphasized that working with technology takes time and
requires dedication, engagement, and commitment. Reflecting on a decade of experience,
MK reported:

I’ve practiced well enough using just one thing. [...] But in order to refine
your movement and try to incorporate that into a tool that’s useful for musical
expression, you really need to spend time with it. (MK)

Issues such as calibration and parameterization have a learning curve but are critical
for both performance and transmission. All interviewees emphasized a desire to escape a
triggering paradigm found limited and often associated with a “gadget”. Yet, apprehending
more complex forms of interaction can be difficult. For PS, as complexity increases, “you
can get overwhelmed very quickly because you become a human synthesizer and so all you
do is sound.”Apprehending such increasing complexity is not easy, and interpreters need to
learn to play with the subtleties of movement. Yet, interviewees often valued the friction that
occurs over the development of a practice:

Because the tool resists, the user will persist a little bit in doing it and that’s
where he’ll find things that I find interesting. Typically, in the gesture tracking,
[. . . ] it wouldn’t have worked if it had worked right away. It’s a paradoxical way
of putting it, but I think that’s what can make you think bigger. (FG)

3.4.2 Normative Technologies should be Avoided

Practitioners value friction — to some extent — as a mechanism going against potentially
normative effects of technology. In creative practices, technologies should not be designed to
solve problems and facilitate use to the extent of “infantilization”. What motivates FG is

“this interweaving”:

We are not going to use ready-made technology. [. . . ] What is interesting is
to associate it from the start, to think about several disciplines at the same
time, which will then be mixed together. You’re not going to be interested in
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transmitting a technological brick, but really more the process of reflection
behind the creation. (FG)

Several interviewees reflected on the history of technology in art, drawing comparisons
between early experiments with technologies that aimed to broaden the scope of possibilities
and some contemporary technologies that have become normative. Most interviewees make
efforts to foster creativity and personality in their transmission of the technologies rather than
a form of imitation and replication:

We do our best to reproduce the best performance but as soon as we think like
that, everything is screwed up because we will put ourselves in a mechanical
mode. [...] And as soon as we are there, focused on the result, we are no longer
in the present. (MAM)

In creation and pedagogy, technology therefore aims to emancipate students and support the
development of a personal practice rather than help them reproduce an “ideal” result.

3.4.3 Obsolescence

The notion of obsolescence consistently emerged throughout discussions with all practitioners,
even though the researchers did not introduce it as part of the interview structure. With the
rapid pace of technological innovation, interactive systems can rapidly become outdated and
unusable. Such obsolescence creates tensions among artists with regards to the preservation
of creations.

Ligeti didn’t want to go into interactive because he thought that the technology
will be obsolete, and he’s correct, that if you write in a certain way and if that
technology dies, your piece dies. (MK)

For MK, such obsolescence is not problematic because her works, her creations will survive.
Yet, obsolescence can make transmission hard, as platform updates might prevent students
from using the software. For BB, what matters is the persistence of methods and knowledge
over time rather than the technology itself:

The installation, maybe if we put it back it doesn’t work anymore. It’s not a
maybe, it is the reality. [. . . ] That’s a problem, you could say, it’s really a problem
because the tool itself is obsolete. But not the creation process. What did we do
during the creation? That’s not obsolete, because we’re still here. So we have to
talk about that, we have to leave a trace because I think it’s important, I think it’s
quite unique. (BB)

3.5 Theme 3: Learning and the Development of a Personal Prac-
tice

Learning was one of the key themes introduced in the interviews. Our analysis revealed key
learning processes and insights into how technologies can be designed to structure movement
learning. Importantly, interviewees emphasized that learning is highly intertwined with the
development of a personal practice.
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3.5.1 Discovering, Experimenting, and Challenging Limits

Approaching a new form of interaction involves several phases of discovery, exploration, and
integration. When experimenting with a new interactive system, people tend to rely on their
existing skills:

So I think in a learning system, you always start with the things you know first
and try to apply them to a new environment. I tried to look for those gestures
that I knew. For example, in this virtual instrument system, I imagined hitting a
skin, I imagined hitting a block, shaking the maracas, doing a deathstroke. And
so I tried to reproduce these gestures, I started from there. (PS)

In this early stage, the quality of attention is essential: the mover must remain open to the
feedback provided by the system to get acquainted with a new action-perception loop. This
involves moving while listening to the system’s responses, as emphasized by MK: “You know
hand movements or body movements, but then use their movement to incorporate the sensors
and the first thing I usually do with the students is that I have them wear it right now [. . . ]
and see if there’s any relevant thing that you can use as an expression”. Often, as previously
mentioned, this exploration is initially driven by the desire to understand the interaction at
play.

Naturally, all interviewees emphasized the need for experimentation and exploration. FG,
describing learning in a pedagogical context: “At the workshop, we try without having a clear
goal, but we know that it is still interesting to try. [...] In fact, the desire itself often refers to
something that we want to see, like a child who, even if he doesn’t know what the toy is for,
will try to throw it”. Whether practicing for a choreographed or improvised outcome, many
participants mentioned improvisation as a key marker in the learning process. Improvisation
can be seen both as a means to explore the capabilities of an artifact and a form of challenge
to oneself, which assesses one’s ability to interact and express oneself with the system. Such
experimentation involves exploration and exploitation, and repetition is key in acquiring
embodied skills: “Through the repetition of the same gesture, you can learn, and that’s
exactly what we do. So you can learn from repetition, that’s what you do in a dance studio.”
(BB). Experimentation is considered essential to explore the instrument but also as a process
that extends beyond the use of the technology itself:

It’s the very activity of coding that is interesting, to think in a certain way.
Afterwards, we go back to the piano, to the violin, but we have understood things
differently, and we have explored a whole space. That’s what it allows you to
do, to experiment and to try, but not with the aim of necessarily making an
application. (FG)

Once the initial phase of discovery leads to an understanding of the interaction, performers
often challenge the system, exploring its limits to understand where it breaks.

One interesting thing is that we always try to do two things: one, we understand
the system, so we do it, we are obedient, [...] and then we try to break the system,
and see when it doesn’t work. [...] Almost all the dancers did the same. (BB)

Finding limits involves exploring the potential and shortcomings of the technology, but
it is also seen as a process of one’s exploration of their own abilities and habits. Technology

“helps me to understand the material better and to get out of a habitus that normally I would
have in the studio” (BB).
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3.5.2 Technologies can be Designed to Facilitate Learning

The way interactive systems are designed can affect their learnability in the context of
open-ended learning processes that integrate with a personal practice. Several factors that
could inform the design of learnable interactions emerged through the interviews. First,
as highlighted above, constraints provide valuable stimulation for learning, for they drive
attentional processes and challenge the performer’s habits. Systems can be designed to
stimulate movement through metaphors and images or more implicitly so that movement
emerges through interaction.

The identification of sound-movement [...] will be learned by the body, but
I don’t need to verbalize it. He will understand if he turns it like this that it
won’t work because it’s not the right sound. But I don’t need to write a detailed
instruction for that because the own object, the device itself will indicate that
it’s not in the right direction. It’s also about trusting the body. The body is not
stupid. (MAM)

For PS, interactive systems can be designed for learning by relying on play: “[a child]
will learn gestures very quickly, by himself. So if we can frame it, find an interaction, it’s a bit
like video games. You go through different stages.” However, several interviewees mentioned
the need for adaptability so that “you make your own path” (PS). It is important to find a
balance between “a technology that adapts to the interpreter”, and the need for interpreters
to adapt to, learn from and appropriate the technology.

It’s not a tool that I could pass on to anyone. It’s a technology, it’s a way of
seeing things. After that, it’s up to you to adapt it, to imagine an interesting use.
(FG)

3.5.3 Learning is Intertwined with the Development of Personal Practice

Reflecting on the details of one’s learning process seems to be challenging, because, contrary
to other fields involving movement learning, such as sports, that are task-oriented, expression
is often the primary purpose. Learning appears to be inseparable from the development
of a personal practice: quoting BB, “I think that at the level of movement acquisition or
understanding it was not about the form or the execution, but rather about the personal
practice, how you work.” Depending on the focus of the interviewee, technology can mediate
with the theoretical underpinnings of the practice, can foster movement practice and kines-
thetic awareness, or can support creativity. When technology is used to support an embodied
practice such as dance, its reflective qualities can help mediate embodied experiences, helping
the mover become aware of their body, of particular movements, of felt experiences:

It helps to be conscious of what you do [...] because you have a response, the
movement becomes almost tactile. It becomes tangible. The movement has a
trace, either in sound or in images, that reflects what you just did. (BB)

As such, the learning process is not merely about gaining pure control over the instrument,
but about developing skills within a personal practice by drawing upon the shifts in the lived
experience induced by an external feedback. Sound feedback brings attention to the movement
from another modality, therefore structuring experience.

Technology can structure learning but can also structure experience. There’s
something a little more marked, with fewer dimensions, and that allows you to
channel the experience. (YC)
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Technology can therefore shape movement, but it affects perception more broadly, quoting
MAM: “what I really want is for musicians to come out of an experience like that transformed.
That they can act on their field of perception”. As a result, most interviewees view their
interactions with technology beyond the pure control of an instrument as a reflective and
conversational process. Technology is considered beyond a tool or an instrument, as “a
partner, who helps me to think about what I am doing” (BB).

What characterizes the entanglement of learning and practice development is the search
for a compromise between freedom and constraints. The use of extrinsic feedback on move-
ment brings constraints that are found stimulating for learning, as a way to structure attention
because “There is a big difference when it’s a personal choice and when it’s a choice that
comes from outside. And also the personal choices, often, happen more automatically. So
there’s really a gain in having choices that are made from the outside” (YC). For YC, changes
and ruptures of the interaction over time were found particularly stimulating:

I would say that the things that are very strong in the experience are moments of
surprise, for example where there is something established that I can interact
with, and I develop some sense of what can be done, and then all of a sudden
there is something else that manifests itself, that appears in response to something
that I am doing, but that was not there before. (YC)

Such external constraints drive performers out of common patterns and habits. Yet, artists
use technology to support an expressive practice, and all interviewees expressed the need for a
certain degree of freedom: “it was important to find myself as an interpreter. I trigger things,
but I also have the possibility to be free between some triggers, to feel breaths” (PS). Such
freedom is necessary so that interaction lets personality and idiosyncrasies emerge among
different interpreters: “Obviously the piece is totally different with the same parameters.
That’s what they can influence, they can put their personality without having to change the
system exactly” (PS).

3.6 Discussions

3.6.1 Expressivity in Question

An important question raised by the NIME community, at least at its start, concerns the notion
of “expressivity” — which is included in the NIME acronym (Dobrian and Koppelman, 2006;
Gurevich and Treviño, 2007). The use of embodied interaction involving movements and the
body for music performance certainly questions how musical expression can be conveyed to the
public. Interestingly, even when explicitly questioned, the notion of expressivity was regarded
as somehow ill-defined or not considered an important topic to discuss frontally. Therefore,
it would seem that the use of gestures is not meant to enhance or facilitate expressivity, as
one could naively believe.

The notion of “expressivity” appeared indirectly when the interviewees, especially
the ones concerned with music performance, did mention spontaneously that the public
reception could be problematic. The “expressive intention” behind the movements and
gestures might not always be perceived by the audience, especially if they are unfamiliar with
such approaches of technology. “How should spectators experience a performer’s interaction
with a computer?” (Reeves et al., 2005), Reeves et al. questioned nearly two decades ago.
The reactions of part of the audience raise a more general question: who are sound-movement
interaction systems designed for? It seems that they grow from the need to push certain



28 Chapter 3

boundaries in one’s practice and therefore help interact differently with sound or gesture, the
finality remaining the same: nurturing creativity. So, technology should not be the center of
attention when transitioning from the studio to the stage. The use of new technologies on
stage requires thinking about the perception of the performance by the audience.

To face this challenge, Capra et al. proposed to implement spectator experience augmen-
tation techniques (SEAT), that help improve the audience experience, as shown by Capra et al.
(Capra et al., 2020). Similarly, Berthaut et al. proposed a visualization of the internal mecha-
nism of the DMI with 3-D shapes to amplify musicians gestures to the audience. As noted by
Robson et al., “the word ‘audience’ suggests a passive role, whereby you are rewarded with
culture simply by virtue of turning up” (Robson et al., 2022). Robson et al. have interviewed
sound artists who are engaged in situated sonic practices. One of the interviewees noted that

“[Visitors] need to do something to bring the whole installation together, move around and
fetch different parts.” 2. Similar to sound installations where receivers must actively make
sense of the piece by changing their spatial relationship to it, it would be beneficial in the
process of “restoring trust with the spectators” (Capra et al., 2020) to help get them from
being part of a passive audience to active receivers, not of a technological demonstration, but
of an artistic proposition.

3.6.2 Questioning the role of technology

In all interviews, the view of technology is ambivalent, navigating between normativity and
emancipation. While it is considered central to current artistic practices, as part of a global
socioeconomic system, it is also seen as a “tool” to experiment and create beyond norms.
This creates an interesting paradox, since the need for experimentation might go against
the establishment of standards that are necessary for community building and transmission.
Moreover, obsolescence is unavoidable, based on evidence of using technologies for several
years, and yet the general concepts that are developed are intended to resist technological
evolution. This brings important questions about transmission and pedagogy, some of which
have been brought up by several researchers (Zayas-Garin et al., 2021; Pigrem and McPherson,
2018). We believe that it opens a large and interesting debate, since this necessitates to
establish what in our practices is truly independent from technological artifacts.

3.6.3 Supporting Learning

It appears that pedagogy inherited from standard music practices does not encompass the
variety of musical practices that exists today. Particularly in improvisation practices, as
shown by Hayes (2019), the notion of graduating from novices to expert with a predefined
educational path does not apply, as it puts the skillful musical instrument expertise before
the value of “the instantiation of multiple sensitivities of the person as a whole” (Hayes,
2019). The role of interactive systems is fundamentally perceived as elements that should be
sufficiently modular, and assembled in different manners. As such, interviews highlighted
that systems can be designed to facilitate learning, through metaphors, images, play, and
interactive feedback supporting movement execution. This can be linked to the use of different
types of affordances as suggested by Altavilla et al. (2013). Because such systems alter the
action-perception loop, they bring external constraints that structure the lived movement
experience and stimulate attention and kinesthetic awareness. Yet, designing systems in
a way that eases the learning process involves several challenges. Crafting the right level

2Quote from the interview of Roswitha von den Driesch and Jens-Uwe Dyffort, Sound artists from Berlin,
Germany.
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of detail for movement-sound interactions can hardly be optimized for all learners because
the learning process is open-ended and intertwined with the user’s own personal practice.
As such, interviews show that performers often co-evolve with the system, progressively
uncovering subtleties in movement expression. Designing such adaptive systems seems
promising but requires delineating what should change and what should remain consistent
within a learning process that is always personal.

3.7 Chapter Summary

This chapter investigates how practitioners of movement-sound interactive systems relate to
questions of learning and appropriation with technological systems. We conducted interviews
with six artists: one performer, one performer/composer, one composer, one teacher/composer,
one dancer/teacher, and one dancer. The interviews we conducted were fruitful in bringing a
different light to NIME research about movement-sound interactive systems. As discussed by
other researchers in this field, it is intrinsically difficult, or maybe fundamentally impossible,
to translate global methods borrowed from traditional music practices in composition and
pedagogy to practices based on interactive technology. Nevertheless, the insights given by
the artists still reveal how important it is to privilege strong concepts over detailed implemen-
tation, the importance of openness and modularity of the system, and how constraints and
perturbations can be fruitful in artistic contexts. Finally, they expressed that experimentation
and exploration through improvisation are essential to appropriating interactive technologies.
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CHAPTER4

Shaping 2-D Sound Spaces for
Movement-Sound Exploration

This Chapter (from section 4.3) contains written material published in (Paredes et al., 2023)1.
Jules Françoise and Frederic Bevilacqua collaborated on the paper.

4.1 Introduction

Interviews highlighted the importance of exploration and experimentation in learning movement-
sound interactive systems. Studies in audiomotor map acquisition by Van Vugt and Ostri (van
Vugt and Ostry, 2018b, 2019) showed the possibility of learning movement-sound spaces
through exploration. We are interested in bridging these controlled studies with our team’s
ecosystem of artistic practices and the one described in Chapter 3.

This Chapter proposes a prototype for movement-sound interaction that enables the
exploration of a 2-D sound space created with the concatenation-based sound synthesis
technique CataRT. By 2-dimensional sound space, we refer to a sound synthesizer with two
parameters. In the case of a space created with CataRT, the two dimensions correspond
to the sound descriptors used to project the sound grains on a 2-D plane. Sound spaces
produced with these techniques are traditionally explored with fingertip interaction on 2-D
touch surfaces (Schwarz et al., 2020). We propose to control this synthesis with movement
sensors strapped to the arm, enabling whole-body interaction with a corpus of sounds. In
this Chapter, we investigate the early learning of this system through exploration and identify

1Paredes V., Bevilacqua F., and Françoise J.; Polyspring: A Python toolbox to manipulate 2-D sound database
representations. In 20th Sound and Music Computing Conference (SMC 2023), Stockholm, Sweden, June 2023.
Zenodo. doi: 10.5281/zenodo.8399016
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that the inhomogeneity of the sound space hinders its exploration. We then propose a tool for
manipulating the distribution of sound grains over the 2-D sound spaces.

We presented an empirical study focused on movement-sound exploration. Following
the preliminary experiment reported in Chapter 4, we were interested in quantifying and
qualifying the exploration of movement-sound spaces in exploratory learning contexts. Our
first contribution is to propose a movement-sound interactive system called mosX that uses
an abstract audio space controlled with wearable sensors. We further established an analysis
method using kernel density estimation (KDE) to visualize exploration data. We proposed an
empirical method to evaluate the participants’ internal representation of audiomotor maps
based on their drawings or sketches. This experiment revealed significant insights into
how individuals learn, represent, and navigate complex sound spaces through embodied
interaction. The findings underscore the effectiveness of exploration-based learning in early
audiomotor map acquisition. In particular, our KDE-based method produced quantitative data
and visualizations that enabled the identification of different exploratory behaviors between
participants.

With data recording capabilities, the prototype enables us to conduct experiments on
audiomotor map learning in different conditions. First, we report on a preliminary experiment
with six expert users, which gives us initial insight into the possibilities of learning such
a space by exploring it in just a few minutes. In particular, we investigate (1) to what
extent exploration of a movement-sound interaction can lead to early learning of the specific
association between the gesture and the sound, using either a 2D flat interface or more complex
body movements, and (2) how exploration is expressed by expert participants using both
words and drawing. This experiment shows that learning the mapping between movement
and sound with whole-body interactions was particularly difficult for participants, partly due
to the inhomogeneity of sound distribution over the 2-D sound space.

Following these results, we propose a method that enables the control of the points
distribution, from homogenization to custom density function, and the setting of adaptable
border geometries. The method presented here is based on the unispring algorithm introduced
by Lallemand and Schwarz (2011), with improvements at both theoretical and practical levels.
First, we present several theoretical contributions that simplify the use of the base physical
model and facilitate the real-time manipulation of the sound map structure. In particular,
we propose to estimate a key parameter from the dataset to provide users with few function
arguments, allowing them to use this tool without knowledge of the underlying physical
models. Additionally, we formalized a simpler density manipulation technique using Gaussian
mixtures as inputs, which allows users to manipulate the distribution of the sound clouds in
real time. Second, we provide the community with an open-source Python package called
polyspring. It enables the control of a sound dataset distribution starting from any type of 2D
projection. It can distribute the dataset uniformly while preserving neighborhood relations
between points. A user-defined density function can further shape the final distribution of
sounds. This distribution can also be restricted to custom boundaries. A Python script and a
Max patch communicating over OSC are also provided to manipulate a sound dataset in the
Max package Mubu.2

2https://forum.ircam.fr/projects/detail/mubu/

https://forum.ircam.fr/projects/detail/mubu/
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4.2 Exploring 2-D Sound Spaces with Movements: First Proto-
type and Experiment

4.2.1 First Prototype

The system designed for this study is based on corpus-based concatenative synthesis tech-
niques. Those methods rely on analyzing and recombining databases of recorded sounds. Such
methods involve the segmentation of audio recordings, their parametrization (for example,
with audio descriptors), and their resynthesis using selection methods. Various implementa-
tions have been proposed, such as the real-time corpus-based concatenative synthesis system
CataRT (Schwarz et al., 2006), used by several research groups and musicians (Einbond
et al., 2016; Zbyszyński et al., 2021; Schwarz, 2007), the tools developed in the Fluid Corpus
Manipulation project (FluCoMa) (Tremblay et al., 2019, 2021), earGram (Bernardes, 2021)
or the AudioStellar system (Garber et al., 2020). 2D representation of the sound parame-
terization greatly facilitates its direct manipulation by the performer through projection or
dimensionality reduction from the possibly high dimension of the sound description. The
relationship between the user gestural input and the selection of such 2-D reduced space
can be formalized as a special case of the so-called gesture-sound mapping (Hunt et al.,
2000). This synthesis technique (and its variants) is typically used with a 2D projection of
the multi-dimensional sound descriptor space on a screen. It allows for easily selecting sound
segments with a mouse or a touchpad, as shown in figure 4.1. Other types of feedback have
been proposed, such as haptic feedback (Magalhäes et al., 2020).

Figure 4.1: 2-dimensional touch interaction with a sound space created with CataRT.

Sound Synthesis

Sound spaces were designed and implemented with CataRT,3 a corpus-based concatenative
synthesis system Schwarz et al. (2006), freely available for Max (Cycling’74) with the MuBu
package4 Schnell et al. (2009). It allows for the exploration of a large corpus of recorded
sounds. Recordings are segmented in so-called sound grains (typically 500ms) and analyzed
using audio descriptors Peeters (2004). In our case, for each grain, the average value of two
descriptors is computed:

3https://forum.ircam.fr/projects/detail/CataRT-mubu
4MuBu package: https://forum.ircam.fr/projects/detail/mubu/

https://forum.ircam.fr/projects/detail/CataRT-mubu
https://forum.ircam.fr/projects/detail/mubu/
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• x: spectral centroid barycenter of the frequency spectrum, related to sound perception
with low-high brilliance.

• y: periodicity, the ratio between the energy of the harmonic content (harmonic partials)
to the total energy. Periodicity is typically high for sounds from musical instruments
(with defined pitch), while it is generally low for “noisy” sounds. It is calculated using
the YIN algorithm (De Cheveigné and Kawahara, 2002).

We chose the combination of those two descriptors because they are generally weakly corre-
lated. Consequently, 2-D spaces created with these descriptors tend to display better spreading
of sound grains.

Sound Corpora

Two different sound spaces were specifically designed for this experiment. Each includes
six to eight clusters of sounds using recordings of a typical object–surface interactions, such
as rubbing, hitting, shaking, or rolling different metallic, ceramic, glass, or wooden objects.
The segmentation and analysis of the sounds from a cluster produce a spatially cohesive
group of sound grains in the audio space. Some outlier grains were removed to facilitate
discrimination between the different clusters. Corpora are represented on the right-hand side
of the figure 4.2.

Interfaces

Two different interfaces could be used interchangeably with the sound synthesis system:

2D Tablet : The first interface considered for this experiment is a touch surface, the Sensel
Morph. Although it allows for multi-touch control and measures touch force and area,
we only used a single-touch position and scaled its coordinates to the 2-D sound space.
The surface is 138× 240mm, but the actual playable area is a centered 130× 130mm
square directly mapped to the square containing the grains in the sound space, as
displayed in figure 4.2. The rest of the surface is not used. At the center of the tablet, a
circular sticker helps users identify the center of the space.

Whole-body interaction using IMU sensors : the second interface consists of two inertial
measurement units (IMUs) attached to the dominant arm. One to the forearm, just
before the wrist, and one to the arm, just before the elbow. They measure the angle
between the vertical axis and the arm and forearm, respectively. The arm angle is
mapped to the x-axis of the sound space, and the forearm angle is mapped to the y-axis
as shown in figure 4.2. The data is sent from the IMUs to the computer via Open Sound
Control (OSC) streaming over WiFi.

In both cases, the clusters are distributed within a square in the audio space (see figure 4.2).
At the center of every corpus is a circular area where no grain is played. Instead, the user
hears a reference sound. This sound is a continuous synthetic sound that contrasts with the
rest of the corpus. Its purpose is to help identify the center of the space.

Notably, by design, the whole-body interaction case cannot be reduced to the planar
case in 3D. The space defined by the two angles in the whole-body interaction implies large
movements of both the upper and lower arms. Even if the sensors were solely placed on one
arm, the term “whole-body interaction” was chosen here since this mode implies large arm
movements that impact the whole body. It requires participants to adjust their balance and
indirectly implies movements of other body parts (this is in contrast with the tablet where the
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participants are seated).

Blindfold Interaction

The experimental set-up is designed to be explored blindfolded. CataRT is traditionally
used with a screen (see figure 4.1) so that sound grains can be explored by pointing. We
are interested in gestural learning and, in particular, sensorimotor learning through propri-
oception. The facilitation of gestural learning through visual feedback has already been
addressed (Jeanne et al., 2017). In our case, sound feedback is not an aid but one of the modal-
ities that must be learned in conjunction with movement. Blindfold exploration supports this
objective.
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Figure 4.2: Schematic overview of the experimental setup. The parameters from movement
interfaces (left) are mapped to two dimensions of a sound space (right) that uses corpus-
based concatenative synthesis. The user position determines which grain is played. The first
interface is a touch surface, the Sensel Morph. The second interface consists of two IMUs
placed on the arm and the forearm. They measure the angle between the vertical axis and the
arm and forearm, respectively. The positions received from the tablet or the angles from the
IMUs are mapped to the two dimensions of the sound space.

4.2.2 Experiments

Participants

We recruited 6 participants (3 females and 3 males) with expertise in one field related to the
study: either dance, electronic music, or sound design. The two dancers (coded DA1/2) were
more likely to explore beyond everyday movements and give more informed feedback on the
movement space. The 2 sound designers (coded SD1/2) had expertise in sound perception
and classification and concatenative sound synthesis. The 2 musicians (coded MU1/2) were
trained in electronic practices and had experience with granular synthesis. Participants had
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no prior knowledge of the experimental setup. They all signed a consent form to participate
in the research experiment.

Method

We purposefully designed the system without visual feedback, and participants were blind-
folded. In particular, they could not see their arm and, therefore, could not ensure pose
reproduction by looking at their body. Consequently, they could rely only on the sound feed-
back and on their proprioception. We hypothesize that users create a mental representation
during exploration to help memorize sound-movement association. We elicited sketches or
drawings to complement interviews to get insights into such participants’ cognitive represen-
tation of the sound corpora and the interaction. After exploration, they were given a squared
18cm wide paper to draw their representation of the audiomotor space using a pen or pencil.

Procedure

The experiment consists of three consecutive learning and trial sessions with 2 interfaces
(tablet or IMUs) and 2 corpora: 1. corpus 1 with tablet, 2. corpus 1 with IMUs, and 3. corpus
2 with IMUs, as shown in figure 4.2.

Each session was separated in three different phases, explained below:

Exploration: Participants explore one corpus freely for 5 minutes with either the touch
surface or the IMUs to learn the sound/position relationship;

Target Task: The system plays A pre-recorded movement trajectory twice, and the partic-
ipants hear the corresponding sounds. They must then reproduce the sounds played
as best as possible in one attempt. Each task consists of 6 different trajectories. A
trajectory must travel through 2 clusters;

Drawing and Interviews: Participants explain their understanding of the relationship be-
tween sounds and movements using sketches/drawings and talking aloud.

Analysis

We recorded the trajectories in the descriptors plane during the exploration and the target task.
These were examined along with the participants’ drawings. Interviews were transcribed
from video recordings and analyzed in relation to their sketches/drawings and exploration.

4.2.3 Results and Discussion

Quantitative Analysis

We computed several metrics on the target task results to assess their learning of the movement-
sound space: the duration of trajectories performed by participants and their length (distance
traveled in the audio space). Second, we computed a score measuring whether participants
found the target sound clusters during the tasks.

The trajectory length in the audio space is higher in sessions 2 and 3 compared to
session 1 (1.m=0.85 std=0.11, 2.m=1.77 std=0.25, 3.m=1.48 std=0.21). This means that
with whole-body interaction, the trajectory between target clusters is less direct in the audio
space compared to the tablet, which was expected. Nevertheless, we observed no significant
difference across sessions regarding average trajectory duration.
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A score was computed to evaluate if the performed trajectories reached the targeted sound
clusters. It is averaged across participants and trajectories and reported in figure 4.3. As ex-
pected, participants obtained the best scores with the tablet (m=1.55, std=0.26). Nevertheless,
the score for body interaction shows that, generally, at least one cluster was reached. Interest-
ingly, the average score progressively increases between sessions 2 (m=1.1, std=0.23) and 3
(m=1.27, std=0.26), showing that participants seem to improve over the session, even if the
corpus changed between these sessions. This trend, to be confirmed by further experiments,
is encouraging since it shows that participants can learn or adapt to the system.

Figure 4.3: Average score measuring the number of target sound clusters reached for one
trajectory

Qualitative Analysis

Touch Surface Control During the first session (corpus 1, touch surface), all participants
succeeded in associating most parts of the touch surface with sound textures. Since they
knew, before the first exploration, that the target trajectories all started from the center point,
they explored the space in star-shaped trajectories, going back and forth between the center
and the extremities: “I think it’s very starry as a distribution, you have the center, and you
have the little branches, that’s how I visualized it.” (MU1). Examples of such exploration
trajectories are shown in figure 4.4. Participants’ drawings are consistent with the patterns of
explorations. The number of clusters participants identified is consistent with the corpus (8
sound clusters and 1 silent area). However, the various groups of sound are represented with
approximately the same size. Sometimes, they cannot remember which sound is associated
with a cluster, even though they recognize its existence and position.

Transferring from a planar to a joint angle representation With this task, we wanted
to investigate how participants could learn a 2-D movement-sound space mapped to a joint
angle representation to examine how they manage an interaction change while keeping the
same sounds. Participants explored the same corpus in the first and second sessions. In this
case, the sound space’s x-axis (respectively y-axis) was mapped to the angle between their
dominant arm (respectively forearm) and the vertical. As expected, all participants found
the transition from tactile to body interface difficult, even if they already knew that sound
space. Interestingly, it seems that the audiomotor space needed to be relearned. Participants
explained they could not transfer the relationships between clusters they identified in the first
session. Although the frontiers were the same, the best they could do was associate a position
with a sound: “I had specific places that had names. But I did not have enough time to get
the ‘in between’, to get how they float into each other” (DA1).
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Participant = DA2 Participant = MU2

Figure 4.4: Exploration trajectories from two participants with the tablet. Explorations
across participants present similar patterns: star-shaped trajectories going back and forth
from the center point and circular motions revolving around the center point. It resulted in
representations focused on the center point with sounds distributed around it.

As the arm orientation preserves proximity relationships between clusters, we expected
that knowing at least some neighboring relations between clusters would help organize
the audiomotor space. Nevertheless, the frontiers between clusters were found difficult to
handle in the body interaction. Interestingly, during the second session, it appeared that most
participants created something closer to a list of audiomotor “anchor points”, linking sounds
to specific arm orientation (thus point the joint angle representation).

This strategy is in line with the work of Van Vugt and Ostry, who observed that, when
learning an audiomotor map, the learner does not interpolate between observed positions to
predict for sounds at new positions but instead creates a “look-up table connecting movement
with sound” (van Vugt and Ostry, 2018a). It is coherent that participants could not transfer
learned cluster relations from tablet to body interaction, implying a change of representations
(spatial to joint angle space).

While the audio space was identical (2-D), the sketches were very contrasted compared
to the first experiment on the tablet. For several users, an external point of view of their
body was reported (i.e., the drawing of the body). Most drawings display arm configurations,
sometimes associated with a specific organization of the sounds (see figure 4.5).

Participant = DA1 Participant = SD2

Figure 4.5: Trajectories from two participants from exploring the sound space in session
2. Thin blue lines represent exploration patterns. The associated representations differ
between participants. Participant DA1 listed position-sound relations, while participant SD2
represented the arm in relationship to sounds.

Exploration of an unknown audiomotor space using arm movements Participants then
explored a new corpus directly with the IMUs during the third session. They began applying
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a specific methodology to the exploration: “I lost a little bit of the nuances. I was thinking
‘what sound do I want to make? How do I make it?’ and I tested the big areas to see if I could
repeat them.” (DA1). After a second exploration with the body interaction, they could better
explain exploration processes using such interfaces: “I repeated the same gesture several
times, but it required such precision that I could not always do the same movement twice.
And, sometimes, I discovered new sounds that way, and I could not tell if I discovered them
with my hand, with my elbow, or with the angle of my arm.” (DA2).

In this case, we found that participants used idiosyncratic movements to explore the
whole audiomotor space. This led to certain parts of the audio space not being visited during
exploration, as illustrated by trajectories in figure 4.5. One of the participants commented:

“With the tablet, after a minute or two I had identified the zones and so I could spend time
on the sounds, but now I don’t have the feeling that I have finished exploring. I don’t know
the limits of my body in space, I don’t know if I have explored all the gestures.” (MU2).
Importantly, the appropriation of such interaction modality depends strongly on the somatic
expertise of the users. We observed that the two dancers implied significantly more of their
whole body during the arm-movement interaction compared to the other sound experts. Even
if moving the arm could enable one to reach all sound clusters, we believe such interaction
might be more fruitful if the body is involved, as discussed by Candau et al. Candau et al.
(2017).

4.2.4 Limitations and Area for Improvement

We were interested in evaluating early learning by exploration of our movement-sound
interaction prototype using either a touch-based or a movement-based interface. Overall,
this first study allowed us to validate the setup from a technical point of view. We found
that the transfer from the tablet to the body space is limited and might not be investigated
further. Nevertheless, repeated trials with whole-body interaction led to improvement, but
several limitations seemed to hinder exploration. The corpora used in this experiment were
built to facilitate exploration: as little empty space as possible with clearly delimited clusters
of approximately the same size. Even with these objectives in mind, the resulting corpora
were not entirely satisfying. Although each cluster had the same number of grains, they did
not occupy the same area. In addition, some zones in corpora presented few to no sound
grains. With CataRT, it is possible to move sound grains manually, but it is difficult to fill
empty spaces without breaking cluster spatial coherence. Moreover, some participants did
not reach all parts of the sound space because of the unusual body configurations required.
One solution would be to adapt the sound space to the shape of the space they explored.

These observations led us to design a tool for manipulating the sound grain distribution
using a spring-mass physical model called polyspring. The following sections present the
tool’s theoretical background, a description of the toolbox features, and some examples of
use.

4.3 Manipulating a 2-D Point Set Distribution: Theoretical Back-
ground

The preliminary experiment presented above highlighted the need for an easy way to manipu-
late the distribution of sound grains in CataRT. The problem is formulated as follows: given a
set of points randomly distributed in a 2-D space with closed boundaries, find a transformation
to those points that preserve their initial neighboring relationship while spreading them evenly
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in the space. An illustration of the initial problem with the expected results of the solution is
given in figure 4.6.

2-D Projection Uniform Distribution
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Figure 4.6: Exploration of a sound database using motion sensors mapped to the control
space. The 2-D audio space might present empty space and tight clusters compared to the
uniformly distributed space. The control space can be adapted to the user’s motion range
using a region with custom boundaries.

The toolbox we designed to answer this problem, polyspring, builds upon several algo-
rithms and methods to manipulate a set of points in a 2-dimensional plane. After introducing
the base unispring algorithm initially proposed by Lallemand and Schwarz (Lallemand and
Schwarz, 2011), we present several modifications and additions we made to this algorithm.
Then, we describe a cost-effective interactive method to shape the density of the distribution.

4.3.1 Related Works

Gerard Roma and colleagues made several contributions concerning the visualization and
mapping of sound collections. In Roma et al. (2019), they present a novel framework for
sound space creation for interaction. Features are extracted from the sound corpus using a
neural encoder that produces high-dimensionality features. A segmentation algorithm chops
initial files into sound fragments based on a novelty algorithm. Eventually, each fragment is
projected in a low dimensional space (2-D or 3-D) using a dimensionality reduction technique.
The playability highly depends on the visual characteristics of the 2-D representation obtained
from this last step. For Isomap and the Fruchterman-Reingold algorithm, the authors highlight
a trade-off between perceptually meaningful clusters and good spatial occupation when dealing
with the number of neighbors. They also experimented with Self-organizing Maps (SOMs),
which is a mapping technique between high-dimensional data and a 2-D grid layout. Still,
SOMs can assign multiple data points to the same output location, which is not a feature we
want in our case.

More recently, Roma et al. produced a more general framework for visualization Roma
et al. (2021) where they evaluated several dimensionality reduction algorithms for music cre-
ation applications. They found the uniform manifold approximation and projection (UMAP)
algorithm to be more suited for this use case. One of UMAP parameters is the number
of neighbors for projected points. This parameter impacts the clustered aspect of the 2-D
projection, therefore allowing for control of the spread of the points over the space. They
presented a solution to de-cluster points by mapping the output of a dimensionality reduction
technique to a grid using the Hungarian algorithm. By oversampling the output grid, the
initial distribution of points can be preserved while avoiding overlapping points. While
helpful in getting a uniform distribution, this technique requires defining a grid that matches
the desired distribution and the correct number of points, which can be difficult to generate
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for general cases (typically arrangements not initially following a grid).

4.3.2 Unispring Algorithm for Density Manipulation

The unispring algorithm (Lallemand and Schwarz, 2011) manipulates a 2-dimensional set of
points to distribute it across a given region uniformly or according to a user-defined distribu-
tion. The unispring algorithm comprises two steps explained below: the pre-uniformization
and uniformization, as illustrated in figure 4.7.

Initial Projection Pre-uniformization Uniformization

Figure 4.7: The unispring algorithm takes the 2-D projection of a dataset and distributes it
uniformly in the space using a mechanical analogy between a triangle mesh and a spring
network. A first pre-uniformization step is used to spread the points in the space to make the
simulation converge faster.

Pre-uniformization The first step of the algorithm consists in scattering the initial dis-
tribution by performing a “pre-uniformization” step. It replaces each point’s x (resp. y)
coordinate with the index of this coordinate in the sorted list of all x (resp. y) coordinates
in the set. Note that these intermediate coordinates are scaled to preserve the initial range
of the x-axis (resp. y-axis). This intermediate distribution fills the space while maintaining
the order between points from the initial projection. This first step will help the physical
algorithm to converge faster.

Uniformization The second step is based on the distmesh algorithm (Persson and Strang,
2004), introduced by Persson and Strang, that generates meshes using a simple mechanical
analogy between a triangular mesh and a 2D spring network. The triangle mesh is created
using a Delaunay triangulation: each point is linked with its neighbors, forming triangles
whose circumcircles do not contain any point. The physical model is created by considering
each connection between vertices as a spring. The obtained model is a network of joints
linked by springs. Only the springs’ repulsive actions are considered, bringing the modeled
behavior closer to that of a gas. Consequently, a point is subjected to a force whose direction
and amplitude depend on the distance from connected neighbors. Each connected point
applies a force in the direction of the connection with an amplitude proportional to the length
of the connection:

f =

{
k(l0 − l) if l < l0

0 if l ≥ l0
(4.1)

with l the current spring length, l0 the rest length, and k the spring stiffness.

The position at a given step is solved using a forward Euler method. To end the simulation,
a stop criterion is checked at every step: if, for all points, the displacement at a step is under
a certain threshold, then the simulation stops. Further details on the algorithm can be found
in the original distmesh article (Persson and Strang, 2004).
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The region where the points are distributed consists of boundaries that cannot be crossed.
If a point moves past a boundary, it is brought back to the closest point on the boundary.
The user defines the region as a signed distance function that returns the distance to the
nearest point on the boundary, positive if inside the region or negative if outside. We shall
see in Section 4.4.2, that in our implementation, we modified this definition to simplify user
interaction.

The target density is defined by the element size function h(x, y). For a uniform target
density, all springs have the same rest length so that the final distance between points is the
same everywhere. We can modify the density in certain parts of the region by specifying
different rest lengths. It is not required to specify the exact rest length of the springs, h(x, y)
only gives the relative distribution over the domain. The actual rest length of a spring whose
center is at a (x, y) coordinate is then calculated using the following equation:

l0(x, y) =

√ ∑
l2i∑

h(xi, yi)2
∗ h(x, y). (4.2)

4.3.3 Additions and Modifications to the Unispring Algorithm

The aim of the polyspring toolbox is to allow users to manipulate a 2-D point distribution
easily without having to tweak the parameters related to the underlying physical model. For
this purpose, we made the following additions and modifications to the Unispring algorithm.

Calculation of the Springs Rest Length for a Uniform Distribution

The results of the physical model used to move the points highly depend on the choice of
the springs’ rest length since the final distance between points will be approximately the rest
length. So, it must be chosen according to the target distribution, the number of points, and
the region dimensions. We deduce an estimate of the target distance luni0 between points
for a uniform distribution from the region area and the number of points. Let a uniform
target distribution of density d = N

A with N points contained in a region of area A. Since
all pairs of points linked by the Delaunay triangulation must be at the same distance, they
form equilateral triangles with their neighbors, as shown in figure 4.8. Since each point is the
vertex of 6 different triangles, we can write the density of points in a single triangle as:

d =
3

6Atri
=

N

A
(4.3)

with Atri = (luni0 )2
√
3
4 , the area of a triangle. Resulting in:

luni0 =

√
2√
3N
A

. (4.4)

This calculation does not consider the points on the borders of the region: a point on
the border is the vertex of fewer than 6 triangles. Therefore, the density in Eq. (4.3) is
underestimated in these cases, resulting in an overestimation of the rest length. However, as
stated in (Persson and Strang, 2004), “it is important that most of the bars give repulsive
forces to help the points spread out across the whole geometry, [...] which can be achieved
by choosing l0 slightly larger than the length we actually desire.” This slight overestimation
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Atri
l uni
 0

Figure 4.8: For a uniform distribution, points should be arranged so that they form equilateral
triangles. Therefore, the spring rest length luni0 must be chosen to verify the target density.

of l0 favors the spreading of points over the region.

User-defined Distribution: Non-uniform Rest Length

The distmesh algorithm introduces an element size function h(x, y) that is used to specify
the relative density in various parts of the region through a non-uniform rest length of the
springs in the physical model. This method is implemented in the toolbox, albeit with some
differences in the user-specified function. Instead of defining an element size function, we
introduce a density function ρ, such that h(x, y) = 1

ρ(x,y) , which specifies the relative density
of points in different parts of the region. We made this change to focus the interaction on the
density of points at specific coordinates rather than the distance between points. The element
size function derives directly from the analogy of the spring network, the elements refering
to the connections made by the Delauney Triangulation. Like h, this function is relative and
does not need to sum to any particular value across the region—a location where ρ = 2 will
be twice as dense as if ρ = 1.

The rest length of a spring whose center is at the coordinates (x, y) is calculated using
the uniform rest length luni0 that we obtain using Eq. (4.4) and the ρ function that the user
provides:

l0(x, y) = luni0 .

√√√√ Nc∑Nc
i=1

(
1

ρ(xi,yi)

)2 .
1

ρ(x, y)
(4.5)

Where Nc is the number of connections and (xi, yi) is the center of the connection i. Note
that in Eq. (4.5), the sum of l2i from Eq. (4.2) is replaced by the average rest length luni0 from
Eq. (4.4) which is a better estimate of the average rest length when there are large empty
spaces in the initial distribution.

The user can specify any density function ρ(x, y) as long as it verifies that ∀(x, y) ∈
R2, ρ(x, y) > 0. For instance, in figure 4.11B, ρ(x, y) = x+ y + 1. This means that, since
ρ(0, 0) = 1, ρ(1, 0) = ρ(0, 1) = 2 and ρ(1, 1) = 3, the distribution is three times denser at
(1, 1) and two times denser at (1, 0) or (0, 1)), than at (0, 0). The resulting distribution is
displayed in figure 4.11B. Note that coordinates have been scaled to [0,1] in this case.



44 Chapter 4

Gaussian Attractors: Manipulating the Distribution during Interaction

Originally, unispring was designed to obtain a “static” representation of the database, as
stated by the authors: “we mean that the interface is determined once by the user and does
not require further adjustments in the course of the interaction process” (Lallemand and
Schwarz, 2011). Our goal in designing polyspring was to let users manipulate and interact
with the distribution concurrently. While it is possible to interact with the sound corpus
during the mass-spring simulation process, the speed of the simulation highly depends on the
number of points and cannot be anticipated easily.

We created a method to interact with the point distribution using an analogy with a
force field that can move points away from their stable position. Users can specify this
force field through a mixture of Gaussians. After uniformization using the spring network
method, the points are pushed away from their initial positions. The gradient of the force
field directs the displacement vector of a point, and its norm is equal to the field’s value at the
point coordinates. The field is scaled between 0 and luni0 so that the point displacements are
bounded. An example of a distribution obtained with a mixture of three Gaussians is given
in figure 4.12. While this model allows for inputs other than Gaussian mixtures, it is difficult
to anticipate its behavior without understanding the process behind creating the displacement
vector. So, we restricted the input possibilities to make it more accessible while allowing for
complex final distributions.

4.4 Toolbox Description

The polyspring toolbox implements a modified unispring algorithm with its extensions
described above. This toolbox consists of a Python package that provides classes to manipulate
the distribution of a set of points inside a given region. It also includes a Cycling’ 74 Max
package that enables its use with the MuBu5 library. A screenshot of the demonstration patch
is displayed in figure 4.9. All the scripts and patches are provided in a repository6 and a video
tutorial of the Max patch is available online7 and described in Appendix A.2.1.

4.4.1 Features

We now detail the main features of polyspring, illustrated with an example built using the
Max implementation for CataRT-MuBu. In the screenshot of the Max patcher in figure 4.9,
the green and yellow parts (“Initialize Corpus” and “Choose Representation”) are dedicated
to the creation of the corpus and the initial projection. The blue part (“Shape Distribution”)
uses polyspring to manipulate the sound fragment distribution. The visualizer on the right
side displays the current distribution in a square. Note that it is automatically scaled to the
initial distribution range on both axes and does not change its limits unless the descriptors
are modified.

Initialization and uniformization The corpus is created in our example using CataRT ’s
automated segmentation and analysis process. The user imports one or more sound files that
are first segmented (using, for example, a fixed segment length or onsets) and then analyzed
with a series of N audio descriptors. Then, the user can choose two audio descriptors used to
visualize all the sound segments as points in a 2D map, which corresponds technically to

5https://forum.ircam.fr/projects/detail/mubu
6https://github.com/ircam-ismm/polyspring
7https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?

https://forum.ircam.fr/projects/detail/mubu
https://github.com/ircam-ismm/polyspring
https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?usp=sharing
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Figure 4.9: Screenshot of a Max patch demonstrating polyspring capabilities. The user can
draw custom regions directly on the visualizer and type any density function of x and y, such
as ρ(x, y) = 5(x+ y) + 1.

the projection of the 7-D audio descriptors space to a 2-D plane. All of this is implemented
using the externals provided in the MuBu package.

The interest of polyspring lies in the possibility of modifying the distribution of points
representing each sound segment. By default, the region is set as the non-oriented bounding
box of the set of points, and the density function is set to 1. When pressing the “Distribute”
button, the points get uniformly distributed across this region. Since the visualizer is scaled to
the initial range in both directions, it is equivalent to the default region, and the points fill the
whole visualization space. The projection of a sound corpus in a descriptor space (spectral
centroid and periodicity), before and after uniformization, is represented in figure 4.10.

Figure 4.10: Example of a basic uniformization of a sound corpus. The left scatterplot
represents the projection of the segmented corpus over two descriptors: the spectral centroid
and the periodicity. The scatterplot on the right depicts the representation resulting from a
uniformization of the control space.
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Custom region Users can specify a custom region by drawing a polygon on the visualization
space. After clicking the “Draw region” button, they can click on the visualizer to specify
each vertex of the polygon sequentially. Clicking the “Close region” button will close the
polygon by linking the last defined vertex with the first one. The uniformization algorithm
then distributes points inside this region, as illustrated in figure 4.11A. Since the region
definition relies on the package shapely, any polygon that can be created in shapely can be
used to shape the distribution.

Custom density The user can define the density function ρ as a function of x and y (See
section 4.3.3). For instance, in figure 4.11B, ρ(x, y) = x + y + 1. The user can type any
function existing in the numpy package by specifying “np.” before the function name (eg.
np.exp, np.sqrt...).

The Python class accepts any density function that takes two coordinates as arguments
and returns a float indicating the relative density at this position. The example uses a formal
expression definition, but we can also input a function obtained from a Kernel Density
Estimation (KDE).

A. B.

Figure 4.11: A. Example of the uniformization of a sound corpus over a user-defined polygonal
region. B. Example of a distribution obtained with a user-defined density function ρ =
x+ y + 1.

Real-time interactions with the distribution, based on Gaussian attractors, are presented
in a separate window as three configurable 2-D Gaussian functions exposing the Gaussian
parameters: the center (µx, µy), the spread (σx, σy), and the angle θ. Figure 4.12 shows the
Max window with the chosen parameters and the resulting distribution. Since the points
are attracted from their original position by different Gaussians spread around the space, it
can create empty spaces in the map. This distribution is not equivalent to what would be
obtained by providing the Gaussian mixture as the density function ρ in the spring network
model, which is significantly slower to compute – and, therefore, not appropriate for real-
time manipulation. For example, this method takes less than 30ms compared to several
seconds with the spring network. However, the resulting distribution does not guarantee the
complete coverage of the space and is more difficult to anticipate. This complements the
density definition using the ρ function, which is slower but affords more control over the final
distribution.
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Figure 4.12: A distribution made using 3 gaussian attractors. The user defines the parameters
for each Gaussian.

4.4.2 Implementation

Polyspring Implementation in Python The models described in section 4.3 are imple-
mented with Python using standard packages for scientific computing, except for the region
definition. All Matrix operations use numpy, and we use the Delauney triangulation from
the scipy.spatial submodule. The Gaussian attractors use numpy.gradient to compute the
gradient of the force field over a grid and the scipy.interpolate.grid data to interpolate the
gradient at each datapoint from the gradient grid.

In the base distmesh algorithm, the main difficulty for region management user-wise is
to create the signed distance function that returns the distance from a point to the closest
boundary point (positive if inside, negative if outside). While it allows for any region to be
defined, it isn’t very easy to create in most cases.

We decided to use the shapely package8, a set of classes aimed at set-theoretic analyses
and manipulation of planar features that uses functions from GEOS, a C/C++ library for
computational geometry. Shapely provides a polygon class with a highly efficient point-in-
polygon (PIP) test and closest points calculation. Using this package, any region can be easily
defined as a simple polygon or more complex regions with holes using set operations. In our
implementation, the user provides the region as a shapely Polygon or MultiPolygon object.

Using Polyspring in Max We created a Max patch and a Python script to interface
polyspring with a MuBu container, which we used to make the above example. The Max
object can be used to distribute any set of points contained in a MuBu track. The Max patcher
and the Python script communicate using OSC (Open Sound Control) over UDP (User
Datagram Protocol). Data are sent and received on the Max side using the base Max UDP
implementation (udpsend and udpreceive objects). On the Python side, the communication
is managed by the python-osc package9 that allows for an OSC address ↔ callback matching
system. Thus, the communication consists of packets sent over UDP from one process to
another. If both processes run on the same machine, the packets are sent to the local host IP
address (127.0.0.1), and each process uses different receive ports (8011 for Max and 8012 for
Python by default).

8https://shapely.readthedocs.io/
9https://pypi.org/project/python-osc/

https://shapely.readthedocs.io/
https://pypi.org/project/python-osc/
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4.5 Examples and Perspectives

Polyspring is structural to the design of the movement sound explorer (mosX) system described
in the next chapter, which enables the exploration of a 2-Dimensional CataRT space with
movement sensors. It is also used in the art-science performance Sympoiesis presented in
chapter 6 where dancers explore a sound space during the performance.

The second part of the Sympoiesis performance was centered around slime molds, a
unicellular organism whose growing behaviors have been thoroughly studied (Bonner, 2015).
We wanted to use slime mold growth video recordings to control sound synthesis for this
performance. A dataset of several hours of field recording in a laboratory has been scattered
in a CataRT space. Since the videos consisted of upper views of a Petri dish, it was interesting
to restrict the sound grains to a circle using polyspring to be able to superimpose them, as
shown in figure 4.13. The uniform distribution also ensured the sound could be triggered
everywhere in the circular region.

Figure 4.13: Picture of Slime Molds after several days of growth in a petri dish superimposed
on a CataRT space of 4796 points uniformly distributed in a circular region. Slime molds
picture credit: Laurane Le Goff

Other use cases might take advantage of the toolkit, such as the one proposed by Jensenius
et al., where the position of a musician on stage, tracked by a camera, is used to control a
CataRT space (Jensenius and Johnson, 2010). With a simple one-to-one mapping between the
location on the floor and the 2D sound parameters (centroid and periodicity), the performer
triggered segmented violin sounds. We can imagine an extension of such a paradigm with
the possibility offered by polyspring: other sound parameters could be easily explored while
assuring that all the sound cloud points are well distributed in a performance space of any
geometrical form.

Polyspring is sufficiently generic to be used in a variety of applications. However, our
main use cases always used the MuBu package. Communicating between Max and Python
through OSC is not optimal in terms of performance. To improve this, we are implementing
this toolbox as a Pipo10 process that will run in the Max process and should be substantially
faster than the Python implementation.

Finally, the unispring algorithm should be generalizable to 3-D or higher-dimensional
spaces. This allows for mapping between several movement descriptors and sound space

10https://ismm.ircam.fr/pipo/
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dimensions in the case of gesture control, for instance. Uniformization over N dimensions
would guarantee the presence of sound points in all directions, which is particularly in-
teresting when exploring high-dimensional spaces that are difficult, if not impossible, to
visualize. Delaunay triangulation can be performed in n-Dimensions, already implemented
in the scipy.spatial.Delaunay function and the repulsive action between two points could,
therefore, be calculated using the n-D Euclidean distance. However, ensuring the conver-
gence of the generalized model is not trivial; the region borders would be more complex
to define, and keeping the simulation stable with a forward Euler method would require a
lot of experimenting with the parameters. An alternative solution could be to work with
the Voronoi diagram of the point set, the dual of the Delaunay triangulation, and use the
Voronoi relaxation method to obtain an evenly spaced set of points. A general algorithm for
n dimensions exists. However, the custom boundary and custom density constraints require
modifications to the base algorithm.

4.6 Chapter Summary

This Chapter presents a prototype of movement-sound interaction based on corpus-based
concatenative synthesis and controlled with a touch-based or a movement-based interface.
Overall, this first study allowed us to validate our interest in studying, in controlled ex-
periments, whole-body exploration of a sound space. In particular, we found that such
embodied interaction, even when manipulating only two sound dimensions, cannot generally
be described as a simple extension of fingertip planar exploration. Nevertheless, we found
that repeated trials with whole-body interaction led to improvement, but several technical
limitations seemed to hinder exploration. In particular, the inhomogeneity of the grain
distribution in the sound space made exploration difficult. In response, we presented the
theoretical basis and the Python implementation of the polyspring toolbox. It allows for the
design of sound corpora where 2-dimensional sound clouds are distributed over a specific
space while maintaining local neighborhood relationships between sound parameters. This
opens new possibilities by enabling more control, for example, on the CataRT 2-dimensional
representation.
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CHAPTER5

Exploration in Movement-Sound
Interactive Systems

The content of this chapter is currently being worked on for submission to ToCHI in August
2024.

5.1 Introduction

This chapter follows the preliminary experiment presented in Chapter 4 to further study
early learning of movement-sound interactions. The prototype introduced previously allows
for the exploration of a sound corpus projected on a 2-D plane using CataRT. Participants
explored the same sound space with planar fingertip interaction and full-body interaction.
The preliminary experiment has shown that whole-body exploration differs significantly from
fingertip exploration on a tactile surface. Participants found most sound clusters with the
touch-based interface and drew a good approximation of the sound space on paper. With the
same sound space, whole-body exploration through arm movements disturbed their planar
representation, proposing a radically different interaction with the sound corpus. Still, such
an exploration using the arm’s articulations appears to represent an interesting embodied
sonic experience. In addition, participants showed a variety of behaviors in their exploration
of space with this interface, particularly in the way sound space is covered. However, the
inhomogeneity of the distribution of sound grains complicated the exploration and learning
of space through whole-body interaction in a short time.

Following on from these initial observations, our goal is to investigate further early
learning when exploring a movement-sound space. Importantly, we aim to investigate how
early learning of audio-motor map and exploration can occur without visual feedback, focusing
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on proprioception coupled to auditory feedback. Such an approach calls for different questions
compared to the case of learning with visual feedback which has already been studied (see
(Jeanne et al., 2017) for example).

In this context, we aim to describe and understand users’ exploration experiences rather
than assess task performance. Our primary research questions in this chapter are: (1) Can we
characterize exploration through quantitative measures? (2) How do exploration patterns vary
across individuals and tasks? (3) How do people build mental representations of movement-
sound spaces through exploration?

To address (1), we developed a method for characterizing exploration trajectories based on
Kernel Density Estimation techniques (KDE). We calculate quantitative indicators adapted to
the parameter space of the mosX system to generate visualizations of participants’ exploration
patterns. We show that this method enables us to identify exploration patterns and characterize
them through the temporal evolution of these visualizations.

To answer (2) and (3), we conducted a study where participants explored a movement-
sound space. We adapted the initial prototype presented in Chapter 4 using polyspring to
create a novel movement-sound exploration system called mosX. It is dedicated to sound
corpus exploration using body postures measured by wearable sensors (wireless Inertial
Measurements Units). Using the system, we designed a movement-sound space that links
arm articulations to ambient sound textures. Informed by the preliminary experiment, this
space should be simple enough to be learned quickly. We designed an experiment with 12
participants who explored the movement-sound space created with the mosX system during
four 5-minute sessions, alternating task-oriented and open-ended exploration. Analyzing the
outcomes using our KDE-based method, we observed that participants could learn most of
the structure of the movement-sound space in only 20 minutes of exploration. Quantitative
results revealed that participants shared similar exploration patterns, particularly in task-
oriented sessions, but presented significant differences in their exploration and points of
interest during open-ended exploration. Along with these measures, we gather feedback from
participants with interviews as well as sketches of their perception of the movement-sound
space. The sketches proved interesting for eliciting each participant’s representations of space
and showed that some drawings shared similarities in how they represent space. Finally, we
discuss this result in regard to cognitive representation literature and navigation literature.

The following section presents a selection of research works related to exploration and
learning in interactive systems. The third section describes the mosX system. The fourth
section proposes a method for analyzing exploration data based on KDE. The fifth and sixth
sections report on the experiment led with mosX and the seventh section discuss the results.

5.2 mosX: movement sound explorer

5.2.1 Preliminaries: Studying Sensorimotor Learning in the Performing Arts

Our initial motivation for the prototype presented in Chapter 4 was to draw inspiration from
studies in audiomotor map acquisition by Van Vugt and Ostri (van Vugt and Ostry, 2018a,b,
2019). Their proposed system was simple regarding movement and sound, allowing for a
controllable experiment and accurate measurement of the learning rate. Our aim is to propose
an interaction with a correspondence between movement and sound that can be learned in
the time of a simple laboratory experiment, while offering richer sounds and movements
than those traditionally used in sensorimotor learning experiments. In particular, we want to
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engage the user in a full-body interaction with sound, closer to works with dance or music
practitionners (Françoise et al., 2022; Fernandez et al., 2017; Nabi et al., 2024). Importantly,
the interaction is designed as a continuous mapping between postures and sound textures
that must be embodied, and we deliberately chose a different interaction paradigm from a
pointing task where the user would navigate positionally using a 3D tracker to trigger sounds.
A video demonstration of the system is provided in the supplementary materials.

This first prototype we designed consisted of controlling the CataRT corpus-based
synthesis with arm movements by directly “plugging” the output of the orientation of IMU
sensors strapped to the arm to the axis of the 2-D descriptor plane. This setup provided
participants with intriguing experiences. However, it showed several flaws due to the difficulty
of manipulating the distribution of sound grains over the 2-D plane, making the movement-
sound space particularly hard to learn. We created the polyspring package to address these
issues.

The revised prototype, mosX, for movement-sound explorer, is a system that enables the
exploration of a sound corpus through body configurations based on CataRT and polyspring.
Through polyspring, the sound space can be adapted to different scenarios from the point of
view of movement and user expertise. It was used here to study movement-sound exploration
in a more controlled sonic environment than in the preliminary experiment. Below, we present
the movement-sound space, with particular attention to the system’s design specifications
regarding the type of interaction we were interested in studying.

As a reminder, we define an N-dimensional sound space as a sound synthesizer with
N “human controllable” parameters. In the case of a space created with CataRT, 2 sound
descriptors are used to project the sound grains on a 2-D plane, producing a 2-D sound
space. The movement space refers to the joint space that interacts with the gestural interface.
Finally, the movement-sound interaction space or movement-sound space corresponds to the
interaction space that results from the mapping enabled by the interactive system.

5.2.2 Design Specifications

Movement-Sound Interactive Systems for the performing arts relate to various practices due
to their multimodal nature. For this system, we defined specifications inspired by constraints
typically found in traditional musical instruments.

Continuous movement-sound mapping The system proposes continuous movement-
sound relationships. Interviews highlighted the limitations and “gadget” aspect of triggering
paradigms often found in electronic music controllers. Traditional instruments are not all
continuous in pitch. Some, such as the guitar or the clarinet, have discrete notes that can be
played. However, they all present continuous properties such as nuances, articulations, or
note lengths, to name a few. It is these continuous properties that enable musical expressivity.

Reactivity and repeatability The system must enable learning of movement-sound rela-
tionships. A specific action in the movement space must produce the same sound outcome
every time it is performed, and the time between the execution of the movement and the
perception of the corresponding sound must be short enough to facilitate the perception of
causality and foster a sense of agency over the system.

Surjective Mapping Traditional instruments are often “surjective,” meaning several move-
ment or action possibilities can create similar sounds. Many instruments can play the same



54 Chapter 5

note with different performers’ movements. For example, a given note could be performed
through different fingerings in string instruments, or different fingerings are possible for
a given melody when playing a piano. While this might appear as a difficulty at first, it
is generally not considered a problem but rather an “opportunity” to develop a variety of
playing techniques. For this reason, we propose to consider what we call surjective mapping.
While the whole sound space is covered by the movement space, which means that each point
in the sound space is reachable, different points in the movement space can lead to the same
point in the sound space, as illustrated in figure 5.1. No assumption is made regarding the
nature of the points in the movement and sound space. It just refers to a specific state in each
space.

Figure 5.1: A surjective mapping ensures that every element of the codomain (here, the
sound space) can be reached by at least one element of the domain (here, the movement
space). Therefore, several elements of the domain can be mapped to the same element of the
codomain.

5.2.3 Sound Space

Corpus-Based concatenative Sound Synthesis

The system designed for this study is based on corpus-based concatenative synthesis tech-
niques. Those methods rely on analyzing and recombining databases of recorded sounds. Such
methods involve the segmentation of audio recordings, their parametrization (for example,
with audio descriptors), and their resynthesis using selection methods. Various implementa-
tions have been proposed, such as the real-time corpus-based concatenative synthesis system
CataRT (Schwarz et al., 2006), used by several research groups and musicians (Einbond
et al., 2016; Zbyszyński et al., 2021; Schwarz, 2007), the tools developed in the Fluid Corpus
Manipulation project (FluCoMa) (Tremblay et al., 2019, 2021), earGram (Bernardes, 2021)
or the AudioStellar system (Garber et al., 2020). 2D representation of the sound parame-
terization greatly facilitates its direct manipulation by the performer through projection or
dimensionality reduction from the possibly high dimension of the sound description. The
relationship between the user gestural input and the selection of such 2-D reduced space
can be formalized as a special case of the so-called gesture-sound mapping (Hunt et al.,
2000). This synthesis technique (and its variants) is typically used with a 2D projection of
the multi-dimensional sound descriptor space on a screen. It allows for easily selecting sound
segments with a mouse or a touchpad. Other types of feedback have been proposed, such as
haptic feedback (Magalhäes et al., 2020).

In mosX, sound spaces are designed and implemented with CataRT. It allows for the
exploration of a large corpus of recorded sounds. They are segmented into so-called sound
grains and analyzed using audio descriptors, which can then be used to select a single segment
with the desired audio characteristics for playback. This sound synthesis technique enables the
control of a rich set of sounds that can be blended by creating layers of (possibly overlapping)
sound grains, thus controllable with a limited set of parameters.
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Sound Grain Distribution

The projections created with CataRT can present inhomogeneity of the grain distribution in the
sound space as shown in the figure 5.2. The empty areas in the space make exploration difficult
without visual feedback. In response, we created the polyspring toolbox for CataRT described
in Chapter 4. It allows for the design of sound corpora where 2-dimensional sound clouds are
distributed over a specific space while maintaining local neighborhood relationships between
sound parameters as shown in the figure 5.2.
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Figure 5.2: Example of basic uniformization of a sound corpus. The left scatterplot represents
the projection of the segmented corpus over two descriptors: the periodicity (x-axis) and the
spectral centroid (y-axis). Each dot represent a sound sample. The scatterplot on the right
depicts the representation resulting from a uniformization of the control space.

Designed Sound Space

Sound sources The sound space we created using mosX kept the same number of clusters,
but sounds were selected to create a corpus of 8 identifiable and discriminable sound classes
organized into 4 categories:

I Market - (a) crowd in a market, (b) sounds of grains shaken;

II Fire - (a) fireplace crackling, (b) fireworks;

III Nature - (a) water streams, (b) rainforest;

IV Machine - (a) motorcycles, (b) electric arcs.

Each sound class comprises 4:00 minutes of different sound samples originating from similar
environments. We chose the various sound labels according to the actual content of the sound
samples, but the categories’ names only indicate the intent behind the sound design. We
did not expect the participants to identify those names but to be able to distinguish them
ideally without ambiguity (which will be tested). We will now refer to the categories with
their Roman numbers.

Each sound sample was cropped in 500ms sound grains, which produced approximately
480 sound grains per sound class. For each class, the grains were projected on a 2-D space
using the spectral centroid and periodicity descriptors, after which the obtained distribution
was uniformized with polyspring. The four obtained spaces were then projected on a larger
plane. The organization of sound classes and categories on this plane are presented in
figure 5.3. The four categories are located in a quadrant of the space. Inside each category,
the corresponding sound classes were superimposed. Note that each sound class was mirrored
so that their respective origin met at the center of the space at coordinate (0.5,0.5), and
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descriptors increased outward of the center on the x and y-axis.
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Figure 5.3: Organization of the sound space. The frontiers between categories are abrupt;
the sound transitions quickly from one sound class to another. Transitions between sound
classes within categories are seamless, allowing them to blend into each other.

Transitions The frontiers between categories (in solid lines) are clear. The sound transitions
quickly from one class to the other between categories (e.g., from water to crowd) with a
short overlap of both classes. However, inside each category, a crossfade allows for a smooth
transition (in dashed lines) from one sound class to another (e.g., forest to water for class I).
The resulting space is made of 4 separate categories, inside which sound classes can blend.

Sound Grain Triggering The inputs taken by CataRT are the coordinates of a point in
the sound space. We note these coordinates (x, y) in our 2-D case (see figure 5.3). The
simplest triggering mode consists of playing the closest grain to this input point, either once
or repeatedly, as long as it remains the closest to the input point. In the first case, the input
must vary to trigger new points, whereas in the second case, the input can remain stationary.

We decided to favor the second case to simplify the exploration, but we added the
following behavior to make the stationary sound more interesting. Each time an (x, y) couple
is received, all grains within the radius r = 0.08 to the input are retrieved (see figure 5.4),
the whole region being a 1x1 square. If the closest grain differs from the one calculated with
the previous input, then the new grain is played. If it is identical to the previous closest grain,
then another grain within the radius is randomly chosen and played. This method allows for
generating slightly changing sound textures even if the user is not moving. Since, in a given
sound class, points close to each other share similar descriptors, the resulting texture sounds
coherent. When the input is stationary, the sampling period is approximately 60ms. When
the inputs move, each new closest grain is played. Therefore, the dynamic of the input affects
how many grains are played per second, which directly translates to a variation in loudness.

5.2.4 Movement Space

To make the movement space accessible and easy to explore in a short time, we decided to
focus on the postures of the dominant arm. We will not follow strict anatomical naming and
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Figure 5.4: The user input determines which grain is played. First, we identify all the grains
lying in a circle of radius r = 0.08, centered on the user position. The closest grain to the
center is played unless it is the last played grain. In this case, any other grain inside the circle
is randomly chosen.

refer to “arm” as the limbs going from the shoulder to the hand (also called upper limbs),
to “upper arm” as the limbs between the shoulder and the elbow, and to “lower arm” as
the limbs from the elbow to the wrist. The participants were standing up and could move
their arms freely in every direction. To measure the orientation of the arm and the forearm,
we strapped two inertial measurement units to the arm: one to the upper arm and one to the
forearm, just before the wrist (see figure 5.5). The resulting space from the user’s perspective
is a joint space with 5 Degrees of Freedom (DoF):

• 3 DoF from the shoulder (azimuth, elevation, and humeral rotation);

• 1 DoF from the elbow (flexion);

• 1 DoF from the forearm (pronosupination).

Only the forearm rotation around its axis (pronosupination) is considered here. Abduction
and wrist flexion are not considered since the sensor cannot measure them.

g→
θx

g→ θy

MOVEMENT 
SENSORS

SHOULDER
3 DoF

ELBOW
1 DoF

FOREARM
1 DoF

WRIST
2 DoF

not measured 
by sensors

Figure 5.5: Kinematic diagram of a simplified arm with 7 degrees of freedom (DoF). Move-
ment sensors are strapped to the upper arm and the forearm. Since the wrist’s movement does
not impact the sensors’ measurements, only 5 DoF are measured. The orientation of each
sensor relative to the vertical is extracted and used as input for the movement-sound mapping.

Movement Sensors Fusion The movement sensors are two inertial measurement units.
They include a 3-axis accelerometer, gyroscope, and magnetometer. Using a sensor fusion
algorithm on accelerometer and gyroscope data, we calculate the orientation of each sensor.
Since we do not use magnetometer data, we obtain only the pitch and tilt of the sensors and
not the azimuth. From these data, we calculate for each sensor the angle between the first
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axis of the sensor and the gravitational force direction (θx, θy) (see figure 5.5). This forms
the control parameters.

5.2.5 Resulting Movement-Sound Space

The mapping concludes with the connection between the control parameters (θx, θy) obtained
by the sensors and the synthesizer parameters (x, y) with a factor of 180◦.{

x = θx
180◦

y =
θy

180◦
(5.1)

To summarize, the movement-sound space links the posture of the dominant arm (fig-
ure 5.5) to a 2-dimensional sound space (figure 5.3) created by projecting sound grains into a
2-D plane and uniformizing the obtained distribution. The complete transformation can be
written as:

(q1, q2, q3, q4, q5)
Sensors7−→

(
accxi accyi
gyrxi gyryi

)
Fusion7−→ (θx, θy)

Scaling7−→ (x, y)

CataRT
Polyspring7−→ Sound

Grains
(5.2)

With:

• {qi}i∈[1,5] the parameters of the articulation space corresponding to the five degrees of
freedom presented in figure 5.5 ;

• accxi and gyrxi respectively the accelerometers and gyroscopes data of sensors x (or
y) in direction i ∈ [1, 3];

• (θx, θy) the angles between the first axis of each sensor and the gravitational force
direction as displayed in figure 5.5;

• (x, y) the sound space parameters.

5.2.6 Resulting Interaction

The obtained interaction follows the design specifications given above.

Since the sensor latency over Wi-Fi is kept at around 5ms with no obstacles between the
antenna and the user, and the processing time of sensor data is negligible (around 1 ms), the
system feels reactive to movement input. Even with the random process used when the input
is stationary in the sound space, the resulting sound texture at a given position only evolves
slightly. Therefore, for the same input, the system will deliver the same texture, allowing for
a repeatable experience.

The system allows for a continuous interaction between movement and sound. The
space’s granularity (approximately 4000 sound grains over the whole space) allows for
varying sound textures, even with slight input variations.

Finally, the mapping is surjective. We give some examples of arm configuration to sound
outcome relations. To point at the outer corner of each category, participants must have their
arms in the following configurations:

I bottom-left (origin) arm extended, at rest along the body;

II bottom-right arm bent with the elbow pointing upward;
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III top-left arm bent with the elbow pointing downward;

IV top-right arm extended, raised towards the ceiling.

These positions are the only ones that enable the corners of the sound space to be pointed.
On the contrary, any movement that keeps sensors at the same angle related to the direction
of gravity force produces no variation in the sound space. Therefore, the mapping is invariant
by azimuthal rotation around the vertical axis. For instance, one position that points to the
center of the space is to have the arm fully extended horizontally. But, starting from this
position, bending the elbow while keeping the forearm horizontal will not move the position
in the sound space. This rotational invariance means that various intermediary positions
between the center and the extremes can be used to point inside a category. The resulting
mapping is interesting for exploration because the number of movements to move between
sounds in the sound space is potentially infinite.

5.3 Exploration Data Analysis

We present in this section a method to analyze exploration data based on Kernel Density
Estimation (KDE) techniques. Given a set of pointsXi corresponding to consecutive positions
in the explored space we want to visualize the explored space as well as determined what
proportion of the space has been explored in total, as well as in subparts of the space. In
section 4.2.3, we directly analyzed scatter plots of all Xi to obtain information about visited
parts of space as shown in figures 4.4 and 4.5. Superimposing points in this manner give
little information about the distribution of those points in the space. At best, we identify
the unvisited part of the space. To quantify the surface area that has been explored, further
computation is required.

Using KDE for data visualization and analysis has been proposed by Tukey in 1977 for
univariate cases (Tukey, 1977). David W. Scott made an overview of multivariate density
estimation techniques in (Scott, 2015), which extends toward trivariate and quadrivariate data
analysis. Multivariate KDE has been used in various contexts such as economics (Jin and
Kawczak, 2003), geovisualization (Maciejewski et al., 2010; Chai et al., 2024), or eye-tracking
data analysis (Jansson et al., 2013; Blascheck et al., 2017). In earlier work, he presented
methods focused on bivariate density estimation and evaluation, starting with histograms
and moving to kernel-based estimation methods (Scott, 2004). The laters are particularly
interesting for 2-dimensional visualization of bivariate distributions. Our method adapts
bivariate Kernel estimators as presented by Scott to the case of exploration data analysis. We
focus here on the case of 2-D spaces.

Let be a set of 2-dimensional points Xi = (xi, yi). To analyze it we propose to estimate
the density function f̂ of its underlying distribution. The figure 5.6 shows an initial set of
exploration points and the map we compute using KDE. From the density function estimated
we can then compute local and global coverage estimations. This section first presents this
method principle and illustrates it with data from a 5-minute exploration with the mosX
system.

5.3.1 Kernel Density Estimation

Following are descriptions of visual and quantitative analysis based on the data distribution.
Both rely on estimating the probability density function (PDF) of the distribution using the
kernel density estimation (KDE) technique.
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Individual KDE Map Local Coverage Estimation Global Coverage Estimation

52%
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42%
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Set of Exploration Points

Figure 5.6: Overview of our analysis method in 2-Dimensions. A set of exploration points is
a series of 2-Dimensional positions. From exploration points we compute a map representing
visited parts of the space using kernel density estimation. We can estimate from these maps
the proportion of the space that has been covered, locally, in subparts of the space, as well as
globally, over the whole space.

Basics of Bivariate KDE

KDE is a nonparametric method used to obtain an estimate of the probability density function
(PDF) of an unknown distribution. As such, no assumption is made about the distribution
itself, and it can be applied to any set of points, but some parameters must be adjusted. We
describe here the basic principle of the KDE method and how the various parameters were
chosen in our case.

Given a finite set of points Xi = (xi, yi), the density at the point X is calculated using
the density estimator f̂ :

f̂(X) =
1

n

n∑
i=1

KH(X−Xi) (5.3)

with n the number of observations and KH the so-called scaled kernel. KH is a bi-variate
function corresponding to a radially symmetric kernel K with varying bandwidth. Each
observation contributes to the global density through the kernel K, centered on the measured
point and scaled and rotated with the 2× 2 symmetric positive bandwidth matrix H. The
adjusted Kernel is expressed as

KH(X) = |H|−1/2K(H−1/2X) (5.4)

In the general case. The general form of the bandwidth matrix is:

H =

[
h21 h12
h12 h22

]
(5.5)

Where h1, h2 and h12 are the smoothing parameters. h1 and h2 change the scale of the kernel
in directions 1 and 2, while h12 impacts how much the kernel is rotated. Note that if h1 = h2,
the Kernel remains radially symmetrical and cannot be oriented in any direction, making the
parameter h12 useless. On top of the three smoothing parameters, we must choose the kernel
K. It is commonly accepted that the choice of smoothing parameters is the most important
one as it will decide how many distribution modes (local maximums of the density) this
technique will reveal. If the bandwidth is too large, separate distribution modes could blend
and look like a single, wider distribution mode. On the contrary, a bandwidth that is too
narrow will introduce artifacts, creating parasite distribution modes inside of a single mode.
The impact of the smoothing parameters is described in length by Wand and Jones (1993).
The choice of the Kernel itself marginally impacts the estimated distribution (Jones, 1994).
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Choice of KDE Parameters

Multiple methods exist to estimate the smoothing parameters from the data automatically.
Scott’s or Silverman’s method gives a general rule of thumb, but they do not yield good results
with multimodal data (Wand and Jones, 1993). As we do not expect them to concentrate only
on one point of the space, multiple distribution modes should appear in the distribution. We
processed and analyzed the data in Python using the KDEpy package. This package includes
the FFTKDE class that uses a fast Fourier transform to compute the estimator f̂ . This class
computes the density function ten times faster than the gaussian_kde class from the scipy
package. However, for bivariate data, this solution only proposes to estimate the bandwidth
using Silverman’s or Scott’s rule of thumb. So, we had to choose the smoothing parameters
ourselves. Moreover, we could only specify the bandwidth as a scalar, corresponding to the
case where h1 = h2 = h and h12 = 0.

We chose the bandwidth parameter according to the sound space’s granularity level. At
a given point X, the participant can hear sound grains positioned as far as r = 0.08 from
X (with the space being a 1x1 square); see figure 5.4. Therefore, the participants are not
subjected to a per-grain representation of the sound space but rather to a local zoom of all the
sound grains around a given location. Consequently, we chose a finite support kernel (the
Epanechnikov kernel) scaled with a radius of r = 0.08. By using the same scaled Kernel for
each exploration data, we compute a distribution representation that reflects the sound space
as perceived by the participants rather than the distribution of the trajectories considered
independently of the sound interaction.

5.3.2 Visual Analysis of the KDE

We first plotted each control parameter point of exploration sessions on the 2-D plane corre-
sponding to the sound space. For example, the scatter plot for a 5-minute exploration session
is shown in figure 5.7A. This scatter plot comprises the 30,000 points recorded during the
exploration (300 seconds at 100Hz). By reducing the opacity of the dots, the areas where
points are the most concentrated and superimposed stand out in solid red.

With this view, it is possible to see various areas with concentrated points corresponding
to zones where the participant stayed and returned multiple times. For instance, on the lower
boundary line of the figure, we observe two clusters of points, one at the origin of the space
and one in the middle of this boundary. Here, with an opacity of 5%, we reach full opacity
when 20 points are superimposed. This visualization gives us a rough idea of how much
space has been explored and which areas were the most visited. However, such a scatter plot
presents too much information at a fine granularity. By estimating the density distribution
over the space, we abstract all those points to a continuous function that will enable us to
draw contour plots. The whole process is presented in figure 5.7.

The figure 5.7B displays a 3-dimensional view of the density estimated with the KDE
technique. The x and y axis correspond to the scatter plot axis in figure 5.7A, and the z-axis
is the density value estimated for each (x, y) coordinate. The 2-D plots on the “walls” for the
figure correspond to the distribution of points for each variable. From the 3-D KDE plot, we
can see the distribution’s local maximums (distribution modes). Here, we identify two local
maximums on the lower y border previously identified on the scatter plot. As highlighted by
Scott in (Scott, 2004), the visualization of the density for each variable independently results
in hidden distribution modes. The y variable plot displays a high mode at y = 0 while we
know another mode lies behind it. Similarly, the x variable plot shows the highest central
mode at the center, which hides the lower mode behind it. The 3-D plot also has its flaws
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Figure 5.7: Overview of KDE computation for visually interpreting exploration traces. An
exploration trace (A) is a time series of 2D positions. To extract the distribution contours
from the observations, we estimate a probability density function using the kernel density
estimation (KDE) technique from this set of points (B). Then, we calculate the contours
corresponding to upper percentages of the highest density regions (C).

because masking necessarily follows from the choice of point of view. Note that, to create
this figure, the estimated PDF f̂ is evaluated on a regularly spaced grid of 200× 200. The
density values are scaled so that the density over the evaluated grid sums to 1.

To visualize both the covered area of the exploration as well as the various distribution
modes, all in one plot, we use contour plots. We draw iso-density lines at particular levels
to highlight regions with densities higher than the given level. This projection allows the
visualization of the distribution modes and the covered area, as shown in figure 5.7C. However,
the choice of density levels is essential to seeing these features. Using the 3-D visualization
of the PDF to identify relevant levels and craft contour plots on a case-by-case basis could be
possible, but it is neither objective nor consistent.

A more relevant approach is to select levels representing iso-proportions of the density.
For any given percentage, there is a unique level above which lies this proportion of the
probability mass. For instance, above the 25% iso-proportion level lies 25% of the probability
mass. Moreover, this level defines the smallest region that contains this probability mass.
Put otherwise, a point drawn from this distribution has a 25% chance of being inside the
contour drawn at 25% probability. Therefore, iso-proportion level contours indicate the
densest regions of the distribution. This contours are analogous to univariate quantiles but
are not strictly bivariate quantiles, see (Siddiqui, 1960).

To calculate an approximation of the level γα corresponding to the proportion α, 0 <
α ≤ 1 of the finite grid of evaluated densities (dij)i,j∈J1,NK2 we use the following method:

1. flatten the grid (dij)i,j∈J1,NK2 → (fi)
N2

i=1
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2. sort the list in ascending order (fi)N
2

i=1 → (si)
N2

i=1;

3. find the smallest ilvl such that
∑ilvl

i=1 si > 1− α;

4. the approximate level γ̂α is given by γ̂α = silvl .

With this technique, the levels at which the contours are drawn are distribution-dependent.
The levels must be recalculated for each distribution. When comparing participants or sessions,
the contours will not be drawn at the same levels but will display the same information
regarding proportions. We chose 25%, 50%, and 75% for visualization.

5.3.3 Coverage Estimation

From the KDE estimation, we can evaluate what portion of the space has been explored, in
its entirety as well as for individual categories. To do so, we need to define a criterion to
decide whether or not a point in space has been visited. We can use the iso-proportion levels
computed before to craft an exploration indicator. We consider a point in space as explored
by a participant for a given session if the probability that it comes from the distribution of
this session is above a threshold ϵ. This method is used by Jansson et al. to define the outlier
region of eye-tracking data (Jansson et al., 2013). ϵ designates the probability that a point
outside the outlier region comes from this distribution. We used ϵ = 0.01 to plot the contours
corresponding to the explored region figure 5.7. This contour does not contain all the points
for this session. In doing so, a location in space is considered explored when a minimum
density of points has been reached, and outliers are excluded from the 99% contour.

We define the total coverage as the area of the 99% contour divided by the total area of
the parameter space. Since the total area of the parameter space is 1, the area inside the 99%
contour directly gives us an estimate of coverage. With this method, we find a coverage of
approximately 73% for the example displayed in figure 5.7. We also define partial coverage
as the coverage of one of the categories area, resulting in four partial coverage per session.

5.4 Experimental protocol

We designed an experimental protocol to study individual behaviors when discovering, ex-
ploring, and learning the movement-sound space. We formulated the following hypotheses
regarding movement-sound space exploration and learning: (hypothesis 1) it is possible
to learn the movement-sound space by exploration; (hypothesis 2) learning by exploration
involves phases of exploration of the space and exploitation of acquired knowledge; (hypoth-
esis 3) movement-sound exploration can be prone to ‘blind spots,’ i.e. unexplored region;
(hypothesis 4) the embodied representation by the participants of the acquired audiomotor
map can differ from the sound space representation.

We created a protocol with several exploration sessions. We begin and end with free
exploration sessions (S1 and S4) separated by two task-orientated sessions presented below
(S2 and S3). Notably, the protocol is not meant to compare the effect of each session
independently of each other, which would have required randomizing the order, but rather
to quantify the evolution of the exploration through a specific session order identical for all
participants. S2 and S3 will serve to verify hypotheses 1 and 2. S2 focuses, in particular, on
single-position learning, or landmark knowledge if we refer to navigation terminology, and S3
on trajectory learning, or procedural knowledge. The protocol described lasts approximately
an hour and involves one participant at a time. The Ethics Committee of Sorbonne Université
has validated the protocol (reference CER-2021-061).
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5.4.1 Participants

We recruited 12 participants (6 Female, 6 Male, 3 left-handed, M=26.4 yo, SD=4.1, age
range=21-34) with no previous familiarity of movement-sound interaction technologies.
Participants were recruited through the author’s contacts. Before starting the experiment,
participants gave informed consent to participate and be recorded (video and sound).

5.4.2 Phase 1 - Familiarization with the Sound Space

This experiment’s first phase aims to familiarize the participants with the sound space and
ensure they can discriminate between the four categories.

Sound Labelization

The first experiment reported in chapter 5 showed that each participant perceived differently
each sound class from a semantic perspective, and therefore imposing a name or label
made memorizing sounds more challenging. Moreover, discovering and memorizing sounds
during exploration added a cognitive task that participants struggled with. Consequently,
the participants are invited to “give a noun or adjective to describe what each sound evokes”
while the conductor plays each sound class manually using the mouse. They write the names
of the sound classes in a table organized by categories (four columns) and then choose a
category name for each pair of sound classes. They can refer back to this table at any moment
during the experiment. The presentation of the sounds is organized by categories, which they
also have to name. The sounds are then played again to validate their choices. These labels
are used throughout the experiment to designate the various sound classes.

Identification Test

To ensure that participants can differentiate the 4 categories of the study, they then follow
a sound identification test. Each category (figure 5.3) is divided into 4 subsquares, which
creates a grid of 4*4 subsquares. 16 test sounds are generated from it using each subsquare’s
center as (x, y) input coordinates. Therefore, the test sound can either be made of a single
sound class or a combination of two classes of the same category. They listen to a test sound
and have to press a button to designate the category they think it belongs to. The test consists
of several cycles randomly going through the 16 test sounds (urn). The test is considered
successful when there is at most 1 wrong answer per cycle after a minimum of two cycles.

The various sound classes proved sufficiently discriminable for all participants to pass
the sound identification test with only the two minimum cycles required.

5.4.3 Phase 2 - Movement-Sound Space Exploration Sessions

Once the identification test is successful, participants strap the sensors to their dominant
arm to begin the exploration phase. This phase is divided into four 5-minute sessions of
unconstrained use of the system. Before the first session, only the surjective property of the
mapping is explained: “you will now explore the sound space you just listened to through
the postures of your arm. Each arm posture produces a sound, and different postures can
produce the same sound”.
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S1 - Discovery Session

During the first sessions, participants have five minutes to explore the movement-sound space
for the first time. They do not have an explicit task to achieve in this session. However, as
they know they are exploring the previously discovered sound space, we expect participants
to try to find all the sounds with their arms, thus exploring the space with an implicit task in
mind that follows from the previous phase.

S2 and S3 - Explicitly task-oriented Sessions

The second and third sessions are explicitly task-oriented. Before each session, participants
are presented with a task they will have to achieve at the end of the session. After the
explanations, they explore the space again for 5 minutes, preparing for the task, and then
immediately carry out the exercise after the five minutes. A sound signal is given to them
after 4 minutes. The first tasks were set out as follows:

Task A: Category pointing task. “A category is given to you. You will have to put your
arm in a position corresponding to the given category without sound feedback. When you
want to validate the position, say ”OK,“ and you will hear the sound that corresponds to
this position for 3 seconds. This is repeated 16 times, 4 times for each category.” This task
requires the participants to memorize at least one arm configuration for each category (4
categories in total) and be able to recall it without sound feedback. For instance, this ability is
analogous to a violinist’s ability to play the right note directly without adjusting the position
of their fingers on the neck of the instrument.

Task B: Trajectory task. “You can switch seamlessly from one sound class to the other in
a category without going through the other categories. You will be given a category and have
to go back and forth from one sound class of the category to the other. You will cycle through
each category two times. You will move without sound feedback during the first series and
with sound feedback during the second one.” This task, more complicated than the previous
one, requires that the participants find each sound class individually and a trajectory inside
each category, with smooth transitions, as shown in figure 5.3.

S4 - Non task-oriented Session

For the last session, no instructions were given to the participants. They were invited to use
the system for five minutes as they wanted. This open session aims to observe the exploratory
behavior of participants once they are accustomed to the space and have acquired a good part
of the audiomotor map. In this session, we expect participants to manifest the most diverging
behaviors. Will they still explore for new sounds inside of sound classes or for possibilities
that the system could offer? Or will they concentrate their attention on a particular zone of
the space?

Interview

After each session (tasks included), participants are interviewed about the session and their
understanding of the movement-sound space. For the discovery session, the discussion
concentrated on the sounds they heard the most, the sounds they did not hear, and the strategy
that guided their exploration. For the task-oriented sessions, the discussions focus on the
perceived difficulty of the task and the strategy they followed to train for it. For the last session,
they were asked what they were focusing on during the session and how their understanding
of the system changed since the first session.
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5.4.4 Phase 3 - Sketching the Mental Representation

The experiment’s last phase aims to elicit the mental representation of the participants’
audiomotor map that they built during the exploration sessions. This representation should
display the proximity relationships between sounds. A perfect representation of the sound
space would be the figure 5.3, but we expect the mapping of the sound to the posture of the
arm will distort the space. Participants are given the following instructions to obtain this
representation: “Propose a 2D representation of the different categories and sounds”. They
have to draw inside a frame on the same page as the table containing the names of the sound
classes and categories they filled in during the familiarization phase. The instructions are
purposefully left open to let them decide how to organize their representation.

5.5 Results

We analyzed the exploration sessions, the task outcomes, the interviews, and the sketches.
We aim to characterize the exploration sessions and find if similar patterns stand out between
participants or if the exploration is user-specific. First, we present the participants’ perfor-
mance on the tasks proposed after sessions 2 and 3. Then, we report on global exploration
measures of coverage and presence that give insights into exploration patterns at the group
level throughout the study. Finally, we present in-depth analyses of individual maps to gain
insights into individual differences and discuss participants’ visual representations of the
sound space.

5.5.1 Task Performance

Task A: Pointing to Sound Categories

In task A, participants were asked to adopt a position that would result in a point inside a
specific category in a randomized order sixteen times, four times per category. Figure 5.8
displays the outcomes of task A for each participant. The results showed that participants
could place the categories correctly in relation to each other, but the absolute positions
of several categories were shifted (Quantitative results will be shown in Section 5.5.2).
Interestingly, the most reproducible positions were found for category II, while categories I
and IV outcomes were more spread out. This is an interesting result because these categories
could be reached by simply lowering the hand downward or raising it upward, corresponding
to the corners of the sound space, as demonstrated by P2 and P10. In several instances, the
main diagonal x = y emerges clearly with several points falling on it. It is particularly clear
with P1, P4, P6, and P11 results. Interestingly, the third category displays the most shift or
spreading, with most points ending up around the central area while being the most covered
location during exploration, as shown in figure 5.12.

Task B: Navigating in Sound Categories

The second task required participants to move back and forth between sound classes of the
same category. The first trial happened without sound feedback and the second one with
sound feedback. The participants’ trajectories for each trial are plotted in figure 5.9. Similarly
to task A, participants’ trajectories are coherently positioned in relation to each other. A
perfect result for this task would be four diagonal lines forming an X, with each line going
from one corner to the other without crossing a border.

Most participants misplaced at least one sound class, stopped their trajectory somewhere
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P1 P2 P3 P4 P5 P6

P7 P8 P9 P10 P11 P12

Target Category: I II III IVI II III IV

Figure 5.8: First task trials for each participant. They were asked to point to each category in
a randomized order sixteen times, four times per category.

between one sound and the other, or overshot a border. For instance, participants tended
to move along the y-axis when reproducing the category III trajectory, misplacing at least
one of the isolated sound classes. Most participants have overshot one of the inner sounds.
For instance, when moving inside category I, P12 overshot and entered category III. When
training for the task, participants focused on finding the borders, P3 explained that “at first
I made sure I found a path and then I tried to go a little further. How far does the sound
actually go? Does this path go further?”; and also made sure not to cross them and leap into
an other category: “I had to put my arm out to the side, but not too close to 90° because then
I would transition to ’waves’.” (P4). This behavior made some participant undershoot their
target. P8 explained that they felt “there’s a problem of stability in certain positions. You can
hear the sound, but as soon as you move a little, it’s no longer the sound, or there are things
added.” Interestingly, the addition of sound feedback did not appear to improve performance
on the task, which supports the idea that they have learned the trajectory and can anticipate
the sound feedback rather than being dependent on it.

5.5.2 Quantitative Task Results

To evaluate participants’ success at performing each task, we summarized the outcomes in
table 5.1. For task A, a trial was considered successful if the corresponding point was inside
its category. For example, P11 placed 1 point wrong for category II and 3 points wrong for
category III. For task B, a trial was considered successful if the corresponding trajectory was
inside its category, crossed the diagonal separating each sound class, and did not cross one of
the borders.

Task A has a success rate of 84%, with ten participants obtaining 12 correct trials or more.
Overall, the task was successful, with difficulties encountered mainly in categories II and III.
Most errors in category III seem to come from overshooting. As the central area had been
identified as the arm extended, precisely stopping the movement before crossing the border
was an advanced task relying on good proprioception. With no sound feedback, participants
must rely on proprioception only, which is particularly hard when the arm is extended. Task
B presents a lower success rate with a high standard deviation. Some participants succeeded
very well, while others had more difficulty. The criteria we applied for task B are restrictive.
Several failed trials are due to overshooting, even though participants identified a trajectory
correctly.
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P1 P2 P3 P4 P5 P6

P7 P8 P9 P10 P11 P12

Target Category: I II III IV

P1 P2 P3 P4 P5 P6

P7 P8 P9 P10 P11 P12

Target Category: I II III IV

Figure 5.9: Second task trials for each participant. They were asked to move back and forth
between sounds of the same category. (Top figure) results without sound feedback; (bottom
figure) results with sound feedback.

Overall, the pointing task A was globally successful (success rate of 84%), while the
trajectory task B appears to be more difficult (success rate of 63%). Importantly, these results
describe the ability to reproduce the absolute position/orientation that participants had to
learn through proprioception, and most errors are due to rotational or translational shifts,
which was expected for persons with no particular somatic training. Nevertheless, the four
different trajectories are distinct for all participants, demonstrating they associated a specific
trajectory to each sound border.

5.5.3 Measures of Exploration Behavior

This subsection presents a quantitative coverage analysis calculated using the KDE technique.

Total Coverage analysis

The coverage estimation indicates the percentage of the parameter space participants have
visited during one session.

First, we plot the temporal evolution of the coverage in figure 5.10. Logically, we find the
result of figure 5.10 at the fifth minute: Session 4 averages a higher coverage than sessions 1,
2, and 3. These plots present an exponential evolution that seems to reach a threshold around
the fourth minute. A five-minute exploration time appears to be an appropriate duration for
exploring such movement space.

The boxplot of the coverage per session is shown in figure 5.11A. Interestingly, the
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Table 5.1: Summary of task results per participants and categories.
Task A B A B

Category I II III IV I II III IV
∑

/16
∑

/8

P1 3 3 4 4 2 0 2 2 14 6
P2 4 4 4 4 2 1 2 2 16 7
P3 4 4 4 4 1 2 2 2 16 7
P4 4 4 3 4 2 2 2 2 15 8
P5 3 2 1 4 2 1 0 2 10 5
P6 4 4 1 4 1 0 0 0 13 1
P7 4 2 0 2 0 0 1 0 8 1
P8 4 4 2 4 0 1 1 2 14 4
P9 4 0 4 4 2 0 0 1 12 3

P10 4 4 4 4 2 2 2 2 16 8
P11 4 3 1 4 2 2 0 2 12 6
P12 4 4 4 4 0 0 2 2 16 4

MEAN 3.83 3.17 2.67 3.83 1.33 0.92 1.17 1.58 13.50 5.00

STD 0.39 1.27 1.56 0.58 0.89 0.90 0.94 0.79 2.61 2.45

Success Rate 84% 63%
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Figure 5.10: Temporal evolution of coverage during exploration averaged over participants.
Error bars correspond to the standard deviation.

total coverage does not seem to vary between sessions 1, 2, and 3 but increases for session
4. A repeated-measure ANOVA was performed with the coverage as a dependent variable
and a between-participant factor group. The difference between sessions was significant
(F (3, 33) = 13.09, p < 0.0001). Pairwise t-tests with Bonferroni correction revealed no
significant differences between the first three sessions but that they were all significantly lower
than during the fourth session (all p < 0.01). Therefore, a significantly larger part of the
space was explored during the last session, while we couldn’t observe significant differences
over the first three sessions. While we can expect the total cover to increase over time as
participants expand their knowledge of the audiomotor space, it is noteworthy that coverage
increases significantly over the last session only.

Presence Analysis

While coverage informs us about the proportion of the audiomotor space participants visit,
it does not characterize how much time participants spend in various areas. We computed
the proportion of time spent in each quadrant for each session. Since the sampling period is
constant, the obtained percentages correspond to the ratio of time spent in each quadrant to
the total time of the session (5 minutes), giving, therefore, an indicator of the presence of
the participants in each quadrant. An equally distributed exploration would provide a 25%
presence in every quadrant. The box plot of quadrants’ presence versus session is given in
figure 5.12. During the first session, participants seemed to have spent less time in quadrant



70 Chapter 5

S1 S2 S3 S4
Exploration Session

25%

50%

75%

100%

To
ta

l C
ov

er
ag

e

**
**

**

Figure 5.11: Boxplot of the total coverage per session. The mean coverage of session 4 is
significantly higher than the mean of the previous sessions.

II than quadrant IV, followed by quadrants III and I. This tendency seems less pronounced in
other sessions, particularly for session 3, where the deviation from 25% is less pronounced.

A per-quadrant analysis reveals significant differences in presence in quadrants I and II.
Little time was spent in quadrant II during session 1 compared to quadrant I. Both quadrants
display significant differences between sessions 1 and 3, with participants spending less
time in quadrant I and more time in quadrant II during S3. Interestingly, quadrant III was
the second most visited quadrant for sessions 1 and 2 but gave the worst scores on the task
evaluation, confirming the inherent difficulty of navigating these parts of the space compared
to quadrant IV.
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Figure 5.12: Boxplot of the presence per session, split by quadrant.

5.5.4 Individual User Exploration Maps

Overall, measures of coverage and presence computed from the KDE are helpful for gaining
insights into exploration behavior at the group level. In this section, we analyze individual
exploration patterns through in-depth analyses of exploration maps computed with the KDE.
We begin by visualizing and analyzing all 12 contour plots of session 1. We then focus on
participants P7, P9, and P10 more closely to evaluate the evolution of their exploration more
closely.

This subsection uses contour plots introduced in section 5.3.2. These plots show areas
where the highest density of points can be found. There are four brightness levels correspond-
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ing to four proportions (from brightest to darkest): 99%, 75%, 50%, and 25%. For instance,
the 75% region represents the smallest area containing 75% of the probability mass. In other
words, a point drawn from the corresponding distribution has a 75% chance of being in that
region. The 99% contour delineates the area considered to have been explored and is used to
calculate the percentage of covered space. Contour plots are analyzed in conjunction with
feedback participants gave during post-exploration interviews.

Session 1: Discovery Session

P1 P2 P3 P4 P5 P6

P7 P8 P9 P10 P11 P12

Figure 5.13: Contour plots of the first exploration session.

Session S1 corresponds to the first five minutes of exploration. Before starting, partici-
pants were familiar with the set of sound classes. Most participants started with their arms
at their sides (it was not mandatory). In this configuration, both sensors point downward;
therefore, θx = θy = 0◦ ⇔ x = y = 0, which corresponds to the bottom-left corner. This
starting position appears on the contour plots as the high-density regions at the bottom left.

Contour plots reveal several similarities across participants. The main observation from
this first session is that no participant visited all sound classes, which is consistent with
our previous statistical results. If we consider sound classes as visited when under the 99%
threshold, participants visited between 5 and 6 sound classes. The least visited one was the
fireworks at the bottom-right of the space. As highlighted in section 5.2.6, this corresponds
to the elbow pointing upward, one of the most unusual configurations in the movement space.
It was fully attained by P3 and partially by P8. Several participants (P1-2-5-6-7-10) mainly
explored the main diagonal x = y, corresponding to any configuration where the two sensors
share approximately the same angle with the vertical. To reach the space’s bottom-left (resp.
top-right), the arm must be extended downward (resp. upward). The points on the diagonal
in between can be obtained from various configurations, but the video recordings showed
that participants mainly started by exploring the space with their arms extended. Some
participants (P4-9-12) explored the space more vertically (y constant), which is done by
locking the upper arm and moving only the forearm. Participants reported using this strategy:

“I tried the arm straight up and down, then I tried to see if bending the elbow made a difference,
and if I bent it but at different heights.” (P4). Some participants also commented on the
qualities of movements they favored during the session; P3’s strategy was to “go very slowly,
rather than trying to make large gesture” and for P9, “it was more towards the end that I
realized I had to go slowly to understand everything.”

Comparing contour plots between participants makes identifying global similarities in
explored areas possible. We now analyze these data in greater detail for three participants
displaying contrasting behaviors, focusing specifically on the temporal evolution of coverage
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and explored areas during exploration sessions.

Individual Participant Analysis

We selected three participants, P7, P9, and P10, who showed different evolutions of ex-
ploratory behaviors throughout the experiment. This section focuses on the temporal evo-
lution of the contour plots during sessions. The figure 5.14 displays the six contour plots
corresponding to the end of sessions 1 and 4 for each participant. We will focus on these
two sessions to analyze differences in exploratory behaviors. In line with global observations
from figure 5.11, we observed that these participants explored a larger portion of the space
during session 4 than in session 1. However, we do not have any insight into the evolution of
the exploration during the session.

P7

S1 (53%)

P7

S4 (76%)

P9

S1 (65%)

P9

S4 (92%)

P10

S1 (56%)

P10

S4 (68%)

Figure 5.14: Contour plot of sessions 1 and 4 for P7, P9, and P10. Percentages correspond to
the coverage

We will now plot the temporal evolution of the coverage and five contour plots after
each minute for each session. Participants individual plots are shown in figures 5.15, 5.16,
and 5.17. Note that the coverage sometimes decreases over time because coverage is based
on outlier rejection. This is particularly salient in P10 first session coverage evolution in
figure 5.17. When participants remain in the same location, points initially located inside the
covered area at a given time can be regarded as outliers when time passes, thus reducing the
area encircled by the 1% contour and decreasing the coverage.

These figures display only the temporal evolution at each minute. Video animations of
the distribution evolution have been generated and are available online1. They are described
in Appendix A.3.1.

Participant 7 The first session of P7, in figure 5.15, shows a limited exploration. While
53% of the space has been explored by the end of the session, most of the exploration happens
in the first category, with two distribution modes (local maximum of the distribution) at the
origin of the space and near the center. The coverage reaches 36% by the end of the first
minute and only increases by half over the next five minutes. It increases relatively evenly
during this time, finally blending the two distribution modes into a single wider mode.

In comparison, the last session displays a different trend. P7 explores more of the
diagonal in the first minute, showing three modes in the center, the bottom left, and the top
right areas. Then, in the next minute, the coverage increases abruptly above the session 1
final coverage, showing several modes on the diagonal and lower modes in categories II and
III. Eventually, after the third minute, the exploration seems to reach a threshold to converge
toward four main modes at 76% coverage.

P7 has shown a significant improvement between S1 and S4. Session 4 plots show a
richer comprehension of the space. The exploration remains sequential during S4, increasing

1https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?

https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?usp=sharing
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Figure 5.15: Participant 7: (left) Temporal evolution of coverage and (right) five contour
plots drawn every minute. Percentages correspond to the coverage

the coverage step by step and slowly expanding the covered area.

Participant 9 P9 started session 1 from a position different from the rest of the participants,
as shown in figure 5.16. The exploration began in category III and expanded towards category
I and the origin of the space during the next two minutes before connecting with the center
of the space and category IV. Similarly to P7, consecutive contour plots show a progressive
expansion of the visited space but with more individual distribution modes visited and slightly
higher final covered space.

The session 4 shows a different trend. The coverage against time plot shows a fast
increase during the first few seconds of the exploration and then a steady increase during three
minutes, leading to approximately 90% of explored space. The contour plots at this point
show more than nine modes. This final session highlights advanced control and knowledge of
the space, suggesting that the 20-minute allocated time was sufficient to acquire a complete
audiomotor map.

Participant 10 P10 displays a similar behavior to that of P9 during the fourth session
but pushed to the extreme, as shown in figure 5.17. During the first session, in less than
30 seconds, 43% space coverage is reached but finally stagnates at 55% after two minutes,
displaying little to no evolution in the contour plots at this point. The fourth session shows a
similar trend, reaching 60% coverage after some seconds and stagnating at 68% coverage
during the last 3 minutes of exploration.

This exploration pattern significantly differs from P9’s and P10’s. It actually shows little
exploration of the space. The rapid increase in coverage at the beginning of S1 suggests a
habit of movement with the arm and comfort in quickly exploring several postures. After this
initial burst of movement, the participant concentrated on the same parts explored initially.
The figure 5.17 shows the same plots for sessions 2 and 3 to gain insight into the rest of P10’s
experiment.

The second session of P10 shows a slightly slower cover increase, during which the
participant explores the space and finds the second category. After this, the coverage again
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Figure 5.16: Participant 9: (left) Temporal evolution of coverage and (right) five contour
plots drawn every minute. Percentages correspond to the coverage

reaches a plateau before increasing a little more. Session 3 resembles the initial trend with a
quick rise to 50% coverage and a slow increase to 63%. It is interesting to note the X shape
of the distribution, clearly showing the training for the second task, to which P10 obtained a
perfect score. This slow evolution during the session illustrates the balance between exploring
space and exploiting the data discovered to prepare for the task. P10 explained in the interview
following S3 that after finding trajectories, “then I’d do it again. And I’d try to really feel
the position of my arm in the space for the swell [the water sound class], feel that the hand
is higher than the shoulder...”. Through repetition of a previously discovered action, P10
wanted to deepen his understanding of space in preparation for the coming task.

Exploration trends The contour plots obtained with the KDE technique showed a signifi-
cant interest in analyzing the participants’ exploration. Added to the temporal evolution of
coverage, they formed a relevant tool to highlight participant differences. In particular, we
identified different exploration patterns: from a slow and steady increase in coverage to a fast
rise, which then peaks.

5.5.5 Sketches Analysis

Results presented so far address the way the control space was explored. However, participants
were never exposed to the shape of this control space during the experiment. In particular,
they do not know it is 2-dimensional. To better characterize what participants understood of
the audiomotor space, we asked participants to “draw a 2-D representation of categories
and sounds” after the four exploration phases. All sketches are displayed in figure 5.18.

Sketches elicit various representations of the space. It must be noted that the colors
were often associated with the sound labels written in a table under the sketch space at the
beginning of the experiment. First, the point of view differs between participants. P2, P4, and
P6 represented their body and the different configurations that allowed them to hear sound
classes. All other participants represented a projection of the audiomotor space with zones
representing sound classes. In these drawings, several borders were drawn between sound
classes, which can be compared with existing frontiers in the sound space.



Exploration in Movement-Sound Interactive Systems 75

0 1 2 3 4 5
Time (minutes)

0

0.2

0.4

0.6
C

ov
er

A B C D E
A 43% B 47% C 54% D 55% E 55%

Participant 10, Session 1

0 1 2 3 4 5
Time (minutes)

0

0.2

0.4

0.6

0.8

C
ov

er

A B C D E
A 39% B 65% C 65% D 73% E 72%

Participant 10, Session 2

0 1 2 3 4 5
Time (minutes)

0

0.2

0.4

0.6

0.8

C
ov

er

A B C D E
A 49% B 50% C 57% D 60% E 63%

Participant 10, Session 3

0 1 2 3 4 5
Time (minutes)

0

0.2

0.4

0.6

C
ov

er

A B C D E
A 60% B 65% C 69% D 68% E 68%

Participant 10, Session 4

Figure 5.17: Participant 10: (left) Temporal evolution of coverage and (right) five contour
plots drawn every minute. Percentages correspond to the coverage

Table 5.2 lists for each sketch the number of borders represented and how it matches
actual borders in the sound space, given that not all sound classes share a border. We consider
valid frontiers the ones between sound classes that are either in the same category, sharing
a horizontal or vertical segment, and the ones connected by the central point, according to
figure 5.3, which allows for a maximum of 10 valid frontiers. Participants represented, on
average, three-fourths of the possible frontiers; the ones splitting categories were always
represented (horizontal and vertical segments). The results indicate that participants have
built a relatively accurate, if incomplete, representation of the sound space.

Interestingly, although analysis of the sketches by borders shows a common understanding
of the space by participants, their representations, once projected on the paper, present a
variety of shapes. P5, P8, and P12 visualized the space in a circle or a sphere. P8 stated at
the end of session 2: “the space must be circular” and kept this representation until the end.
Participants P5 and P9 proposed symmetric representations. In both cases, they described it
as an axial symmetry projected to a sphere rather than a plane, “the same in every direction”
(P5). P10, P7, and P3’s representations are symmetric, with the exception of fireworks and
forests in each instance. Finally, several representations showed holes in between categories.
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Figure 5.18: Sketches participants drew after session 4. Color used are linked with categories
or sound classes.

Participants were asked if these holes were intentional or if sounds were connected. If this
was the case, then participants added arrows to connect sounds that actually touched each
other. Participants P8, P9, and P10 added them to their sketches.

Table 5.2: Frontiers represented in participants’ sketches
All Correct Incorrect

Participants Frontiers Frontiers (/10) Frontiers

P1 6 5 1
P3 6 6 0
P5 10 10 0
P7 4 4 0
P8 6 4 2
P9 9 8 1

P10 10 10 0
P11 6 6 0
P12 11 10 1

MEAN 7.56 7.00 0.56
STD 2.46 1.73 0.73

5.6 Discussions

Participants explored a sound corpus made of 8 sound classes with their arm. Our first
hypothesis was that learning the movement-sound space by exploration was possible. Task A
results show that most participants acquired pointing skills, with the most difficulty found in
categories II and III, outside the sound space’s main diagonal. Task B results showed the
difficulty of reliably reproducing “absolute” movement trajectories (i.e. without rotational
and translational shift). In particular, proprioception skills were necessary to complete the
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task, and many participants struggled with memorizing precise angles of the arm once fully
extended in front of them. However, while many had low task B scores, the position of
individual sound classes and the trajectory between them was known. Moreover, drawings
showed that the global structure of the sound space had been understood, with participants
representing around 75% of frontiers between sound classes.

From the participants’ perspective, they all reported learning about the space between
the beginning and end of the experiment. In the final interview after session 4, participants
were asked, “Has your understanding of space changed since the first exploration, and if
so, how?”. Some participants felt they understood the space entirely: “In the end, I feel
like I completely understand the space. I could predict the sound each position of my arm
makes.”(P10). Others have achieved some level of comprehension but feel that they did not
fully understand the interaction: “I still haven’t figured it all out. I know where the sounds
are and... how the movements work... according to these sounds.”

Participants were able to acquire knowledge of the movement-sound interaction space
through exploration. These results are consistent with Van Vugt and Ostry’s conclusion that
the early learning of an audiomotor map is possible with an exploratory learning process
and with discontinuous maps (van Vugt and Ostry, 2019). Below, we discuss the process of
learning by exploration, the notion of navigation in movement-sound interaction, audiomotor
representations, and participants’ experience.

5.6.1 Exploratory learning implies open-ended exploration, task-driven explo-
ration, and exploitation

Participants learned the interaction between movements and sounds by exploring the sound
space with their arm during four 5-minute sessions. Returning to the literature about ex-
ploratory learning, these exploration sessions fall into what Rieman describes as investigating
the possibilities a system offers without following “precisely sequenced training materials”
(Rieman, 1996). In which case, users “direct their own learning”(Wiedenbeck and Zila,
1997). However, although this definition sets the framework within which the system was
used, it does not provide information on participants’ behavior during the experiment. Being
free to use the system does not imply they have moved around the space aimlessly. Two
types of explorations are differentiated: task-driven exploration and open-ended exploration.

We explicitly presented the mosX system to the participants as a tool enabling embodied
interaction with a set of sound samples they discovered beforehand. Therefore, their only
known component before the first exploration was the sound corpus and the fact that they could
explore it by moving their arm. This exploration was open-ended in that the exploration’s
primary driver was understanding the interaction. While an objective with a clear performance
metric could have been proposed to participants before the exploration, for instance, “find
as many sounds as possible in 5 minutes”, we were more interested in the way participants
would react by themselves to the system and what approach they would choose to make sense
of their experience.

The results showed that participants remained mainly in the first and third categories
during the first exploration session. After the first session, they were asked if they had heard
all the sounds. Interestingly, most participants did not have an immediate answer and began
with the affirmative before reviewing the list of sounds and realizing they did not hear some
of them. Only three participants were immediately sure that they did not hear certain sounds.
Therefore, it seems that during this first discovery session, participants did not focus on trying
to find all sounds. Interviews rather show that they aim to understand the interaction by
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consciously trying specific movements. Interestingly, participants favored meticulous and
slow-paced exploration over more energetic and frantic movements, which might have given
them a better first overview of the space.

The second and third sessions were explicitly designed with task-oriented exploration.
A certain level of mastery was expected at the end of the five-minute exploration period.
Interviews showed that they started alternating between exploration and exploitation. “When
I made the gesture, I repeated it in my head. I think even orally. And then I would revise
it as long as I had time.”(P9). Exploration sessions became “training sessions”(P11), and
the discussion centered on the strategy they adopted to prepare for the task at the end of the
session.

The last session aimed to observe how participants would behave when free to explore
the space without training for a task but with knowledge of navigating it. P10 described their
process during S4 as “trying to find other unexplored positions”. Several participants, like
P10, returned to a process of exploration. P9 explained that “the last two times, I was more
into ’I’ve got to memorize, I’ve got to memorize’; this time, I was back to discovery.”. They
either state it as open-ended exploration or they set new tasks for themselves: “What other
sounds connect ?” (P3), “I wanted to see if I could move seamlessly from one category to
another.” (P5). This also includes exploring certain features of the space, such as “looking
for more detail in the sounds”(P10).

Interviews with expert practitioners reported in Chapter 3 highlighted that open-ended
exploration is common in artistic practices where the interest of a system does not lie in
its ability to assist in carrying out a task but instead in the way it will nurture creativity
and enable expressivity. Still, some level of training is always required to master a system,
as described in this chapter. Contour plots and interviews reveal that, depending on the
context of the session, participants used several modes of exploration, sometimes during the
same session, alternating between open-ended exploration, task-oriented exploration, and
exploitation.

5.6.2 Navigation of audiomotor spaces

Audiomotor map acquisition literature provides information on the mechanisms behind
learning the relationship between movement and sound. Movement-sound exploration can be
analyzed through the notion of navigation, which brings interesting perspectives regarding
the nature of acquired knowledge. Three hierarchical levels of spatial knowledge are built
when learning how to navigate a space (Darken and Sibert, 1996):

• landmark knowledge, the notable perceptual features of specific locations (usually
visual features);

• procedural knowledge, the sequence of actions that one must perform to connect
isolated bits of landmark knowledge;

• survey knowledge, a topological view of the previous information, where the object
locations and inter-object connections are coded from a geocentric perspective and
not from the first-person frame of reference (egocentric) from which landmark and
procedural knowledge are constructed.

We argue that participants displayed several levels of knowledge that can be similarly
classified. When navigating the audiomotor space, participants had constant sound feedback
linked with the configuration of their arm. In the context of blindfold sonic interactive
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exploration, the only positional clues participants have are proprioception and sound. During
the first exploration session, participants built landmark knowledge when they found sound
classes for the first time. In this case, the pair sound-posture is recorded as a landmark. P2, for
instance, reports on these pairs after session 1: “I found the matches at the bottom. I finally
found the tension, it was at the very top. There was the equator. The crowd was somewhere
over there.”. The task 2 demonstrates the procedural knowledge that must have been built to
achieve it. Eventually, sketches display several levels of knowledge. Some drawings represent
the participant showing sound-posture pairs (P2, P4, and P6), while others display map-like
views of the sounds and categories, suggesting learning of survey knowledge.

It must be noted nonetheless that survey knowledge considered as a purely geocentric view
might necessitate a different approach for such sonic embodied interactions. In this case, the
frame of reference is not outside the body but the body itself. Therefore, expecting the user to
build a non-egocentric representation of the space seems complicated. Moreover, navigation
is interested in optimizing the information or location research process. The locations are
discrete, and we are not necessarily interested in what lies between two discrete memorized
locations. In audiomotor map acquisition, interpolating between known relationships is
possible (van Vugt and Ostry, 2018a). In continuous movement-sound interactions, there
is infinite space that lies between two visited and memorized movement-sound relations.
However, Van Vugt and Ostry’s study suggests that interpolation is only rarely made, and
learners tend to remain in part of the space to which they have had exposure before (van Vugt
and Ostry, 2018a)

5.6.3 Stimulating Embodied Interaction

The mosX system proved simple enough to be learned in a short amount of time while
proposing stimulating and diverse experiences to participants. The protocol used here allowed
participants to discover the space progressively, “it’s pretty radical I think, because at the very
beginning, I had no idea what was going on, and then I said to myself, my brain isn’t going
to understand what’s going on [...] and now, at the end, I feel like I completely understand
the space. I could predict the sound each position of my arm makes” (P10).

Interestingly, a recurring theme in interviews with artists reported in Chapter 3 appeared
in the discussions post session 4: “What changed was that I didn’t even think the tool was
capable of capturing this kind of stuff. So what changed was that I challenged it more. I’m
trying to see if he understands that I’m behind it. [...]Yeah, I challenged it more.” (P9). This
idea of challenging the limits of an interactive system was pointed out by Bertha Bermudez,
choreographer (Chapter 3): “One interesting thing is that we always try to do two things:
one, we understand the system, so we do it, we are obedient, [...] and then we try to break the
system, and see when it doesn’t work. [...] Almost all the dancers did the same.”

Other participants decided to explore different features of the system and just wanted to
enjoy the experience: “you told me to do what I wanted so [...] I wasn’t trying to do anything
special, I had to have a bit of fun with it.” (P11), “For example, in the vocals, it sounded
like ’tarataratata’, so I played around with it. And then, at one point I listened to the swell,
because I liked the swell.” (P10)

Through the mosX system, this experiment offered a new experience to the participants.
They had to be simultaneously conscious of their arm joints and listen to the sounds. Par-
ticipant P1 said after session 1, “I’m not sure; I’m not used to being aware of my body. At
first, I mostly did extended arm movements, and then I experimented a bit with bending
the elbow.” We believe such embodied interaction opens possibilities on many different
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levels depending on the background of users. Learning by exploration leaves an opening
for emerging experiences and uses that are crucial to art creation but also foster unexpected
usage outside of artistic contexts.

5.6.4 Limitations and Perspectives

The exploration analysis method based on kernel density estimation techniques proved
valuable in providing quantitative spatial measures. Still, it did not provide quantitative
measures related to the temporal evolution of the distribution. Information based on points
of interest and trajectories between those points could further qualify the exploration in
determining if the same points were visited regularly for instance. Ultimately, extracting all
those features could better enable the classification of the type of exploration the user leads.

The movement-sound interactions we designed relied on 2-dimensional control pa-
rameters space. The methods we developed focused on the parameter space and aimed at
manipulating and analyzing 2-dimensional spaces. The question of generalizing to higher-
dimension parameter spaces naturally arises as sound synthesis can rely on high-dimensional
parameter spaces. KDE techniques were thoroughly studied in higher dimensions (Scott,
2015), and N-dimensional implementations of KDE already exist, such as fastKDE2 or
KDEpy3. However, the interpretation of these high-dimensional estimated distributions
would be difficult. Visualization would require dimensionality reduction techniques such as
t-SNE or UMAP(McInnes et al., 2018).

The mosX system proposed a simple interaction based on the orientations of the sensors.
The interaction was extended in the final interactive system of Sympoiesis using intensity
and sound effects on the output. While early learning studies already provided valuable
information on exploratory behaviors from participants, a longitudinal study such as (Zappi
and McPherson, 2014) could be relevant to highlight the evolution of exploration mechanisms
during the appropriation of technology. To set up such a study, mosX would have to be made
more open to customization without having to be an expert with the Max software. We can
draw inspiration from (Zappi and McPherson, 2018) to design a “hackable” mosX.

5.7 Chapter Summary

We presented an empirical study focused on movement-sound exploration. Following the
preliminary experiment reported in Chapter 4, we were interested in quantifying and qualify-
ing the exploration of movement-sound spaces in exploratory learning contexts. Our first
contribution is to propose a movement-sound interactive system called mosX that uses an
abstract audio space controlled with wearable sensors. Second, we established an analysis
method using kernel density estimation (KDE) to visualize exploration data. Third, we pro-
posed an empirical method to evaluate the participants’ internal representation of audiomotor
maps based on their drawings or sketches. This experiment revealed significant insights
into how individuals learn, represent, and navigate complex sound spaces through embodied
interaction. The findings underscore the effectiveness of exploration-based learning in early
audiomotor map acquisition. In particular, our KDE-based method produced quantitative data
and visualizations that enabled the identification of different exploratory behaviors between
participants.

2https://pypi.org/project/fastkde/
3https://kdepy.readthedocs.io/en/latest/

https://pypi.org/project/fastkde/
https://kdepy.readthedocs.io/en/latest/


CHAPTER6

Artistic Applications of
Movement-Sound Interactive Systems

6.1 Introduction

Interviews with practitioners reported in Chapter 3 showed the power of movement interactive
technologies in structuring the development of the practice and their capacity to foster the
unexpected. While these results emerged from artists who spent several years experimenting
with interaction technologies, how do these ideas translate into creative contexts where little
time is allowed for interaction design and most creative collaborators are new to such technolo-
gies and practices? Can interaction play the same role, in whole or part, by structuring and
bringing novelty to creation? I propose to address this question with a first-person perspective
on the creation process of two performances involving movement-sound interactions between
performers and electronic music: Sympoiesis, a bio-inspired performance with four dancers,
and the Circus Lab, a three-day workshop in collaboration with circus artists.

The experiments described in Chapter 5 have demonstrated the value of exploratory
processes for discovering and appropriating movement-sound interactions. The performances
presented here enable us to consider exploration in a broader scope, particularly as a shared
process in collaborative settings. During the creation of Sympoiesis, we organized two
workshops to try different interactions through exploration, fostering a participatory design
with the dancers and the director. Eventually, we used free exploration as a performative tool
for the final performance, using the mosX system developed in parallel with the creation. From
this process emerged several research questions: (1) What are the challenges of incorporating
movement-sound interaction technologies into established practices in the frame of a single
performance? (2) How can free exploration help this process? (3) How does free exploration
differ from other types of interactions from the performers’ and spectators’ points of view?
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Using first-person research methods, I report on the creative process of the two perfor-
mances by examining the performers’ and other creative collaborators’ reactions to movement
technology, their preconceived ideas of what movement-sound interaction meant, and their
motivations behind including such technologies in their practice. Their feedback and the
design process analysis during creation provide interesting results that address questions (1)
and (2) and resonate with interviews presented in Chapter 3. The research question (3) is
answered in light of the spectator experience design taxonomy proposed by Reeves et al.
(Reeves et al., 2005) and by comparing the mapping used with different setups both at the
Circus Lab and Sympoiesis.

6.2 Methods

This study falls within two methodological fields: first-person research and performance-led
research. First-person research methods involve the researcher using their own experiences
and personal knowledge as primary data sources (Lucero et al., 2019). It includes, among
others, autoethnography, where the researcher analyzes their personal experience systemati-
cally to understand broader cultural phenomena (Cecchinato et al., 2017; Höök, 2010) and
autobiographical design, where researchers evaluate certain design artifacts (or absence of
such artifacts) within the context of their own life (Desjardins and Ball, 2018; Sengers, 2011).
First-person research is usually longitudinal. It is made of long data collection periods based
on the researcher’s experience and often requires significant time to allow the researcher to

“step back” and process their data critically (Lucero et al., 2021).

Performance-led research aims to study the integration of interactive technologies in
artistic practices, particularly in the performing arts. These methods involve artists in de-
veloping the research questions and the design process so that the knowledge emerges from
the practice. Several examples of performance-led research in dance have shown the value
of these methods in developing the relationship between interaction technology and artistic
movement practices, as well as bringing out concepts that are ultimately more general than
individual performances alone (Goodman et al., 2011; Fdili Alaoui, 2019; Sullivan et al.,
2023)

This work combines these approaches to the design, development, and co-creation of two
performances. I collaborated with artists to include interactive movement-sound interactions
in an iterative process that enabled us to align the interaction design with the broader artistic
objective of the performing art pieces. In this chapter, I describe the experiments I led while
reflecting on my personal experience within these collaborations. This gives me insights into
questions about integrating exploratory behaviors in movement-based practices.

6.3 Circus Lab: Collaborative Interaction Design with Shared
Sensor Data

6.3.1 Context and Motivations

This section presents a collaborative project between six circus artists and seven electronic
musicians. This three-day workshop, Circus Lab, aimed to create a one-hour performance
mixing contemporary circus art and electronic music technologies, particularly deep learning-
based sound generation. It was played two evenings right after the workshop. Most musicians
were also computer music researchers who specialized in machine learning for sound analysis
and generation. I was invited to participate in this project as one of the musicians and as an
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interaction designer, using movement-sensing technologies to create music that would react
to the circus artists’ actions.

This workshop was a discussion between circus arts and electronic music technology, in
particular machine learning generative models and interactive technologies. The performance
consisted of several pieces, joining together some of the electronic musicians and one or two
circus artists and their equipment. This section will focus specifically on four pieces with the
following practices:

• the Chinese Pole, a vertical pole on which a performer performs a variety of spins,
climbs, and balances;

• the Cyr Wheel, a large metal hoop manipulated by a single performer who either spins
inside of it or manipulates it from outside;

• the German Wheel, a large wheel made of two hoops in parallel connected with six
spokes where a performer either spins inside of it or manipulates it from outside;

• the Swinging Trapeze, a trapeze bar suspended on ropes that allows a performer to
swing, drop, catch, and perform complex aerial maneuvers.

Each piece consisted of one practice with a subpart of the musicians who composed and
improvised a musical track in collaboration with the circus artist. Since we only had one
rehearsal space available, we could only work on one piece at once, which, combined with
the fact that we only had three days of residency, gave each piece only a couple of hours to be
created.

In this context, performers wanted to include movement-sound interactions for the
experience they could bring to the audience as an amplifier of actions to reinforce movements
through sound. Therefore, the focus was on impactful effects visually related to the performers’
actions. In order to design these interactions quickly, one of the researchers suggested that I
distribute processed movement signals from the sensors to the electronic instruments of the
musicians so that they take care of the sound design.

This project was facilitated because all the other musicians also specialized in computer-
assisted electronic music and, in particular, used the Ableton Live software. Live proposes to
program custom effects and instruments using Max. This visual programming language is
widely used in music and multimedia creations (the language that I used to create mosX).
The adapted language inside of Live is called Max4Live (M4L). This enabled me to program
M4L objects, directly importable by the musicians into their existing work sessions, and
which would act as portals through which I could pass the movement signals coming from
the performers to the musicians.

6.3.2 Shared Sensor Data Through Max4Live Objects

I programmed four M4L objects for the musicians. These objects could receive raw data from
a sensor sent as an Open Sound Control (OSC) package through WiFi or ethernet. The data
received from the sensor included accelerometers, gyroscopes, and magnetometers output
in 3 directions with Euler angles, directly calculated by the sensor. They were processed
directly inside the objects to calculate each measure and expose them to Live. I focused on
three descriptors of the data coming from the sensors: the rotation speed (from gyroscopes),
the orientation (Euler angles), and the movement intensity (from accelerometers). Three
objects enabled musicians to access these measures and map them to parameters of effects or
instruments directly in Live using the “Map” button as displayed in figure 6.1. A fourth object,
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Figure 6.1: Set of Max4Live objects created for the Circus Lab performance. Each object
allowed the musicians to receive raw data from the sensors and process them to extract certain
features of the movement (left to right): gyroscopic data, Euler orientation angle, movement
intensity, and impact movements.

called “Kick”, used movement intensity to detect impacts in movement. The interactive
setups presented below do not use the orientation data.

6.3.3 Interactive Setups

The final performances included seven pieces. This section describes four interactive setups
that propose different signals for sound mapping. Each used a single sensor either strapped
to the performer or to the apparatus. The sounds resulting from the interaction described are
always only a part of the music played during the piece.

Chinese Pole The sensor was strapped to the performer’s ankle. Two different motions
were sensed and mapped to sound: the free fall along the pole and the fast rotations around
the pole. When falling, an impactful sound was played just when the performer stopped the
fall and when the performer rotated around the pole it raised the cutoff frequency of a low
pass filter on a pulsating synthesizer.

Cyr Wheel The sensor was strapped to the performer’s wrist. The movement intensity was
mapped to the gain of the resonance of a filter on a synthesizer. Two movements in particular
would raise the intensity. The first one when the performer was making the wheel turn in
front of him and stopped it suddenly with his hand. The second one when he was inside the
wheel and made quick rolls on the floor.

German Wheel The sensor was strapped to the wheel. The wheel rotation speed was
mapped to the cutoff frequency of a low-pass filter on a filtered white noise. When the
performer made the wheel roll, it produced a wind-like sound, both when rolling on its edge
and on its face.

Swinging Trapeze The sensor was strapped to the performer’s arm, measuring the intensity
of her movement. The signal was mapped to the pitch and the tempo of an arpeggiated chord.

Design Process The interactive setups introduced here use two descriptions of movement:
the intensity, calculated from the accelerometer data (described part 6.4.5) and the rotation
speed calculated from the gyroscopes with a smoothing filter. The quantity was selected
according to the types of movements used by the performer.
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In the case of the Chinese Pole and the Swinging Trapeze, the performer evolved around
a “static” apparatus. Static in the sense that it was either fixed or in a repeated motion, nearly
unaffected by the performer’s actions. In the case of the trapeze, other performers were
in charge of maintaining the trapeze swing through a system of ropes. The actions of the
performers consisted of using the apparatus as an external aid to perform spins, climbs, or
falls. We decided to sonify the movement of the body to amplify certain qualities of these
acrobatics. On the Chinese Pole, the strength and impact required to stop the fall and the
speed of the spins around the pole. On the Swinging Trapeze, the whole movement of the
trunk was measured from the upper arm, highlighting speed variations in the various figures.

In the case of the German Wheel, the apparatus was external to the performer. The
performers’ actions aimed to influence the wheel’s dynamics, which she could use in return to
perform certain acrobatics. Therefore, by strapping the sensor to the wheel and sonifying its
rotation with a wind-like sound, the interaction reinforced its presence and feeling of weight
and inertia.

We took the same approach to designing the Cyr Wheel interactive setup, but we rein-
forced the actions of the performer rather than the movement of the hoop. The performer
intentionally directed his performance toward movements that would accentuate the interac-
tion, such as hitting the wheel with his hand to change its rotation direction and maintaining
his body inside the hoop while rotating like a coin on the floor.

6.4 Sympoiesis: Movement Sound Exploration

This section presents the design and outcomes of a part of an art-science collaboration
called Sympoiesis, with the costume maker and director Laurane Le Goff (LL) and four
dancers, Megane Eyles (ME), Aske Ploug (AP), Justine Prignot (JP), and Timea Szalontayova
(TS). LL imagined this bio-inspired performance for her MA graduation project at Central
Saint Martins (CSM) in the years 2021-2022. We presented it in June 2022 at CSM and in
various venues throughout the rest of the year. I was the composer and the musician for the
performance. This creation appeared as an interesting field for experimentation in movement-
sound exploration. The dancers and the director had no prior experience in computer science
or interactive systems. During part of the piece, the dancers used the mosX system in a
simple configuration with a single sensor per dancer. The interaction development took place
during two workshops adjacent to rehearsal sessions. The following sections introduce the
context of this creation, the two workshop sessions, and the subsequent design choices for
the interaction during the performance.

6.4.1 Sympoiesis: a Bio-Inspired Dance Performance

Sympoiesis is a dance performance conceptualized by LL. She introduces the name Sym-
poiesis in these terms (Le Goff, 2023):

Coined originally by Beth Dempster (Dempster, 2000), this term implied ‘multi-
species making together’. ‘Co-making’ instead of auto-poiesis, which is the
act of creating things alone. The performance emerges from the relationship
between myself, a plant, a slime mold, four dancers, and a sound designer.

The production is divided into two parts, with a total runtime of seventeen minutes. During
the first four minutes, a solo dancer embodies a plant, an Alocasia zebrina, and tells its life
story. The latter thirteen minutes depict a dance by the four dancers, set to the movements of
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a slime mold, the Physarum polycephalum. By enacting the stories of non-human beings, the
performance prompts the audience to develop a sense of empathy toward the life narratives
of these living organisms.

Figure 6.2: A plate of agar dyed to reveal the slime mold trail. Courtesy of Laurane Le Goff.

Enacting the Physarum polycephalum This section focuses on the second part, where
dancers enact the Physarum polycephalum. It is a species of slime mold, also known as the

“many-headed slime.” It is a single-celled organism that can grow large and has a unique
ability to navigate its environment in search of food sources. Physarum polycephalum has
been studied extensively as a model organism for understanding biological processes such as
cell communication, decision-making, and network formation. The figure 6.2 pictures the
path that a P. polycephalum has taken inside an agar plate when expanding and looking for
nutrients to survive.

During this latter part, the choreography aims to tell the story of a P. polycephalum
developing in a petri dish. During this stage of its life, this organism looks for nutrients
by expanding outward. It creates a network of branches to explore its surroundings and
look for the closest food source. This slime mold is particularly known for its cytoplasmic
streaming, a liquid flow rhythmically going back and forth. This pulse supports the migration
of the system, enabling the long-range transport of molecules. It is even used as a signal
transport during starvation to redirect the migration flow toward the most promising direction
of survival. This mechanism makes it capable of solving shortest-path problems and mazes
(Tero et al., 2010).

Staging Before the first workshop, it was decided that the dancers would evolve in a circular
space with an array of six speakers evenly spread on the edge and pointing inward. This
configuration allows both the dancers to hear the music and sounds from the interactive
system directly on stage and the audience to perceive the sound as coming from the circle
regardless of their position around it, as shown in figure 6.3 and 6.5. Each speaker had a
dedicated channel, which allowed for the spatialization of the sound around the circle.

6.4.2 Intentions

As an interaction designer on Sympoiesis, I wanted to ensure that the technology was as
non-invasive as possible for the dancers and on a second plane in the performance. As an
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artistic collaborator, I also accepted that the role of technology in the final performance
might be potentially marginal. The workshop and rehearsal with the dancers would already
represent a valuable source of field experience for my research.

Interviews from chapter 3 presented a variety of reasons to experiment with interaction
technologies in the first place and revealed that it was mainly contextual to each practitioner.
Here, the main challenge lies in the significant engagement required to make technology a
meaningful part of the practice. Finally, my main objective was to try and find interesting
propositions from my experience with this technology to support the narrative of the piece
while avoiding technological interventions from taking too much attention over the main
subject of the piece.

6.4.3 Working Method and Organization

The entire piece was created in a year, with twelve dance creation sessions running from
November 2021 to May 2022, for a premiere in June 2022. I joined the project from the
start and was part of the first discussions but could only go to London for three sessions: the
sixth, the tenth, and the last one. The workshops took place during the first two sessions I
attended; the last one was dedicated to the dress rehearsal. During the first workshop, we
were able to take time to discuss the interaction in depths that did not concern the piece alone.
This first workshop was exploratory, with no preorganized structure and no defined goal.
As the premiere approached, the second workshop was included in a larger work session
dedicated to converging toward a complete piece structure. It presented less open discussions
on personal experiences with the proposed interaction because it aimed at settling on an
interaction design choice.

6.4.4 Data Collection and Analysis

During the workshops, we recorded a video of each dance session and recorded the discussions
that followed. The results presented below come from my analysis of personal notes I took
during the session, notes the director took, and the transcript of dancers’ oral feedback after
each session. The results presented below focus on three aspects related to the interaction:
the dancers’ experience as performers, the influence of the interactive setups on the dancers’
behavior from the observer’s point of view, and the connection with the narrative. These
three themes were recurrent in the discussions and highlighted the group’s priorities when
discussing the interactive setup.

6.4.5 Exploratory workshop: First Contact with the Interaction

This first workshop happened during the sixth dance rehearsal and was the first contact
between the dancers and myself. This first encounter aimed at showing the sensors to the
dancers and trying different interaction scenarios to observe their reactions and get feedback
on their experience when using them. It was also the first time LL, the stage director, saw the
interaction live and could think of ways to incorporate it into the piece. One of the dancers
(JP) was not able to dance but attended the session and gave external feedback during this
workshop.

Setup

As the piece’s structure had not been decided yet, there was no original composed music for
this session. I had several synthesizers ready in Ableton Live that I could trigger with an
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external MIDI interface. We also used music from Steve Reich’s Electric Counterpoint to
help structure improvisation.

Sensors The sensors used were the same as for the experiments described in chapter 5.
They were inertial measurement units called R-IoT that could measure and send acceleration,
gyroscopic, and magnetic data wirelessly through WiFi.

Sounds Synthesis and Corpus The sounds used for the interaction come from sources
similar to the ones used in the experiments described in chapter 5: outdoor environment or
interaction with objects recordings. These sounds evoked a certain aspect of the organism:
the natural environment in which they grew, the laboratories in which they were studied, or
the way they spread for instance. Three sounds that seemed easily differentiable were selected
for this session and assigned to each dancer. They were cropped to 40-second-long files and
normalized in loudness. These sound files were then chopped into 500ms long “sound grains,”
which are the basis for the sound synthesis. The interactive setup for this piece relied on
the principle of concatenative synthesis, which consists of concatenating those short sound
grains. In concatenative synthesis, the selection of the grains to be played depends upon the
analysis of the sound content of the grains. The selection is driven by a criterion specifying
certain expected sonic content qualities. Periodically, the sound grain that best matches the
criterion is selected and played.

Interaction Design The interaction for this session was deliberately kept simple. Dancers
already had to focus on the director’s directions, it was their first time using such an interactive
setup, and they had to improvise together. From the early experiments I had done at this point
and the insights from the interviews, it seemed clear that interactive systems were cognitively
demanding and required space for attention. Therefore, I decided to use an interaction based
on movement intensity with only one sensor per dancer.

The interaction was implemented in the Max software using the Mubu package and
its pipo externals. On the sound processing side, each sound file was chopped into 500ms
long chunks, and each chunk’s mean energy was calculated using the pipo module descr.
On the movement processing side, the dancer’s movement intensity was calculated from the
acceleration received from the sensors using the pipo module intensity. It works by removing
the offset caused by gravity from the acceleration (using a high pass filter or by derivating the
acceleration) and filtering the absolute part of the remaining signal through a low pass filter to
get a smooth signal related to a perceived movement intensity. The final intensity corresponds
to the quadratic mean of the intensity in each direction. On a fixed period, the intensity of
the movement was mapped to the sound energy. The intensity and the energy were rescaled
so that an arbitrary maximum intensity (calibrated with the dancers) would correspond to
the maximum energy measured in the grain. Five percent of this maximum intensity would
correspond to the lowest energy measured in the grains. The figure 6.3 depicts this process.

Using this mapping, a sound grain was periodically played based on the movement
intensity measured. The triggering of these consecutive grains resulted in a new texture
following the apparent movement intensity of the dancer. The process is depicted in figure 6.3.
Note that in this figure, the grains duration and the period were matched for clarity, but in
reality, sound grains lasted longer than the playing period. The duration was 500ms for a
period of 80ms. Therefore, grains ended up superimposed, which resulted in a denser texture
but with the same energy-to-intensity link.
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Figure 6.3: Workshop 1 interaction setup based on concatenative synthesis. Each dancer
wears a wireless accelerometer from which their movement intensity is calculated. One sound
file per dancer is cut into sound grains from which energy is measured. Movement intensity
is then mapped to sound energy: periodically, the sound grain whose energy is closest to
the movement intensity is played. The concatenation of these sound grains results in a new
texture following the apparent movement intensity of the dancer.

Stage and Sound Spatialization Dancers evolved in a 4-meter wide circle surrounded by
6 speakers. Interaction sounds were played in only one speaker while the rest of the music
was not located only in one part of the space. Each dancer had a different speaker playing
their sound as shown in figure 6.3.

Workshop Organization

This workshop was made of five improvisation sessions. Two of them were group improvi-
sations, and the three others were solo improvisations. As mentioned above, this structure
emerged during the workshop. The first session was a group improvisation with one sensor
per dancer attached to the wrist. Previous rehearsals informed their improvisation with
the stage director, prioritizing fluid movements with representations of pulses and waves
and working on synchronicity between dancers. There were no instructions related to the
interaction. The three following sessions were solo improvisations for each dancer, focusing
more on the interaction. The final session was a group improvisation with sensors in the
pocket rather than attached to the wrist. Before the first session, we did a first improvisation
with the dancer and the music without interaction to get acquainted with each other and for
the dancers to discover this physical new space.

Results

Figure 6.4: The first workshop consisted of two group improvisations and three solo improvi-
sations, one for each dancer. Dancers had a sensor attached to the wrist.
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In their feedback, dancers refer to the interaction and its sonic output as “the sounds,”
meaning the sound grains that are triggered when the movement is detected.

Agency and Expectation During this first workshop, most of the dancers’ feedback con-
centrated on the feeling of agency over the produced sound. They found the interaction
challenging and felt they needed training to use it.

“It was quite a challenge to sync up with it, [...] you can’t control it, I’m not sure
how connected I felt to it (approbation from other dancers). But that’s nice in
that it’s not easy and maybe with more practice it will become easier” (ME)

This resulted in a feeling of lack of control regarding the sound. For AP, this difficulty also
came from preconceptions about this interaction’s outcomes.

“I cannot start to make a song, I don’t know... It was an interesting relationship.”
(AP)

He expected an instrument-like relationship with sound synthesis. He elaborated by pointing
out the delay between movement and perceived sound, which other dancers also noted.

“Since the sound doesn’t arrive at the same time as the movement, it is difficult
to be sure how much I feel connected to it.” (ME)

Two aspects must be considered to explain this latency. From a technical perspective, the
time the information travels from the sensor to the computer software through WiFi is
approximately 10ms. However, since the computer was also charged with the rest of the
sound synthesis, other processes introduced an arbitrary latency to the processing of the
sensor data and sound synthesis, which the dancers perceived.

From an interaction design perspective, several settings could be tweaked in Max. In
particular, the intensity calculation’s scaling and release time greatly affected the interaction.
These settings still needed to be refined in relation to the maximum intensity and speed of
movements. Slower movements yield lower intensities, requiring a higher gain on the output
to conserve the full range of the sound energy. Since this choreography emphasized the
fluidity of movement, the intensity tended to stagnate at times, reducing the dancers’ agency
over the sound produced.

Influence of the Interactive Setup The presence of sensors on the body affected the
behavior of dancers. For the director, it was clear that they focused more on their arm as they
were trying to make sense of the interaction and partly neglected the rest of their body in
their improvisation. In particular, TS noted that, when putting the sensor in her pants pocket,
she focused a lot on this part of her body.

“I needed to remind myself that I could move my arms or my legs a bit more.
Because I was concentrating a lot when wearing this here [in her pocket].” (TS)

As expected, the first contact with the interaction was cognitively demanding and hard to mix
with the demands of group improvisation in a small space. In particular, the various sound
textures that superimposed each other arbitrarily during the improvisation were challenging
to manage for TS.

“At one point when I heard all the layers [...] it was too much I didn’t know how
to connect and I was trying to pick one... It was a lot!” (TS)

Since any movement of the sensor produced sound, the sonic space around them quickly
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filled, making it harder to identify and focus on the sound linked to one’s sensor.

Despite the variable latency and focus difficulties, dancers found interest in the interaction
and actually favored more complex scenarios. With the sensor in the pocket, the movements
required to increase sound energy were harder to reach, leading dancers to explore unusual
movements.

“It was more interesting because it’s just more difficult. It’s just more challenging
than the arm, more fun, more tricky.” (TS)

This brought a challenging aspect to the interaction that rewarded new and original movements.

“It was almost like a little game, like ’I am going to give you noise if you dance
funny’.” (ME)

Link with the Narrative In terms of storytelling, the interaction was found to reinforce
certain aspects of the staging and choreography, embodying the living organism.

“This moments when you started like... Each of you searching for their own and
at the same time trying to stay together in the space, in the rhythm. It was a bit
like clarity in chaos I felt and this I think was also interesting that you were not
trying to do the same thing but still being connected, [...] It was very intriguing
in a way. It was very clear that you were connected but also searching to go
away.” (JP)

Interestingly, the dancer’s exploratory behavior when trying to make sense of the interaction
created a visual connection between dancers. With the common objective of understanding
the interaction, it channeled their improvisation regarding the dynamic of their movements and
the focus on the parts of the body that would affect the interaction. During the improvisation,
and in particular when the rest of the music was turned off, they were all visibly trying to make
sense of the interaction. They lay on the floor and moved closer to the speakers, intermittently
moving only part of their bodies.

LL, the director, observed that “sensors seem to allow you to stay connected with each
other and follow what the others are doing.” The interaction brought an interconnection
through sound that was visible to LL and JP, who were both outside observers of the sessions.
JP, in particular, was receptive to the atmosphere produced by the sound design.

“When you stopped the Reich and only put those sounds it really felt for me
like suddenly we have an insight of what is actually happening chemically in it.
It’s like suddenly zooming inside the macroscopic world because we don’t hear
anymore the music, it’s more like an ambiance. [...] I was suddenly zooming
on what you individually were doing. You hear like worms in earth that are
searching.” (JP)

Although this assessment was subjective and dependent on individual sensitivities, it helped
define an interesting direction in which to push the rest of the design to tell the story of this
organism’s existence.

Nothing was decided yet at the end of the sessions regarding the unfolding of the piece
and the part that the interaction would play in it. However, alternating between moments with
and without interaction was found interesting for dancers as it helped renew the improvisation.

“We started with the sounds, then you added music, you took the sounds out and
it is the things that you made that kept us going and then when we came back to
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our own sound, it was very interesting, such a nice journey. Having something
else taking over and then going back to one’s own sound.” (AP)

6.4.6 Performance Design Workshop: Testing Exploratory Processes

The second workshop took place a month and a half after the first. The director and the
dancers had rehearsed two times in the meantime. The overall structure for part 2, as well
as certain choreographic elements, had already been decided for the second workshop. The
choreography was mainly improvised with a given temporal structure that dictated certain
movement qualities and space occupation. This workshop focused on trying exploratory
processes in the piece’s context and deciding its role in the performance.

Modifications to the Interaction

Following this first workshop, several modifications were made to the setup. I focused on the
feedback of the dancers and the director, as well as my own observations, to incorporate the
interaction in the narrative and make it interesting for dancers while fast to learn. As I would
only return to London two times before the premiere and the interactive setup only played a
minor role, we had little time dedicated to dancers’ practice with the system.

During the first workshop, we found that the interactive setup created a visible connection
on stage between dancers. Exploring such a system in a group setting is difficult as the different
sounds get mixed together, and they are not yet accustomed to the dynamic of the feedback.
This behavior drew an interesting parallel between slime mold exploring their surroundings
for food and dancers exploring the possibilities of the system. In the current system’s state,
this was hardly repeatable as the interaction was broadly understood by the end of the sessions,
and these particular instances were their first-ever contact with sound-movement interactive
systems. Nevertheless, the idea of active exploration from the dancers on the stage seemed
interesting and LL shared this idea.

Reflecting on the first experiment described 5, I adapted the interactive system to foster
a repeatable exploration for the dancers. One of the issues of the first experiments that were
led before this artistic collaboration was that the 2-D sound spaces created in CataRT had
holes in them. In those places, participants could not hear sound, making learning the space
particularly difficult to study in a short time. This was corrected with polyspring and the
mosX system, which I designed in parallel to this creation. However, in this performative
setting, I found the idea of having to “search for sounds” interesting. If only a fourth of
the 2-D CataRT space is filled with sound grains, then exploring it with a sensor measuring
orientations leads to three fourth of the movement space resulting in silence. With this setup,
dancers could explore this space in quest of their sound grains, reproducing the exploratory
behavior that was found interesting during the first workshop. To change the configuration
between performances, I could just move grains in the CataRT space using polyspring.

Two other feedback I wanted to address were the position of the sensor and the focus
dancers had on it in terms of movements. Now that the interaction was based on orientation
rather than intensity, the sensor had to be put on a part of the body that allowed it to be
completely turned in every direction. The wrist would have been the easiest solution for the
dancers as turning it 360◦ requires little effort. Putting it on the lower parts of the body, such
as legs or thighs, could have been possible, but it would have required movements on the
part of the dancers that were not really in phase with the choreographic choices made up to
that point. For the second workshop, I decided that we would try to strap it to the upper arm,
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between the elbow and the shoulder. In the hope that it would be a good balance in terms of
difficulty of interaction and get the sensor out of sight, try to make it less visible to dancers
and potentially to the audience too.

Setup

. The interaction for this workshop was designed with an early version of the mosX system.
Similarly to the exploratory workshop, a sound sample was assigned to each of the four
dancers. The samples were chopped, and two descriptors were extracted: spectral centroid
(X-axis) and periodicity (Y-axis). Those were the same descriptors as the one used in the
experiments described part 5. Using polyspring, sound grains were spread in the space,
occupying approximately one-fourth of the space-, as shown in figure 6.5, while preserving
the organization in terms of descriptors.
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Figure 6.5: Workshop 2 interaction setup based on CataRT. Four sounds (S1-S4) were
chopped in sound grains and distributed in a 2-D space. Polyspring was used to uniformize
the distribution of the grains. A sound was assigned to each dancer. The orientation of the
sensor strapped on their body decided if grains were triggered by their movements.

Each dancer had a sensor positioned between the shoulder and the elbow. To navigate in
the 2-D CataRT plane with only one sensor, two angles are calculated using accelerometers
and gyroscopic data. These angles correspond to the angles between each axis in the sensor
plane and the vertical, i.e. the direction of gravity, which are called roll and tilt. When
projected on a 2-D plane, these angles cover a circle. To ensure that the entire square space
is accessible, the angles are scaled beyond the CataRT space so that the circle they cover is
a circumscribed circle of the square. The obtained values are clipped to the bounds of the
square so that the final (X, Y) coordinates fall in the CataRT space, as shown in figure 6.5.

Sensors were strapped to the arm, between the shoulder and the elbow. To explore the
CataRT space, dancers had to move their arm up and down for the tilt and rotate it around
its axis for the roll. Note that in order to cover the full 180◦ range of the roll, it is necessary
also to move the upper part of the body to change the orientation of the sensor. Each set of
sound grains was played in a different speaker around the stage, and a sensor was only able to
trigger one of the four sets of sound grains. So, each dancer was associated with one sound
class and one location on the circular stage.



94 Chapter 6

Workshop Organization

This second workshop aimed to test this mode of interaction with the dancers and try to
integrate it into the existing performance. We formalized a task to direct the exploration:

“find the posture that triggers the sound and move to the location of the sound in the circle”.
They had no prior knowledge of the postures that could trigger the sound nor the position of
the sound around the circle, apart from that it was played on a single speaker.

Similarly to the first workshop, it took place during a creation and rehearsing day in a
studio in London. As, after this workshop, we only had one session remaining before the
premiere, most of the time was dedicated to the whole piece and not just the interaction design.
Therefore the workshop was made to fit into the existing structure of the piece. Dancers
began intertwined on the floor and progressively separated from each other before raising and
standing up suddenly at the same time. After this, they gradually moved on to the exploratory
phase, which is the part from which the results below are drawn. They scattered on the
space toward the location of their sound and got on the floor before reuniting again in the
center, entangled with each other, to conclude the journey. The interaction occurs during the
exploratory phase and gradually gives way to the soundtrack before the end.

Two different settings were tried. (1) They each had to adopt a different posture to
hear their sound. So they were looking individually for their specific body configuration to
trigger sound grains. (2) They all produced their sound with the same postures. So, while the
sound remained specific to them, they were all looking for the same body configuration. The
expectation was that setting (2) would help them connect better during the performance and
would force them to pay attention to each other toward this common goal.

The whole rehearsal consisted of three phases: working on the introduction of the
performance without interaction, then trying both settings after the introduction, and finally
choosing one and rehearsing it while working on the conclusion of the piece.

Results

As explained before, this second workshop was part of a rehearsal session close to the
premiere. Discussions during this workshop were consequently less open-ended and aimed
mainly at deciding where and how the interaction would be meaningful for the dancers and
for the piece. Therefore, I focus solely on the feedback on the interaction design I proposed
to the dancers and the reason for the final implementation.

First Setting The first setting consisted of a different body configuration mapped to sound
for each dancer. The results with these settings were mixed. AP and ME struggled to find
their sounds and were unsure they were actually hearing it. TS took some time to find it as it
was in a difficult position to reach. JP found it as soon as the interaction was turned on and
had no problem hearing it.

The type of sounds played varied between dancers. They represented different actions
or ideas and presented different dynamics when triggered. JP’s sound expressed an idea of
stretching and tearing. She experienced a gap between the movement qualities expected from
the choreography and what the sound inspired her:

“I felt that I wanted to do impacts to have the sound because it sounded strong
but then I remembered about the fluid movements.” (JP)

As this mapping was based more on body orientation rather than body dynamics it was
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not meant to represent any metaphorical link between the movement that produced the sound
and the action that the sound described. However, certain sounds could invite dancers to
mimic certain actions and, since the dynamic to get in and out or evolve inside of the range
of movement that would produce the sound was completely open, the mapping allowed those
movement to be performed to get the sound. JP was attracted by such movement but was
constrained by the movement qualities that were expected from the choreography.

At this point, it was difficult to assess where the difficulties came from. It turned out
several factors intervened. First, further sound mixing was necessary, considering the small
speakers in charge of sound reproduction. The loudness was not the same for each sound,
and certain sounds’ frequency content privileged their identification and localization in space.
Second, dancers had different target body configurations, which made the task more difficult
for some. JP and ME had the easiest configuration, while TS and APs were more complicated
to find. TS was also surprised that she could find her sound from two different body positions
that seemed completely disconnected from each other. Since the sound space is divided
into four equal parts, the corresponding range of movements corresponds to a fourth of all
possible sensor orientations. This enabled triggering sound from different positions that can
look disconnected from each other.

The mapping resembled the one described part 5 except that only the orientation of the
upper arm influenced the sound, not the lower arm since it only used one sensor. In particular,
the mapping presented the same difficulty where certain sounds could only be reached by
pointing the arm upward. The corresponding range of movements was not unusual in the
piece. It was normal that it took only around a minute for TS to hear her sound for the first
time.

Second Setting As expected, this setting showed a high degree of mirroring behavior.
Dancers found the configuration in less than a minute and, from there, prioritized synchronized
movement over individual exploration. JP reported decreased interest because, even though
there was a range of movement that gave sound, since they were searching together, they stuck
to the first posture they found and explored less the range of configurations that could produce
their sound. Similarly, AP found the experience less engaging due to the perceived obligation
to mimic others. Eventually, in the eyes of LL, it appeared that the first configuration had
already produced a sense of cohesion when looking at them performing the same task. The
second configuration was too restrictive and suggests that collaborative movement-sound
exploration may actually be hindering exploration.

At the end of the workshop we decided to adopt the first settings with different body
configurations for each dancer. This became the second part of the performance that we
began rehearsing afterward.

Feedback During Rehearsal

During the rest of the session, we repeated this exploration with added directives from LL,
and we worked on the third section that would conclude this second part and the Sympoiesis
performance as a whole. During this work session, feedback on the interaction emerged.
First, sounds were difficult to discriminate for three of the four dancers while performing.
Their differences were not significant enough to recognize it while focusing on the rest of the
performance. During this part of the piece, they are bound to each other as different branches
of the same organism. To enact the propagation of the slime mold, they must display a sense
of fluidity and occupy more and more space, which requires them to pay attention to each
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other and expand slowly inside of a small stage. This is demanding in terms of attention, and
JP and AP forgot about the exploration task at one point because the dance directives were
already too much to focus on. To make the exploration different each time, I just changed the
orientation of the sensors in relation to the dancer’s arm before the beginning of the piece.
This way, the configuration required to trigger the sound was not known in advance.

6.4.7 Performance

After the second workshop, I made some changes to the system. First, I modified the
interaction sounds to make them more distinct from each other by changing their pitch and
applying filters to them. I also added a low-pass filter to each sound, with its cutoff frequency
controlled by the intensity of the movement. This brought back the dynamic of the movement
in the interaction. Now, by standing still in a configuration that produces the sound, only the
lowest frequencies below 120Hz could be heard, which sounded quiet considering the type
of sounds used and the size of the speakers but could still be heard. To make the interaction
more in line with the fluidity expected by the director, I slowed down intensity detection
by applying an amplitude envelope with a slow attack and release time. Finally, I added
delay and reverb in the final mix to make the sound disappear slowly after the movement was
performed. This reinforced the impression of “sound trail” behind the movement LL had
perceived during the first workshop.

We premiered this performance at Central Saint Martins (CSM) College in London.
Managing both the musical aspect of the piece and the interaction was challenging. Adding
this technological element required a thorough checklist before starting the piece to be able
to then focus on musical improvisation in conjunction with dancers’ improvisation during the
unfolding of the piece. Interestingly, my perspective on the role of the interaction in the piece
evolved with the consecutive dressed rehearsals we did. From my perspective as the musician
in this performance, I considered the input from the interaction as supplementary material
that I was not in control of and had to play with. However, after multiple rehearsals, I began
to perceive movements through interaction, which helped me connect with dancers without
looking at them. After the premiere, some of the audience was intrigued by the blue light
(coming from the sensors) on the costume and guessed that it corresponded to some form of
biosensing (movement or else). Interestingly, they reported not trying to understand right
away what they were used for but were still interested in having a look behind the computer
after the performance. Surely, as they were, for the most part, students or teachers at CSM,
they were accustomed to interactive performances.

6.5 Spectators’ Experience Design

Reeves et al. presented in 2005 a taxonomy of interfaces for performer-computer interac-
tions with regard to how they influenced spectator experience for various contexts in arts,
installations, and presentations (Reeves et al., 2005).

They propose to decompose the design of the spectator’s experience in two dimensions:
manipulations and effects. Manipulations designate every action the performer does that can
be sensed by the interface, as well as actions outside the sensor’s scope. Effects concern the
results of the manipulations on the interface. They do not refer only to system outputs but to
every effect that the interface has on the performance and the performer. These dimensions are
analyzed in relation to how much the interface hides, reveals, or even amplifies manipulations
and effects.
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The authors propose a taxonomy of interfaces depending on where they fall in this
plane. Interfaces that tend to hide both manipulations and effects are secretive, while, on the
other end of the spectrum, interfaces that tend to amplify both are expressive. In-between,
interfaces are magical when they tend to hide their manipulations and amplify their effects
and suspenseful on the opposite.
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Figure 6.6: Taxonomy of performance interfaces whether they tend to hide, reveal or amplify
performer’s manipulations and their resulting effects.

They nuance their work in the sense that:

“like all such taxonomies, ours necessarily simplifies the true picture in order
to reveal broader underlying principles, in this case the idea that designers can
trade off whether and how to reveal manipulations and effects in order to create
spectator experiences [...]” (Reeves et al., 2005, p.747)

While they propose a tool for designers to purposefully consider their strategy for designing
for a specific spectator’s experience, I want to use this taxonomy to reflect on past experiences
and uncover how design choices influenced the spectator’s experience in Sympoiesis and the
Circus Lab.

6.5.1 Classifying Spectators’ Experience

The two performances presented above introduce different interactive setups designed for
different practices. The table 6.1 lists for each setup the position of the sensor on the
performers and the specific signals that are extracted from them.

Interactive Setup Sensor Intensity Rotation Orientation
Exploratory Workshop (WS1) Wrist ✓

Design Workshop (WS2) Arm ✓
Premiere (1ST) Arm ✓ ✓

Chinese Pole (CP) Ankle ✓ ✓
Cyr Wheel (CW) Wrist ✓

German Wheel (GW) Wheel ✓
Swinging Trapeze (ST) Arm ✓

Table 6.1: Description of the movement sensing of each interactive setup.

In Sympoiesis, from the second workshop, the interaction consisted of the exploration of
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the space of configurations that the arm can take with the objective of finding a sound. When
designing this interaction, the objectives differed from those of the Circus Lab, particularly
from a spectator’s perspective on experience. While the Circus Lab included movement-
sound interaction technologies with the aim of visually connecting performers’ actions and
the produced sound, Sympoiesis sought to create on stage the impersonation of a non-human
organism, notably by showing a connection between the dancers. A process assisted by
interactive technologies without trying to make the movement-sound connection visible (or
invisible) to the audience.

From a design point of view, we can consider how these diverging objectives ended up in
different spectators’ experiences to display how they interact with the Manipulations-Effects
space proposed by Reeves et al. (2005). I give a proposition of classification in figure 6.7.

To position these setups, we must consider their similarities and differences. They all
share specific properties. First, they are embodied movement-sound interfaces manipulated
by movement-based performers using wireless motion sensors. As such, manipulations
correspond here to movements made by the performers, and effects may also include the
impact of sound feedback on the performers themself. One way to perceive manipulations
as hidden or amplified in these types of intangible embodied interactions is to consider the
position of the sensor and whether the sensor is clearly identifiable on the body. A recurring
point of discussion during rehearsal was whether or not to show the sensors and how much we
would include them in extra performative materials such as leaflets, posters, or descriptions
of the pieces. One way to completely hide manipulations, for instance, would have been to
put sensors beneath the costumes and never tell anyone about them and the interaction.

Second, the produced sounds take part in a broader musical accompaniment. Therefore,
the effects, in their sonic aspects, cannot be interpreted directly by the audience as effects of
the interface. Nonetheless, the effects of these interfaces are never hidden in these instances.
The differences will reside in whether or not the mapping and the sound design amplify them
and if the musical context tends to cover them or, on the contrary, put them in the foreground.

Sympoiesis: Blurring Manipulations

The Sympoiesis interaction interface has had three main design stages. To position these
interfaces in relation to the spectator’s experience, I assume, since it was acknowledged
in the program, that the spectator knows that the performance will include some sort of
interaction between movements and sound and that the audience can identify the sensors on
the performers’ bodies.

The first stage of design was the interaction I proposed to the dancers during the ex-
ploratory workshop, noted WS1. It links the intensity of the movement to the loudness of a
sound through concatenative synthesis. The manipulation is clearly visible: as the input of
the interface is the sensor strapped to the wrist, which is not hidden from view, the movement
of the extremity of the arm can be identified easily as the manipulation. It presupposes a
certain comprehension from the audience of what the sensor can perceive. In the case of
wearable sensors, “the smallest gesture you make becomes an identifiable and interpretable
musical gesture for an audience” pointed out Philippe Spiesser in its interview reported
in Chapter 3. This observation is particularly important in the context of music-centered
performances but remains relevant to movement-centered performances. Depending on the
spectator’s knowledge of technology, the degree to which manipulation is revealed varies, as
pointed out by Fels et al. (2002). The resulting effect, the loudness of the sound following
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Figure 6.7: Classification of the interactions designed for Sympoiesis and Circus Lab accord-
ing to how much they amplify or hide the manipulations made to the sensor and how much
the effects of these movements are amplified. Acronyms are defined in the table 6.1

the movement intensity, is also easily perceivable and is simply presented to the spectators as
the direct consequence of the movement without amplification. I position this interface as a
reference point of an embodied interaction that does not hide or amplify the manipulations or
the effects.

The second workshop and final performance interactions, noted WS2 and 1ST, used a
different setup that tended to hide manipulations while slightly amplifying their effects. This
time, the sensors were strapped to the dancer’s upper arm, and the orientation was used as
the input. By strapping the sensor closer to the shoulder, manipulations on the interface are
less transparent to the audience. Moreover, the mapping used the orientation of the sensors
as control parameters linked to a space only a quarter full. The resulting interaction tends to
hide the manipulations of the sensors by dancers. I argue that the effects of the interaction,
on the contrary, are amplified, not individually, but through the joint exploration of all
dancers. This interaction falls on the quarter of the manipulations/effects space that Reeves
et al. labeled magical, as displayed in figure 6.6. The audience experiences a connection
between the dancers and the sound but cannot link it directly to their actions. The premiere
interaction setup added intensity and a slow sound feedback decay, resulting in fewer hidden
manipulations and more amplified effects.

Circus Lab: Amplifying the Performance

The Circus Lab performances had a single design stage, but the various pieces resulted in
different spectator experiences. They were all designed to amplify the interaction’s effects and
not hide manipulations. The particularity of this context is that circus apparatuses themselves
are intended to amplify the spectators’ experience. The German Wheel (GW) amplifies
the manipulations made by the performer by its massive presence on stage and the noise
it produces when moved around. The interactive setup amplified its dynamic, therefore
participating in the amplification of the manipulations by the artist. The Chinese Pole (CP)
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differs because the apparatus is static, and the performer evolves on it. By strapping the
sensors on the circus artist, we do not further amplify manipulations to the pole; however,
we significantly amplify the effects by using the intensity and rotation control parameters.
The Cyr Wheel (CW) falls between those two setups in that the sensors are strapped on
the performer, not the moving apparatus. But, since the performer privileged actions that
would amplify his manipulations on the wheel, the interactive setup both amplified effects
and manipulations. Finally, the Swinging Trapeze (ST) setup was a less amplified version of
the Chinese Pole.

6.6 Discussions

6.6.1 Exploratory Behaviors as a Support to the Narrative in Sympoiesis

In Sympoiesis, each costume embarked a motion sensor, positioned on the upper arm, and
linked to a computer through Wi-Fi. At a certain point in the performance, the dancers could
trigger a sound synthesis within a range of postures from their right arm. Since the volume
around them in which they could interact with the sound was not known in advance, this
moment of the performance was an exploratory phase for the dancers.

While this setup fostered an individual somatic experience for each dancer and happened
at a point where they were scattered on the stage, it created a moment of co-exploration that
visually and sonically connected them. In the words of Megan Eyles, one of the dancers, the
sound-movement interaction “definitely helped [her] sense of connectivity with the group
as [they] recognized each other’s sounds and could move with one another and connect
[their] sounds, giving another detail to the performance which the audience could see.” Thus,
this non-tangible connection supported the narrative both internally, as a shared embodied
experience for the dancers, and externally for the audience, as it helped create the effect of a
common goal within individual actors with similar movements and sound synthesis.

In these moments when the dancers interact with the sound through wearable technology,
the role of the performer in music is naturally questioned. Does this interaction still fit the
musician-instrument model where the instrument acts as a medium between the performer’s
intentions and the receivers? (O’Modhrain, 2011) When the dancers’ actions directly control
the sound through wearables, the costume gives a new agency to performers and, therefore, a
new layer of meaning to the performance. In this setup, we argue that the costumed body
becomes an instrument itself. But an instrument that neither the sound designer nor the
performers fully controlled: the dancers did not know where the sounds were and when
exactly they would be accessible. As a performance strategy, it blurs the notion of control
by the creators and performers over the instruments, thus supporting the goal of creating
a space for multispecies connections on stage. Donnarumma (Donnarumma, 2016) called
this particular relationship a configuration, where “the capacity of the instrument and the
performer are interlinked and thus mutually affect each other.”

Using such technological artifacts to make this performance allowed me to get additional
material for sound creation. However, the use of wearable technologies for embodied interac-
tion with sound actually benefited the whole creative team. As stated by Pantouvaki, “the
use of wearable technologies demands an overlap of conventional borders between perfor-
mance design disciplines” (Pantouvaki, 2014). Through this collaborative work, we entered
a co-creation process that required all the members to understand more about sound, costume
design, and dance practices.
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6.6.2 The Challenges of Concurrent Performance Creation and Interaction
Design

The technology used in those performances is not foolproof. I learned ways to mitigate the
risks of failures, and a lot can be done to prepare in advance, but as our work was highly
exploratory and ever-changing, the technology required adaptation, which heightened the
chances of failure. Performers usually need some warm-up time before practice and thus
cannot perform on demand whenever the interactive system is back in service. I argue that the
moments where interventions are required on the technological side should not be considered
accidents in the creation process but rather be accepted as part of an iterative approach that
is required in order to create new experiences. As such, they must be designated whenever
they are necessary and care should be taken at acknowledging the needs of the performers
and not rush the transition between technological works and try-out sessions. Interestingly,
results from the study of cooperative prototyping in workplace environments corroborate
such observations. As prototyping is exploratory, it is prone to focus shifts between points
of interest that not all collaborators are receptive to, which creates tensions. Bødker and
Grønbæk advocated that tensions and focus shifts in collaborations should not be avoided
but rather that it is the designers’ and users’ responsibility to learn how to adapt and better
handle those moments (Bødker and Grønbæk, 1991). Under these conditions, an environment
conducive to expressing everyone’s creativity can be created, encouraging exploration.

6.7 Chapter Summary

This chapter accounts for two collaborations with dancers and circus artists, Sympoiesis and
Circus Lab. Both include movement-sound interactions designed by the author in collabora-
tion with other artistic collaborators. The creation process is reported from the perspective
of the interaction designer. It highlighted the discussions and tensions in such collaborations,
emphasizing the necessary sharing that hybrid practices entail. These performances enable
us to consider exploration in a broader scope, particularly as a shared process in collaborative
settings. As motivations and expectations in using interaction technologies vary between
individuals involved in the project, exploration became a shared process in which the points
of attention differed between actors and the design directions to be taken was decided col-
lectively. The motivations of other collaborators and the particular contexts led to varied
interaction designs that were analyzed through the Spectators’ Experience Design framework,
which revealed how design choices led to different characteristics of the resulting interaction
for the audience.
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CHAPTER7

Discussions

This dissertation examines the learning and appropriation processes associated with using
interactive movement-sound technologies in the context of the performing arts, focusing on
the nature and role of exploration in these processes. This chapter serves to reflect on the
studies presented in the previous chapters to unpack what they have yielded on these subjects,
relate them to existing works, identify their limitations, and suggest directions for future
research.

7.1 Learning and Appropriation are Intertwined with the Devel-
opment of Practice

The initial aim of this work was to understand the learning of new musical instruments built
on movement-sound interactive technologies to better support its design. Learning how
to play a musical instrument is typically associated with the process of graduating from
novice to expert. Ultimately, the instrument becomes an extension of the musician’s body
through which they can express musical ideas, which enables them to reach an immersive
flow state during performance. Several artists have shown such connection with electronic
instruments through embodied interactions (Nijs, 2017). The artists interviewed in chapter 3
have demonstrated a level of intimacy with the technological tools they use in their practice
that is akin to appropriating a musical instrument. For them, movement technology became
an “embodied” tool for musical expression.

In this context, learning was found to be multifaceted and more diverse than just gaining
mastery. The main difference between learning to play a traditional musical instrument and
other forms of music education is that the instrument’s technological development can be
considered part of practicing. Part of the learning process encompasses complex mechanisms
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beyond the sole sensorimotor learning of a fixed instrument. Interviews showed that the
instrument design was, first and foremost, artist-led, and the knowledge and skills required
to create and orientate the technological development in the desired direction were also to
be acquired, at least partially. As Laetitia Sonami expressed in her interview with Mary
Mainsbridge:

“I wish I had a programmer who could do things better than me. So much
of that process is a craft. Learning how to craft this, learning how to do this
programming, and soldering this thing, and that connection with the material is
essential.” (Mainsbridge, 2022, p. 51)

However, there is no consensual core of knowledge to be acquired. A wide variety of
techniques and technologies can be used to create movement-sound interactive systems. The
technology choices are contextual. It depends on socio-cultural and economic factors such
as the desired sonic aesthetic, the movement practice, or the accessibility of technologies.
Ramos and colleagues explained the technological trade-offs and adaptability required to
design an electronic bandoneon in Argentina:

“The economic situation of Argentina is not optimal for this kind of venture,
as the relationship between our currency and the prices of imported products
is rather unfavorable. Some parts that could help improve our designs are not
available in local stores, as they tend to favor extremely popular platforms like
Arduino. Thus, it was essential for us to resort to products from the local industry
whenever possible, and even use gambiarra1 techniques like recycling bellows
or repurposing unused electronics.” (Ramos et al., 2022)

Therefore, imagining a general “all-purpose” pedagogical process of acquiring technological
knowledge and skills oriented toward movement-sound interaction design is elusive. It
seems on the contrary that the acquisition of such expertise happens through self-directed
learning, “a process by which people seize the initiative, without help from others, to diagnose
their learning needs, formulate goals, identify human and material resources, and evaluate
learning outcomes”(Knowles, 1975). A process reinforced by information technologies,
which offer the possibility for ubiquitous learning, and has favored the development of many
communities of practice, particularly around computer technologies (Gonzalez-Sanmamed
et al., 2020).

Artists interviewed argue that what can (and should) be taught to beginners is less about
technology itself and their particular forms than about the general process of integrating
technology in practice, “You’re not going to be interested in transmitting a technological brick,
but really more the process of reflection behind creation” (Fabrice Guédy, Chapt.3). This

“process of reflection” was a recurring theme in interviews. The pedagogy interviewees have
developed around interactive technologies aim to emancipate students and support personal
practice development. What is transmitted in these instances comes from the digested
experience of the teacher and is taught with inductive methods that favor the understanding of
broader concepts through practice. This indicates that teachers put certain pieces of technology
forward when transmitting but do not build their pedagogy around specific and immutable
artifacts. The core of what is communicated is built on personal experience. Still, we can
identify several concepts that cut across interviews: the development of critical thinking
regarding technological intervention, the quality of attention required when experiencing
interaction, and the necessity to experiment and explore. Interviewees developed those

1The Brazilian word “Gambiarra” refers to the improvised technical solutions in a context of limited resources.
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skills on their own through their experience. And eventually, it is up to each practitioner to
discover how to translate these concepts into actions. In the teaching activities described,
interviewees adopted a mentoring stance towards the students, giving mainly methodological
advice and guidance illustrated with a given technological setup while encouraging individual
development. This results are in line with pedagogical courses on DMI design proposed by
Jensenius (2013)

Yet, any embodied movement-sound interaction still requires the performer to acquire
sensorimotor skills, related to specific action-perception loops. We referred in Chapter
5 to the concept of audiomotor maps acquisition. This is the closest process to what is
commonly considered learning a musical instrument. However, where learning a traditional
musical instrument consists of practicing extensively with a relatively fixed object, learning
for movement-sound interactive systems involves acquiring new audiomotor maps every time
the design evolves, which can happen for every new creation. However, fixed parameters can
make sensorimotor learning transferable between setups. For instance, the GeKiPe system
(Fernandez et al., 2017) is based on a depth camera and wearable sensors strapped to the
hands. The system is based on a persistent interaction paradigm: the performer plunges
his hands in volumes monitored by the depth camera and triggers and manipulates sounds
with movements sensed by wearable sensors. Several compositions were written for GeKiPe,
Hypersphere was based on generative sounds, leaving space for the performer to improvise
around the sound synthesis, while Le Silence was more written, with nearly 400 sounds to
trigger, with a more reduced improvisational space. The two pieces had different sound
aesthetics. Consequently, the audiomotor maps to build were necessarily different. However,
motor skills associated with manipulating the gestural interface were transversal to both.

In summary, we can identify three categories of knowledge and skills that compose
movement-sound interactions: technological knowledge and skills, methodological knowl-
edge and skills, and sensorimotor skills. It appears that the development of the interaction and
the acquisition of the required skills and knowledge happen concurrently with the develop-
ment of practice as they feed and motivate each other. This process requires time and leads to
appropriation, where “the users understand and are comfortable enough with the technology
to use it in their own ways” (Dix, 2007). We found that learning is intertwined with practice,
which is necessary to appropriate technologies and incorporate them into artistic practice.

7.2 Exploration Supports Design, Learning, and Appropriation

Through this PhD research, as presented in the previous chapters, the notion of exploration
became a central theme that appears at different levels, from skills learning to technological
appropriation. As explained above, there is no unique pedagogical path for learning how to
integrate interaction technologies into one’s own artistic practice. Deciding what tool to use
and how to achieve one’s artistic vision is a skill that builds on exploratory iterative processes.
Thus, we found exploration to be a key marker in learning and appropriation processes.

7.2.1 Design Space Exploration

As such, one cannot expect to take a system as is and “plug it in” to achieve meaningful results.
Exploration must be conducted on all aspects of the interaction, and aesthetic questions must
be considered. When defining Design Exploration, Fallman wrote: “When it comes to
interaction design research, issues of aesthetics concern not only how something looks
and feels, but also the aesthetics of the whole interaction including how something works,



106 Chapter 7

how elegantly something is done, how interaction flows, and how well the content fits in.”
(Fallman, 2008). Exploration in movement-sound interaction design concerns all aspects of
the interaction. From literature, as well as interviews and performances, we have decomposed
exploration into three categories.

Gestural interface exploration encompasses both the physicality of the interface as well
as the signal processing applied to received signals. It produces the control parameters that
will modify the sound synthesis parameters(Hunt et al., 2000). The position and attachment
method of sensors have an important impact on the performers’ experience. In Sympoiesis,
significant effort has been put into integrating sensors in the costume without requiring
straps to minimally impact dancers’ movement and facilitate their installation. For the Circus
Lab, extensive discussion and understanding of the performer’s perspective and skills were
required to position the sensor to capture expressive movements and choose signal processing
accordingly (see section 6.3.3). The exploration goal was to iteratively find a “good” physical
sensor placement, i.e. stable and not disturbing, while pertinent for expressivity. In Interviews,
Mari Kimura explained that she accompanies students in the use of motion sensors to augment
traditional instrumental practice: “The first thing I usually do with the students is that I have
them wear [the sensor] right now [. . . ]and see if there’s any relevant thing that you can
use as an expression”. This highlights the importance of gestural interface exploration,
particularly when working with existing practice.

Sound synthesis exploration concerns the whole chain of sound production: the sound
synthesizer, any effects applied to the signal, and electromechanical conversion. This last
point refers to the choice of speakers, their number, and their placement in space, which
significantly influences the feedback loop to the performer. The sound synthesis parameters
are all parameters that can be accessed and modified by the synthesizer and effects. Music
creation software such as Ableton Live exposes many parameters to mapping through MIDI
or OSC, which can quickly amount to hundreds of dimensions through which to manipulate
sound. The whole activity of exploring this space and making choices is usually called
sound design. Notably, Scurto and colleagues proposed to use artificial agents to support
the exploration of the parameters space of a sound synthesis engine(Scurto et al., 2021). We
observed that in collaborative endeavors, this exploration was led by someone in charge of the
performance’s musical aspect. In the Circus Lab and Sympoiesis, one or several artists were
dedicated to music creation and arrived with prepared sonic materials that were presented to
the rest of the group. The time for interaction design is not necessarily a time for sound design.
In performances, the musician did much of the sound design process before or between group
work sessions.

Mapping exploration decides how control parameters modify sound synthesis parameters.
This is the last part of movement-sound interaction design, where the interaction is created.
Creating the mapping is an iterative process that necessarily involves the performer. It can be
dedicated to the performer’s experience with the system, focusing on questions of agency
and expressivity, or it can be directed toward spectator experience design. In the former
case, the exploration is performer-led, and their feedback will orientate design choices. In
the latter case, design is led by external perceptions of other performers, stage directors,
designers, composers, or any collaborators to the project. Those two objectives necessarily
influence each other as they both impact mapping, and iteration on both aspects must be done
concurrently. In Sympoiesis, after-session discussions focused as much on dancers’ feelings
as on the director’s and other observators’ feedback on the external experience. Through
multiple improvisation sessions and consequent adjustment of the mapping, we got closer to
relevant and meaningful interaction in the piece.
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Eventually, iteration on those three aspects is necessary for movement-sound interaction
design. It requires experimenting with the system in a performance context, with performers,
designers, and the director or composer to refine design choices that serve the artistic intent.
The following section focuses on those phases of improvisation and experimentation with the
system.

7.2.2 Exploration by Improvisation and Experimentation

Exploration, improvisation, and experimentation are key when designing and learning for
movement-sound interaction. West et al. led a mapping design experiment with nine NIME
users who had to create a mapping between a given interface and synthesizer. They found
that when building mapping between control parameters and sound synthesis parameters,
“designers alternate between exploration and experimentation, learning how the instrument
and the mapping works and how it might work better, and then making small changes to
try to improve it.” (West et al., 2020). Here, “exploration” and “experimentation” are put
side to side as different methods of interacting with the system to understand how it works.
“Experimentation” is used to validate or invalidate a hypothesis about the system’s possibilities.
In contrast, “exploration” here refers to actions on the system that are not motivated by a
hypothesis but rather aim to discover possibilities when they emerge.

In the experiment we reported in Chapter 5, the participants explained they tested
hypotheses during sessions: “Can I produce a louder sound by moving faster?” “Does the
sound change if I turn on myself?”. They also experimented to challenge their understanding
of the system. Those behaviors mainly appeared during the last session once they had an
initial overview of the system. In the beginning, participants explored the space and tried
to understand and memorize positions, sounds, or associations. Participant 11 explained
that “there’s this whole exploration phase where at first you’re really just doing basic stuff
[...] you’re learning, trying to remember things.” This first open-ended exploration of the
system meant at consciously learning the relationship in the interaction. Bertha Bermudez
formulated it in interviews as a form of obedience toward the technology that dancers had to
start with before challenging it: “One interesting thing is that we always try to do two things:
one, we understand the system, so we do it, we are obedient, [...] and then we try to break the
system, and see when it doesn’t work. [...] Almost all the dancers did the same”.

Interviewees highlighted the need for improvisation. They indicated that it is a necessary
step toward evaluating the qualities of a designed interaction, learning how to use it, and
finding emerging uses. Limb and Braun claimed that “the process of improvisation is
involved in many aspects of human behavior beyond those of a musical nature, including
adaptation to changing environments, problem-solving and perhaps most importantly, the
use of natural language, all of which are unscripted behaviors” (Limb and Braun, 2008).
Throught “unscripted behaviors” an artist can improve his or her sensorimotor skills and gain
intimacy with the interaction, as well as explore different and new directions in the use of the
system. Improvisation can be directed towards an objective, structured, or completely free. It
is a way of performing that acknowledges unconscious knowledge of the body. Sudnow, a
trained pianist in improvisation, referred to “knowledge in the hands” (Sudnow and Dreyfus,
2001).

Finally, “exploration,” experimentation, and improvisation enable learning and appropri-
ation through embodied interaction. Exploration became a central theme of this work, and we
found that it takes many different forms. We are interested in exploration as a broader concept
that encompasses all actions taken with the aim of discovering something, and therefore,
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without knowing the outcome. Therefore, experimentation is a form of exploration driven by
a given objective. “Exploration,” as meant by West and colleagues, refers to open-ended
exploration, where exploration is conducted without defined objectives. We now discuss the
question of tasks and goals in artistic creation specifically.

7.2.3 Tasks in Movement-Sound Exploration

Exploration in traditional HCI research is often meant to solve a problem for which no
protocol is given in advance. In this case, exploration is a trial-and-error process where
its outcomes are compared to a target. As presented in Chapter 2, several early studies on
workplace software learning distinguish between task-oriented/task-free learning (Rieman,
1996; Trudel and Payne, 1995; De Mul and Van Oostendorp, 1996). In workplace settings,
the task is central in motivating users to explore: “Although many users will scan tutorials,
manuals, and menus to gain an initial overview of their software, they generally prefer a
’just-in-time,’ task-driven approach to learning the details. Exploratory learning for pleasure
is rare.”(Rieman, 1996). Non-task-driven exploration is found to be less productive (Trudel,
1994) and not favored by users in general. We found that it did not always apply to artistic
practices. We will first focus on task-oriented exploration and then open-ended exploration.

Trial and Error Exploration The notion of goals in artistic creation might be complex to
define. In the context of the piece creation, the artist might focus on formalized so-called
artistic intention, such as sharing a particular theme with the audience or conveying specific
ideas or sensations through a common lived experience. Sympoiesis invited the public to
reconsider their relationship with other species. The dancers’ embodiment of the slime
mold was intended to encourage the audience to project themselves into the idea of being
another species studied in a confined environment. Eventually pushing them to rethink their
relationship with other-than-human species. For this, we experimented with technology-
supported interactions, constantly evaluating their relevance to this objective. This is best
described as exploring a given set of possible technology combinations, similar to trial-and-
error, assessing whether the proposed interaction produces the desired outcome and learning
from it.

Nevertheless, the target might not necessarily be well-defined or shared among collabo-
rators. In Sympoiesis, every artists/performers had different expectations regarding the role of
technology in the piece. Deciding what deserved to be explored further and what should be
set aside was done by reflecting on the lived experience after each improvisation session in a
group setting. Being open to discussion and listening was key to deciding what to do next.
Moreover, the target to which we evaluated the design moved with the piece’s development,
displaying the co-evolution of problem-solution formalized by Dorst and Cross (2001).

Open-ended Exploration Exploration in the context of a long-term, individual relationship
with an artifact is more akin to open-ended exploration, where there is no defined task that
technology must help perform or problems that can be solved. In particular, the artists
interviewed showed a unique perspective regarding their relationship with errors. Interactive
technologies were found interesting in the perturbation they could bring to practice and how
they enabled artists to “move out of their comfort zone” (Philippe Spiesser) and bring different
perspectives. Technological errors in open-ended exploratory contexts are not dead ends
to be circumvented but opportunities for novelty. Fabrice Guédy explained that he “likes
when there are bugs, because it’s in these interstices that there are often opportunities to find
things that you wouldn’t have found if everything had been done beforehand.” Exploring
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movement-sound interactions is essential for practitioners to find new uses and encourages
creativity.

7.3 Designing for Exploration

We discussed in the previous section that exploration must be taken into account when
designing movement-sound interactions for the performing arts. From the perspective of a
designer working with dancers, musicians, or any moving performer, the question of how
they will use, learn, and ultimately appropriate the system should be considered. We frame
this discussion on the case of a collaboration between designers and artists where they aim to
create a novel system for movement-sound interaction iteratively. This process is anchored in
the methodology of participatory design (Muller and Kuhn, 1993), which is actively used
and studied in digital musical instrument design (Fyans et al., 2012). This section draws on
studies, literature, and personal experience to outline methodological guidelines for enabling
learning and appropriation of technologies through exploration. I will start with a “detour”
to bring my personal perspective on inductive learning methods I practiced when teaching in
parallel to my PhD to further discuss learning and exploration of movement-based interactive
systems.

7.3.1 Insights from Inductive Teaching Methods in Higher Education: a First-
Person Perspective

During my four years working on this research project, I taught mechanics to undergraduate
students. Teaching mechanics can be straightforward compared to transmitting knowledge
and skills on movement-sound interactive systems. The skills and knowledge to be taught
were, for the most part, clearly identified, and students arrived in my class with a specific
set of shared prerequisites. However, I found that using inductive methods was particularly
interesting for their exploratory properties. In this subsection, I briefly present the process I
used, the results it gave, and the advantages and limitations of this pedagogical method.

Deductive teaching methods build skills and associated knowledge with a top-bottom
approach. Classes first introduce broad concepts, knowledge, and methods that are then
applied in smaller group settings to particular exercises so that students acquire skills by
applying these concepts to varied problems. This is the most classic approach to teaching in
higher education (at least in France). Inductive methods start by stating a problem students
must tackle to lead them to general concepts that emerge when required. Students find the
necessary knowledge to solve the problem through documentation or experiments. Depending
on the method, problems will be standard textbook exercises or realistic, ill-defined problems.
Students might have to find information by themselves or will be given material. Contrary
to deductive approaches, inductive methods require students to be active from the start, and
concepts are introduced only when necessary. For a complete overview of inductive methods,
see (Prince and Felder, 2006).

I gave a class on beam theory for mechanical engineering students in their last year as
undergraduates. The last subject that I had to tackle was energy methods. This was meant
as an opening on the subject, and we only expected a basic comprehension of the theorems
and associated methods. Students in pairs were given a “textbook” problem to solve with
guided questions that they could not tackle with their current knowledge. It required them to
look for new theorems in order to solve each step of the exercise. They were given selected
documentation on energy methods that contained all the necessary knowledge to tackle
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problems. Some questions were optional as they required skills outside of the minimum skill
set expected from them. For this subject in particular, I decided to adopt inductive methods
as the theory was based on objects that they had already manipulated before in the course
and because it could enable students to invest themselves in those theories as much as they
wanted, providing that they acquired the minimum skills required for this course. Inductive
methods require a final full-class “return” session dedicated to returning to the concepts,
theories, and methods used. This last session is essential in crystallizing knowledge. It differs
from a traditional lecture in that students can actively reflect on their experience and identify
what they understood and missed during their work.

In my experience, students throughout the years showed a significant engagement in
the exercise. As they needed to figure out how to use the theorems by themselves and were
not given a precise method immediately, they tried different directions to solve the problem.
They often ended up at dead ends before finding the solution, which required understanding
concepts correctly. Interestingly, exploration led some students to efficient methods and
shortcuts that I did not anticipate and were outside this class’s scope. What I found the most
interesting in this method is that I do not give them my understanding, my vision of what
those theorems mean, and what they represent for me right away. Usually, when introducing
a new theorem or method, different perspectives are given on their meaning and function
to help students understand better what they are. I typically draw inspiration from my own
comprehension to do so, which is not detrimental to learning but imposes my vision on them
and pushes back the moment of personal appropriation even further. When they have to make
sense emerge by themselves, they create their own understanding, their own images, and
sensations backed up by experience. I found this to enrich teaching and learning as much for
me as for them.

While inductive teaching might look like the magic solution to student involvement and
active learning, it comes with considerable pedagogical challenges and is not suited to all
teaching situations. They require more in-class time than deductive approaches for teaching
the same skills and knowledge. The formulation of the problem and the choice of given
materials must be done with care. If the problem is too complicated or not guided enough,
student engagement will be more challenging to manage. Prince and Felder refer to “student
resistance” as the “burden of responsibility for their own learning” that inductive approaches
might impose on them (Prince and Felder, 2007). On the contrary, too much guidance in
question or selected materials hinder the exploration and playfulness that such methods try to
bring to light. Working in groups also brings additional organizational challenges, and not
all students feel comfortable in these situations, which might hinder learning. However, the
reflective aspect of group work encourages the development of listening and collaboration
skills.

Overall, inductive methods can impact learning and are particularly relevant in later years
of higher education. They could hardly entirely replace deductive classes, if only for the time
and organization required in an already packed pedagogical project with limited resources.
Nonetheless, I believe they are necessary as they bring essential skills not explicitly taught
in class. When driving their own learning, students also learn how to appropriate concepts,
theories, and knowledge. They learn how to learn, which will prove highly beneficial when
faced with their own problems to solve.
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7.3.2 Building a Pedagogy of Movement-Sound Exploration

What elements of this method can we reuse for performers’ interactive technology learning
and appropriation? These methods are based on a pedagogical objective in which knowledge
and skills are clearly identified. Teachers, who master the skills and knowledge, build the
teaching sequence that will enable students to acquire them. Teachers are designers. They
design pedagogical sequences with students’ experiences in mind. When using inductive
methods, the teacher aims to foster exploration in students to facilitate the appropriation of
skills and knowledge. Similarly, the designer of movement-sound interactions should not
limit designing to the technological artifact but consider the course of actions that will lead
to its use and give importance to the moments when performers “meet” the artifact and its
evolutions and try them. At these moments, while performers should not be told exactly
how the system works and how to use it, we argue that many actions can be taken to foster
exploration.

Designers cannot fully adopt the posture of a teacher because they are not masters at using
the system and do not possess the performative experience to teach performers. Moreover,
as explained above, pedagogy should not focus on detailing technological implementation
either. However, depending on the context, minimal and necessary skills or knowledge might
enable richer interaction and accelerate the exploration process, which is not to be neglected
in real-life scenarios where time is often the most prominent constraint. This necessary
learning includes unchanging technological features in sensors. A purely deductive approach
would not be fruitful in an artistic creation setting. Beginning with technological concepts
will impose a comprehension on performers. This is where there is to draw inspiration
from inductive learning. To make performers aware of the possibilities and limitations of an
artifact, an inductive approach based on embodied action with the technology will enable
them to create their own embodied knowledge. We can illustrate this idea with the inertial
measurement unit (IMU).

The IMU is one of the most prominent sensors for whole-body interaction with sound.
These units come with a set of characteristics. First, they include accelerometers, gyroscopes,
and magnetometers. Those sensors are only sensitive to specific movements: linear accelera-
tion and gravity for accelerometers, rotation speed for gyroscopes, and azimuthal orientation
for magnetometers. Second, their placement on the body significantly affects their output.
Third, the process done on the signals will privilege specific movements over others as there
is no one-fit-all processing that will suit every mover. Therefore, they require understanding
and experience to create an intuition of where and how they will function the best. Those
facts do not need to be fully understood by performers when using IMUs. However, they
might go against performers’ preconceptions of motion-sensing technologies and generate
frustration and confusion if they are all experienced simultaneously.

For example, understanding the limitations of the movement intensity calculated from
the accelerometers is essential. Movement intensity is a simple yet powerful signal to link
movements to sounds. Still, it must be scaled appropriately to measure the range of movements
that the performer will use, and it will yield different outcomes depending on where the sensor
is on the body. Movement intensity to sound loudness is probably the most elemental mapping
for sound-movement interactions, but it already comes with challenges. The Sympoiesis
workshop described section 6.4.5 only used this mapping, yet improvisation sessions with it
fuelled several engaging discussions about the technology. This notion of scaling became
apparent when they transitioned to slower movements and could not hear their sound anymore.
They also decided to try using the sensor in their pocket to discover that it resulted in a much



112 Chapter 7

different experience with the sound. Although we favored orientation over intensity as the
primary control signal for the final interaction, this first contact with the technology was
still fruitful for them in acquiring initial knowledge of the technology. This workshop was
important in making dancers aware of simple but essential sensor characteristics. It induced
dancers to experiment with the technology to understand how it worked and its limits.

Although not initially planned as an inductive learning session, this workshop led to
inductive learning. Focusing on one mode of interaction left room for the dancers to adopt
an exploratory approach to technology through experimentation. Retrospectively, we could
have proposed different scenarios for dancers to motivate further exploration. Inductive
learning starts with a problem statement, which states a goal for students. As discussed above,
technology is not a solution to a problem in our context, but we had a defined artistic intent,
and maybe we could have infused it more from the beginning. Moreover, oversimplification
from the start can be detrimental; one dancer reported after trying to put the sensor in her
pocket: “It was more interesting because it’s just more difficult. It’s just more challenging
than the arm, more fun, more tricky.”

Challenges and constraints were also found fruitful for exploration. Interviewees in
Chapter 3 highlighted how constraints brought by the interaction are beneficial to exploration:
“There is a big difference when it’s a personal choice and when it’s a choice that comes
from outside. And also the personal choices, often, happen more automatically. There’s
really a gain in having choices that are made from the outside” (Yves Candau). However, the
right balance must be found between infantilizing performers and giving them the complete
system right away as “you can get overwhelmed very quickly because you become a human
synthesizer and so all you do is sound.” (Philippe Spiesser).

Imposing technology on someone can be a violent experience if not preceded by thorough
preparation. They can feel overwhelmed and lost and feel like they are failing at something
that they should understand. Artists need confidence to be creative, both in themselves and in
others. Again, we are not advocating for infantilization but for consideration of how intrusive
technology can be. The preliminary experiment described in Chapter 4, proved very difficult
for some participants, who felt they were too bad at the task rather than considering it too
hard. Managing constraints and difficulty is essential to enable curiosity and creativity, which
are key to exploration. However, it is easier said than done. When studying cooperative
prototyping, Bødker and Grønbæk discussed the tension inherent to collaborative endeavors:

There is a tension between careful preparation of sessions and the inherent
unpredictable character of the prototyping sessions. [...] This understanding
can be utilized in preparation of sessions - not to put a tighter steering on the
session, but to be prepared to better handle some of the most common and most
important types of focus shifts that may occur. (Bødker and Grønbæk, 1991)

Bødker and Grønbæk advocates that “breakdowns” and “focus shift” in collaboration must
be learned from to “establish good conditions for user and designer creativity.” The designer,
as much as the performers and other collaborators, must learn from moments of tension and
adapt to it (Sullivan et al., 2023).

Eventually, it is the designer’s responsibility to decide what should be constrained and
what should remain open from the start, as well as what should be explained early on and
what should be learned by exploration. Designing the pedagogy that will accompany her or
his artifact is essential to enable exploration. And it is a process that takes place both before
and during the creation sessions. Transposed to another context: the act of teaching is as
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important as the act of preparation.

7.4 Chapter Summary

This chapter looks at the work presented in this dissertation, summarizing the main findings
and comparing them with other research on the subject. First, learning interactive movement-
sound systems involves a body of knowledge and skills that are, for one part, specific to each
artistic context and, for the other, transversal to the whole. In particular, critical thinking,
quality of attention and exploration are necessary for appropriating interactive technologies
in artistic practices.

Exploration, in particular, is then discussed as a cross-disciplinary process that is om-
nipresent at different stages of creation. Interaction design includes exploring gestural inter-
faces, sound synthesis, and mapping. Designing interaction is an iterative process along these
three dimensions, requiring exploration through experimentation and improvisation with
systems. Therefore, exploration encompasses both goal-based and open-ended processes.

Finally, it is proposed that the designer should not only design the interaction but also the
pedagogical process accompanying the system, a process that would encourage exploration
and appropriation by the other artistic collaborators. While avoiding imposing a certain way
of using interaction, which would norm practice associated with such systems, the invitation
is made to consider learning an integral part of interaction design by leveraging on inductive
teaching methods.
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CHAPTER8

Conclusion and Perspectives

This PhD investigated the relationship between exploration, learning, and appropriation of
movement-sound interaction systems in the performing arts. This research was initially
motivated by recent studies showing that learning movement-sound interactions through ex-
ploration was possible. Meanwhile, exploration was also shown to be the key process leading
to appropriation. However, exploration is a broad concept encompassing different semantics
and processes in HCI, such as exploratory learning, navigation, and sensorimotor learning.
We should remain cautious in proposing any simplistic single definition of exploration. To
tackle such a research theme, we instead invoked several disciplines, from sonic interaction
design to sensorimotor learning and different methods: field study, controlled experiment,
and practice-based research.

In the background section, we first introduced broad concepts and recent results concern-
ing digital musical instruments (DMIs), embodied sonic interaction, sensorimotor learning,
and exploratory learning. To further situate our research, we led interviews with six artists
using movement-sound interactive systems to investigate how practitioners relate to questions
of learning and appropriation with technological systems. They were fruitful in bringing a dif-
ferent light to new interfaces for musical expression (NIME) research about movement-sound
interactive systems. As other researchers in this field discussed, it is intrinsically difficult,
or maybe fundamentally impossible, to translate global methods borrowed from traditional
music practices in composition and pedagogy to practices based on interactive technology.
Nevertheless, the insights given by the artists still reveal how important it is to privilege
strong concepts over detailed implementation, the importance of openness and modularity of
the system, and how constraints and perturbations can be fruitful in artistic contexts. Finally,
they expressed that experimentation and exploration through improvisation are essential to
appropriating interactive technologies. The observations drawn from the literature review and
these interviews called for specific studies with exploration as the central theme to understand
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how it relates to the learning and appropriation of movement-sound interactive systems.

We then focused on studying movement-sound exploration as a method enabling learning.
We designed a prototype of movement-sound interaction based on corpus-based concatenative
synthesis and controlled with a touch-based or a movement-based interface. Overall, this first
study allowed us to validate our interest in studying, in controlled experiments, whole-body
exploration of a sound space. In particular, we found that such embodied interaction, even
when manipulating only two sound dimensions, cannot generally be described as a simple
extension of fingertip planar exploration. Nevertheless, we found that repeated trials with
whole-body interaction led to improvement, but several technical limitations seemed to hinder
exploration. In particular, the inhomogeneity of the grain distribution in the sound space
made exploration difficult. In response, we presented the theoretical basis and the Python
implementation of the polyspring toolbox. It allows for the design of sound corpora where
2-dimensional sound clouds are distributed over a specific space while maintaining local
neighborhood relationships between sound parameters. This opens new possibilities by
enabling more control, for example, on the CataRT 2-dimensional representation.

Following this first experiment, we were interested in quantifying and qualifying the
exploration of movement-sound spaces in exploratory learning contexts. Iterating on the
previous design, we proposed a movement-sound interactive system called mosX that uses an
abstract audio space controlled with wearable sensors. We further established an analysis
method using kernel density estimation (KDE) to visualize exploration data. We proposed an
empirical method to evaluate the participants’ internal representation of audiomotor maps
based on their drawings or sketches. This experiment revealed significant insights into
how individuals learn, represent, and navigate complex sound spaces through embodied
interaction. The findings underscore the effectiveness of exploration-based learning in early
audiomotor map acquisition. In particular, our KDE-based method produced quantitative data
and visualizations that enabled the identification of different exploratory behaviors between
participants.

Parallel to controlled studies in the laboratory, practice-based research was led in the
frame of two performances: Sympoiesis and Circus Lab. Both included movement-sound
interactions designed by the author in collaboration with other artistic collaborators. The
creation process was reported from the perspective of the interaction designer. It highlighted
the discussions and tensions in such collaborations, emphasizing the necessary sharing
that hybrid practices entail. These performances enabled us to consider exploration in a
broader scope, particularly as a shared process in collaborative settings. As motivations and
expectations in using interaction technologies varied between individuals involved in the
project, exploration became a shared process in which the points of attention differed between
actors, and the design directions to be taken were decided collectively. The motivations of
other collaborators and the particular contexts led to varied interaction designs that were
analyzed through the Spectators’ Experience Design framework, which revealed how design
choices led to different characteristics of the resulting interaction for the audience.

Finally, we proposed a discussion. First, learning interactive movement-sound systems
involves a body of knowledge and skills that are, on the one hand, specific to each artistic
context and, on the other hand, transversal and generalizable. Exploration, in particular,
is discussed as a cross-disciplinary process omnipresent at different stages of creation and
should be paired with design–and critical–thinking. This is part of the necessary process
for appropriating interactive technologies in artistic practices. Exploration can also be un-
derstood as an iterative process along these three dimensions, requiring exploration through
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experimentation and improvisation with systems. Therefore, exploration encompasses both
goal-based and open-ended processes. We discuss that the designer’s role resides not only
in designing the interaction but also in accompanying the pedagogical process that would
encourage exploration and appropriation by the other artistic collaborators. Avoiding impos-
ing norms for practice, we propose that an invitation be made to consider exploration and
learning an integral part of interaction design by leveraging inductive teaching methods.

This dissertation opened with a series of broad questions about movement-sound inter-
action, exploration, learning, and appropriation. This research work provides some answers
that are worth investigating further. First, the mosX system proposed embodied interaction
that was found interesting for fostering movements outside of the usual motion range used
by participants. This result opens up the possibility of using mosX for the rehabilitation of
people with acquired visual impairments who suffer a loss of motor skills as a result. This
is currently being investigated by the ISMM team with psychomotricity experts who have
tried this experiment. Second, as appropriation is a slow and highly contextual mechanism, it
seems that field study, in contact with a population of artists whose environment is precisely
taken into account and over a consequent period, is necessary for the objective and systematic
analysis of what constitutes the appropriation of technologies. Such work is a matter for
the social sciences and must be carried out, if not by a specialist in the field, at least in
collaboration with researchers accustomed to these methods.
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Appendix

A.1 Chapter 3

Interviewees’ Background

We introduce here the artists who participated in the study reported in Chapter 3, along with
a short description of their practices and associated works that were specifically referenced
in the paper.

Bertha Bermudez1 (BB):
Dancer, Dance Educator
Selection of works: Double Skin Double Mind Installation (Bermudez et al., 2011), CoMo-
Elements (Matuszewski et al., 2018)

Yves Candau2 (YC):
Dancer/artist, Coder
Selection of works: CO/DA (Françoise et al., 2022), Still Moving (Candau et al., 2017)

Fabrice Guédy3 (FG):
Music Educator, Composer, Pianist
Selection of works: Gesture Follower (Bevilacqua et al., 2007), Modular Musical Object

1https://www.lafaktoria.org/en/bertha-bermudez/, accessed 23rd July 2024.
2Vimeo page, accessed 23rd July 2024.
3https://feuillantines.com/, accessed 23rd July 2024.

https://www.lafaktoria.org/en/bertha-bermudez/
https://vimeo.com/arborescence
https://feuillantines.com/
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(Rasamimanana et al., 2011), Concert Féminin / Féminine4, Volière5

Mari Kimura6 (MK):
Violinist, Composer, Music Educator
Selection of works: Augmented violin with sensors (Kimura et al., 2012), MUGIC7

Michelle Agnes Magalhaes8 (MAM):
Composer, Performer, Music Educator
Selection of works: Constella(c)tions9, CoMo-Elements (Matuszewski et al., 2018)

Philippe Spiesser10 (PS):
Percussionist/Performer, Music Educator
Selection of works: GeKiPe (Fernandez et al., 2017), SkinAct11

List of Questions

The questions used during interviews vary according to the interviewee’s practice but the
formulation and general themes remained consistent throughout the study. The following set
of questions has been used to structure the interview with MK :

1. How would you describe yourself and your practices today?

2. What motivates you today in using technologies for movement in your artistic practice?

3. How do you create, practice and learn new pieces involving technology?

4. Would you like to pass on the knowledge and experience you have on these technologies
to others? How?

5. Do you feel that your personality as a musician comes through when you play with
this system?

6. What is your point of view about expressivity using technology / motion sensing? Has
it evolved over time?

4https://www.bnf.fr/fr/agenda/concert-feminin-feminine, accessed 23rd July 2024.
5http://gallicastudio.bnf.fr/voliere, accessed 23rd July 2024.
6http://www.marikimura.com/, accessed 23rd July 2024.
7https://mugicmotion.com/, accessed 23rd July 2024.
8https://www.michelleagnes.net/, accessed 23rd July 2024.
9https://vertigo.starts.eu/media/uploads/vertigo-constellactions-residency-public_

report.pdf, accessed 23rd July 2024.
10http://philippespiesser.com/en,accessed 23rd July 2024.
11http://philippespiesser.com/en/projet/skinact-projet-de-recherche/, accessed 23rd July

2024.
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A.2 Chapter 4

A.2.1 Video Tutorial of Polyspring Max Examples

A video tutorial of the Max implementation of Polyspring is available at the following link.

https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?

The video file is named polyspring_tutorial.mp4. The example and source code are available
on github12.

A.3 Chapter 5

A.3.1 Animations of the Exploration Distribution Evolution

Video Animations of the distribution evolution have been generated. They are available at
the following link:

https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?

Video file names follow this format: p[participant]_e[session].mp4, according to the
participant and the session numbers. List of files:

p7_e1.mp4 exploration session 1 of participant 7

p7_e4.mp4 exploration session 4 of participant 7

p9_e1.mp4 exploration session 1 of participant 9

p9_e4.mp4 exploration session 4 of participant 9

p10_e1.mp4 exploration session 1 of participant 10

p10_e4.mp4 exploration session 4 of participant 10

The position of the participant in the parameter space is shown by the red dot. The sound
feedback associated with the position is not recorded in these videos.

12https://github.com/ircam-ismm/polyspring

https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?usp=sharing
https://drive.google.com/drive/folders/1aJmROHvKKQV1LZy3_BwteLnyeAt2aePq?usp=sharing
https://github.com/ircam-ismm/polyspring
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