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Résumé: Cette thèse présente une analyse de
différentes options d’atténuation du change-
ment climatique, évaluées à l’aide de mod-
èles numériques qui intègrent les déterminants
socio-économiques des émissions de gaz à ef-
fet de serre dans une approche multidisci-
plinaire. La première option est une option
de politique économique consistant à stim-
uler les économies affectées par la pandémie
de COVID-19, tout en favorisant la transi-
tion énergétique en orientant les plans de re-
lance vers des technologies bas-carbone. Nous
avons proposé un calcul des effets des plans
de relance sur les émissions mondiales de
CO2 à l’horizon 2030, en nous appuyant sur
des résultats de modèles d’évaluation inté-
grée antérieurs à la pandémie, que nous avons
croisé avec des bases de données recensant
les montants dédiés aux investissements bas-
carbone liés aux plans de relance. Cette estima-
tion simple, ainsi que deux autres approches
auxquelles elle est comparée (les projections
de l’agence internationale de l’énergie et des
travaux de modélisation entrée-sortie), sug-
gèrent que les plans de relance bas-carbone au-
ront une influence limitée sur les émissions fu-
tures. Nous avons ensuite couplé un modèle
du système énergétique (GET) avec un mod-
èle simple du climat, du cycle du carbone et de
la chimie atmosphérique (ACC2) pour étudier
deux techniques d’éliminations des gaz à effet
de serre. La première, appelée altération for-
cée du basalte (EW pour « enhanced weather-
ing »), est une technique d’élimination du car-
bone (EDC) consistant à appliquer des poudres
de basalte sur des champs cultivés ou les forêts,
afin de minéraliser le carbone atmosphérique
d’une part et d’augmenter la production bi-
ologique d’autre part. La minéralisation du
carbone atmosphérique est due à la libération
de cations basiques. L’augmentation de la pro-
duction biologique est due à l’apport en nu-

triments, notamment en phosphore. Les deux
processus sont intégrés au modèle GET-ACC2,
le second via une représentation agrégée du cy-
cle du phosphore calibrée sur le modèle de sur-
faces continentales ORCHIDEE-CNP. Les as-
pects énergétiques des processus de produc-
tion, de transport et d’épandage des poudres
de basalte sont quant à eux intégrés au mod-
èle du système énergétique. Le modèle sug-
gère que l’application de basalte sur les sols
forestiers peut séquestrer jusqu’à deux fois
plus de carbone qu’une application unique-
ment agricole, et réduire considérablement les
coûts pour atteindre les objectifs de tempéra-
ture de l’accord de Paris. Nous montrons
également comment la compétition entre l’EW
et la bioénergie avec capture et stockage du
carbone (BECCS) dépend de la formulation
des objectifs climatiques. Enfin, nous étudions
l’élimination du méthane atmosphérique, un
ensemble de méthodes encore embryonnaires
qui a reçu moins d’intérêt que l’EDC. Nous
supposons que le rôle de l’EDC dans une tra-
jectoire d’atténuation donnée peut être quan-
tifié par les émissions brutes cumulées de CO2
et les coûts économiques associés à cette tra-
jectoire. A l’aide du modèle GET-ACC2, nous
établissons le cahier des charges, concernant
le coût unitaire et de potentiel d’élimination,
qu’une technique d’élimination du méthane
devrait respecter afin de jouer le même rôle
que la BECCS dans l’atteinte de différents ob-
jectifs climatiques. Nous comparons les scé-
narios associés à un déploiement à grande
échelle de l’une ou l’autre de ces technolo-
gies. Nous observons également que tenir
compte de l’augmentation future des émis-
sions naturelles de méthane due au réchauf-
fement global n’a pas pour effet de rendre
l’élimination du méthane plus nécessaire que
celle du carbone.
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Abstract: This thesis presents an analysis of
different climate change mitigation options, as-
sessed using numerical models that integrate
the socio-economic drivers of greenhouse gas
emissions in a multidisciplinary approach. The
first option is an economic policy option con-
sisting of stimulating economies affected by
the COVID-19 pandemic, while promoting the
energy transition by directing recovery pack-
ages towards low-carbon technologies. We
have estimated the reduction of global CO2
emissions until 2030 resulting from recovery
packages, by combining integrated assessment
models results from a set of pre-COVID-19 sim-
ulations with an analysis of low-carbon invest-
ments within recovery packages. This sim-
ple estimate, and two other approaches against
which it is compared (the International Energy
Agency scenarios, and input-output modelling
work), suggest that low-carbon stimulus pack-
ages will have a limited influence on future
emissions. I then coupled an energy system
model (GET) with an aggregated carbon cy-
cle, atmospheric chemistry and climate model
(ACC2) to study two greenhouse gas removal
techniques. The first, called enhanced weath-
ering (EW), is a carbon dioxide removal (CDR)
solution that consists of applying basalt dust to
cultivated fields or forests, in order to mineral-
ize atmospheric carbon on the one hand and in-
crease biological production on the other. The
mineralization of atmospheric carbon is due
to the release of basic cations. The increase
in biological production is due to the supply
of nutrients, particularly phosphorus. Both
processes are integrated into the GET-ACC2

model, the second via an aggregated repre-
sentation of the phosphorus cycle calibrated
on the ORCHIDEE-CNP land-surface model.
The energy aspects of the basalt dust produc-
tion, transport and spreading processes are in-
tegrated into the energy system model. The
model suggests that the application of basalt
on forest soils can sequester up to twice as
much carbon as a purely agricultural appli-
cation, and considerably reduce the costs of
meeting the temperature targets of the Paris
Agreement. It also shows how competition be-
tween EW and bioenergy with carbon capture
and storage (BECCS) depends on the formula-
tion of climate targets. Finally, I study atmo-
spheric methane removal, a set of methods that
is still in its infancy and has received less atten-
tion than CDR. I assume that the role of CDR
in a given mitigation trajectory can be quan-
tified by the cumulative gross CO2 emissions
and economic costs associated with that tra-
jectory. Using the GET-ACC2 model, I estab-
lish the unit cost and removal potential spec-
ifications that a methane removal technology
would need to meet in order to play the same
role as BECCS in achieving different climate
goals. I compare the scenarios associated with
large-scale deployment of one or other of these
technologies. I also observe that considering
the future increase in natural methane emis-
sions due to global warming require stronger
mitigation efforts of all greenhouse gases, but
that it does not make methane mitigation com-
paratively more important than CDR in cost-
effective pathways.
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Résumé en Français

La première option évaluée est une option de politique économique consistant à stimuler les économies

affectées par la pandémie de COVID-19, tout en favorisant la transition énergétique en orientant les

plans de relance vers des technologies bas-carbone. Nous avons proposé un calcul des effets des

plans de relance sur les émissions mondiales de CO2 à l’horizon 2030, en nous appuyant sur des

résultats de modèles d’évaluation intégrée(integrated assessment models) antérieurs à la pandémie,

que nous avons croisés avec des bases de données recensant les montants dédiés aux investissements

bas-carbone liés aux plans de relance, à l’aide de régression linéaires à l’échelle régionale entre émis-

sions par unité de produit intérieur brut et investissement cumulé dans les technologies bas-carbone.

Cette estimation simple, ainsi que deux autres approches auxquelles elle est comparée (les projections

de l’agence internationale de l’énergie et des travaux de modélisation entrée-sortie), suggèrent que

les plans de relance bas-carbone auront une influence limitée sur les émissions futures. Ce travail con-

stitue le deuxième chapitre de cette thèse, et a été publié dans la revue Environmental Research Com-

munications. Nous avons ensuite couplé un modèle du système énergétique (GET) avec un modèle

simple du climat, du cycle du carbone et de la chimie atmosphérique (ACC2) pour étudier deux tech-

niques d’éliminations des gaz à effet de serre. La première, appelée altération forcée du basalte (EW

pour « enhanced weathering »), est une technique d’élimination du carbone (EDC) consistant à appli-

quer des poudres de basalte sur des champs cultivés ou les forêts, afin de minéraliser le carbone at-

mosphérique d’une part et d’augmenter la production biologique d’autre part. La minéralisation du

carbone atmosphérique est due à la libération de silicates qui augmentent l’alcalinité des eaux de sur-

face et par conséquent la quantité de carbone inorganique dissous, sous forme d’ions bicarbonates.

L’augmentation de la production biologique est due à l’apport en nutriments, notamment en phos-

phore, ce qui conduit à une séquestration accrue de carbone organique dans la biomasse. Les deux

processus sont intégrés au modèle GET-ACC2, le second via une représentation agrégée du cycle

du phosphore calibrée sur le modèle de surfaces continentales ORCHIDEE-CNP. Les aspects énergé-

tiques des processus de production, de transport et d’épandage des poudres de basalte sont quant à

eux intégrés au modèle du système énergétique. Le modèle suggère que l’application de basalte sur

les sols forestiers peut séquestrer jusqu’à deux fois plus de carbone qu’une application uniquement

agricole, et réduire considérablement les coûts pour atteindre les objectifs de température de l’accord

de Paris, tout en étant plus économe en basalte par tonne de co2 capturée. Nous montrons également

comment la compétition entre l’EW et la bioénergie avec capture et stockage du carbone (BECCS)
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dépend de la formulation des objectifs climatiques. Ce travail constitue le troisième chapitre de cette

thèse, et a donné lieu à un article en cours de relecture par la revue Nature Communications. Enfin,

nous étudions l’élimination du méthane atmosphérique, un ensemble de méthodes encore embryon-

naires qui a reçu moins d’attentio que l’élimination du carbone pour des raisons liées aux différences

entre les propriétés physico-chimiques du dioxyde de carbone et du méthane, et à des concentrations

atmosphériques très différentes, mais également aux modèles utilisés pour produire les scénarios

d’atténuation du changement climatique. Nous supposons que le rôle de l’EDC dans une trajec-

toire d’atténuation donnée peut être quantifié par les émissions brutes cumulées de CO2 et les coûts

économiques associés à cette trajectoire. A l’aide du modèle GET-ACC2, nous établissons le cahier

des charges, concernant le coût unitaire et de potentiel d’élimination, qu’une technique d’élimination

du méthane devrait respecter afin de jouer le même rôle que la BECCS dans l’atteinte de différents

objectifs climatiques. Nous comparons les scénarios associés à un déploiement à grande échelle de

l’une ou l’autre de ces technologies. Nous observons également que tenir compte de l’augmentation

future des émissions naturelles de méthane due au réchauffement global n’a pas pour effet de rendre

l’élimination du méthane plus nécessaire que celle du carbone. Ce travail constitue le 4e chapitre de

cette thèse.
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INTRODUCTION

1 About Climate Change

The Summary for Policymakers of the Sixth Assessment Report of the Intergovernmental Panel

on Climate Change (IPCC) states that the global temperatures have already risen by 1.1 de-

grees in the period 2011-2020 compared to 1850-1900 level (IPCC, 2023). It also states that

anthropogenic emissions of greenhouse gases (GHG), which have been rising steadily since

the beginning of the Industrial Revolution in the 19th century, are responsible for this temper-

ature increase. The greenhouse gases are the gases that have the property to absorb and reemit

the longwave radiation that are emitted by the Earth surface (Matthews et al., 2021), but are

almost transparent to incident solar radiation. They are responsible for the greenhouse effect

by trapping the heat radiative from the Earth surface. GHG are naturally present in the atmo-

sphere, but an increase of the GHG concentration shifts the earth’s energy balance towards an

increase of global surface temperature. The resulting climate change is not limited to global

warming: precipitation patterns are affected, sea levels are rising, and climate extremes such

as droughts and heat waves are becoming more frequent and intense (IPCC, 2023). In addi-

tion to these gradual changes, global warming could also trigger irreversible abrupt changes in

the Earth system, known as "tipping points", such as the dieback of the amazon rainforest, the

collapse of the Atlantic meridional overturning circulation, which is responsible for the tem-

perate climate in our latitudes, or the collapses of the west Antarctic and Greenland ice sheets,

which could result in a rapid rise in sea-levels (Lenton et al., 2008). Climate change already

has adverse effects on ecosystems and human societies, and they are projected to worsen with

increasing temperatures (IPCC, 2022b).
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CHAPTER I. INTRODUCTION 2. CLIMATE CHANGE MITIGATION

Recognizing the threat posed by climate change, a growing number of countries have com-

mitted to reducing their greenhouse gas emissions, or even offsetting their residual emissions

by eliminating atmospheric carbon to achieve "carbon neutrality". In spite of this, since the

creation of the United Nations Framework Convention on Climate Change in 1994, successive

agreements have so far failed to curb the trajectory of global warming. The current frame-

work for global climate negotiations and action is the Paris Agreement. It was adopted by

196 Parties at the twenty first United Nations Climate Change Conference, the 12th December

2015, in Paris. Its goal is to limit “the increase of the global temperature well below 2°C above

pre-industrial warming” and pursue efforts to “limit the temperature increase to 1.5°C above

pre-industrial levels” (Article 2). Parties to the Paris Agreement also agreed to undertake rapid

emission reductions, “so as to achieve a balance between anthropogenic emissions by sources

and removals by sinks of greenhouse gases in the second half of this century” (Article 4). The

present work forms part of the assessment of global strategies for the 21st century that aim at

mitigating climate change in order to achieve the objectives of the Paris Agreement.

2 Climate change mitigation

2.1 A Multidisciplinary Issue

Climate change is primarily caused by the increase of atmospheric carbon dioxide concentra-

tion, where about half of anthropogenic carbon dioxide emissions accumulate (Archer et al.,

2009; Joos et al., 2013). The combustion of fossil fuels, and to a lesser extent land-use change

are the main sources of carbon dioxide emissions. Land-use change emissions are caused by

the extension of croplands and pasture to meet the increasing food demand per capita of a

growing world population (J. IPCC, 2019). The consumption of fossil fuels, such as coal and

later oil and natural gas, has grown continuously since the industrial revolution in the 19th

century. Initially used as a substitute for firewood, coal played a crucial role in powering the

machinery and engines that drove the Industrial Revolution, providing an abundant source of

energy for industrial processes, transportation, and electricity generation, which transformed

economies and societies by enabling mass production and urbanisation. The consumption of

fossil fuels has shaped not only the economic development of industrial countries, but also

their social and political structures (Mitchell, 2011). Four-fifths of the global primary energy

use in 2023 is fossil fuel (IEA, 2022). Developed societies and our material prosperity are based

on energy-intensive lifestyles, to which our conception of individual freedom is also linked:

in a sense, atmospheric greenhouse gases are also the “ashes of industrial freedom piling up
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over our heads” (Charbonnier, 2020). Due to their central place in our economies, fossil fuel

companies are among the world’s most powerful organisations. Fossil fuels exports are a ma-

jor economic development lever and a powerful geopolitical tool for producer states. Cutting

down the use of fossil fuels and reducing GHG emissions would therefore not only require a

profound technological transformation of all sectors of the economy. It could also reconfigure

the social organisation including economic and political power relations, spatial planning, di-

ets and leisure activities (IPCC, 2022a). This non-exhaustive list illustrates that climate change

mitigation is a cross-cutting issue and as such, it is a multidisciplinary field of study, involving

social sciences and natural sciences as well as engineering.

2.2 Modelling Mitigation strategies

The development of climate change mitigation strategies has to cope with the complexity of

the global system of anthropic GHG emissions, whose components include land use, indus-

try, energy, construction, extraction and transport, all of which interact with each other. Be-

sides this complexity, mitigation strategies also face “deep uncertainty” (Guivarch et al., 2017),

when there is no agreement on how to model the interactions among the system’s variables,

nor on the probability distribution of the uncertainty, nor on how to value the alternatives

(lempertShapingNextOne2003). Scenarios based on contrasted storylines of possible futures

are developed to explore this fundamental uncertainty, and to integrate the knowledge of the

different scientific communities working on climate change. The most widely used scenarios

in the latest IPCC report are the shared socio-economic pathways (SSP) (O’Neill et al., 2017).

SSPs are classified depending on socio-economic challenges to climate change mitigation and

climate change adaptation, yielding 5 SPPs including a middle-of-the-road pathway. The vari-

ables used to contrast the SSPs are both quantitative (population, education, urbanisation, tech-

nological change and economic growth pathways) and qualitative (e.g. lifestyle, policies and

institutions. . . ). SSPs do not integrate climate policies nor the effects of climate change.

Scenarios are quantitatively analysed with large numerical models called Integrated As-

sessment Models (IAMs). IAMs provide a “simplified representation of physical and social

systems, focusing on the interaction between economy, society and the environment” (“Annex

III”, 2023), targeting internal quantitative consistency despite the systemic complexity. Mod-

elling efforts to address environmental problems began in the early 1970s and their history

is deeply intertwined with the evolution of the scientific and political framing of the climate

change issue (van Beek et al., 2020). The publication of the "Limits to Growth" report by the

Club of Rome (1972), based on a system dynamics model (World 3), contributed to the emer-
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gence of environmental change as a global issue. When the 1973 first oil shock made the econ-

omy’s dependence on energy a tangible reality, the need for forecasts fostered the development

of energy-economy models. At the same time, the first climate-economy models were used

to compute the costs of climate action (W. D. Nordhaus, 1993). Since these pioneering works,

the sophistication and complexity of IAMs have progressed hand-in-hand, while the number

of associated publications has grown exponentially, with the last IPCC assessment of climate

change mitigation pathways relying on 1200 scenarios produced with IAMs (Riahi et al., 2022).

IAMs have become prominent tools at the science-policy interface, as they can provide insights

on the long-term future consequences of climate policies (or the lack thereof) or conversely

on the near-term actions that are needed to achieve long-term objectives, although numerical

models such as IAMs have a quantitative focus per nature and cannot address all the issues at

stake (Geels et al., 2016), such as the analysis of power relations and the role of interest groups,

which can be important facilitators or obstacles to climate change mitigation (Kornek et al.,

2020).

There are two kinds of IAMs (Weyant, 2017): detailed process IAMs, and benefit-cost IAMs,

associated with different kinds of mitigation pathways. On the one hand, benefit-cost IAMs

are typically very aggregated. They integrate stylized economics, comprising an endogenous

growth model and emission reductions costs with a simple climate model and a representa-

tion of climate damages. They can compute the “social cost of carbon” (SCC), defined as the

economic damage due to the climate change caused by one more ton of CO2 (Tol, 2011) or sim-

ilarly the social cost of methane (Azar et al., 2023). Benefit-cost IAMs are also used to compute

cost-optimal mitigation pathways, in which climate policies are “optimal” in the sense that the

marginal cost of emission reduction is worth this SCC. On the other hand, detailed process

IAMs aim at a sufficient sectoral and geographic resolution to understand the evolution of key

processes driving greenhouse gas emissions. There is a large diversity of models, with dif-

ferent macroeconomic assumptions, levels of technological coverage, and different resolution

procedures. An overview of the diversity of detailed-process IAMs can be found in the An-

nex III of the Third Working Group of the Sixth Assessment Report of the IPCC (“Annex III”,

2023). Cost-efficient (as opposed to cost-optimal) mitigation pathways, in which the climate

policies aim at achieving an exogenous climate target at the lowest cost without consideration

for climate damages, can be computed by detailed process IAMs. The climate target can take

several forms, and be expressed for instance as a carbon budget, a radiative forcing ceiling, a

CO2 concentration target, an emission target, a temperature target or a combination of them

(Johansson et al., 2020). The model GET-ACC2 that we use later (see chapters 3 and 4), does

not exactly fall into one of these categories. It is not a benefit-cost IAM, as it does not consider

the damages from climate change, and produces cost-effective rather than cost-benefit scenar-
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ios, with a technology-rich description of the energy system. Yet, like cost-benefit IAMs, it is

coupled with a simple climate model.

2.3 Climate targets and overshoots

The Paris agreement mentions two temperature targets: 2°C and 1.5°C. Limiting the global tem-

perature increase to well below 2°C above pre-industrial levels, commonly referred to as the

‘2°C target’, became the benchmark for international climate governance with the Copenhagen

conference in 2009. It was adopted as a climate change mitigation target because it was con-

sidered to be a threshold beyond which “anthropogenic interference with the climate system

” (following UNFCCC terminology (Oppenheimer & Petsonk, 2005)) would be too dangerous.

This 2°C threshold was first mentioned in an 1979 article by W. Nordhaus (W. D. Nordhaus,

n.d.; Oppenheimer & Petsonk, 2005; Randalls, 2010), as the upper range of normal mean tem-

perature variations during the Holocene. The 2°C target was proposed in a similar way by the

German Advisory Council on Global Change (wissenschaftlicher Beirat der Bundesregierung

globale Umweltveränderungen WBGU), in 1995, by considering that the 2°C target was the up-

per range of a “tolerable window”, defined as the range of temperatures during the Holocene,

outside of which “dramatic” ecosystem changes could be expected (Aykut & Dahan, 2011). The

1.5°C target has a more recent origin, as it was initially mainly promoted during the Copen-

hagen Conference, by the members of the Alliance of Small Islands States (AOSIS) (Cointe &

Guillemot, 2023) which are particularly endangered by sea level rise. This led to a science-based

review process, the “structured expert dialogue” (SED), which was mandated by the UNFCCC

to examine the implications of limiting temperature change to 1.5°C instead of 2°C, and con-

cluded that a 2°C warming could not be considered safe (Schleussner et al., 2016). The 1.5°C

level was adopted as a target for the first time in the Paris Agreement. Contrarily to the 2°C

target, the 1.5°C target was not originally a scientific benchmark but a diplomatic invention.

Supporters of the cost-benefit approach still argue that the warming target should be dictated

by a weighting of costs against damages (AB, 2023), but this was not the reason behind the

target. It is however interesting to note that, although cost-benefits analyses have traditionally

advocated for optimal peak warming around 3°C to 3.5°C (W. Nordhaus, 2019), recent studies

showed that it possible (Hänsel et al., 2020) to obtain 2°C as the optimal end-of-century tem-

perature using a cost-benefit approach, and that trajectories are closer to the 1.5°C target if the

discount rate is lowered.

The slow pace of emissions reductions and the lack of ambition of current climate policies

make it less and less likely that the global average annual temperature will be kept below 1.5°C
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of warming (van de Ven et al., 2023). Limiting warming below 1.5°C with 50% probability

would require us to emit less than 380GtCO2 from 2023 onwards, less than 9 years at the cur-

rent emission level (Friedlingstein et al., 2022), with recent assessment indicating even smaller

numbers: 250GtCO2, 6 years of current emissions (Forster et al., 2023; Lamboll et al., 2023).

As a consequence, in most scenarios achieving aiming at 1.5°C, the temperature temporarily

exceeds the target. The 1.5°C target has introduced these overshoot scenarios as a “new nor-

mality”. This could provide policymakers with an argument for interpreting climate targets

more leniently in the future (Geden & Löschel, 2017). Furthermore, staying below the 1.5°C

warming target is not the same as reaching 1.5°C by the end of the century after an overshoot

of several tenths of a degree: transitory warming could have irreversible consequences (Ritchie

et al., 2021), and the possibility of crossing tipping points between 1.5°C and 2°C of warming

cannot be ruled out (Ditlevsen & Ditlevsen, 2023; Wunderling et al., 2023). Furthermore, over-

shoot pathways require a more enhanced use of carbon dioxide removal, sometimes at levels

that may not be feasible or acceptable in the real-world (Tanaka et al., 2020). However, in this

thesis (chapters 3 and 4) we acknowledge that the Paris Agreements text is open to interpreta-

tion, and we compare different temperature targets based on our but common interpretation of

the Paris Agreement targets: 1.5°C with a small overshoot, or with an unconstrained overshoot,

2°C without overshoot, or 2°C with overshoot. This last case is used for reasons of symmetry

and because stated policies still imply an end-of-century temperature higher than 2°C (van de

Ven et al., 2023), even though the Paris agreements explicitly state that the temperature must

be kept below 2°C, thus ruling out a temporal overshoot.

3 Contributions and structure of this thesis

This thesis explores certain economic and technological aspects of climate change mitigation

pathways. I assessed the role of different policy and technology options for mitigating climate

change at the global scale. In the following three chapters, I analyse three mitigation ’options’,

including two GHG removal technologies. We study the role of these ‘options’ by building

scenarios in which they are deployed and scenarios in which they are not, and subsequently

comparing them. The use of IAMs or similar modelling tools is a common thread running

through my thesis, albeit in different ways in each of the three chapters.
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3.1 Climate Effects of COVID-19 recovery packages

The first option assessed is an economic policy option: green stimulus investment to boost

the economy weakened by the COVID-19 pandemic, thereby fostering a green transition. This

work was motivated by the rather unexpected peculiar conditions at the start of my thesis:

lockdowns, social distancing, no travel. These measures were adopted by governments, in or-

der to contain the spread of the virus and keep healthcare systems functioning. They led to a

sharp drop in activities, particularly in the transport sector, and subsequently to an unprece-

dented drop in CO2 emissions (Forster et al., 2020; Liu et al., 2022). Since most developed

countries were committed to strongly reduce their CO2 emissions in the framework of the

Paris agreement, and were taking massive plans to revive the economy by supporting compa-

nies and investing in infrastructures, there could have been an opportunity to take advantage

of the disruption caused by the pandemic to rebuild the economy on a more sustainable basis

(Andrijevic et al., 2020; Hepburn et al., 2020). A significant part of COVID-19 recovery pack-

ages was indeed dedicated to sectors critical to energy transition and emission reductions. In

this work, I have attempted to estimate the effects of green recovery packages on decadal

emissions trajectories. This study contrasts the results from three approaches that quantified

the impact of post-COVID-19 policies on emissions pathways. I first conducted an ex-post

analysis of IAMs results from a set of pre-COVID-19 simulations (McCollum et al., 2018) to

derive correlation relationships between low-carbon investments and the associated reduction

of the emissions per unit of GDP in 2030, at a regional level. By comparing these relationships

against the announced low-carbon investments within recovery packages retrieved from an ex-

isting database (O’Callaghan et al., 2021), I then obtained the 2030 difference in emissions per

unit of GDP compared to a baseline level. Multiplying this shift by the assumed 2030 GDP level

returns the absolute magnitude of emission reductions associated with the recovery packages.

These results were then benchmarked against the IEA scenarios (IEA, 2020, 2021): they show

that green recovery packages can lead to an emission reduction of 1%-6% from 2030 baseline

levels at most. A third approach (Shan et al., 2021) modelled the disruptions in supply chains

following successive lockdowns and fiscal stimuli, and shows that fiscal stimuli prioritising

high-technology sectors do not prevent emission rebounds. We conclude that green recovery

packages targeting low-carbon technologies have a limited impact on near-term CO2 emis-

sions. This work has been published as a letter in Environmental Research Communications

(Gaucher et al., 2022) entitled Limited impact of COVID-19 recovery packages on near-term

CO2 emissions pathways (Y. Gaucher, K. Tanaka, P. Ciais and O. Boucher, 2022) and constitutes

the second chapter of the thesis.
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3.2 Enhanced Weathering

The second option studied is a carbon dioxide removal (CDR) solution known as enhanced

basalt weathering. This technique entails the application of basalt dust to soils. When basalt

dissolves, released silicates can mineralize atmospheric carbon dioxide, while the phosphorus

contained in basalt can enhance the ecosystem production and thereby increase the land car-

bon sink. This technique is usually assumed to be deployed in crop fields, but recent modelling

study using the land surface model ORCHIDEE-CNP showed that applying basalt on natural

phosphorus-depleted areas on top of agricultural land could bring substantial additional car-

bon sequestration in biomass through improved ecosystem production (Goll et al., 2021). The

objective of this research was to understand how enhanced weathering could fit into a port-

folio of low-carbon and negative emission technologies and how mobilising the biological

sequestration effect by applying enhanced weathering on non-agricultural areas was useful

in the context of climate mitigation pathways. We also assessed the competition with bioen-

ergy with carbon capture and storage (BECCS) and its interactions with the energy system. For

this purpose, I have developed a coupled energy-economy-climate model by linking a global

model of the energy system and a simple climate model that describes the key geophysical

and biogeochemical processes of the land and ocean carbon cycle and atmospheric chemistry

(Tanaka et al., 2007). To study the sequestration of atmospheric carbon by enhanced weather-

ing, I integrated into the model a set of equations describing the interactions between enhanced

weathering, the energy system and the carbon cycle, in particular by developing a simplified

representation of the phosphorus cycle which is calibrated on a land-surface model. By com-

paring the use of EW to achieve different temperature targets, the results show that enabling

application of basalt dust on forest soils could triple the cost-efficient deployment of enhanced

weathering, compared to agricultural application only, and significantly reduce the costs of

achieving the Paris agreement temperature targets. The study indicates that the trade-off be-

tween bioenergy with carbon capture and storage and enhanced weathering depends on the

definition of the climate targets. By analysing the willingness to pay for bioenergy across the

different scenarios, it further shows that EW reduces the price of biomass and possibly the pres-

sure on food prices, but that bioenergy with carbon capture and storage remains a major CDR

option and is not totally replaced by enhanced weathering. I have also explored the robust-

ness of the model’s results to a wide range of assumptions by conducting a detailed sensitivity

analysis. This study, entitled Leveraging ecosystems responses to enhanced rock weathering in

mitigation scenarios (Y. Gaucher, K. Tanaka, D. Johansson, D. Goll, P. Ciais, 2023) is currently

under review in Nature Communications, and constitutes the third chapter of this thesis.
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3.3 Methane Removal

The third option explored is methane removal, an approach in its infancy and whose potential

relevance is more controversial than that of CDR. CDR is considered “unavailable to achieve

carbon neutrality” in the Summary for Policymakers of the sixth assessment report from the

third working group of the IPCC (IPCC, 2022c). The prominence of carbon dioxide removal in

IAMs led to CDR being seen as critical to climate change mitigation before CDR demonstra-

tors existed (Obersteiner et al., 2001), although the current slow deployment of CDR makes

future scale-up challenging (Smith et al., 2023). Here, I use the same modelling framework as

in chapter 3, yet in contrast to the above, the aim is not to assess a highly uncertain methane

removal technology with the model but instead to try to determine the conditions in which

methane removal becomes useful. Methane is an important anthropogenic greenhouse gas,

and methane mitigation recently gained attention at the international level, as 150 countries

signed the “Global Methane Pledge”, committing to take voluntary actions to reduce global

methane emissions by at least 30% from 2020 levels by 2030. Atmospheric methane removal

could therefore be used to reduce the contribution of methane to climate change in addition

to conventional mitigation efforts targeting emissions from fossil fuels and waste which are

currently on the political agenda, because the high emissions from agriculture are likely hard

to abate. Furthermore, it has been claimed that atmospheric methane removal could be re-

quired to offset the increase of natural methane emissions due to global warming (Boucher

& Folberth, 2010; Jackson et al., 2019; Jackson et al., 2021; Ming et al., 2022). The objective

of this study is to explore the conditions that a methane removal technology should meet

to play the same crucial role as CDR, in particular BECCS, in mitigation pathways, and to

explore whether temperature feedback on methane emissions is an argument in favour of

methane removal. Since the success of BECCS in IAMs is due to their ability to enable strin-

gent climate targets to be met by compensating for excess emissions in hard-to-abate sectors

(van Vuuren et al., 2007) at greatly reduced costs (Azar et al., 2013), I hypothesised that a MR

technology would play the same role as CDR if a given temperature target was met with the

same gross cumulative CO2 emissions and at the same economic costs. I modelled a generic

MR technology parameterized with constant unit removal costs and a maximal removal po-

tential, to find the set of costs and potentials for which MR is equivalent to BECCS based on

gross CO2 budget and mitigation costs for several climate targets. “Equivalent” MR and CDR

produce different mitigation pathways. The intertemporal effort distribution is delayed, and

the temperature overshoot lasts longer with MR. Non-temperature effects are also different: us-

ing MR instead of CDR increases ocean acidification but reduces the concentration of harmful

tropospheric ozone. Finally, I added a simple model for the temperature feedback on natural

methane emissions (Kleinen et al., 2021). It suggests that while the higher future methane emis-
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sions caused by the feedback require stronger mitigation efforts of all GHG, the feedback does

not make methane mitigation comparatively more important that carbon dioxide removals in

cost-effective pathways. This study has not been submitted to a peer-reviewed journal yet at

the time of writing and constitutes the fourth chapter of this thesis.

References

AB, N. P. O. (2023). William D. Nordhaus – Biographical. https://www.nobelprize.org/prizes/econom

ic-sciences/2018/nordhaus/biographical/

Andrijevic, M., Schleussner, C.-F., Gidden, M. J., McCollum, D. L., & Rogelj, J. (2020). COVID-19 recovery

funds dwarf clean energy investment needs. Science, 370(6514), 298–300. https://doi.org/10.11

26/science.abc9697

Annex III: Scenarios and Modelling Methods. (2023, August 17). In IPCC (Ed.), Climate Change 2022 -

Mitigation of Climate Change (1st ed., pp. 1841–1908). Cambridge University Press. https://doi.o

rg/10.1017/9781009157926.022

Archer, D., Eby, M., Brovkin, V., Ridgwell, A., Cao, L., Mikolajewicz, U., Caldeira, K., Matsumoto, K.,

Munhoven, G., Montenegro, A., & Tokos, K. (2009). Atmospheric Lifetime of Fossil Fuel Carbon

Dioxide. Annual Review of Earth and Planetary Sciences, 37(1), 117–134. https://doi.org/10.1146

/annurev.earth.031208.100206

Aykut, S. C., & Dahan, A. (2011). Le régime climatique avant et après Copenhague : sciences, politiques

et l’objectif des deux degrés ». Natures Sciences Sociétés, 19(2), 144–157. Retrieved October 27,

2023, from https://www.cairn.info/revue-natures-sciences-societes-2011-2-page-144.htm

Azar, C., Johansson, D. J. A., & Mattsson, N. (2013). Meeting global temperature targets—the role of

bioenergy with carbon capture and storage. Environmental Research Letters, 8(3), 034004. https:

//doi.org/10.1088/1748-9326/8/3/034004

Azar, C., Martín, J. G., Johansson, D. J., & Sterner, T. (2023). The social cost of methane. Climatic Change,

176(6), 71. https://doi.org/10.1007/s10584-023-03540-1

Boucher, O., & Folberth, G. A. (2010). New Directions: Atmospheric methane removal as a way to miti-

gate climate change? Atmospheric Environment, 44(27), 3343–3345. https://doi.org/10.1016/j.at

mosenv.2010.04.032

Charbonnier, P. (2020). 1. Critique de la raison écologique. In Abondance et liberté (pp. 15–51). La Décou-

verte. https://www.cairn.info/abondance-et-liberte--9782348046780-p-15.htm

Cointe, B., & Guillemot, H. (2023). A history of the 1.5°C target. WIREs Climate Change, 14(3), e824. http

s://doi.org/10.1002/wcc.824

Ditlevsen, P., & Ditlevsen, S. (2023). Warning of a forthcoming collapse of the Atlantic meridional over-

turning circulation. Nature Communications, 14(1), 4254. https://doi.org/10.1038/s41467-023-3

9810-w

Forster, P. M., Forster, H. I., Evans, M. J., Gidden, M. J., Jones, C. D., Keller, C. A., Lamboll, R. D.,

Quéré, C. L., Rogelj, J., Rosen, D., Schleussner, C.-F., Richardson, T. B., Smith, C. J., & Turnock,

S. T. (2020). Current and future global climate impacts resulting from COVID-19. Nature Climate

Change, 10(10), 913–919. https://doi.org/10.1038/s41558-020-0883-0

10

https://www.nobelprize.org/prizes/economic-sciences/2018/nordhaus/biographical/
https://www.nobelprize.org/prizes/economic-sciences/2018/nordhaus/biographical/
https://doi.org/10.1126/science.abc9697
https://doi.org/10.1126/science.abc9697
https://doi.org/10.1017/9781009157926.022
https://doi.org/10.1017/9781009157926.022
https://doi.org/10.1146/annurev.earth.031208.100206
https://doi.org/10.1146/annurev.earth.031208.100206
https://www.cairn.info/revue-natures-sciences-societes-2011-2-page-144.htm
https://doi.org/10.1088/1748-9326/8/3/034004
https://doi.org/10.1088/1748-9326/8/3/034004
https://doi.org/10.1007/s10584-023-03540-1
https://doi.org/10.1016/j.atmosenv.2010.04.032
https://doi.org/10.1016/j.atmosenv.2010.04.032
https://www.cairn.info/abondance-et-liberte--9782348046780-p-15.htm
https://doi.org/10.1002/wcc.824
https://doi.org/10.1002/wcc.824
https://doi.org/10.1038/s41467-023-39810-w
https://doi.org/10.1038/s41467-023-39810-w
https://doi.org/10.1038/s41558-020-0883-0


CHAPTER I. INTRODUCTION REFERENCES

Forster, P. M., Smith, C. J., Walsh, T., Lamb, W. F., Lamboll, R., Hauser, M., Ribes, A., Rosen, D., Gillett,

N., Palmer, M. D., Rogelj, J., von Schuckmann, K., Seneviratne, S. I., Trewin, B., Zhang, X., Allen,

M., Andrew, R., Birt, A., Borger, A., . . . Zhai, P. (2023). Indicators of Global Climate Change 2022:

Annual update of large-scale indicators of the state of the climate system and human influence.

Earth System Science Data, 15(6), 2295–2327. https://doi.org/10.5194/essd-15-2295-2023

Friedlingstein, P., O’Sullivan, M., Jones, M. W., Andrew, R. M., Gregor, L., Hauck, J., Le Quéré, C., Luijkx,

I. T., Olsen, A., Peters, G. P., Peters, W., Pongratz, J., Schwingshackl, C., Sitch, S., Canadell, J. G.,

Ciais, P., Jackson, R. B., Alin, S. R., Alkama, R., . . . Zheng, B. (2022). Global Carbon Budget 2022.

Earth System Science Data, 14(11), 4811–4900. https://doi.org/10.5194/essd-14-4811-2022

Gaucher, Y., Tanaka, K., Ciais, P., & Boucher, O. (2022). Limited impact of COVID-19 recovery packages

on near-term CO2 emissions pathways. Environmental Research Communications, 4(10), 101006.

https://doi.org/10.1088/2515-7620/ac9aa6

Geden, O., & Löschel, A. (2017). Define limits for temperature overshoot targets. Nature Geoscience,

10(12), 881–882. https://doi.org/10.1038/s41561-017-0026-z

Geels, F. W., Berkhout, F., & van Vuuren, D. P. (2016). Bridging analytical approaches for low-carbon

transitions. Nature Climate Change, 6(6), 576–583. https://doi.org/10.1038/nclimate2980

Goll, D. S., Ciais, P., Amann, T., Buermann, W., Chang, J., Eker, S., Hartmann, J., Janssens, I., Li, W.,

Obersteiner, M., Penuelas, J., Tanaka, K., & Vicca, S. (2021). Potential CO2 removal from en-

hanced weathering by ecosystem responses to powdered rock. Nature Geoscience, 14(8), 545–549.

https://doi.org/10.1038/s41561-021-00798-x

Guivarch, C., Lempert, R., & Trutnevyte, E. (2017). Scenario techniques for energy and environmental

research: An overview of recent developments to broaden the capacity to deal with complexity

and uncertainty. Environmental Modelling & Software, 97, 201–210. https://doi.org/10.1016/j.en

vsoft.2017.07.017

Hänsel, M. C., Drupp, M. A., Johansson, D. J. A., Nesje, F., Azar, C., Freeman, M. C., Groom, B., & Sterner,

T. (2020). Climate economics support for the UN climate targets. Nature Climate Change, 10(8),

781–789. https://doi.org/10.1038/s41558-020-0833-x

Hepburn, C., O’Callaghan, B., Stern, N., Stiglitz, J., & Zenghelis, D. (2020). Will COVID-19 fiscal recovery

packages accelerate or retard progress on climate change? Oxford Review of Economic Policy, 36,

S359–S381. https://doi.org/10.1093/oxrep/graa015

IEA. (2020). World Energy Outlook 2020. https://www.oecd-ilibrary.org/content/publication/557a761b

-en

IEA. (2021). World Energy Outlook 2021. https://www.oecd-ilibrary.org/content/publication/14fcb638

-en

IEA. (2022). World Energy Outlook 2022. https://www.iea.org/reports/world-energy-outlook-2022

IPCC. (2022a). Climate Change 2022: Mitigation of Climate Change. Contribution of Working Group III to the

Sixth Assessment Report of the Intergovernmental Panel on Climate Change. IPCC.

IPCC. (2022b). Summary for Policymakers. In H.-O. Pörtner, D. Roberts, E. Poloczanska, K. Mintenbeck,

M. Tignor, A. Alegría, M. Craig, S. Langsdorf, S. Löschke, V. Möller, & A. Okem (Eds.), Climate

Change 2022: Impacts, Adaptation, and Vulnerability. Contribution of Working Group II to the Sixth As-

sessment Report of the Intergovernmental Panel on Climate Change (pp. 3–33). Cambridge University

Press. https://doi.org/10.1017/9781009325844.001

IPCC. (2022c). Summary for Policymakers. In P. Shukla, J. Skea, R. Slade, A. A. Khourdajie, R. van

Diemen, D. McCollum, M. Pathak, S. Some, P. Vyas, R. Fradera, M. Belkacemi, A. Hasija, G.

Lisboa, S. Luz, & J. Malley (Eds.), Climate Change 2022: Mitigation of Climate Change. Contribution

11

https://doi.org/10.5194/essd-15-2295-2023
https://doi.org/10.5194/essd-14-4811-2022
https://doi.org/10.1088/2515-7620/ac9aa6
https://doi.org/10.1038/s41561-017-0026-z
https://doi.org/10.1038/nclimate2980
https://doi.org/10.1038/s41561-021-00798-x
https://doi.org/10.1016/j.envsoft.2017.07.017
https://doi.org/10.1016/j.envsoft.2017.07.017
https://doi.org/10.1038/s41558-020-0833-x
https://doi.org/10.1093/oxrep/graa015
https://www.oecd-ilibrary.org/content/publication/557a761b-en
https://www.oecd-ilibrary.org/content/publication/557a761b-en
https://www.oecd-ilibrary.org/content/publication/14fcb638-en
https://www.oecd-ilibrary.org/content/publication/14fcb638-en
https://www.iea.org/reports/world-energy-outlook-2022
https://doi.org/10.1017/9781009325844.001


CHAPTER I. INTRODUCTION REFERENCES

of Working Group III to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change.

Cambridge University Press. https://doi.org/10.1017/9781009157926.001

IPCC. (2023). Summary for Policymakers. IPCC. Geneva, Switzerland. https://doi.org/10.59327/IPCC/

AR6-9789291691647.001

IPCC, J. (2019). Summary for Policymakers. In P. R. Shukla, J. Skea, E. C. Buendia, V. Masson-Delmotte,

H.-O. Pörtner, D. C. Roberts, P. Zhai, R. Slade, S. Connors, R. van Diemen, M. Ferrat, E. Haughey,

S. Luz, S. Neogi, M. Pathak, J. Petzold, J. P. Pereira, P. Vyas, E. Huntley, . . . M. Belkacemi (Eds.),

Climate Change and Land: An IPCC special report on climate change, desertification, land degradation,

sustainable land management, food security, and greenhouse gas fluxes in terrestrial ecosystems.

Jackson, R. B., Solomon, E. I., Canadell, J. G., Cargnello, M., & Field, C. B. (2019). Methane removal and

atmospheric restoration. Nature Sustainability, 2(6), 436–438. https://doi.org/10.1038/s41893-0

19-0299-x

Jackson, R. B., Abernethy, S., Canadell, J. G., Cargnello, M., Davis, S. J., Féron, S., Fuss, S., Heyer, A. J.,

Hong, C., Jones, C. D., Damon Matthews, H., O’Connor, F. M., Pisciotta, M., Rhoda, H. M., De

Richter, R., Solomon, E. I., Wilcox, J. L., & Zickfeld, K. (2021). Atmospheric methane removal:

A research agenda. Philosophical Transactions of the Royal Society A: Mathematical, Physical and

Engineering Sciences, 379(2210), 20200454. https://doi.org/10.1098/rsta.2020.0454

Johansson, D. J. A., Azar, C., Lehtveer, M., & Peters, G. P. (2020). The role of negative carbon emissions

in reaching the Paris climate targets: The impact of target formulation in integrated assessment

models. Environmental Research Letters, 15(12), 124024. https://doi.org/10.1088/1748-9326/abc

3f0

Joos, F., Roth, R., Fuglestvedt, J. S., Peters, G. P., Enting, I. G., von Bloh, W., Brovkin, V., Burke, E. J.,

Eby, M., Edwards, N. R., Friedrich, T., Frölicher, T. L., Halloran, P. R., Holden, P. B., Jones, C.,

Kleinen, T., Mackenzie, F. T., Matsumoto, K., Meinshausen, M., . . . Weaver, A. J. (2013). Carbon

dioxide and climate impulse response functions for the computation of greenhouse gas metrics:

A multi-model analysis. Atmospheric Chemistry and Physics, 13(5), 2793–2825. https://doi.org/1

0.5194/acp-13-2793-2013

Kleinen, T., Gromov, S., Steil, B., & Brovkin, V. (2021). Atmospheric methane underestimated in future

climate projections. Environmental Research Letters, 16(9), 094006. https://doi.org/10.1088/1748

-9326/ac1814

Kornek, U., Flachsland, C., Kardish, C., Levi, S., & Edenhofer, O. (2020). What is important for achieving

2 °C? UNFCCC and IPCC expert perceptions on obstacles and response options for climate

change mitigation. Environmental Research Letters, 15(2), 024005. https://doi.org/10.1088/1748-

9326/ab6394

Lamboll, R. D., Nicholls, Z. R. J., Smith, C. J., Kikstra, J. S., Byers, E., & Rogelj, J. (2023). Assessing the

size and uncertainty of remaining carbon budgets. Nature Climate Change, 1–8. https://doi.org

/10.1038/s41558-023-01848-5

Lenton, T. M., Held, H., Kriegler, E., Hall, J. W., Lucht, W., Rahmstorf, S., & Schellnhuber, H. J. (2008).

Tipping elements in the Earth’s climate system. Proceedings of the National Academy of Sciences,

105(6), 1786–1793. https://doi.org/10.1073/pnas.0705414105

Liu, Z., Deng, Z., Davis, S. J., Giron, C., & Ciais, P. (2022). Monitoring global carbon emissions in 2021.

Nature Reviews Earth & Environment, 3(4), 217–219. https://doi.org/10.1038/s43017-022-00285-

w

Matthews, J., Möller, V., van Diemen, R., Fuglestvedt, J., Masson-Delmotte, V., Méndez, C., Semenov,

S., & Reisinger, A. (2021). Annex VII: Glossary. In V. Masson-Delmotte, P. Zhai, A. Pirani, S.

12

https://doi.org/10.1017/9781009157926.001
https://doi.org/10.59327/IPCC/AR6-9789291691647.001
https://doi.org/10.59327/IPCC/AR6-9789291691647.001
https://doi.org/10.1038/s41893-019-0299-x
https://doi.org/10.1038/s41893-019-0299-x
https://doi.org/10.1098/rsta.2020.0454
https://doi.org/10.1088/1748-9326/abc3f0
https://doi.org/10.1088/1748-9326/abc3f0
https://doi.org/10.5194/acp-13-2793-2013
https://doi.org/10.5194/acp-13-2793-2013
https://doi.org/10.1088/1748-9326/ac1814
https://doi.org/10.1088/1748-9326/ac1814
https://doi.org/10.1088/1748-9326/ab6394
https://doi.org/10.1088/1748-9326/ab6394
https://doi.org/10.1038/s41558-023-01848-5
https://doi.org/10.1038/s41558-023-01848-5
https://doi.org/10.1073/pnas.0705414105
https://doi.org/10.1038/s43017-022-00285-w
https://doi.org/10.1038/s43017-022-00285-w


CHAPTER I. INTRODUCTION REFERENCES

Connors, C. Péan, S. Berger, N. Caud, Y. Chen, L. Goldfarb, M. Gomis, M. Huang, K. Leitzell,

E. Lonnoy, J. Matthews, T. Maycock, T. Waterfield, O. Yelekçi, R. Yu, & B. Zhou (Eds.), Climate

Change 2021: The Physical Science Basis. Contribution of Working Group I to the Sixth Assessment

Report of the Intergovernmental Panel on Climate Change (pp. 2215–2256). Cambridge University

Press. https://doi.org/10.1017/9781009157896.022

McCollum, D. L., Zhou, W., Bertram, C., de Boer, H.-S., Bosetti, V., Busch, S., Després, J., Drouet, L.,

Emmerling, J., Fay, M., Fricko, O., Fujimori, S., Gidden, M., Harmsen, M., Huppmann, D., Iyer,

G., Krey, V., Kriegler, E., Nicolas, C., . . . Riahi, K. (2018). Energy investment needs for fulfilling

the Paris Agreement and achieving the Sustainable Development Goals. Nature Energy, 3(7),

589–599. https://doi.org/10.1038/s41560-018-0179-z

Ming, T., Li, W., Yuan, Q., Davies, P., de Richter, R., Peng, C., Deng, Q., Yuan, Y., Caillol, S., & Zhou, N.

(2022). Perspectives on removal of atmospheric methane. Advances in Applied Energy, 5, 100085.

https://doi.org/10.1016/j.adapen.2022.100085

Mitchell, T. (2011). Carbon Democracy: Political Power in the Age of Oil. Verso Books.

Nordhaus, W. (2019). Climate Change: The Ultimate Challenge for Economics. American Economic Re-

view, 109(6), 1991–2014. https://doi.org/10.1257/aer.109.6.1991

Nordhaus, W. D. (n.d.). Strategies for the Control of Carbon Dioxide.

Nordhaus, W. D. (1993). Rolling the ‘DICE’: An optimal transition path for controlling greenhouse gases.

Resource and Energy Economics, 15(1), 27–50. https://doi.org/10.1016/0928-7655(93)90017-O

Obersteiner, M., Azar, Ch., Kauppi, P., Möllersten, K., Moreira, J., Nilsson, S., Read, P., Riahi, K., Schla-

madinger, B., Yamagata, Y., Yan, J., & van Ypersele, J.-P. (2001). Managing Climate Risk. Science,

294(5543), 786–787. https://doi.org/10.1126/science.294.5543.786b

O’Callaghan, B., Yau, N., Murdock, E., Tritsch, D., Janz, A., Blackwood, A., Purroz Sanchez, L., Sadler, A.,

Wen, E., Kope, H., Flodell, H., Tillman-Morris, L., Ostrovsky, N., Kitsberg, A., Lee, T., Hristov,

D., Didarali, Z., Chowdhry, K., Karlubik, M., . . . Heeney, L. (2021). Global Recovery Observatory.

Oxford University Economic Recovery Project. Retrieved January 24, 2022, from https://recov

ery.smithschool.ox.ac.uk/tracking/

O’Neill, B. C., Kriegler, E., Ebi, K. L., Kemp-Benedict, E., Riahi, K., Rothman, D. S., Van Ruijven, B. J.,

Van Vuuren, D. P., Birkmann, J., Kok, K., Levy, M., & Solecki, W. (2017). The roads ahead: Nar-

ratives for shared socioeconomic pathways describing world futures in the 21st century. Global

Environmental Change, 42, 169–180. https://doi.org/10.1016/j.gloenvcha.2015.01.004

Oppenheimer, M., & Petsonk, A. (2005). Article 2 of the UNFCCC: Historical Origins, Recent Interpre-

tations. Climatic Change, 73(3), 195–226. https://doi.org/10.1007/s10584-005-0434-8

Randalls, S. (2010). History of the 2 ° C climate target. WIREs Climate Change, 1(4), 598–605. https://doi

.org/10.1002/wcc.62

Riahi, K., Schaeffer, R., Arango, J., Calvin, K., Guivarch, C., Hasegawa, T., Jiang, K., Kriegler, E., Matthews,

R., Peters, G., Rao, A., Robertson, S., Sebbit, A., Steinberger, J., Tavoni, M., & Van Vuuren, D.

(2022). Mitigation pathways compatible with long-term goals. In P. Shukla, J. Skea, R. Slade,

A. A. Khourdajie, R. van Diemen, D. McCollum, M. Pathak, S. Some, P. Vyas, R. Fradera, M.

Belkacemi, A. Hasija, G. Lisboa, S. Luz, & J. Malley (Eds.), Climate Change 2022: Mitigation of

Climate Change. Contribution of Working Group III to the Sixth Assessment Report of the Intergovern-

mental Panel on Climate Change. Cambridge University Press. https://doi.org/10.1017/9781009

157926.005

Ritchie, P. D. L., Clarke, J. J., Cox, P. M., & Huntingford, C. (2021). Overshooting tipping point thresholds

in a changing climate. Nature, 592(7855), 517–523. https://doi.org/10.1038/s41586-021-03263-2

13

https://doi.org/10.1017/9781009157896.022
https://doi.org/10.1038/s41560-018-0179-z
https://doi.org/10.1016/j.adapen.2022.100085
https://doi.org/10.1257/aer.109.6.1991
https://doi.org/10.1016/0928-7655(93)90017-O
https://doi.org/10.1126/science.294.5543.786b
https://recovery.smithschool.ox.ac.uk/tracking/
https://recovery.smithschool.ox.ac.uk/tracking/
https://doi.org/10.1016/j.gloenvcha.2015.01.004
https://doi.org/10.1007/s10584-005-0434-8
https://doi.org/10.1002/wcc.62
https://doi.org/10.1002/wcc.62
https://doi.org/10.1017/9781009157926.005
https://doi.org/10.1017/9781009157926.005
https://doi.org/10.1038/s41586-021-03263-2


CHAPTER I. INTRODUCTION REFERENCES

Schleussner, C.-F., Rogelj, J., Schaeffer, M., Lissner, T., Licker, R., Fischer, E. M., Knutti, R., Levermann,

A., Frieler, K., & Hare, W. (2016). Science and policy characteristics of the Paris Agreement tem-

perature goal. Nature Climate Change, 6(9), 827–835. https://doi.org/10.1038/nclimate3096

Shan, Y., Ou, J., Wang, D., Zeng, Z., Zhang, S., Guan, D., & Hubacek, K. (2021). Impacts of COVID-19

and fiscal stimuli on global emissions and the Paris Agreement. Nature Climate Change, 11(3),

200–206. https://doi.org/10.1038/s41558-020-00977-5

Smith, S., Geden, O., Nemet, G., Gidden, M., Lamb, W., Powis, C., Bellamy, R., Callaghan, M., Cowie,

A., Cox, E., Fuss, S., Gasser, T., Grassi, G., Greene, J., Lueck, S., Mohan, A., Müller-Hansen,

F., Peters, G., Pratama, Y., . . . Minx, J. (2023). State of Carbon Dioxide Removal - 1st Edition.

https://doi.org/10.17605/OSF.IO/W3B4Z

Tanaka, K., Boucher, O., Ciais, P., Daniel J. A. Johansson, Johansson, D. J., Daniel J. A. Johansson, Mor-

feldt, J., & Morfeldt, J. (2020). Cost-effective implementation of the Paris Agreement using flexi-

ble greenhouse gas metrics

MAG ID: 3165110065.

Tanaka, K., Kriegler, E., Bruckner, T., Hooss, G., Knorr, W., Raddatz, T., & Tol, R. (2007). Aggregated

Carbon cycle, atmospheric chemistry and climate model (ACC2): Description of forward and

inverse mode, 14069106. https://doi.org/10.17617/2.994422

Tol, R. S. (2011). The Social Cost of Carbon. Annual Review of Resource Economics, 3(1), 419–443. https://d

oi.org/10.1146/annurev-resource-083110-120028

van de Ven, D.-J., Mittal, S., Gambhir, A., Lamboll, R. D., Doukas, H., Giarola, S., Hawkes, A., Koasidis,

K., Köberle, A. C., McJeon, H., Perdana, S., Peters, G. P., Rogelj, J., Sognnaes, I., Vielle, M., &

Nikas, A. (2023). A multimodel analysis of post-Glasgow climate targets and feasibility chal-

lenges. Nature Climate Change, 13(6), 570–578. https://doi.org/10.1038/s41558-023-01661-0

van Beek, L., Hajer, M., Pelzer, P., van Vuuren, D., & Cassen, C. (2020). Anticipating futures through

models: The rise of Integrated Assessment Modelling in the climate science-policy interface

since 1970. Global Environmental Change, 65, 102191. https://doi.org/10.1016/j.gloenvcha.2020

.102191

van Vuuren, D. P., den Elzen, M. G. J., Lucas, P. L., Eickhout, B., Strengers, B. J., van Ruijven, B., Wonink,

S., & van Houdt, R. (2007). Stabilizing greenhouse gas concentrations at low levels: An assess-

ment of reduction strategies and costs. Climatic Change, 81(2), 119–159. https://doi.org/10.1007

/s10584-006-9172-9

Weyant, J. (2017). Some Contributions of Integrated Assessment Models of Global Climate Change. Re-

view of Environmental Economics and Policy, 11(1), 115–137. https://doi.org/10.1093/reep/rew0

18

Wunderling, N., Winkelmann, R., Rockström, J., Loriani, S., Armstrong McKay, D. I., Ritchie, P. D. L.,

Sakschewski, B., & Donges, J. F. (2023). Global warming overshoots increase risks of climate

tipping cascades in a network model. Nature Climate Change, 13(1), 75–82. https://doi.org/10.1

038/s41558-022-01545-9

14

https://doi.org/10.1038/nclimate3096
https://doi.org/10.1038/s41558-020-00977-5
https://doi.org/10.17605/OSF.IO/W3B4Z
https://doi.org/10.17617/2.994422
https://doi.org/10.1146/annurev-resource-083110-120028
https://doi.org/10.1146/annurev-resource-083110-120028
https://doi.org/10.1038/s41558-023-01661-0
https://doi.org/10.1016/j.gloenvcha.2020.102191
https://doi.org/10.1016/j.gloenvcha.2020.102191
https://doi.org/10.1007/s10584-006-9172-9
https://doi.org/10.1007/s10584-006-9172-9
https://doi.org/10.1093/reep/rew018
https://doi.org/10.1093/reep/rew018
https://doi.org/10.1038/s41558-022-01545-9
https://doi.org/10.1038/s41558-022-01545-9


C
H

A
P

T
E

R

II
POST-COVID-19 EMISSIONS PATHWAYS

Extended abstract

Context and aims of the chapter

The COVID-19 pandemic that emerged in China at the end of 2019, spread worldwide in the

beginning of 2020 and led a majority of states to implement restrictive measures to curb the

pandemic. It led to one of the most severe global recessions since 1900. Lockdowns and quar-

antines have forced many businesses to close, the subsequent disruptions of supply chains have

further caused shortages of goods and delays in production. Many industries, such as travel

and hospitality, have been hit particularly hard. Containment measures led to a significant

reduction in automobile traffic and air travel. As a consequence, energy use declined, and so

have CO2 emissions.

The decline in CO2 emissions, at an unprecedented level since the second world war (Liu et

al., 2020), and the impossibility of predicting the future course of the pandemic have challenged

the time horizons of climate mitigation studies, typically several decades. Furthermore, a new

era of state interventionism started in the wake of the pandemic, as governments announced

trillions of dollars of support and recovery measures to protect jobs and businesses and stimu-

late the economy. As most governments were committed to reducing emissions through their

participation in the Paris Agreements, a nascent literature suggested steering the recovery in

a climate friendly direction (IEA, 2020; Kikstra et al., 2021). One of these studies (Andrije-

vic et al., 2020) claimed that “a small fraction of announced COVID-19 economic recovery
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packages could provide the necessary financial basis for a decided shift toward a Paris Agree-

ment–compatible future” (Andrijevic et al., 2020). Their assertion was based on climate change

mitigation scenarios generated by IAMs. IAMs calculated the investment needs required in

each type of technology to limit CO2 emissions and the rise in global temperature. The au-

thors compared the investments from the mitigation scenarios with the current investments

in the energy sectors, and derived the required increase in low-carbon investments, as well

as the decrease in fossil-fuel investments. The net increase in total investment required in the

energy sector appeared relatively low (20 billion dollars per year over the coming 5 years, as

low-carbon investments should increase by 300 billion dollars per year while carbon-intensive

investments should decrease by 280 billion dollars) compared to the more than 12 trillion dol-

lars of total stimulus. In a study led by K. Tanaka, which I participated in as a co-author, we

discussed the statements made in this study. One of the core arguments was that scenarios

produced by IAMs are driven by a carbon tax whose trajectory determines the level of emis-

sions and therefore not suited for investment analysis. A carbon tax incentivises low carbon

investments, disincentivises carbon-intensive investments, but also strongly reduces near-term

energy demand as energy prices increase: energy supply and demand are both affected by a

carbon price, whereas subsidies to energy investments only affect the energy supply side. This

study was published in Climatic Change (Tanaka et al., 2022). I contributed to the analysis of

the IAMs data.

The aforementioned study provides a context to the study presented in this chapter. The

objective of this study is to assess the impact of the coronavirus pandemic on future climate

change pathways. As we consider the effects up to 2030, we have restricted ourselves to

analysing emissions trajectories, without looking at the (negligible) impact on temperature tra-

jectories. The study was published in Environmental Research Communications as a letter enti-

tled: Limited impact of COVID-19 recovery packages on near-term CO2 emissions pathways

(Y. Gaucher, K. Tanaka, P. Ciais and O. Boucher, 2022).

Methods

To estimate post-COVID-19 emission pathways, I started from existing recovery measures to

estimate their possible impact on climate change mitigation. I computed projections of CO2

based on two elements: an economic growth scenario and a carbon intensity scenario. I used

the country-level GDP forecasts from the International Monetary Fund, which accounted for

the pandemic effect on the economic activity, and extrapolated them until 2030. The scenarios

of carbon intensity of GDP were built at the regional level. To build regional-level scenarios

for the carbon intensity of GDP, I assumed that there was a linear correlation between carbon
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intensity of GDP and low-carbon investments. These correlation coefficients were derived from

existing scenarios produced with six different IAMs (McCollum et al., 2018), and they represent

the decrease in the carbon intensity of GDP per dollar invested in low-carbon technology.

To project the decrease of the carbon intensity of GDP, I multiplied the reduction of the

carbon intensity of GDP per dollar invested in low carbon technology at the regional level

with the total post-COVID-19 low-carbon investment within the recovery packages. In the

meantime, the International Energy Agency had published their annual World Energy Outlook

reports (IEA, 2020, 2021), accounting for the recovery packages in their emission projections,

based on a bottom-up model of the energy sector. An assessment of the impact of fiscal stimuli

using the ARIO model, which describes the propagation of shocks through supply chains, had

been published by Y. Shan, et al (Shan et al., 2021). We compared these two studies with the

simple approach based on the relationship between investment and emissions.

Results

The analysis of the correlations between low-carbon investments and the carbon intensity of

GDP led us to disregard the results of two IAMs out of six to establish the projections based on

low-carbon packages. The relationship between low-carbon investments and emission reduc-

tions from the IEA World Energy Model lies within the range of the IAMs results. The emission

reductions estimated using the results of the four remaining IAMs vary between 1% and 6% of

the stated policy scenario of the IEA. The analysis of the scenarios produced using the ARIO

model showed that the distribution of the stimulus across economic sectors, targeting heavy

industry or high-technologies, had a very little impact on emission rebound.

Limits

The very simple analysis described above has three main caveats. First, it focused on low-

carbon investments without considering fossil fuel investments that also influence emissions,

and did not account for the very important US Inflation Reduction Act, which was adopted af-

ter the publication of the paper. Second, fiscal stimuli in the real world are only approximately

equivalent to investments in IAMs, and the sectoral distribution of the recovery packages is not

the same as that in IAMs, in contrast to what were assumed in our calculation. Third, as dis-

cussed in the Climatic Change (Tanaka et al., 2022) study conducted simultaneously , it is not

the investment but the carbon price that is the driver of emission reductions in IAMs. Besides

these economic arguments, it should be noted that the relationship between investments and
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the carbon intensity of GDP is not always linear (see supplements 5.1.2), but we used a linear

approximation because the investment amounts involved were relatively low.

Perspectives

I started to use the GET energy system model (Azar & Lindgren, 2003; Azar et al., 2006, 2013;

Johansson et al., 2020), which was shared with me by Daniel Johansson, during this work, and

we evaluated ways to use GET to infer the impacts of recovery packages on emission pathways.

It turned out that this intertemporal optimisation model is not well suited to assess the role of

energy system investments from public stimulus packages, which are only endogenously cal-

culated as a part of the costs to optimize, without modelling of the financial system and its

possible interactions with public investments through crowding-out or crowding-in effects, for

instance. Furthermore, a model including a degree of path dependency, for example through

technological learning and spill-over effects, could have been used to assess the long-term ef-

fects of public investments (Grubb et al., 2021), but these features are absent from the GET

model. As a consequence, we did not use the GET model in this study but extensively used it

in the next two studies that assess negative emission technologies (presented in chapters 3 and

4).
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Limited impact of COVID-19 recovery packages on

near-term CO2 emissions pathways

Abstract

Part of the economic recovery plans implemented by governments following COVID-19 is di-

rected towards the energy transition. To understand the potential effects of these post-COVID

green recovery packages on reductions of greenhouse gases emissions, we investigated three

different approaches. Firstly, we analysed simulation results of Integrated Assessment Mod-

els (IAMs) to infer the change in CO2 intensity of GDP that could result from post-COVID

low-carbon investment plans. Secondly, we investigated the scenarios provided by the Inter-

national Energy Agency (IEA) based on a bottom-up energy system model. By combining the

two approaches, we found that green recovery packages implemented and planned globally

can lead to an emission reduction of merely 1%-6% from 2030 baseline levels at most. Thirdly,

we looked into the results of the Adaptative Regional Input-Output model, which simulates the

dynamic effects of economic crisis and fiscal stimuli through supply chains following labour

shortage. The third approach shows that the increase of activity driven by fiscal stimuli leads

to a rebound of CO2 emissions even if they do not target carbon-intensive sectors. We con-

clude that green recovery packages targeting low-carbon technologies have a limited impact

on near-term CO2 emissions and that demand-side incentives, as well as other policy efforts to

disincentivise the use of fossil fuels, are also important for scaling up climate mitigation.

1 Introduction

To foster the economic recovery in the aftermath of the COVID-19 crisis, stimulus plans ex-

ceeding 18 trillion USD in March 2022 were adopted by 89 countries with 95% of the funding

concerning advanced economies and China (O’Callaghan et al., 2021). These countries have

also committed to strongly reducing their greenhouse gas emissions, in line with the Paris

Agreement targets that require a rapid phase-out of fossil fuels and enhanced investments

in low-carbon sources (Tanaka & O’Neill, 2018). Many scholars have thus advocated for a

“green recovery” that would take advantage of this unprecedented amount of public spend-

ing to restart the economy on a more sustainable basis (Andrijevic et al., 2020; Li & Li, 2021).

The design of recovery measures is critical to reducing CO2 emissions (Gawel & Lehmann,

19



CHAPTER II. POST-COVID-19 EMISSIONS PATHWAYS 2. METHODS

2020). At the beginning of the crisis, (Hepburn et al., 2020) provided a qualitative assessment

of possible recovery measures based on three indicators: the impact on growth, the climate

impact, and the speed of implementation. However, they did not provide quantitative insights

on them. (Andrijevic et al., 2020) (thereafter, A20) advocated for a fraction of the fiscal stimulus

to be dedicated to the energy transition, as they estimated that additional low-carbon invest-

ments amounting to 300 billion USD/year during the 2020-2024 period were needed to put the

world on a pathway to limit the global warming to 1.5°C. (Tanaka et al., 2022) analysed this as-

sessment and argued that the required total energy investments can be larger in the near term,

that energy investments must be sustained over the long term, and that other measures (in

particular, high carbon pricing) are also needed to accompany energy investments. Using two

IAMs, Rochedo et al. (Rochedo et al., 2021) showed that recovery investments would reduce

emissions only by 3%-7

The objective of our study is to further assess the impact of stimulus packages on near-

term emission pathways by analysing and comparing three different approaches. The first one

builds upon A20, focusing on the impacts of low-carbon investments on CO2 emissions. Corre-

lations between low-carbon investments and the carbon intensity of GDP (the quantity of CO2

emitted per GDP unit) from IAM results (McCollum et al., 2018)are combined with an analysis

of post-COVID recovery investments in low-carbon technologies (O’Callaghan et al., 2021) to

infer resulting emissions reductions. The second approach is the World Energy Outlook (WEO)

reports of IEA published in October 2020 (IEA, 2020) and 2021 (IEA, 2021), which describe how

different policies enforced in the post-COVID era can shape future energy scenarios. The third

approach is that of (Shan et al., 2021) (thereafter, S21) who focus on emissions rebounds follow-

ing fiscal stimuli with a model simulating the propagation of disruptions along supply chains.

2 Methods

2.1 Diagnostic from IAM scenarios

The first approach exploits the relationships between the increase of investments in low-carbon

technologies and the associated decrease of the carbon intensity of GDP simulated by six IAMs

driven by carbon prices: AIM/CGE, IMAGE, MESSAGEix-GLOBIOM, POLES, REMIND-MAgPIE,

and WITCH-GLOBIOM, as provided in (McCollum et al., 2018) (thereafter, M18). Four sce-

narios are considered for each model: a scenario reflecting current policies, a scenario where

Nationally Determined Contributions (NDC) are implemented, and two scenarios with global
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carbon budgets of 1,000 and 400 Gt CO2 until 2100, corresponding to 2°C and 1.5°C targets,

respectively. The model results are available at the regional level, with the following five ag-

gregated regions: OECD90+EU (OECD as it was in 1990 and EU countries), REF (“Reforming

economies” indicating the former Soviet Union), LAM (Latin America), MAF (Middle East and

Africa), and Asia (remaining Asian countries, including China).

M18 quantified the investments in the energy system required to achieve these climate goals

through carbon pricing while developing energy supply across the 21st century and minimised

the total discounted cost of mitigation (intertemporal optimisation) or the step-by-step costs

supported by the economy (recursive dynamics). These costs include investments, fuel costs,

operation and maintenance costs, and welfare loss due to lower consumption. Satisfying the

carbon budget constraint requires high carbon prices, incentivising investments in energy ef-

ficiency and low-carbon energy sources, disincentivising carbon-intensive energy production,

and reducing energy demand. This in general leads to a decrease in the CO2 intensity of GDP.

Low-carbon investments are thus negatively correlated with the CO2 intensity of GDP in 2030

across the scenarios, both at the global and regional levels (Figure II.1).

To calculate the CO2 emission reduction in 2030 for given low-carbon investments, we fol-

low two successive steps. First, for each model and region, we linearly regress the carbon

intensity of GDP in 2030 (in kg CO2 per USD2020) against the cumulative low-carbon invest-

ment over 2021-2030 across all scenarios. Second, for each model, we apply these relationships

on a region-by-region basis to calculate the reduction of the carbon intensity of GDP for given

low-carbon investments and deduce the emission reduction by using the GDP growth forecast

of the International Monetary Fund (IMF). Considering CO2 intensity per GDP unit enables

us to account separately for the effects of i) low-carbon investments on carbon intensity and ii)

COVID-19 and fiscal stimuli on economic activity, which are already included in the IMF analy-

sis. Low-carbon investments over 2021-2030 should decrease CO2 emissions after 2030 as well,

but we focus on emission reductions until 2030. The emission reductions before 2030 were lin-

early interpolated. The method discussed here is useful for our purpose, but one should bear

in mind that it carries certain limitations arising from the use of IAM simulations driven by

carbon prices, among others (see Section 4).

More technically, the regression slope cr, m represents the change in CO2 intensity of GDP

in 2030 (in kg CO2/USD) in region r estimated from model m, accompanied by cumulative

low-carbon investments of 1 billion USD between 2021 and 2030. Thus, increasing low-carbon

investments by δIr over this period yields a change in the regional carbon intensity of GDP,

δ er,m.
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Figure II.1: Relationship between the CO2 intensity of the GDP in 2030 and the 10-year (2021-2030)
cumulative low-carbon investment in billion USD obtained from IAMs in M18. The monetary unit is
USD2020. Each curve is composed of four points, one for each scenario, each panel is for a different
region: Asia, LAM: Latin America, MAF: the Middle East and Africa, OECD: OECD as it was in 1990
and EU countries, REF: former Soviet Union, and the whole world.

δer,m (2030) = cr,m · δIr

As a result, the regional emission changes by δ Er,m (2030) = δ er,m (2030) · GDPr (2030) .

Regional GDP values in 2030 are based on IMF growth projections of October 2021 for 2021-

2026 (IMF, 2021), extrapolated until 2030. The sum of δ Er,m across regions gives the change in
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global emissions.

To estimate the increase in low-carbon investments until 2030, we use the classification

of the Oxford Recovery Project (United Nations Environment Programme, 2021). In M18,

low-carbon investments cover “investments into renewable electricity and hydrogen produc-

tion, bioenergy extraction and conversion, uranium mining and nuclear power, fossil energy

equipped with CCS, and the portion of electricity T&D and storage investments that can be at-

tributed to low-carbon electricity generation”. For consistency with IAMs, we consider invest-

ments only in the categories of “clean transport infrastructure, clean energy sector, building

upgrades and energy efficiency as low-carbon investments within the recovery packages.” The

other categories of green public investments are not considered as low-carbon investments:

namely, “clean research and development investment and natural infrastructure and green

spaces investments”, which are not modelled in IAMs analysed by M18. Recovery packages in-

ventoried by the Oxford Recovery Project are just partly dedicated to low-carbon technologies:

low-carbon investments amount to 511 billion USD, 20% of total recovery investments (Table

II.1).

The CO2 emissions pathway is obtained by subtracting the emission reduction from a base-

line pathway that does not account for recovery packages. The IEA ’Stated Policies Scenario’

from WEO (IEA, 2020) (thereafter STEPS2020) is used as a baseline because it includes only a

small fraction of recovery packages: low-carbon investments packages announced before mid-

2020 amounted to 63 billion USD (O’Callaghan et al., 2021) when STEPS2020 was developed.
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Table II.1: Total recovery investments by category. Data were obtained from the Oxford Recovery

Project report, which reflected data available in the Oxford Recovery Observatory up to February 2022.

In the Oxford Recovery Observatory, the total COVID-related fiscal spendings amount to 14.6 trillion

USD and fall into three categories: recovery spending, rescue spending, and unclear spending. Invest-

ments in “recovery spending” (total amount: 2.6 trillion USD) are shown in Table II.2.

Type Billion USD Share

Low-carbon investments: 511.2 19.7%
Buildings upgrades and energy efficiency
infrastructure investment

52.8 2.0%

Clean energy infrastructure investment 153.2 5.9%
Clean transport infrastructure investment 303.2 11.7%
Clean new housing investment 2.0 0.1%

Other investments: 2080.5 80.3%
Clean research and development investment 59.7 2.3%
General research and development investment 366.1 14.1%
Local (project-based) infrastructure investment 206.9 8.0%
Natural infrastructure and green spaces
investment

169.7 6.5%

Other large-scale infrastructure investments 438.4 16.9%
Traditional energy infrastructure investments 40.5 1.6%
Traditional transport infrastructure investments 604.0 23.3%
Disaster preparedness and capacity building 177.0 6.8%
Military investments 18.2 0.7%

Total 2591.7

Table II.2: Low-carbon recovery investments by region. Data were obtained from the Oxford Recovery

Project report. See the caption of Table II.1.

Region δIr (Billion USD)

ASIA 46.1
LAM 3.6
MAF 0.7
OECD 460.8
REF 0
Total 511.2

2.2 WEO scenarios of IEA

The second approach is based on the WEO reports from 2020 and 2021 (IEA, 2020, 2021).

We consider the following three scenarios proposed by the IEA: STEPS2020, its update in

2021 (STEPS2021), and the Sustainable Development Scenario (SDS2020). STEPS are scenar-

ios “which reflects current policy settings based on a sector-by-sector assessment of the specific

policies that are in place, as well as those that have been announced by governments around

the world.” STEPS2020 and STEPS2021 incorporate NDCs and recovery measures adopted
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before mid-2020 and mid-2021, respectively. SDS2020 has the same assumptions as those in

STEPS2020 regarding economic growth, except that stringent climate and sustainable develop-

ment policies are implemented in SDS2020: “a surge in clean energy policies and investment

puts the energy system on track to achieve sustainable energy objectives in full, including the

Paris Agreement, energy access and air quality goals”.

These storylines describe the evolution of the energy system until 2050, from the extrac-

tion of fossil fuels to final energy use, energy markets, and investments required to satisfy

the energy demand. The storylines are implemented to the World Energy Model (WEM), a

technology-rich and data-intensive model. WEM computes how the energy system evolves to

meet exogenous energy demand without feedback on the economy. STEPS2020 and SDS2020

have the same GDP growth.

SDS2020 incorporates a plan (sustainable recovery plan) designed to foster economic re-

covery while mitigating climate change. This plan is a set of various climate policies, from

regulatory frameworks to market design and fiscal incentives, modelled with high granular-

ity. For instance, the lifetimes of nuclear plants are extended, stronger standards are applied

to domestic appliance energy efficiency, coal-fired powerplants are retired early or retrofitted

to capture and store carbon, and motorway speed is reduced. Decarbonisation is not primar-

ily driven by public investment: governments create appropriate policy frameworks including

carbon pricing, but 70% of these investments are realised by private companies and are thus

assumed to come from private finance.

2.3 Adaptative Regional Input-Output model

The third approach developed by S21 analyses the impact of the pandemic and fiscal stimuli

on global emissions. The description of the economic impact of the pandemic focuses on the

propagation of shocks through supply chains, including the interdependencies across different

sectors and regions. They applied to this case study an Adaptative Regional Input-Output

model (ARIO) (Hallegatte, 2008), which is designed to study the economic consequences of

disasters.

It describes the economy as a set of households and producers belonging to different sectors

and regions. Households create the final demand, and the supply from producers creates an in-

termediate demand. The production by a sector ∆ of a good α requires three production factors:

exogenous capital, exogenous labour, and other intermediate goods. Initially, production meets

demand. Then comes the pandemic and associated restrictions: a temporary labour shortage
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in sector ∆ leads the production of good α to decrease. Substitution between factors is assumed

to be impossible as actors cannot make the necessary adjustments on time. The demand of ∆

for intermediate goods shrinks (backward propagation), as well as the downstream production

that requires α (forward propagation). Firms can overproduce to rebuild their inventories to

overcome the disruption, as labour and capital are not fully employed at pre-crisis production

levels. Intermediate demand increases and then returns to the pre-crisis level. Furthermore,

fiscal stimuli increase final demand: a 1 billion USD fiscal stimulus targeting sector ∆ is mod-

elled as an increase of 1 billion USD of final demand for α. CO2 emissions are computed as

the sum over all sectors of their activities multiplied by their exogenous emissions factor. The

global carbon intensity of GDP is therefore susceptible to vary as the weight of different sectors

and regions in the global economy changes and as emissions factors evolve exogenously.

S21 analysed several emissions pathways, termed fiscal stimuli (FS) scenarios, which differ

by the severity of the pandemic and the fiscal measures taken until 2024 to mitigate economic

damages. They differ in three regards: (i) the size of stimuli (“current FS” as of mid-2020 and

“FS+” where fiscal stimuli amount to 10% of 2019 GDP in major economies, both distributed

until 2024), (ii) the distribution across sectors (either targeting high-technology sectors or heavy

industry, or keeping the current distribution), and (iii) the evolution of the emissions factor of

each sector, to account for climate policies beyond fiscal stimuli. Furthermore, three cases are

considered for emissions factors: in one case, they remain at the current level (Carbon Intensive

Scenario (CIS)). The other cases were derived from the WEO of 2019: emissions factors either

evolve consistently with the SDS scenario (SDS emissions factors) or the Stated Policy scenario

(SPS emissions factors).

The main difference between ARIO and the other model approaches considered here is that

ARIO explicitly models dynamic changes in activity levels. This enables a realistic account of

the economic decline and rebound following the pandemic, whereas partial or general equilib-

rium models like the IAMs in M18 might overestimate short-term flexibility and substitution

possibility (Hallegatte, 2008). But, contrarily to these IAMs, there is no ‘investment’ in ARIO

that could increase means of low-carbon production because capital is exogenous. Mitigation

measures appear only through sectoral carbon intensities.
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3 Results

3.1 Linear regressions between low-carbon investments and carbon

intensity

While the goodness of fit is very high in a majority of IAMs, IMAGE displays poor correlations
(Table II.4). The regional regression slopes are highly model-dependent but negative through-
out, except those of a few regions in IMAGE. Low-carbon investments are positively related to
the carbon intensity of GDP in those regions of IMAGE because energy demands in IMAGE are
so sensitive to the carbon price driving the simulations that energy demands shrink in response
to high carbon prices, unlike those in most other IAMs (Tanaka et al., 2022). Poor correlations
can also be seen in the results of WITCH-GLOBIOM, in which some regions are affected by the
same phenomenon. Thus, the relationship between low-carbon investments and the carbon
intensity of GDP holds only in a subset of IAM simulations we examine. For the sake of the
analysis, we disregard these two models and apply the correlations estimated from other four
models in the rest of this study.

Table II.3: Estimates of cr,m (in (kgCO2/USD) / (billion USD)) of each model and region. cr,m represents

the change in CO2 intensity of GDP in 2030 (in kgCO2/USD) associated with an increase of 1 billion

USD in low-carbon investments during the period 2021 to 2030.

cr,m Model

Region AIM/CGE IMAGE MESSAGEix-

GLOBIOM

POLES REMIND-

MAgPIE

WITCH-

GLOBIOM

ASIA −5.9 × 10−5 −1.2 × 10−5 −8.8 × 10−5 −1.4 × 10−4 −4.7 × 10−5 −1.6 × 10−4

LAM −2.9 × 10−4 6.1 × 10−4 −3.1 × 10−4 −3.8 × 10−4 −1.2 × 10−4 −1.5 × 10−4

MAF −5.1 × 10−4 1.1 × 10−3 −4.5 × 10−4 −4.0 × 10−4 −2.3 × 10−4 −8.6 × 10−5

OECD90+EU −4.2 × 10−5 1.1 × 10−4 −7.1 × 10−5 −3.5 × 10−5 −1.3 × 10−5 −4.6 × 10−5

REF −6.4 × 10−4 −2.2 × 10−3 −5.2 × 10−4 −3.7 × 10−3 −1.2 × 10−3 −1.2 × 10−3

Table II.4: R2
r,m, the determination coefficient of the regression of the carbon intensity of GDP in 2030

against the cumulative low-carbon investment over 2021-2030.

R2
r,m Model

AIM/CGE IMAGE MESSAGEix-

GLOBIOM

POLES REMIND-

MAgPIE

WITCH-

GLOBIOM

ASIA 0.995 0.001 0.946 0.999 0.992 0.914

LAM 0.971 0.851 0.944 0.999 0.907 0.387

MAF 0.985 0.339 0.953 0.979 0.992 0.551

OECD 0.994 0.463 0.920 0.851 0.948 0.998

REF 0.985 0.705 0.849 0.995 0.995 0.996
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3.2 Emissions pathways

The emission reduction obtained from the first approach using our estimate of green recovery

packages (Table II.2) is 0.5-2.2 GtCO2/year in 2030, which represents merely a 1%-6% emission

reduction from the baseline level (Figure II.2 and Table II.5). This reduction is small: for com-

parison, the 2030 emissions level in SDS2020 is 8.98 GtCO2/year lower than in STEPS2020. This

2030 emissions reduction in SDS2020 of 25% from 2019 levels is within the range of emission

pathways towards the 1.5°C target with a high overshoot (IPCC, 2022).

Figure II.2: Global total anthropogenic CO2 emissions pathways (in GtCO2/year) until 2030.
The black curve represents historical emissions until 2020 from the Global Carbon Project (GCP)
(friedlingsteinGlobalCarbonBudget2022). The black cross represents the estimate by the Carbon Mon-
itor (Liu et al., 2020). The red curves are based on IEA WEO scenarios. The green curve represents the
multi-model mean of emissions pathways obtained by subtracting the emission reduction based on the
correlation with low-carbon investments from the STEPS2020 baseline. The green area represents the
multi-model range of such emissions pathways. Blue curves are obtained from S21: The most carbon-
intensive scenario has CIS emission factors, FS+ targeting heavy industries. The current stimuli scenario
has current FS and SPS emissions factors. The ‘greenest’ stimuli scenario has current FS targeting high-
technology sectors and SDS emission factors. All emissions pathways are adjusted to match the GCP
estimates for 2019 (see supplements 5.3 for scenario corrections).

3.3 Low-carbon investments and emission reductions

Investment and emission reductions in IAMs The slopes of the linear regression (Fig-

ure II.1, Table II.3) can be used to infer the amount of low-carbon investment in each region be-

tween 2021 and 2030 required to reduce emissions by 1 tCO2/year in 2030 [USD/ (tCO2/year)],

which is given as −1000
cr,m×GDPr(2030) (where GDPr(2030) is in billion USD). At the global scale, low-
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carbon investments per t CO2 of emission reduction in 2030 are obtained by dividing the global

post-COVID low-carbon investments (Table II.2) by the amount of resulting emissions reduc-

tion in 2030 (Table II.5). This quantity was estimated to have a range from 230 to 1,120 USD/ (t

CO2/year) across the IAMs, with a multi-model mean of 540 USD/ (t CO2/year). The compar-

ison between STEPS2020 and SDS2020 returns similar results: low-carbon investments during

the 2021-2030 period in SDS2020 are higher by 570 billion USD/year than in STEPS2020. This

corresponds to an additional cumulative investment of 5,690 billion USD. The emissions differ

by 8.98 GtCO2 in 2030, resulting in a low-carbon investment per tCO2 reduction of 633 USD/

(tCO2/year).

By using the same IAM results as in our study (i.e. data from M18), A20 estimated that

additional low-carbon investments of 300 billion USD/year until 2024 (hence, 1,500 billion USD

until 2024) were required to put the energy system on track to achieve the 1.5°C target. Our

corresponding estimate is 410-1,220 billion USD/year (see SM4). The A20 estimate is slightly

below our range, which can be explained by the following methodological differences between

the two studies. Firstly, when deriving the relationship between low-carbon investments and

emission reductions from IAMs, A20 considered only 1.5°C and current policies scenarios till

2024 at global level, whereas our study considered four scenarios (including NDC and 2°C

scenarios) till 2030 at regional level. Secondly, while A20 used the results from all available

IAMs, our study excluded a subset of IAMs that exhibits energy demand being very sensitive

to carbon prices. Thirdly, we incorporated the effect of GDP growth in estimating emission

reductions, which was not considered in A20. Fourthly, the scope of low-carbon investments

considered in A20 is wider than that in our study (and therefore that in M18).

We further note that, whereas A20 and our study reached similar estimates of required

low-carbon investments, the two studies provide different yet complementary perspectives.

A20 emphasized how little the required low-carbon investment is, compared to the massive

COVID-related fiscal spendings, calling primarily for more green recovery investments. In

contrast, our study focuses on the estimate of current green recovery packages and argues

that current green recovery packages are inadequate for achieving the 1.5°C target of the Paris

Agreement and highlights the need for other measures to support climate mitigation efforts, as

discussed in the rest of this paper.

Fiscal stimuli and emissions in ARIO We have a few remarks regarding the role of fiscal

stimuli in S21. In the third approach, an analysis of the results shows that the main driver of

emission levels is the assumed emissions intensity of each sector In 2024, the emission levels

in scenarios with SDS and CIS sectoral carbon intensities are about 8% lower and 20% higher

than in the reference scenario (based on SPS carbon intensities, “current fiscal stimulus size”,

“current fiscal stimulus structure”). In contrast, the emission levels change by just less than
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0.3% across different structures and sizes of fiscal stimulus for a given set of carbon intensities.

Hence, varying the size and structure of fiscal stimuli has a minor impact compared to the

choice of sectoral carbon intensities.

In the third approach, neither the size nor the structure of fiscal stimuli plays a decisive role:

prioritising high-tech industries over heavy industries is insufficient to reduce emissions. This

approach provides useful insights into the short-term emission decline and rebound following

the pandemic through supply chains across different sectors and regions. However, such an

approach is of lesser use to assess the role of fiscal stimuli on emission pathways involving the

longer-term decarbonization of energy system because emission levels are essentially the direct

outcome of the choice of sectoral carbon intensities, which are not driven by the fiscal stimuli.

4 Discussion and conclusions

This study provides insight into the claim that low-carbon investments included in the re-

covery packages will not induce a sufficient change in the energy system to achieve the Paris

agreement targets (Rochedo et al., 2021; Tanaka et al., 2022; United Nations Environment Pro-

gramme, 2021). It should however be noted that the use of the investment-emission relation-

ships has three caveats. Firstly, it focuses on low-carbon investments, only a very small frac-

tion of fiscal stimuli, leaving fossil fuel investments that also influence emissions. Secondly,

fiscal stimuli in the real world can be only coarsely related to low-carbon investments in IAMs.

Thirdly, low-carbon investments are just partially related to CO2 emissions reductions in the

results of IAMs that are driven by carbon prices. These imply that the use of the investment-

emission relationships may lead to an overestimation of CO2 emission reductions per unit in-

vestment. Each of the three caveats are discussed below.

Firstly, the investment-emission relationships only reflect a tiny part of the total fiscal stim-

uli (i.e. 511 billion USD of low-carbon investments for the total fiscal stimulus of more than

18 trillion USD). Although the recovery of economic activity through fiscal stimulus mea-

sures is factored into the estimates of GDP levels in 2030, this approach assumes that only

low-carbon investments affect the emissions intensity of GDP. Measures supporting carbon-

intensive industry within fiscal stimuli are neglected, as well as recovery investments dedicated

to carbon-intensive sectors (40 billion USD for traditional energy infrastructure and 600 billion

USD for traditional transportation infrastructures), but could increase the carbon intensity of

GDP. Hence, the focus on low-carbon investments may lead to an overestimation of subsequent

emission reductions.

Secondly, low-carbon investments in recovery packages cannot be related unambiguously
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to low-carbon investments in IAMs for two reasons: i) investments are not categorised in the

same way between the Oxford Recovery Project database and IAMs, and ii) the allocation of in-

vestments across sectors and regions is different. Low-carbon investments modelled by IAMs

are mainly supply-side investments (70% of low-carbon investments (IEA, 2020)). In con-

trast, the supply side represents only 30% of current low-carbon recovery packages through

clean energy infrastructure investment (Table 1). The current regional allocation of the low-

carbon investment package is different from the allocation in cost-effective mitigation path-

ways in IAMs. 90% of the low-carbon investments from recovery packages are deployed in

OECD90+EU countries. 9% are deployed in Asia, less than 2% in Latin America, the Middle

East and Africa, and 0% in the former Soviet Union. These mismatches of regional allocations

will limit the global efficiency of the investments, as also pointed out in the latest version of

the WEO (IEA, 2021) and the associated Sustainable Recovery Tracker updated in February

2022 (IEA, 2022). The use of the suboptimal investment allocation in the optimal IAM results

implies that the amount of emission reductions for given low-carbon investments may be over-

estimated.

Thirdly, in the IAM results we analysed, low-carbon investments do not fully explain CO2

emissions reductions because these IAMs are driven by carbon pricing that can induce changes

in CO2 emissions also through other pathways. In IAMs, an increase in carbon prices incen-

tivises investments in energy efficiency and low-carbon energy sources, disincentivises carbon-

intensive energy production, and reduces energy demand to satisfy the carbon budget con-

straint (Tanaka et al., 2022). The impact of low-carbon investments alone is limited: Rochedo et

al. (Rochedo et al., 2021) used IAMs that directly simulated low-carbon investments (i.e. with-

out driven by carbon pricing) and has shown that, even if the recovery investments represent a

significant part (17-35%) of the investments in low-carbon technologies until 2030, they reduce

emissions by only a small fraction (3-7%) of what is needed to achieve the 1.5°C target. Low-

carbon investment is only one of the levers mobilised in the models to achieve a given climate

policy target. This also suggests that the use of the investment-emission relationships may lead

to an overestimation of emission reductions.

Our numerical analysis based on the investment-emission relationship suggested that near-

term CO2 emission reductions to be realized through current green recovery packages would

be insufficient for climate mitigation toward the 1.5°C target. The final discussion here further

suggests that such emission reductions may even be an overestimate due to the methodolog-

ical limitations. Counterbalancing the rebound of emissions stimulated by fiscal stimuli and

ensuring emission reductions on a long-term basis requires broader measures to disincentivize

the use of fossil fuels, incentivise demand-side requirements, and make the most of low-carbon

investments deployed by governments.

31



CHAPTER II. POST-COVID-19 EMISSIONS PATHWAYS REFERENCES

Table II.5: Emissions reduction in 2030 (in GtCO2/year) calculated from its correlation with low-carbon

investments found in the Oxford Recovery Project database.

Model

Emission reduction in 2030

(GtCO2/year)

As a percentage of

baseline emissions level

in 2030

AIM/CGE 1.30 3.7%

MESSAGEix-GLOBIOM 2.22 6.2%

POLES 1.26 3.5%

REMIND-MAgPIE 0.46 1.3%
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5 Supplements

5.1 Calculations underlying investment-emissions relationships

The definition of each region can be found in M18.

5.1.1 Mathematical formulation

Following M18, we consider as low-carbon investments the investments dedicated to : ’renew-

able electricity and hydrogen production, bioenergy extraction and conversion, extraction and

conversion of nuclear energy, fossil energy equipped with CCS, and the portion of electricity

T&D and storage investments that can be attributed to low-carbon electricity generation ’.

The low-carbon investments in McCollum et al. (2018) expressed as a share of GDP be-

tween 2021 and 2030 are negatively correlated with the CO2 intensity of GDP in 2030 across

the scenarios, both at the global (Figure 1) and regional levels. For each aggregated region r

(including the World) and each model m, and scenario s we denote is
r,m(t) the low-carbon in-

vestment at time t divided by MER GDP: the average annual low-carbon investment as a share

of GDP over 2021-2030 is equal to:

is
r,m =

1
5

is
r,m(2020) +

11
20

is
r,m(2025) +

1
4

is
r,m(2030)

The emission intensity in 2030 is noted es
r,m(2030) = Es

r,m(2030)
GDPs

r,m(2030) . For each pair (r,m), we ap-
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ply a linear regression between the ’observed value’ es
r,m (2030) and the ’explanatory variables’

is
r,m. The regression slope is noted cr,m.

Increasing yearly low-carbon investments by δIr(k),k ∈ [2021,2030] (where k is the year)

yields a change in the carbon intensity of GDP of:

δer,m(2030) = cr,m · 1
10 ∑2020k≤2030

δIr(k)
GDPr(k)

(Eq 1)

δIr =
Pr
10 , where Pr is the low-carbon investment within recovery package of region r, be-

cause investments are assumed to be evenly distributed until 2030. The following regional

emission change in 2030 is δEr,m(2030) = δer,m(2030) · GDPr(2030), and we sum across regions

to obtain the global emission reduction:

δEm(2030) = ∑
r

δEr,m(2030)

The 2030 global emission level is obtained by adding δEm(2030) (which is negative) to the

2030 CO2 emission level projected in STEPS2020: E(2030) = ESTEPS2020(2030)+ δEm(2030). The

emissions reductions between 2021 and 2030 are growing linearly from zero to δEm(2030) :

E(t) = ESTEPS2020(t) + t−2020
10 δEm(2030) for t between 2021 and 2030.

5.1.2 Mathematical caveat

The relation between low-carbon investments and the carbon intensity of GDP cannot be al-

ways linear, because of an aggregation issue. Assume that it is linear, and that we have one

region R composed of two sub regions R1 and R2. We would have:

δ E = cRδIRGDPR = cR(δIR1 + δIR2) (GDPR1 + GDPR2)

δ E = cR1δIR1GDPR1 + cR2δIR2GDPR2

Which implies cR = cR1 = cR2 = 0 if the relations must be true for all values of δIR1and δIR2.

Therefore, the relation should be considered as a local linearisation and used carefully.
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5.2 Cumulated investment abatement cost

For a total green recovery package of Y $ yielding an emission reduction of X tCO2/year in

2030 compared to a reference scenario, we define the ’cumulated investment abatement cost’

as Y/X. Conversely, if one uses the investment-emission relationship to compute required cu-

mulated low-carbon investments to reduce emissions by X tCO2/yr. in 2030 compared to a ref-

erence scenario, the necessary amount X * CIACW, where CIACW is the ’cumulated investment

abatement cost’ for the whole world, that is to say without using the regional disaggregation

as investments should be distributed as in the model. Extension of IMF forecasts

The IMF forecasts only goes until 2026. We extended the growth rates forecasts until 2030

by linearly extrapolating regional growth rates, and the dollar inflation rates which reaches

2\% in 2030 (extrapolation starts in 2027) (Figures II.3 & II.4 .)

Figure II.3: Inflation rate forecast: IMF 2023-2026, extrapolation 2027-2030

Figure II.4: Gross domestic product (market exchange rates) growth rate. Forecast: IMF 2023-2026,
extrapolation 2027-2030.
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5.3 Scenarios corrections

The scenarios are derived from 4 datasets, that have different estimations of the CO2 emissions

levels. Therefore, we assume that we can correct them in order to ease the comparison.

1/ The GCP was used for historical fossil CO2 emissions and land use CO2 emissions. We

also used it as a reference to make all emissions forecasts start at the same level.

2/ The IEA emissions pathways only include energy and industry CO2 emissions. IEA

emissions pathways start in 2015. Between 2015 and 2019, the levels between IEA estimate and

GCP fossil fuel estimates differ on average by 1.013 GtCO2/yr. Hence, we add this difference

to future IEA emission levels.

3/ The Carbon monitor estimate for 2019 is 1.384 GtCO2/yr lower than the GCP estimate.

We add this difference to the 2020 and 2021 carbon monitor emission levels.

4/ The S21 emissions forecasts include 79 countries that are responsible for 90\% of 2017

global emissions. As we are interested in global emissions, we scale the S21 estimates, by

multiplying the emissions levels by 100/90. The S21 emissions pathways start in 2017, and the

difference with GCP between 2017 and 2019 after scaling is still 5.34 GtCO2/yr. We add this

difference to 2020 to 2024 S21 estimates.

Finally, the land-use emissions over the past five years (2016-2020) are 3.65 GtCO2/yr ac-

cording to GCP. As land-use emissions are stable over the past five years, we assume that land-

use emissions will remain constant over the next ten years, and add this average of 3.65GtCO2/yr

to the IEA pathways, the Carbon monitor estimate and the S21 emissions forecasts.
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Extended abstract

Context and aims of the chapter

The large-scale deployment of carbon dioxide removal techniques required to achieve ambi-

tious mitigation targets raises sustainability questions. Mitigation scenarios produced by IAMs

often rely on intensive use of BECCS and afforestation, which could have adverse effects on

food security, water and nutrient resources (Fajardy et al., 2021; Fuss et al., 2018; Köberle, 2019;

Li et al., 2021). For this reason, many studies have emphasized the need to explore comple-

mentary CDR methods. This chapter explores one of them: the enhanced weathering (EW) of

basalt.

Geochemical weathering is a natural process that erodes rocks and mineralizes atmospheric

CO2, sequestering it for millions of years. This phenomenon affects the carbon cycle over geo-

logical timescales (Lenton & Britton, 2006). Enhanced weathering is a carbon dioxide removal

solution that aims at accelerating this natural process by increasing the reactive surface of sil-

icate or carbonate-rich rocks by grinding and applying them to conductive locations. EW is a

low-tech carbon dioxide removal and can thus be scaled up rapidly, with no carbon dioxide

storage infrastructures required, contrarily to direct air carbon capture and storage or bioen-

ergy with carbon capture and storage. However, EW is energy-intensive: rocks must be ex-

tracted, grounded, transported to suitable application sites and spread over soils. To reduce

the energy consumption of rock grinding, alternatives have been suggested: coastal applica-
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tion taking advantage of the kinetic energy of waves to erode the rocks (Fakhraee et al., 2023;

Hangx & Spiers, 2009; Renforth & Henderson, 2017), or the use of industrial waste (Bullock

et al., 2021; Santos et al., 2023), including mine tailings (Bullock et al., 2022; Wilson et al., 2009)

and steel slag (Reddy et al., 2019). The carbon dioxide removal potential of EW has been as-

sessed in previous publications (Beerling et al., 2018, 2020; Fuss et al., 2018; Kantzas et al., 2022;

Renforth, 2012; Renforth, 2019; Smith et al., 2016). Its role in future mitigation strategies has

been explored with IAMs such as REMIND-MAgPIE (Strefler et al., 2018, 2021a) and GCAM

(Fuhrman et al., 2023), which have notably considered aspects of energy and land use. These

works suggest a significant potential contribution of EW to climate change mitigation.

In addition to carbon dioxide removal, EW of silicates has been advocated as a means of

improving soil quality, particularly in agricultural areas, by limiting soil acidity and replacing

fertilizers and lime (Barak et al., 1983; Beerling et al., 2018; Hinsinger et al., 1995; Van Straaten,

2006). Basalt in particular has attracted attention because it contains elements that are essential

for plant growth, in particular phosphorus (deoliveiragarciaImpactsEnhancedWeathering2020),

with low concentrations of harmful elements such as nickel or chromium, unlike other fast

weathering rocks such as olivine (Beerling et al., 2018). The fertilizing potential of basalt could

therefore be used to increase the land carbon sink. Since the fixation of carbon dioxide through

photosynthesis is limited by low soil fertility in a wide range of ecosystems, it could theoreti-

cally be possible to enhance ecosystem carbon storage by spreading nutrient-rich basalt dust:

this is what D. Goll called the biotic CDR pathway of EW (Goll et al., 2021), in contrast to the

abiotic or geochemical mineralization of CO2. Using ORCHIDEE-CNP, a land-surface model

that resolves how phosphorus stimulates ecosystems, D. Goll and his co-authors (which in-

clude my two PhD supervisors, K. Tanaka and P. Ciais) have estimated that the biotic CDR

could be larger than the geochemical CDR from EW. Since their results are based on an ideal-

ized scenario in which large quantities of basalt are applied everywhere all at once, we cannot

directly deduce what the potential role of this method could be in a mitigation pathway (Tan

& Aviso, 2021). Furthermore, existing IAMs studies have only considered applications of EW

in agricultural areas, without accounting for the effects on vegetation productivity due to nu-

trient inputs. The objective of the research presented in this chapter is thus to address this gap,

by assessing the potential of enhanced weathering, including the biotic effect, in cost-effective

mitigation pathways. This study, entitled Leveraging ecosystems responses to enhanced rock

weathering in mitigation scenarios (Y. Gaucher, K. Tanaka, D. Johansson, D. Goll, P. Ciais, 2023)

is currently under review in Nature Communications.
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Methods

This work is based on a coupled model that I developed during my thesis, GET-ACC2, which

produces least-cost energy transition pathways while keeping endogenous climate variables,

such as global-annual mean temperature, within prescribed constraints. I started from two

pre-existing models: the GET model, a model of the energy system, and the ACC2 model, an

aggregated model of climate, the carbon cycle and atmospheric chemistry. The GET model is

a partial equilibrium model of the global energy system with a single region. GET calculates

least-cost scenarios with perfect foresight, to meet the energy demand in 5 end-use sectors, and

computes the CO2, CH4 and N2O emissions of the energy system. The model was developed

and maintained at Chalmers University of Technology (C. Azar & Lindgren, 2003; C. A. Azar et

al., 2000), and is notably one of the first models that introduced bioenergy with carbon capture

and storage, called “BECS” (C. Azar et al., 2006). A single-region version coupled with a simple

carbon cycle and climate model, GET-Climate (C. Azar et al., 2013), was shared with me by

Daniel Johansson. I updated the costs of energy supply technologies and of electric vehicles,

which had become obsolete in view of the recent decline of the costs of wind turbines, solar

photovoltaic panels and batteries, and I replaced the climate and carbon cycle module with

ACC2.

Furthermore, I developed and added a module for enhanced weathering to the model. It

has two main components. The first one is the representation of the supply of basalt dust from

rock mining to soil amendment. This component is coupled to the energy system model, as

energy is used during each step of the process. The model distinguishes application to agricul-

tural land or forests, without further spatial disaggregation. Forests application incurs higher

costs since it is assumed that not all suitable areas can be accessed via tractors. Aircrafts are thus

required to spread basalt dust over forest, similar to aerial liming (Bošel’a & Šebeň, 2018). The

second one is the representation of the processes associated with basalt once it has been added

to soils, including the weathering and carbon dioxide removal through geochemical and biotic

processes. The application to agricultural land does not increase the land carbon sink because

the biomass is harvested. Therefore, biotic CDR only occurs in forests. Our weathering model

is relatively simple. It has been designed to reproduce the results of the ORCHIDEE-CNP

land surface model. In our weathering model, basalt amendment increases a stock of undis-

solved basalt in agricultural or forest soils, of which a fixed proportion dissolves each year.

Dissolution of basalt is assumed to remove atmospheric CO2 immediately via the geochemical

pathway. Dissolution of basalt in forest soils also releases phosphorus, which accumulates in

soils and gradually leaches into inland waters. We added a phosphorus enhancement factor to

the net primary productivity (NPP) in ACC2 so that the land carbon sink in ACC2 increases
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with the amount of soil phosphorus, but this effect saturates with increasing application.

Results

We assess the role of EW in least-cost mitigations pathways to four climate target cases: 1.5°C

and 2°C, with or without overshoot. Since the 1.5°C without overshoot is not feasible with the

model, we allow for a relatively low overshoot of 0.2°C above this limit. Three use cases are

compared: no EW, EW on croplands only (the use case that is usually assessed) and EW on

croplands and forests. Our results show that EW can be applied on forests as a cost-effective

solution for two contrasted reasons depending on the temperature target. In the 2°C scenario,

carbon prices are typically lower, and EW is applied only to a limited extent, implicitly target-

ing the most reactive application sites, allowing for a more cost-efficient CDR, and the total

cost reductions are relatively modest. In the 1.5°C scenarios with overshoot, emission reduc-

tions are delayed and compensated by huge (and possibly unrealistic) amount of CDR, strongly

reducing the net present value of policy costs. As a consequence, carbon prices reach very high

levels in the end of the century, and forest application is used because it increases the surface

area available for EW. In this case, most of the CDR is due to the geochemical effect because

the biotic effect is saturated. We also analyze to what extent EW can replace BECCS: in no- or

low-overshoot cases, EW partly substitutes for BECCS, whereas in high-overshoot cases, EW

rather adds up with BECCS. This affects the willingness to pay for bioenergy calculated by the

model, which may be linked to food prices through market mechanisms in the real world. We

also analyzed the robustness of our results to a wide range of parameter uncertainty, following

two procedures: a latin hypercube sampling procedure to quantify uncertainties, and a Morris

sampling procedure to assess the sensitivity of the results to each parameter. In particular, it

shows that the use of EW is strongly dependent on the assumed weathering rates.

Limits

Our model is highly aggregated, to limit modelling and numerical complexity. This leads to

a lack of realism at several levels. First, we assume that the basalt dissolves following an ex-

ponential law. This is convenient, as it allows us to have only one variable to represent the

undissolved basalt. However, in reality, the weathering rate of basalt decreases with time as

the reduction in grain size reduces the reactive surface area. Weathering should follow complex

dynamics, depending on local biological and hydrological processes, albeit with large uncer-

tainty (Calabrese et al., 2022). Second, we did not consider any supply-side limit to basalt

application, resulting in (potentially unrealistic) massive rock extraction in our scenarios. Fi-
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nally, the environmental impact of the technique is not explicitly considered in our analysis.

Some of the side-effects of the application of basalt dust to natural areas are analyzed in (Goll

et al., 2021) and its appendix.
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Leveraging ecosystems responses to enhanced rock

weathering in mitigation scenarios

Abstract

Carbon dioxide removal (CDR) is deemed necessary to attain the Paris Agreement’s climate ob-

jectives. While bioenergy with carbon capture and storage (BECCS) has generated substantial

attention, sustainability concerns have led to increased examination of alternative strategies,

including enhanced rock weathering (EW). We analyse the role of EW under cost-effective mit-

igation pathways, by including the CDR potential of basalt applications from silicate weath-

ering (geochemical CDR) and enhanced ecosystem growth and carbon storage in response to

phosphorus released by basalt (biotic CDR). Using an integrated carbon cycle, climate and

energy system model, we show that the application of basalt to forests could triple the level

of carbon sequestration induced by EW compared to an application restricted to croplands.

EW also reduces the costs of achieving the Paris Agreement targets as well as the reliance on

BECCS. Further understanding requires improved knowledge of weathering rates and basalt

side-effects through field testing.

1 Introduction

Parties to the Paris Agreement committed to keeping global warming well below 2°C, and to

continuing their efforts to aim for 1.5°C of warming relative to the preindustrial level. Meeting

this goal requires reducing emissions at an unprecedented pace to reach carbon neutrality by

the middle of the century. Carbon dioxide removal (CDR) is known to be required to com-

pensate for both temporary overshoots of carbon budgets and for residual emissions that may

persist after emission reductions from all sectors. The longer the delay in emission reductions,

the greater the need for CDR(IPCC, 2022).

While bioenergy with carbon capture and storage (BECCS) and afforestation are so far the

most widely explored carbon dioxide removal solutions(Minx et al., 2018), concerns have been

raised regarding the technical feasibility and sustainability of BECCS at the scales envisaged in

the mitigation scenarios assessed by the IPCC(Rogelj et al., 2018). In particular, the amounts

of biomass needed to reach sufficient CDR levels could have high impacts on water, land and

nutrient use(Fuss et al., 2018; Li et al., 2021; Smith et al., 2016). Sustainable deployment of
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large-scale CDR thus requires the examination of alternative CDR portfolios (Chiquier et al.,

2022; Rueda et al., 2021). Enhanced weathering of basalt (EW) is an emerging and promising

CDR that consists in amending soils with basalt dust(Beerling et al., 2020; Hartmann et al.,

2013; Moosdorf et al., 2014; Renforth, 2012). As basalt erodes, the minerals released react with

CO2 and sequester carbon for at least several hundred years(Köhler, 2020), a process called

‘geochemical CDR’. Unlike BECCS, EW does not disrupt existing land use and is usually as-

sumed to be deployed on croplands (Beerling et al., 2020; Hartmann et al., 2013; IPCC, 2022;

Moosdorf et al., 2014; Renforth, 2012; Strefler et al., 2018), that are accessible for transporting

and spreading basalt. Furthermore, co-benefits of crop yields from amendment with basalt

have been studied in previous work, including dedicated experiments, showing improvement

of soils quality (Beerling et al., 2018) which could reduce fertilisers use(Kantola et al., 2017;

Kantzas et al., 2022), plant health, and yields (Beerling et al., 2024; Haque et al., 2019, 2020;

Kelland et al., 2020; Wang et al., 2024). Moreover, EW stimulates biomass production through

nutrients released during basalt dust dissolution, thereby increasing carbon sequestration and

storage in natural ecosystems. This additional CO2 removal process from EW called ‘biotic

CDR’ has only recently been quantified. Biotic CDR could potentially double the global CDR

of EW(Goll et al., 2021) (2-5 GtCO2 per year (Beerling et al., 2020; Fuss et al., 2018; Strefler

et al., 2018)), yet non-agricultural application is not part of CDR portfolios in existing assess-

ments (IPCC, 2022; Minx et al., 2018; Rueda et al., 2021). While EW presents co-benefits for

soils and ocean pH(Hartmann et al., 2013), emissions associated with extracting, crushing and

spreading basalt could partly offset the CDR potentials, depending on the underlying energy

mix (Eufrasio et al., 2022; Goll et al., 2021). Here we explore how the application of EW on

crop fields and forests could affect mitigation pathways using a new hard-linked carbon-cycle,

climate and energy system model that considers geochemical and biotic CDR and associated

energy requirements within a single framework. We quantified the potential CDR from EW for

ambitious climate mitigation pathways and the subsequent reduction in reliance on BECCS.

The addition of EW to the CDR portfolio of mitigation technologies could make ambitious cli-

mate targets achievable with lower mitigation costs(Strefler et al., 2021b). We thus examined

how EW affects mitigation costs, energy consumption and temperature pathways over the 21st

century in four climate target cases: 1.5°C scenarios with medium overshoot (up to 0.2°C) and

high overshoot (no limit) and 2.0°C scenarios with no overshoot and with high overshoot (no

limit). All three overshoot scenarios achieve the respective temperature target by 2100. In our

1.5°C medium overshoot scenario, we allow a higher overshoot than what is defined as low

overshoot scenarios in IPCC AR6 (up to 0.1°C), as the latter would lead to very large unre-

alistic short-term demand reductions in our model (Gaucher et al., 2022; Tanaka et al., 2022).

By taking advantage of our energy-climate modelling framework, we further highlight key

uncertainties that influence the role of EW for climate mitigation.
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Figure III.1: Integrated model of climate, carbon, and energy economics. This diagram highlights the
key processes resolved in the model related to BECCS and EW, and their interactions with the energy
and climate systems. Round boxes are exogenous projections. Key outputs are: (1) Energy production,
mix and associated costs. (2) Price-responsive energy demand (3) Resulting net GHG emissions from
the energy sector, including negative emissions from BECCS. (4) Costs and energy requirements of EW.
(5) Quantity of basalt applied on croplands or forest areas. (6) Geochemical CO2 capture from basalt
weathering. (7) CO2 capture from phosphorus-driven NPP increase (the biotic effect). (8) Global tem-
perature pathway.

We developed a new version of the partial-equilibrium energy model GET7.1 (C. Azar et

al., 2013; Johansson et al., 2020) , which we integrated with the aggregated carbon cycle, atmo-

spheric chemistry and climate model (ACC2 (Tanaka & O’Neill, 2018; Tanaka et al., 2007)). The

resulting coupled model GET-ACC2 (figure III.1) quantifies least-cost pathways where low-

carbon technologies, CDR, and abatement measures for CH4 and N2O are deployed to mitigate

climate change. The net present value of the social surplus (i.e. the sum of consumers surplus

minus the energy costs, discounted at a 5% rate) is maximised with perfect foresight, leading

to a preference for late spending, including late abatement. We also developed an EW module

and coupled it with the carbon cycle module of GET-ACC2, where the dissolution of basalt

directly removes atmospheric CO2, and delivers phosphorus to the soil which stimulates the

net primary production (NPP). The increase in terrestrial vegetation carbon storage is the dif-

ference between NPP and CO2 released from heterotrophic respiration, which are resolved

in ACC2 on a global-annual-mean basis. We emulated the stimulation of NPP through the

release of phosphorus from basalt performed by ORCHIDEE-CNP(Goll et al., 2017), a global

biosphere model that resolves the phosphorus cycle, in order to quantify the geochemical (abi-
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otic) and biotic CDR from basalt applied to forest ecosystems. The spatial heterogeneity of the

response of ecosystems to basalt application and the local factors driving additional biologi-

cal carbon sequestration have been discussed in Goll et al. (2021)(Goll et al., 2021). The biotic

CDR was found to be highly variable across regions, strongly dependent on ecosystem type,

and most effective where the natural background phosphorus availability was insufficient for

plants to benefit from increasing atmospheric CO2 and warming, notably in tropical and bo-

real forests(Goll et al., 2021). It should however be noted that this spatial heterogeneity is

only implicitly represented in the emulator (see Methods), and that we only accounted for the

phosphorus fertilisation effect on plants, not other effects of basalt weathering on soil microbes

and soil biota, or other biotic effects such as interactions with the nitrogen cycle, plant health

and resistance to pathogens(Vicca et al., 2022). To address parametric uncertainty, we sam-

pled uncertain parameters, such as equilibrium climate sensitivity (ECS), technology costs and

diffusion constraints, and EW parameters (see Methods and SI.2). When ECS exceeds 3.7°C,

keeping global warming below 1.7°C becomes infeasible with GET-ACC2. Consequently, we

set ECS at 3°C for the 1.5°C scenario with medium overshoot, while ECS is varied between 2°C

and 4.7°C(Sherwood et al., 2020) in all other scenarios. Unless otherwise noted, the reported

results represent the mean of simulations performed on this set of parameter samples.

2 Results

2.1 Enhanced weathering deployment

Under each climate target case, we assessed the following three CDR portfolios: i) BECCS only

(No EW), ii) BECCS with EW on croplands only (EW on CL), and iii) BECCS with EW on crop-

lands and forest areas (EW on CL+FA). In the latter, we assumed that basalt could be spread

over forest areas, yet with a significant energy and cost penalty compared to croplands. The

cost-effective magnitude of CDR from EW deployment is very contrasted across climate tar-

get scenarios (figure III.2): EW is more used to achieve 1.5°C than to achieve 2°C, and it is

also used more in high-overshoot than in medium and no-overshoot scenarios. EW is applied

when the net present value of future carbon removals, occurring in the years following basalt

application and extending over decades for biotic sequestration, outweighs application costs.

Cropland application costs range from 43to132 per ton basalt, increasing at higher application

levels due to prioritising accessible fields first, leading to higher transport costs for more re-

mote areas. It corresponds to 116to242 per ton of CO2 removed, within the range of existing

assessments (Beerling et al., 2020; Strefler et al., 2018). Possible co-benefits could increase the
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Figure III.2: Carbon dioxide emissions from three CDR portfolios for different climate targets across
the 21st century. Three CDR portfolios are assessed: No EW: BECCS only. EW on CL: EW deployed on
croplands only, and BECCS. EW on CL+FA: EW deployed on croplands and forest areas, and BECCS.
The bars indicate the mean, the black dashes the median and the 25%-75% range. Four climate policy
targets are compared (one per column): 1.5°C with low OS: The temperature change is limited to 1.5°C
after 2100, with a possible overshoot of up to 0.2°C before 2100. 1.5°C with high OS: the temperature
change is limited to 1.5°C after 2100. 2°C with no OS: the temperature change is limited to 2°C. 2°C with
high OS: the temperature change is limited to 2°C after 2100. ’EW: supply chain’ (in orange) represents
the emissions from fossil fuels used to apply EW. The red lines represent the net CO2 emissions (exclud-
ing land-use).

cost-effectiveness of EW(Lewis et al., 2021) if they can act as fertilisers, but our model does not

include food systems and land use and these effects were not considered in the study.

We assume no absolute limit to the production of basalt dust although its growth rate is

limited (to 10-20% per year). The maximum CDR potential by EW on croplands thus depends

on the application rate of basalt (15 kg/m2), the area of suitable croplands with sufficiently

warm and rainy climate, 7.9 Mkm2, i.e. a third of global croplands(Strefler et al., 2018), and

the weathering rate (1% to 25% per year). The maximum cropland CDR is 4.9 GtCO2 per year,

consistent with other estimates assuming unlimited basalt supply(Beerling et al., 2020; Strefler

et al., 2021a). Here, the EW application only on croplands approaches its full potential in the

1.5°C with high overshoot scenario with an annual CDR peak of 4.4 GtCO2 per year and a

cumulative removal of 173 GtCO2.

Forest application is more expensive, with costs varying from $146 to $364 per ton of basalt,

hinging primarily on the expenses associated with airborne application, and on carbon price-

sensitive energy costs, constituting 20-40% of the total. However, the phosphorus effect en-

hances CO2 removal efficiency, resulting in substantially reduced removal costs of $20-$166

per ton CO2, especially at low application levels (see SM for a detailed analysis of removal
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costs). Allowing basalt application in forests reduces the carbon price threshold above which

EW becomes cost-efficient and increases the CDR potential in two ways: by expanding the area

for basalt application, increasing the geochemical CDR potential, and by enabling biotic CDR

in forests. As a consequence, the EW-induced CDR is almost tripled when basalt can be applied

on forests, with a peak of 12.4 GtCO2 per year and 446 GtCO2 cumulatively in the 1.5°C with

high overshoot scenario. The relative contributions of geochemical and biotic removals vary

depending on scenarios; for example, in the 1.5°C with high overshoot scenario, the increase in

geochemical CDR due to the additional area available is more pronounced than in other scenar-

ios because cropland application is at full potential. Furthermore, the share of the biotic CDR

is proportionally lower at high application levels because the phosphorus stimulation of forest

production gradually saturates, thereby limiting the biotic CDR potential. This limit explains

why biotic CDR by EW varies less than geochemical CDR by EW among different scenarios.

2.2 Impact of enhanced weathering on mitigation scenarios

2.2.1 Policy costs

Figure III.3: Temperature, policy costs and carbon price pathways across the 21st century. (a-d) Global-
mean surface temperature change relative to the preindustrial level. Policy costs are the net present
values of future energy production costs and consumption losses as a percentage of GDP, compared to
the no-policy scenario. The coloured bars indicate the median, the black dot the mean, and the error bars
the 25%-75% range. Policy costs scale exponentially with the ECS, which can push the mean above the
25-75% range of the sample. (e-h): Median price of carbon across the 21st century for different climate
targets (log scale). The shaded area represents the 25%-75% range. The vertical scales are different
between the panels.
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EW provides flexibility, not only by replacing more expensive mitigation measures but also

by allowing abatement to be delayed. This reduces the costs of achieving climate objectives,

here quantified as the net present value of policy cost (the energy system costs plus the loss of

consumer surplus) compared to a baseline without climate policy (figure III.3, see also Fig. S4

for energy demand reduction and SI3 for annual costs). Abatement, including EW deployment

(figure III.2), is delayed in overshoot scenarios: in our forward-looking optimisation model,

the greater the future opportunity for negative emissions, the lower the near-term abatement

and the discounted costs. Therefore, applying EW on croplands and forest areas reduces policy

costs most significantly in the high overshoot scenarios, by 44% in the 1.5°C scenario with high

overshoot, against 20% in the 1.5°C scenario with medium overshoot. In the latter case, the

rapid reduction required over the next decade is too early for basalt to be used on a large scale,

and relies largely on a severe contraction in the demand. The application of EW on croplands

only has a weaker impact, in particular in the 2°C scenario without overshoot where the median

cost reduction is zero and the mean reduction is 6%.

The increasing stringency of climate policies across the 21st century is reflected by the en-

dogenous carbon price (figure III.3). EW reduces it, on average, by 67% if applied on croplands

and forests in the 1.5°C with high overshoot scenario, and by 31% when applied on croplands.

When aiming at 2°C, EW reduces it by 27%. But if application over croplands only is con-

sidered, the carbon price is only reduced by 10%. Thus, applying EW on crop fields helps to

reduce the efforts required to achieve the most ambitious climate objectives but is not a game-

changer when aiming at the 2°C target. Overall, EW pays off more when aiming at 1.5°C than

when aiming at 2°C, and more with overshoot than without.

As a consequence of delaying abatement and changing the net emission pathways, EW

increases the peak temperature level in high overshoot scenarios: from 1.88°C without EW to

1.98°C with EW in the 1.5°C case, and from 2.13°C to 2.20°C in the 2°C case (figure III.3). The

change in peak warming depends on the assumed discount rate, and is strongly reduced with

a lower discount rate of 2% (figure III.9 and III.10).

2.2.2 Reduction of BECCS

Reducing the reliance on BECCS for achieving negative emissions could limit the deployment

of bioenergy crops and alleviate the threats they pose to food security, water and nutrient re-

sources and biodiversity(Jeswani et al., 2020). Therefore, it is of interest to analyse if EW and

BECCS are complementary or in competition with each other. EW does not directly compete

with BECCS for resources: BECCS provides energy while EW uses energy, and EW could be
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Figure III.4: Price and use of bioenergy. (a-d): Median primary bioenergy consumption. Top, right
y-axis (dotted line): Median primary bioenergy supply in the no EW scenarios. (e-h): Median biomass
price. Shaded area: 25-75% range.

applied on bioenergy crops areas. BECCS are used in all our mitigation scenarios to supply

electricity and heat, but also hydrogen (for transportation, and industrial processes) when high

levels of negative emissions are required. We found that adding EW to the CDR portfolio in-

creases the total CDR level but reduces the use of BECCS which becomes partially unnecessary

(figure III.2). The reduction in BECCS per tonne of EW-induced CDR is higher in medium or no

overshoot scenarios than in high overshoot scenarios, where BECCS and EW rather add up. By

reducing the dependence on bioenergies, the EW could also reduce the pressure on food prices

and lower land rents and the market incentive to cultivate food or bioenergy crops in pristine

areas. Due to the competition for land(Fajardy et al., 2021), food prices are expected to increase

with biomass prices(Johansson & Azar, 2007), which reflect the willingness to pay for bioen-

ergy and increase with carbon prices. Applying EW on croplands and forests reduces biomass

prices and cuts the use of bioenergy, but limiting EW to croplands reduces these effects (figure

III.4). In summary, EW only partially replaces BECCS, but reduces the demand for bioenergy.

2.2.3 Impacts on energy use

EW generally requires smaller energy input than other CDR options, such as direct air carbon

capture and storage. The energy use of EW can be divided in three components: i) mining and

grinding of basalt (here, a size of 20µm was assumed (Strefler et al., 2018)) which consumes

fuel and electricity, ii) transport to application sites which increases the freight demand, and
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Figure III.5: Average energy use and average CO2 emissions of enhanced weathering per tCO2 se-
questered (average across the 21st century). (a,c): enhanced weathering is applied on forest areas and
croplands. (b,d): enhanced weathering is applied only on croplands. (a,b): 1.5°C case with high over-
shoot. (c,d): 2°C case without overshoot. Blue labels: The energy used to apply EW, for each energy
vector, expressed in GJ per ton of CO2 that is sequestered through EW. Red labels: The emissions as-
sociated with the use of each primary energy source, expressed in kg of CO2 emitted per ton of CO2
captured through EW. Note that the vertical scale is different in each panel.

iii) spreading of basalt dust requiring fuel if tractors are used (for crop fields for instance) and

aviation fuel if basalt is spread on forests (see Methods).

The average final energy intensity of EW per ton of CO2 sequestered depends on the level

of EW deployment, and thus on the scenario (figure III.5). In crop fields, the final energy input

increases with basalt application as transport distance increases. Therefore, if basalt is only

applied on crop fields, the final energy use per tCO2 removed varies between 1.2 GJ/tCO2 in

the 2°C without overshoot where EW is less applied, and 2.2 GJ/tCO2 in the 1.5°C scenario with

high overshoot. In forests, CO2 removal per ton of basalt is higher than on croplands due to the

biotic effect but it decreases with increasing application, whereas energy use per ton of basalt

varies little because the areas chosen first are those most stimulated by phosphorus, rather than

the nearest ones. The application on forest areas therefore reduces the energy intensity in the

2°C scenario without overshoot (0.4 GJ/tCO2), but increases it in the 1.5°C scenario with high

overshoot (2.3 GJ/tCO2) due to the saturation of the biotic effect. For comparison, direct air

carbon capture and storage would typically require 4 to 12.4 GJ/tCO2 (Creutzig et al., 2019;
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Negative Emissions Technologies and Reliable Sequestration: A Research Agenda. n.d.) depending on

the technology used.

Electricity and aviation fuel are the predominant energy carriers used for EW, which uses

8% of the projected total electricity production, and 23% of the projected aviation fuel until

2100 in the 1.5°C with high overshoot scenario. The emissions from EW depend on the energy

sources used, and thereby on the carbon price. In the medium and no overshoot scenarios, the

share of kerosene among the aviation fuel used for basalt application is higher than in the high

overshoot scenarios where higher carbon prices at the time of basalt application on forests lead

to a switch to hydrogen. Moreover, since a share of this hydrogen is produced from BECCS, the

net basalt supply emissions are negative in the 1.5°C scenario with high overshoot. Conversely,

in the 2°C scenario the carbon price is lower, kerosene continues to be used, and the EW-related

emissions offset 2.6% of the CDR (figure III.5c).

2.3 Uncertainty analysis

CDR plays a critical role in mitigation pathways developed by IAMs despite low technology

readiness of the majority of CDR technologies. Thus, uncertain costs and scalability(Grant et al.,

2021a) calls for an analysis of the impact of related model assumptions on our results. Besides,

costs of competing technologies(Grant et al., 2021b) and discount rates(Emmerling et al., 2019)

have been shown to affect uncertainties in the role of CDR. To gain insight into uncertainties

related to key model parameters, we use the Morris method (Campolongo et al., 2007; King &

Perera, 2013). It quantifies the mean of the variations of an output variable resulting from an

increase in the value of a single parameter over a representative sample of all parameter values

(see Methods). A positive mean indicates that the output increases with a higher parameter

value. This method is applied to analyse the sensitivity of EW and BECCS deployment to key

model parameters, as shown in figure III.6 (a-d).

The parameters that increase the efficiency of EW tend to reduce the use of BECCS, and

vice versa, so that EW and BECCS appear as competing technologies or substitutes. The use

of CDR also increases with the costs of other mitigation technologies, such as wind, solar or

nuclear energy: a decrease in their costs reduces the carbon price and therefore disincentivises

the use of CDR(Grant et al., 2021b). Similarly, increasing the system flexibility such as the

maximal rate at which the installed capacity of technologies can grow, or the price-elasticity of

the demand, generally reduces the use of CDR. The use of CDR further depends on the climate

uncertainty, as assessed through the ECS(Sherwood et al., 2020).

53



CHAPTER III. ENHANCED WEATHERING 2. RESULTS

Figure III.6: Sensitivity Analysis. (a-d): Morris screening: mean variation of the output (columns),
when the input (rows) is increased by half of its uncertainty range. The sources of uncertainty assessed
are: the weathering rate, the geochemical capture rate, the phosphorus content of basalt, the baseline
energy demand, the climate sensitivity, the efficiency of CCS, the energy intensity of basalt grinding,
the energy intensity of basalt application, the annual bioenergy potential and the efficiency of other
mitigation technologies. The outputs displayed are: ‘EW’, the cumulative CDR by enhanced weathering
when applied on croplands and forests; ‘BECCS’, the cumulative CDR from BECCS when EW is applied
on croplands and forests. (e-h): Carbon dioxide removal with EW depending on weathering rate. (i-l):
Application of EW depending on weathering rate. Each dot is a simulation in the sample. Solid line:
median. Shaded area: 25-75% range for a given value of the weathering rate. The vertical dotted line
shows the mean weathering rate considered in the rest of the paper (13% per year). Additional runs
were performed to cover a wider range of weathering rates.

We found that the uncertainty related to the physical processes of EW (weathering rate,

geochemical capture rate, and the phosphorus content of basalts) strongly influence the magni-

tude of EW CDR, it is less sensitive to the uncertainties of parameters surrounding the energy

requirements of EW, in particular the electricity use for grinding the rocks.

Weathering rates in soils remain highly uncertain (Amann et al., 2020; Cipolla et al., 2021;

Rinder & von Hagke, 2021) (see methods). The weathering rates used in modelling studies

are calibrated on laboratory experiments (Beerling et al., 2020; Fuhrman et al., 2023; Renforth,

2012; Rinder & von Hagke, 2021; Strefler et al., 2018). Field or pot conditions experiments gen-

erally provide lower estimates than laboratory experiments (Amann et al., 2020; Buckingham
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et al., 2022; Renforth et al., 2015; Swoboda et al., 2022), because the weathering rate depends

on complex interplay of soil pH, temperature, hydrological conditions, and biological activity

(Swoboda et al., 2022; Vicca et al., 2022). Soil column (Renforth et al., 2015) and mesocosm

(Amann et al., 2020) experiments have suggested surface-normalised weathering rates respec-

tively two and three orders of magnitude slower than those used in Strefler et al. 2018 (Strefler

et al., 2018). The latter define the high range of the weathering rates used in the present work

(25% per year). However, field (Beerling et al., 2024; Kantola et al., 2023; Ryan et al., 2024;

Wang et al., 2024) and forest (Taylor et al., 2021) studies have shown promising CDR rates cor-

responding to weathering rates exceeding this range. For instance, ref (Beerling et al., 2024)

reports a 16 ± 6% loss of cations from basalt applied on agricultural crops over 4 years. This

corresponds to a mean weathering rate of 3-6% per year. As they report a grain size of 267 µm,

20µm-sized grains could weather around ten times faster, because weathering speed scales

with the reactive surface. The wide variations across experiments indicate that the weathering

rate is a critical source of uncertainty. As shown in III.6 (e-l), the lower the weathering rate, the

less basalt is applied and the less carbon is captured. For weathering rates below 1% per year,

EW can become a viable cost-effective option only if basalt is applied on natural areas, because

the supply of even very low quantities of phosphorus to phosphorus-depleted soils yields a

significant biotic CDR. Thus, the efficiency of basalt application over forest is more robust to

low weathering rates than cropland application (see also the reproduction of figure Ss 2 and 3

for weathering rates of 1 and 25% in SI 1.1.1).

3 Discussion

We showed that the CDR potentials of EW under cost-effective mitigation pathways can be

larger than previously thought by additionally considering the potentials associated with the

phosphorus fertilisation, or ‘biotic’ effect of EW. EW neither accelerates climate change mitiga-

tion nor reduces temperature overshoot in our cost-effectiveness analysis, yet its potential for

lowering peak temperatures to mitigate near-term climate damage could be further assessed

elsewhere through cost-benefit analyses. Deploying EW in addition to BECCS reduces the will-

ingness to pay for biomass and could thereby lower the pressure on land conversion as well as

on food prices, although the reliance on bioenergy remains significant.

We further demonstrated that under mitigation pathways, in particular, for the 1.5°C warm-

ing target, the use of EW reduces the total mitigation cost, lowers the peak carbon price, and

replaces a larger amount of BECCS when the ‘biotic’ effect is included, even if we account for

the high costs for EW application over forest areas by aeroplanes. These findings are robust
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under a range of uncertainties considered, unless weathering rates are orders of magnitude

below predictions. Such benefits of EW were found to be more pronounced under pathways

with high temperature overshoot than those with medium or no overshoot. Nevertheless, in

high overshoot pathways, EW is used to compensate for higher emissions for the upcoming

decades, which is a risky strategy, given the increased likelihood of climate disasters at high

overshoot levels, which is not considered in our analysis.

Potential impacts of EW on human health or ecosystems (Buckingham et al., 2022; Dupla

et al., 2023), possible scaling constraints on basalt supply, or lower-than-expected geochemical

CDR from incomplete basalt weathering are not considered in the model, which may both limit

the sustainable deployment of basalt soil amendment and restrict EW efficiency. For instance,

the needed basalt extraction in the 1.5°C with high overshoot case reaches 46 Gt/year (figure

III.7), which is half of the current global material footprint and ten times the global cement

production today, potentially having a large ecological and societal impact. The dust pollution

associated with the aerial application of finely milled basalt could lead to silicosis and other

respiratory diseases (Taylor et al., 2016), and must therefore be prevented, for example by mix-

ing the dust with water to form aggregates or by pelletisation (Taylor et al., 2021). The release

of metals in basalts causing toxicity for humans must also be avoided in agricultural settings by

choosing carefully the right material (Cobo et al., 2023). Basalt dust potential impacts on tree

canopy, possibly blocking leafs stomata and reducing tree growth (Farmer, 1993; Taylor et al.,

2016) as well as potential impacts on riverine chemistry (Zhang et al., 2022) must also be antic-

ipated. The application of basalt in forests could alter soil geochemistry for centuries, possibly

disrupting natural systems and impacting the composition of plant communities (Vandeginste

et al., 2024). Wisely exploited, these geochemistry side-effects could serve as an additional tool

for biotic CDR in addition to phosphorus fertilisation, as observed in an acid-rain impacted

forest where the release of calcium through weathering of added silicate led to a biotic CDR of

3.2-3.5 tCO2 per ton of wollastonite applied (Taylor et al., 2021). Ultimately, biotic effects may

either offset the net carbon removal in the case of soil carbon leaching to rivers (Klemme et al.,

2022), or enhance it by increasing soil carbon sequestration (Buss et al., 2024; Vicca et al., 2022).

More experiments are therefore required to explore the side-effects of enhanced weathering

particularly as rock material cannot be removed from the soil after its application.

At face value, a life cycle analysis comparing EW with other mitigation technologies showed

that EW has the advantage to use less land than BECCS or afforestation, less energy than direct

air capture, and less water than for those three technologies (Eufrasio et al., 2022). The appli-

cation of basalt in forests is therefore a promising method for mitigating climate change, but

it requires the deployment of an appropriate regulatory framework, to ensure that EW helps

ecosystems sequester more carbon without adverse side-effects. Furthermore, even if we ex-
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plored uncertainties as comprehensively as possible, the true uncertainties cannot be wholly

captured inherently and certain classes of uncertainties cannot be assessed via quantitative

means, indicating a need for careful interpretation and dissemination of our results for stake-

holders.

4 Methods

4.1 Modelling framework

We developed an energy-economy-climate model by hard-linking GET7.1 with the reduced-

complexity carbon-cycle, atmospheric chemistry and climate model ACC2. GET7.0 is a bottom-

up, cost-minimising energy system model, with a focus on energy supply and transforma-

tion. GET7.1 derives from GET7.0 with updated techno-economic parameters, and a price-

responsive energy demand, that follows the SSP2 baseline (Hasegawa et al., 2021). The cou-

pled model allows to assess least-cost emission pathways directly considering the temperature

target (and not a carbon budget target) with a detailed representation of the energy system.

Such a feature is important for an analysis under overshoot pathways involving several differ-

ent greenhouse gases and EW as a CDR option, where the carbon budget approach may not

necessarily work.

The coupled model produces internally consistent social-surplus maximising pathways to

meet a reference energy demand in five end-use sectors (transportation, electricity, heat for in-

dustrial processes, space heat and industrial feedstocks), with perfect foresight, while respect-

ing a given climate target as well as resource constraint for a range of primary energy source

(oil, gas, coal, uranium, wind power, solar power, biomass and hydropower). figure S1 shows

the structure of the model. Primary energy is transformed into secondary and then final energy

through investments and operations in order to satisfy a demand-supply equilibrium. CCS can

abate emissions from fossil fuel power plants, or directly remove CO2 from the atmosphere if

combined with bioenergy (BECCS). The maximum achievable carbon capture by BECCS is lim-

ited by the deployment of carbon storage infrastructures, and bioenergy supply, as BECCS are

competing with other bioenergy uses. Land-use is not explicitly modelled: the primary bioen-

ergy supply is exogenously limited to 50 EJ in 2020 and to 260 EJ per year in 2100 following a

supply curve (see SI.3). The growth rates of energy conversion technologies and CO2 storage

are limited under assumed upper bounds. There is no constraint on emission levels reduction

rate as long as the energy demand is met. Since energy demand is price-responsive, stringent
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climate targets are achievable in an optimization model sense. The energy module has a 10-year

timestep, while ACC2 has an annual resolution.

The anthropogenic CH4, N2O emissions and net energy-related CO2 emissions are calcu-

lated in GET7.1 and are transferred to ACC2 for temperature calculations. The temperature

calculations also use exogenous non-energy-related CO2 emissions and other greenhouse gas

and pollutants emissions, which are assumed to follow SSP1-1.9 and SSP1-2.6 for the 1.5°C and

2°C target cases, respectively. In ACC2, a box model represents oceanic and terrestrial carbon

cycles. The ocean CO2 uptake is represented by a four-layer box model, with the uppermost

representing the atmosphere and ocean mixed layer and the others the ocean’s inorganic carbon

storage capacity, and the land CO2 uptake model consists of four reservoirs connected with the

atmosphere. The atmospheric concentrations of multiple greenhouse gases respond dynam-

ically to their emissions and removals e.g. chemical sinks. The resulting radiative forcing is

an input to a heat diffusion model, which further calculates the global temperature. The tem-

perature change in turn affects the carbon cycle through soil respiration and ocean-atmosphere

carbon flux. ACC2 is comprehensively described in ref (Tanaka et al., 2007).

GET-ACC2 is fully coupled and optimised with perfect foresight, therefore the biotic CDR,

which is the net increase of land carbon stock due to phosphorus fertilisation, the geochemical

CDR, the basalt application, the energy system and the climate system are optimised simultane-

ously, reaching a global least-cost solution achieving the temperature target. No revenue flows

are explicitly considered in the model. Carbon fluxes related to afforestation and deforestation

are not optimised in the model.

4.1.1 Enhanced weathering module: Basalt supply

The enhanced weathering module has two main components: the basalt dust supply and the

biogeochemical module calculating the removal rate of CO2. The costs and energy require-

ments of basalt supply are integrated in GET. We followed ref. (Strefler et al., 2018) for the

parameterisation of the extraction, grinding and tractor application costs. The electricity for

grinding basalt is 0.2 EJ/Gt (central value) and ranges from 0.07 to 0.6 EJ/Gt in the uncer-

tainty analysis, which is the range provided in ref (Strefler et al., 2018) for grain size of 20µm.

Tractors used to spread basalt in agricultural fields and mining machinery were assumed to

use petroleum products (Thrikawala et al., 1999). The energy requirements of transport from

mines to application areas are based on ref. (Renforth, 2012) and increase the energy demand

in each transport subsector (road, train or water freight). Transport modes are substitutable

but an assumed minimum share (70-90%) must be transported on the road. The transport dis-
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tance for basalt applied on croplands follows ref. (Strefler et al., 2018), the mean distance for

the basalt applied on forest areas ranges from 350 to 550 km. It was estimated by comparing a

map of basalt resources (Hartmann & Moosdorf, 2012), airports (Hartmann & Moosdorf, 2012)

and suitable application sites (see SI.1). A share of the basalt spread on forests is assumed to be

applied with aircrafts (70%-90%), since 80% of the global surface is more than 1 km away from

the nearest road (Ibisch et al., 2016). This share can be expected to decline in the future, with the

expansion of new roads (Ibisch et al., 2016). On the other hand, applying basalt on forests by

means of land transport can be challenging, even when a road is available. This share depends

on the development of roads and on the share of forests that tractors can penetrate. Aerial ap-

plication is likely to be more expensive and energy intensive than land-based alternatives. If

the share of aircraft use were lower, the energy consumption would also be lower, and basalt

application could become higher in a cost-optimisation model. Assuming a large part of aerial

spraying is therefore pessimistic as far as costs are concerned.

4.1.2 Enhanced weathering module: Airborne basalt application

Global forests are divided into five land response classes based on the net primary productivity

(NPP) response to basalt addition. Basalt is applied evenly in a given class, but the cost and

energy intensity of application depends on the time taken to apply 1 ton of rock, which is

inversely proportional to the desired application rate of rock in kg/m2 over the fixed area of a

given land response class.

We considered that small agricultural aeroplanes such as the AirTractor 802 (AT802), which

can be equipped with a dust spreader, could be used to spread basalt dust. This kind of aircraft

is commonly used to spread limestone (Bošel’a & Šebeň, 2018; Clair & Hindar, 2005; M. C.

E. Grafton et al., 2011) although issues with rock discharge have been reported, due to the

wide range of the particle size distribution (M. C. E. Grafton et al., 2011). Details of rock

dust discharge are beyond the scope of this analysis, and more research would be needed on

how to spread large quantities of basalt dust by air. An AT802 burns 330 litres of kerosene

per hour, flies at 306 km/h, can carry 4.3t of rocks (we assume that rock dust can be spread

without mixing it with water, either as flee-flowing particles or as pellets) and costs USD 1.8

million. Using an open-source map of airports, we estimate that the mean distance per flight

ranges between 160 and 240 km. If one adds 10 minutes for spreading operations, the average

flight should last between 41 and 57 minutes, lasting longer if the application rate (in kg/m2)

is lower, and thereby increasing the application cost per ton of rock. This represents an energy

use of 1.8 to 2.5GJ/trock for a spreading duration of 10 minutes, but it could virtually be infinite

for infinitely low application rates. Assuming 20 minutes of ground operations per flight, 10
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hours of use per day, five days out of seven, the capacity cost for spreading one ton per year

is $170-210. Including ground operation and maintenance, pilot fees, insurance and housing

(see SI 1.3), the non-energy cost per ton applied in forests is $110-170, and total costs (including

energy costs) reach $142-355 per ton of basalt depending notably on the energy prices. We do

not consider the non-CO2 climate effect of aerial application (Fuglestvedt et al., n.d.), nor those

of diesel combustion (Tanaka et al., 2018).

4.1.3 Enhanced weathering module: ORCHIDEE emulator

The biogeochemical module is an emulator of the response of NPP to phosphorus fertilisation

induced by the dissolution of phosphorus-rich basalt dust, as simulated by the land surface

model ORCHIDEE-CNP model. Tailored simulations in which basalt dust is applied on all ice-

free non-agricultural land in the year 2018 were used for the calibration. Once applied to soils,

basalt is assumed to have a constant dissolution rate, referred to in this study as the weathering

rate. This simplistic approach reflects current understanding and data availability to param-

eterize weathering rates, and does not account for certain phenomena, such as the reduction

of reactive surface over time, as well as the soils, plants and hydrological processes that can

potentially influence weathering. More detailed models that account for some of these pro-

cesses have been proposed (cipollaEffectsPrecipitationSeasonality2022; Beerling et al., 2020);

however, many processes are not yet well quantified, and consequently the weathering rates

(Buckingham et al., 2022).

Here, the stock of basalt in soils B [Gt] increases with the supply SB [Gt]. The dissolution of

basalt follows a law of decay, parameterized with the weathering rate wr [year-1] (E.1).

dB
dt =−wrB + SB (E.1)

As we assume that the grain size is 20µm, a range of 1%-25% per year is assumed for

wr. The high end is the global average weathering rate used in ORCHIDEE-CNP, where the

pixel-level values are based on ref (Strefler et al., 2018) and on temperatures at a given model

pixel. The low end follows ref (Rinder & von Hagke, 2021), which assumes similar grain size,

temperature and pH as in ref (Strefler et al., 2018), but a lower dissolution rate per unit of

specific surface area, and a lower specific surface area than in ref (Strefler et al., 2018). However,

this uncertainty range is small compared to the variations in the observed weathering rates

from different field and lab experiments, see SI 1.2.1 for a partial review of measured and

simulated weathering rates.
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Geochemical CO2 capture happens when basalt dissolves: the released base cations (cal-

cium potassium, natrium, and magnesium) are transferred to surface waters, where they are

charge-balanced by the formation of bicarbonate ions (Goll et al., 2021). The capture rate

pB depends on the assumed concentration of these elements in rock material, and ranges be-

tween 0.24 and 0.37 tCO2 /trock. In GET-ACC2, the geochemical capture GCO2 is assumed to be

instantaneous and controlled by equation (E.2), but it should be noted that these values are not

necessarily reached before minerals are leached to the ocean, and that the actual rate of in situ

capture depends on local freshwater pH and alkalinity (Bertagni & Porporato, 2022).

GCO2 = pBwrB (E.2)

4.1.4 Land carbon cycle

The land carbon cycle component of ACC2 interacts with the enhanced weathering module.

It consists of four carbon pools Ci [Gt], with different turnover rates, which exchange carbon

with the atmosphere. The inflow is the net primary production of the terrestrial biosphere:

its magnitude is assumed to depend on the atmospheric CO2 concentration and (to a lesser

extent) on the global temperature change ∆T. The outflow is the heterotrophic respiration (HR)

(E.3b): it is proportional to the quantity of carbon in each pool and to their turnover rate 1
τi(∆T)

[year-1], which increases with land surface temperature. The apparent NPP is thus the sum of

the temperature-dependent NPP (NPPclimate), plus the CO2 fertilisation effect FCO2 (E.3a). The

net land sink is thus the difference between the NPP and the heterotrophic respiration, and

is zero at equilibrium (E.3c) (i.e. a quasi-steady state assumption at preindustrial). Note that

land use CO2 emissions are treated separately and do not directly influence the land biomass

as typically assumed in many simple climate and carbon cycle models.

Σi∈poolsNPPi
climate(∆T) + Fi

CO2 = NPPclimate(∆T) + FCO2(∆CO2) (E.3a)

HRi(t) =
Ci(t)

τi(∆T) (E.3b)

dCi
dt = NPPi(t)− HRi(t) (E.3c)
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4.1.5 Increase of the land carbon sink

The dissolution of basalt releases phosphorus which is available for plant uptake, leading to

an increase in the NPP by a fraction δNPP(t). In the extreme case where 50 kg/m2 of basalt

dust are applied on all forests worldwide, global NPP over the next 40 years is 4.4 GtC/year

higher on average than without basalt application, based on the results of ORCHIDEE-CNP

(Daniel Goll, unpublished). The assumed phosphorus content in basalt is 0.161%-weight (with

an uncertainty range of 0.036-0.28%), thus 50 kg/m2 on 41Mkm2 would supply 70 times the

current global use of phosphorus as a fertiliser.

Global NPP is higher in ACC2 than in ORCHIDEE. Therefore, in order to replicate the

absolute magnitude of its increase in ORCHIDEE, we scale its increase by the ratio of its re-

spective initial values in the two models (E.4). The CO2 fertilisation term FCO2 is not affected

by phosphorus from basalt as it was calibrated based on predictions of models which omit nu-

trient constraints on the CO2 fertilisation effect (Tanaka et al., 2007) and thus reflects an upper

boundary of the stimulation of NPP by increasing CO2 (Fleischer et al., 2019) which cannot be

further enhanced by phosphorus additions.

We limit basalt application to forest ecosystems, where the stimulation of NPP results in

substantially more carbon sequestered for multiple decades compared to grasslands in simula-

tions by ORCHIDEE-CNP.

NPPi(t) = NPPi
climate(∆T)(1 + NPPORCHIDEE−CNP(2018)

Σi∈pools NPPclimate
i

δNPP(t)) + Fi
CO2(t) (E.4)

The increase in the NPP is followed by the increase of heterotrophic respiration, which re-

leases a part of the sequestered carbon following the decay rate constant (E.3b). Our phospho-

rus cycle emulator quantifies δNPP, the fractional increase of NPP following basalt application:

δNPP = NPPEW
NPPBaseline

− 1.

In the spatially explicit land surface model ORCHIDEE-CNP, the increase of NPP due to

phosphorus release depends on the soil, biome and climate and saturates with increasing basalt

additions.

Application pixels are ranked according to their NPP stimulation from high to low, and

grouped in M land response classes of areas ai. In the current setting, M=5 (more details on

classes in the SM). A function of the rock application rate cB,i [Gt.Mkm-2] is used to fit the mean

NPP response in each class i during the forty years that follow basalt application, ¯δNPPi (E.5).

These classes are an implicit representation of the spatial heterogeneity of the response of forest
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ecosystems to phosphorus addition.

¯δNPPi = ¯δNPPi,max (1 − e−αicB,i) (E.5)

The emulator is based on the following assumptions: the increase in NPP in class i responds

to the increase δcP,i in soil phosphorus concentration [Gt.Mkm-2], which is proportional to the

application rate of basalt, and decreases over time (E.6).

δNPPi(t) = δNPPi,max
(
1 − e−αiδcP,i (t)

)
(E.6)

The dynamic evolution of the soil phosphorus concentration δcP,i is designed to reproduce

the results of ORCHIDEE-CNP. It is modelled with an auxiliary pool of phosphorus which is

unavailable to plants, exchanges phosphorus with the soil concentration with exchange times

τp,i and τu,i, and is leached to inland waters with a time τl,i. Noting Bi the undissolved basalt in

class i, and δuP,i the concentration of unavailable phosphorus, we calibrate the exchange times

on the ORCHIDEE-CNP outputs using the following system of equations (see SM for more

details on the calibration procedure).

dδcP,i
dt = λwr Bi

aB,i
− δcP,i

τp,i
+

δuP,i
τu,i

(E.7a)

duP,i
dt =

δcP,i
τp,i

− δuP,i
τu,i

− δuP,i
τl,i

(E.7b)

Figure IV.6 shows the comparison of the emulator with ORCHIDEE-CNP data. Finally, the

total NPP increase is the sum of the increase over all land response classes (E.8)

δNPP(t) = ∑i δNPPi(t) (E.8)

4.2 Uncertainty analysis

To assess the sensitivity of our results to the uncertainty of parameters, we apply a double

uncertainty analysis.

4.2.1 Quasi Monte-Carlo

First, we use a quasi-Monte Carlo sampling method to derive the distribution of outputs from

the distributions of parameters. A Quasi Monte Carlo method is similar to a Monte Carlo

method but uses quasi-random sampling instead of random sampling to minimise errors. The
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Latin Hypercube Sampling method is used. On the supply side, we vary the costs and effi-

ciency of new technologies, as well as their maximum diffusion speed and rates. The climate

model uncertainty is also quantified by varying the equilibrium climate sensitivity (Sherwood

et al., 2020). More details about the parameters assessed, as well as their distribution, are de-

scribed in SI.2.

4.2.2 Morris method

Second, we apply the Morris screening method (Campolongo et al., 2007; King & Perera, 2013;

Morris, 1991) to quantify the influence of each parameter on the outputs Let X = x1, . . . , xm be

a vector of parameters which are normalised to [0,1], Y = f (X) the output. A trajectory T is

initiated by choosing an initial point Xt
0 ∈

[
1

2∗N−1 , 2
2∗N−1 , . . . , 2N−1

2(2N−1)

]m
, and then iteratively

increasing each parameter i by N
(2N−1) in a random order Pt(i)i∈[1,p] where Pt is a permutation,

to obtain T = Xt
0, Xt

1 . . . Xt
m. Computing the output along this trajectory yields the elementary

effects for each parameter i: dt
i = f (Xt

σ(i))− f (Xt
σ(i)−1) = f (x1, . . . xi + ∆ . . . xm)− f (x1, . . . xm).

We produce N = 20 trajectories. The means µi of the elementary effects, their standard devia-

tion σi and the mean of their absolute values µ⋆
i give useful information about the influence of

these parameters.

Initial points are sampled following a Latin Hypercube method, and trajectories are cho-

sen to maximise their dispersion and thus their coverage of the parameters space, following

(Campolongo et al., 2007), but we improve the sampling strategy by changing the dispersion

measure: we maximise the sum over all parameters of the Euclidean pairwise distances of

all the points used to compute elementary effects of this parameter. Additionally, we use a

simulated-annealing algorithm instead of their brute force approach, which greatly reduces

the computational burden (more details in SI.2).

5 Supplementary figures
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Figure III.7: Basalt applied on crop fields and forest areas. Left y-axis: predicted annual application
rate (Gt/year). Right y-axis: cumulative application across the 21st century (Gt). The coloured bars
indicate the mean, the black horizontal dashes the median and the error bars the 25%-75% range.

Figure III.8: Carbon dioxide emissions across the 21st century for different climate targets, with a dis-
count rate of 2% per year. The red lines represent the net CO2 emissions from the energy system. Four
climate policy targets are compared (one per column): 1.5°C with low OS: The temperature change is
limited to 1.5°C after 2100, with a possible overshoot of up to 0.2°C before 2100. 1.5°C with high OS: the
temperature change is limited to 1.5°C after 2100. 2°C with no OS: the temperature change is limited to
2°C. 2°C with high OS: the temperature change is limited to 2°C after 2100. Three NET portfolios are
assessed: No EW: BECCS only. EW on CL: EW deployed on croplands only, and BECCS. EW on CL+FA:
EW deployed on croplands and forest areas, and BECCS. The bars indicate the mean, the black dashes
the median and the 25%-75% range.
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Figure III.9: Discount rate of 2% per year. Top: Mean surface temperature change compared to prein-
dustrial period. Bottom: Shadow price of carbon across the 21st century for different climate targets.
The shaded area represents the 25%-75% range. The scale changes between the panels. Policy costs are
the net present values of future energy production costs and consumption losses as a percentage of GDP,
compared to the no-policy scenario.

Figure III.10: Top: Relative energy demand in mitigation scenarios compared to the baseline. Bottom:
Relative biomass price compared to the no-EW scenarios. Solid line: EW on CL+FA. Dash-dotted line:
EW on CL only. Dotted line : No EW.

Figure III.11: Phosphorus cycle emulation. Rectangles: pools. Red arrows: flows. Brown arrows:
effects on the carbon cycle.
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6 Supplementary Information

6.1 Enhanced weathering module

6.1.1 Carbon dioxide removal

We considered two distinct processes that lead to carbon dioxide removal from enhanced

weathering: the geochemical capture and the biotic capture. Here, we first describe the release

of these elements as modelled in GET-ACC2, and then each of the capture processes.

1.1.1 Weathering rates In the main text, we assume that the grain size is 20µm. The range

of weathering rate used in this study is 1% to 26% per year. The low end is reported in Rinder

and von Hagke (2021) (Rinder & von Hagke, 2021). The high end is the mean weathering rate

in ORCHIDEE, where the values are based on Strefler et al. (2018) (Strefler et al., 2018) and on

local temperatures. For a temperature of 25°C and a pH of 5.85, Rinder and von Hagke report

a weathering rate of 2.63 10-12 mol.g-1.s-1, which is 12.7 times lower than what one obtains with

equation G-2 in Strefler et al. (2018), with the same temperature and pH, notably because of a

lower reactive surface. Given these diverse estimates of weathering rate, we assume that the

uncertainty range of weathering rate is uniformly distributed between 1% and 26% per year.

This uncertainty range is small compared to the 5-95% uncertainty range in Strefler et al. (2018)

(Strefler et al., 2018), which varies by a factor of a thousand. However, due to the critical role

of weathering rate, we investigate the impacts of very low values separately. We also assume

that all minerals contained in basalt are weathered simultaneously.

The weathering rates are strongly influenced by the rock types, the in situ physicochemical

and hydrological conditions as well as by biological processes, which leads to a large dispersion

of the experiments results. Furthermore, robust and standardised methods for measuring CDR

and rock weathering are still lacking, which may also explain the dispersion of the observed
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weathering rates. In the following table, we reviewed the recent literature (Amann et al., 2020;

Beerling et al., 2024; Berge et al., 2012; Buckingham et al., 2022; Dietzen et al., 2018; Haque

et al., 2020; Kelland et al., 2020; Larkin et al., 2022; Lewis et al., 2021; Reershemius et al., 2023;

Rinder & von Hagke, 2021; Ryan et al., 2024; Strefler et al., 2018; Vanderkloot & Ryan, 2023; F.

Wang et al., 2024) on enhanced weathering experiments. The reported weathering rates were

scaled to a value that would correspond to a grain size of 20µm. More precisely, if wr (d1)

is the weathering rate of a feedstock of grain size d1, we have wr (d1)
wr (d2)

= ( d2
d1
)α. It is important

to note that the relationship between weathering rate and grain size is uncertain, and that

the existing literature reports both sublinear (α 1, e.g. ref (Vanderkloot & Ryan, 2023)) and

superlinear (α 1, e.g. ref (Rinder & von Hagke, 2021; Strefler et al., 2018)) relationships between

weathering rates and the inverse of grain sizes. For simplicity, we assumed that weathering

rates are proportionate to the inverse of grain sizes (α = 1), as would be the case for perfect

spheres, whose weathering rates depend on the reactive surface. For each mineral, we assume

an exponential law of dissolution like in the main text, where the share of dissolved basalt xt

follows: 1 − xt = exp(−wr t). For experiments during less than one year, we thus to obtain the

share dissolved after 1 year as follows: 1 − xT = exp( T
D ln(1 − xD)) where D is the duration of

the equation and T is one year.

Study type Grain size and
reported weathering
rate
(% per year)

Linearly scaled
weathering
rate for
20µm-grains

Rock type Ref

Reactor
simulating
humid tropical
soil.

size: 300µm
rate: 12-19 %/year

173-283
%/year

Basaltic flow
(“Arenal”)

Ryan et al 2024

Reactor
simulating
humid tropical
soil.

size: 47.2 µm
rate: 30-42 %/year

70-100 %/year Basaltic flow
(“Barva”)

Ryan et al 2024

Reactor
simulating
humid tropical
soil.

size: 14.1 µm
rate: 20-78 %/year

14-55 %/year Basalt flow
(“BHVO-1”)

Ryan et al 2024

Reactor
simulating
humid tropical
soil.

size < 45µm
rate: 3-27 %/year

7-63 %/year Basalt
(BR-fine)

Vanderkloot et
al 2023

Reactor
simulating
humid tropical
soil.

size <45µm
rate: 6-41 %/year

14-96 %/year Basalt
(PV-fine)

Vanderkloot et
al 2023

Planted
Mesocosm

size ~ 100µm
rate: 30 %/year (1.6
t/ha)

120 %/year Olivine ten Berge et al.
2012
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Planted
Mesocosm

size ~ 100µm
rate: 2 %/year (204
t/ha)

10 %/year Olivine ten Berge et al.
2012

Planted
Mesocosm

size: 43 µm
rate: 0.03%/year

0.06 %/year Dunite Amann et al.
2018

Planted
Mesocosm

size: 1020µm
rate: 0.01%/year

0.5 %/year Dunite Amann et al.
2018

Planted
Mesocosm

size: 20µm
rate: 91%/year
(10t/ha)

91%/year Olivine Dietzen et al.
2018

Planted
Mesocosm

size: 20µm
rate: 40 %/year
(50t/ha)

40 %/year Olivine Dietzen et al.
2018

Planted
Mesocosm

size: 25 µm
rate: 94 %/year

117 %/year Wollastonite Haque et al.
2019

Planted
Mesocosm

size: 1250µm
rate: 17 %/year

600 %/year Basalt Kelland et al
2020

Planted
Mesocosm

size: 128µm
rate: 21.7 %/year

139 %/year Basalt Kelland et al
2020

Planted
Mesocosm

size: 35µm
rate: 23 %/year

40 %/year Basalt Reershemius et
al 2023

Field Trial (oil
palm plantation)

No weathering
measured

No weathering
measured

Basalt Larkin et al
2022

Field trial (Potato
field)

size ~ 10µm
rate: 93%/year

41 %/year Wollastonite Haque et al
2020

Field trial
(Soybean field)

size ~ 10µm
rate: 43%/year

21 %/year Wollastonite Haque et al
2020

Field Trial (Corn
plantation)

size: 367µm
rate: 3-6 %/year

48-110 %/year Basalt Beerling et al
2024

Field Trial (Rice
paddy)

size < 75 µm
rate: 91%/year

341%/year Wollastonite Wang et al 2024

Soil core study size: 125-250µm
rate: 0.04-0.05 %/year

0.5-0.8 %/year Basalt Buckingham et
al 2022

Modelling
(reactive
transport model)

size: 714µm
rate: 5.7 %/year

205 %/year Basalt
(Oregon)

Lewis et al
2021

Modelling
(reactive
transport model)

size: 1128µm
rate: 5.5 %/year

308 %/year Basalt
(Craigmill)

Lewis et al
2021

Modelling
(reactive
transport model)

size: 1531 µm
rate: 4.7 %/year

362 %/year Basalt
(Tichum)

Lewis et al
2021

Modelling
(reactive
transport model)

size: 267µm
rate: 0.8 %/year

11 %/year Basalt (Blue
ridge)

Lewis et al
2021

Modelling
(reactive
transport model)

size: 1767µm
rate: 3.8 %/year

336 %/year Basalt
(Tawau)

Lewis et al
2021

Modelling size: 20µm
rate: 1.03 %/year

1.03 %/year Basalt Rinder et von
Hagke 2021
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Modelling size: 20µm
rate: 19.6 %/year

19.6%/year Basalt Strefler et al
2018

Ryan et al, 2024: The share of minerals present in the rocks that were leached after 14 days

are given in their table 4b. For each rock type, we report the range of weathering rates of Ca

and Mg scaled by the grain size.

Vanderkloot et al 2023 reports a similar experimental design as Ryan et al, 2024. We do the

same calculation to extrapolate annual weathering rates, considering only the cases with fine

grain size (<45µm) to limit the errors when scaling to 20µm grains.

Kelland et al 2020 reports that 17% and 21.7% of the maximal CO2 removal were obtained

after 1 year, for relatively large grains (p80 = 1350µm, p50 ≈ 700µm). The weathering rates for

ten Berge et al. 2012, Amann et al 2018, Dietzen et al 2018 and Haque et al 2019 were obtained

from the table 3 of Kelland et al 2020

Reershemius et al 2023 reports that 15.7% of the maximum CO2 removal was obtained after

235 days for grain size close to 20µm (p80 = 35µm, p50 ≈ 20µm).

Larkin et al 2022 reports no difference of CO2 drawdown through alkalinity export between

basalt-amended and reference fields.

Beerling et al 2024 reports a 16 ± 6% loss of cations from basalt applied on crop fields over

4 years. This corresponds to a mean weathering rate of around 4 ± 2% per year. Since the

reported grain size in this study is 267 µm, and the weathering speed is proportional to the

reactive surface of the grains, we can extrapolate that 20µm-sized grains should weather more

than ten times faster.

Haque et al 2020 reports that in one field, the application of wollastonite at the rate of

1.24t/ha resulted in a CDR of 0.32tCO2/ha after 5 months, which means that around 70% of

the rocks have been weathered in 5 months assuming a stoichiometric rate of 1 mole of CO2 se-

questered per mole of wollastonite weathered after full precipitation of carbonates. The same

calculation for another field, where coarser wollastonite was applied, indicates that around

20% of the initial input was weathered after 20 weeks.

Buckingham et al 2022 report the release rates (in mol.cm-2.s-1) of calcium and magne-

sium ions from basalt grains of size 150-250 µm. As they also report the mass composition

of their basalt feedstock and its reactive surface, it is straightforward to derive the correspond-
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ing weathering rate in %/year. These results they report have been contested (ref (West et al.,

2023), with a response in ref (Buckingham et al., 2023)).

Lewis et al 2021 simulate the weathering of different basalt feedstocks depending on their

mineralogy using a reactive transport model. They report the share of maximum CDR after 15

years, which we assume to be equal to the share of rock weathered.

Rinder et von Hagke 2021 simulate the weathering of 20-µm sized grains and obtain lower

weathering rates than Strefler et al 2018, due to a lower reactive surface.

Due to the importance of weathering rates, we reproduced figure Ss 2 and 3 for weather-

ing rates equal to 1%/year and 25%/year, which are the bounds of the assumed uncertainty

range.These figure Ss show that although the biotic and geochemical CDR are higher at high

weathering rates, the biotic effect is, relative to the geochemical effect, more efficient at low

weathering rates.

1.1.1.1 Weathering rate = 1% per year

Figure III.12: Carbon dioxide emissions from three CDR portfolios for different climate targets across
the 21st century. Discount rate = 5%. Weathering rate= 1% per year.

1.1.1.2 Weathering rate = 25% per year

1.1.2 Calibration of the model The response of the net primary production (NPP) to basalt

amendment in GET-ACC2 is calibrated using simulations from the ORCHIDEE-CNP land-

surface model. Previous publications have described the phosphorus cycle in ORCHIDEE-CNP

and the model validation (D. S. Goll et al., 2017, 2021).
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Figure III.13: Carbon dioxide emissions from three CDR portfolios for different climate targets across
the 21st century. Discount rate = 2%. Weathering rate= 1% per year

Figure III.14: Temperature, policy costs and carbon price pathways across the 21st century. Discount
rate = 5%. Weathering rate= 1% per year.

The ORCHIDEE-CNP scenarios assume a uniform application of basalt dust over all land

surfaces at the beginning of 2018, with different application rates: 0, 0.5, 1, 2, 3, 4, 5 kg.m-2. The

simulation runs until the end of 2200. The temperature, climate and atmospheric composition

are unchanged from current levels until the end of 2200 in the simulation. The weathering rate

only depends on temperature in these simulations. We use two kinds of output data for cali-

bration: the net primary production, which is resolved over a 0.5° grid, at the plant functional

type level, with a one-year timestep, and the geochemical CO2 capture, at the same spatial and

temporal resolution. The geochemical CO2 capture follows an exponential decay, which is used
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Figure III.15: Temperature, policy costs and carbon price pathways across the 21st century. Discount
rate = 2%. Weathering rate= 1% per year.

Figure III.16: Carbon dioxide emissions from three CDR portfolios for different climate targets across
the 21st century. Discount rate = 5%. Weathering rate= 25% per year.

to obtain the assumed weathering rate.

The NPP increase in forests following basalt application depends on local conditions (D. S.

Goll et al., 2021). It is stronger in tropical forests and in boreal forests. To make the most of

the biotic carbon storage, it is more efficient to start applying basalt to the most “responsive”

areas, that is to say the areas where the NPP increases the most after basalt application (figure

S1.1.2.a). Therefore, the land surface pixels from ORCHIDEE-CNP are sorted from the most

responsive to the least responsive to basalt application, and are grouped into M land response
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Figure III.17: Carbon dioxide emissions from three CDR portfolios for different climate targets across
the 21st century. Discount rate = 2%. Weathering rate= 25% per year

Figure III.18: Temperature, policy costs and carbon price pathways across the 21st century. Discount
rate = 5%. Weathering rate= 25% per year.

classes1, c2,...cM. c1 gathers the most responsive application sites, and cM the areas where the

NPP increase following basalt application is the lowest. The classes are made to contribute

equally to the total NPP increase (in GtC/year). Therefore, the surfaces of the classes ci increase

with i, as a larger area is required to obtain a given NPP increase when basalt is applied on less

responsive areas. It should be noted that the classes are not composed of contiguous pixels.

In GET-ACC2, at each given timestep, the basalt application is distributed across classes,

and the application rate is uniform within each class. The costs of application in $/trock does not
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Figure III.19: Increase of the NPP, averaged over 50 years after the application of 1kg of basalt per m2

depend on the class, but is lower for higher mean application rates (in kg/m2) across classes,

incentivising higher basalt application rates in a lower number of classes. The more land re-

sponse classes there are, the higher the possibility for efficient application of basalt is, but the

more complex to solve the model is. We took a number of classes M=5 in the following, to limit

the complexity of the model due to the large number of simulations (figure III.17).

The phosphorus cycle emulator is built based on the following three assumptions: first, that

the increase of net primary productivity is a function of the increase of soil phosphorus con-

centration. Second, the rate of increase of the soil phosphorus concentration is proportionate to

the weathering of basalt. Third, we assume that the cycle of added phosphorus is open, with

two phosphorus pools, the first one that is available to plants and which is fed by basalt weath-

ering, the second one that is unavailable to plants and which exchanges phosphorus with the

first one, but from which phosphorus also leaches away. The exchange rates follow classical

diffusion dynamics.

The increase of NPP in the land response class i, δNPPi (in GtC/year), increases as basalt

weathers and releases phosphorus, and then decreases with time. The quantity of phosphorus

released is proportionate to the amount of basalt applied. The increase of NPP increases with

the quantity of added phosphorus δcP,i, up to a maximum that depends on the class, following
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Figure III.20: Forest classes used in the current setting.

an exponential saturation pattern (E.5).

δNPPi = δNPPi, max
(
1 − e−αiδcP,i

)
(E.5)

The dynamic evolution of the soil phosphorus concentration δcP is designed to reproduce

the results of ORCHIDEE. It is modelled with an auxiliary pool of phosphorus which is un-

available to plants. It exchanges phosphorus with the soil concentration with exchange rates

1/τp,i (from the soil solution phosphorus to the unavailable phosphorus pool) and 1/τu,i (from

the unavailable phosphorus pool to the soil solution), and leaches with a decay time τl,i (figure

III.21)

dδcP
dt = λwr B

aB
− δcP

τp
+ δuP

τu
(E.6a)

duP
dt = δcP

τp
− δuP

τu
− δuP

τl
(E.6b)

For each land response class i, the parameters αi, δNPPi, max, τp,i, τu,i and τl,i are calibrated

on the ORCHIDEE-CNP simulations using a gradient descent procedure. For each box, two

methods are used: a step by step calibration, and a direct calibration.

In the step by step procedure, the temporal signal is filtered to remove the noise. Then, αi
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Figure III.21: Phosphorus cycle emulation in forest class i. Rectangles: phosphorus pools. Red arrows:
phosphorus flows. Brown arrows: effects of enhanced weathering on the carbon cycle.

Figure III.22: Response of the land carbon pool to a NPP change from equilibrium (CO2 and temper-
ature conditions of the year 2000).

and δNPPi, max are determined by comparing the maximum NPP increase for different basalt

application levels. δNPPi = δNPPi, max
(
1 − e−αiδcP,i

)
. To calibrated the remaining parameters

τp,i, τu,i and τl,i, we follow a simple gradient descent procedure, using the python method

scipy.optimize.minimize (Virtanen et al., 2020). To compute the error function to minimise

over a set of possible values of parameters, we solve the set of equations E6a, E6b with current

parameters values, then compute the resulting NPP increase (E5) with the known values of αi,

δNPPi, max, and finally compute the quadratic difference with the filtered signal. In the direct

calibration procedure, we directly calibrate αi, δNPPi, max, τp,i, τu,i and τl,i on the filtered signal

using the gradient descent. For each land response class, we export the set of parameters that

yield the smallest quadratic error with the unfiltered ORCHIDEE-CNP output.

1.1.3 Long-term dynamics of the model When the phosphorus addition has stopped,

δNPPi gradually turns to zero, with a characteristic timescale of τl
i. As a consequence, the

additional carbon stored progressively returns to the atmosphere. (figure Ss III.22 III.23)
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Figure III.23: Response of the land carbon stocks, land carbon flows and phosphorus pools to a basalt
addition at year 0. ( weathering rate = 26%), CO2 and temperature conditions of the year 2000. First
panel: dotted lines represent the increase of heterotrophic respiration (HR), solid line the increase of
net primary production (NPP). Second panel: Net flow from atmosphere to land carbon (NPP-HR).
Third panel: Cumulative land carbon increase.Fourth panel: dotted lines represent the unavailable
phosphorus pool, solid line the soil phosphorus pool.
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Figure III.24: Cumulative basalt application in the different forest classes across the 21st century. The
solid line is the median, the shaded area is the 25-75% range.

1.1.4 Spatial distribution of basalt application Land response classes are built as fol-

lows: first, pixels are sorted out depending on their local increase in NPP after basalt appli-

cation, from the most responsive to the least. Then they are grouped in N classes so that each

class represents an equal share of the total NPP increase: the first class is therefore much smaller

than the last one. Basalt is generally applied successively in the different classes, because it is

cheaper to apply large concentrations of rocks and because carbon is sequestered during a long

period after basalt application. The smallest class is therefore used first, then the second, etc.

The fifth class is used only in the largest application case, the 1.5°C case with high OS (figure

III.24).

6.1.2 Basalt supply

The basalt dust supply is integrated in GET7.1 with a 10 year timestep: costs and energy re-

quirements of basalt supply are fed back into GET. Basalt must be mined, crushed and ground,

and transported. Each of these steps requires energy. We assume that diesel or gasoline are

used for mining and crop-fields spreading. Basalt could be transported by trains, trucks or

ships. Here we assume that a minimum share of 70-90% must be transported by trucks. The

energy requirements of transport increase the demand in each transport subsector (road, train

or water freight). Transport modes are substitutable but a minimum share (70-90%) must be

transported on the road.

Process Energy Intensity Financial cost Energy type Demand in
GET-ACC2

Mining
(Atima &
Suthirat,
2016)

0.02 EJ/Gt - Diesel Diesel or gasoline
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Mining and
Crushing
(Strefler
et al., 2018)

0.02 EJ/Gt 27.3$/t Electricity Electricity

Grinding
(Strefler
et al., 2018)

mean: 0.2, range
0.07-0.6 EJ/Gt

included in
crushing costs

Electricity Electricity

Road
Transport
(Renforth,
2012)

0.0013
EJ/Gt/km

0.08$/t/km Endogenous Road freight

Sea and rail
transport
(Renforth,
2012)

0.0002
EJ/Gt/km

0.05$/t/km Endogenous Sea or rail freight

Spreading
(tractors)
(Thrikawala
et al., 1999)

0.078 EJ/Gt 10.9$/t (ref.
(Strefler et al.,
2018))

Diesel Diesel or gasoline

Spreading
(aeroplanes)

1.8-2.5 EJ/Gt capacity cost :
170-
214$/t/year
O&M costs:
70-110$/t

Endogenous
(kerosene,
hydrogen or
methanol)

Aviation fuel

1.2.1 Transport distances There are 3 cases : basalt is either spread on croplands with trac-

tors, or basalt is spread on forest areas with tractors, or basalt is spread on forest areas with

aircrafts.

Application on croplands: the transport distance for cropland application is derived from Stre-

fler, et al (2018) (Strefler et al., 2018). The transport distance is generally lower than 200km. It

starts from zero and increases (up to a maximum of 490 km) as long as the unweathered quan-

tity of basalt applied on croplands increases, as we follow their assumption that the application

rate is 15kg/m2 which can be easily incorporated into soils.

Application on forests: we assume that the share of roadless forests (i.e. forest areas inacces-

sible by roads) is approximately the same as the share of global roadless areas, that is to say

80% (Ibisch et al., 2016). This share can be expected to decline in the future, despite the threats

roads pose to ecosystems (Ibisch et al., 2016). On the other hand, applying basalt on forests

by means of land transport can be challenging, even when a road is available. We therefore

assume that between 70% to 90% of basalt application on forests must be spread with aircrafts

until 2100. This share depends on the development of roads and on the share of forests that

tractors can penetrate. Aerial application is likely to be more expensive and energy intensive
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Figure III.25: Straight line distance from basalt resource to the nearest airport from an application
site. The x-axis is the cumulative contribution from the application sites, ranked from the most reactive
to the least reactive to basalt amendment, to the total NPP increase. The y-axis is the mean distance
corresponding to these cumulative contributions.

than land-based alternatives. If the share of aircraft use were lower, the energy consumption

would also be lower, and basalt application could become higher in a cost-optimisation model.

Assuming a large part of aerial spraying is therefore pessimistic as far as costs are concerned.

We assume that the rock is ground at a location proximate to the mine. The mean straight-

line distance between the airport and the closest area where basalt is available is 250 to 400 km

(figure III.25). We estimate the average road distance to be around 350 to 560 km by assuming

that the actual travel distance on the road is on average larger than the straight-line distance by

a factor of the square root of 2 (i.e., a simple analogy from geometry). If basalt is applied with

tractors, the distance between basalt source and application site is generally lower than 250 km

(figure III.26), thus the road distance is estimated to be around 350 km under the assumption

of the square root of 2. We therefore consider a range of 350 to 550 km for basalt transport

distance.

The distances are computed using the software QGIS. The database for basalt resources is

the one used in Strefler, et al. (2018), GLiM (Hartmann & Moosdorf, 2012). The database for

airports is the one used by Goll, et al. (2021) (D. S. Goll et al., 2021) openflights.org.

1.2.2 Cost of aircraft application Our analysis aims to identify a range of energy require-
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Figure III.26: Distance from basalt resource to application site (straight line).The x-axis is the cumula-
tive contribution from the application sites, ranked from the most reactive to the least reactive to basalt
amendment, to the total NPP increase. The y-axis is the mean distance corresponding to these cumula-
tive contributions.

ments and financial costs for airborne spreading of basalt. A small agricultural aircraft like the

AirTractor 802, which can be equipped with a dust spreader, could be used to spread basalt

dust. This kind of aircraft is commonly used to spread limestone (Bošel’a & Šebeň, 2018; Clair

& Hindar, 2005; M. C. E. Grafton et al., 2011) although issues with rock discharge have been

reported, due to the large particle size distribution (M. C. E. Grafton et al., 2011). The details of

rock dust discharge are beyond the scope of this analysis, and more research would be needed

on how to spread large quantities of basalt dust by air.

The following table summarises the key values used for our cost estimate:

Feature Source
Useful load : 4.3t Guide to Air Tractor Aircraft
Cost: USD 1.8 million https://air.one/
Fuel consumption: up to 330 l/h Guide to Air Tractor Aircraft
ground O&M costs: 120-210$/hour Ref. (Moraes et al., 2021)
Housing & Insurance: 5% of purchase cost
each year

Ref. (Moraes et al., 2021)

Pilot labour cost: 300$/hour Ref. (Moraes et al., 2021)
Speed: 306 km/h AIR TRACTOR AT-802/802A Pilot Training

Program

The distance between the centre of spreading sites and the nearest airport ranges between
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80 and 120 km (figure III.25). We therefore assume a flying distance ranges between 160 and

240 km. It represents a flight duration of 31-47 minutes. Adding 10 minutes for spreading, the

average flight duration would reach 41-57 minutes. This represents 226-314 litres of kerosene

per mission, or 7.6-10.6 GJ per mission, or 1.8 to 2.5 GJ/t of basalt applied. Assuming that 20

minutes are required to refuel and refill with basalt between each flight, and that the aircraft

operates 10 hours per day, and that it is used 5 days out of 7, an aircraft can realise between

2030 and 2550 missions per year. Therefore, the capacity cost per ton/year is 170-214$/t/year

(it depends on the average distance flown). We assume a lifetime of 30 years.

The hourly costs, including ground operations & maintenance costs, and labour, amount to

420-510 $/hour. With the previous assumptions, it takes 9 to 13 minutes of flight to spread 1

ton of rocks. Therefore, the total O&M costs per ton, including pilot’s labour cost is 70-120$ per

ton, or 56-102$ if the discharge takes 1 minute instead of 10. Finally, maintaining the landing

trail, housing the plane and insuring it costs around 5% of the aircraft purchase cost each year.

We are considering only existing landing trails.

The cost depends on the number of hours flown. A very low application rate (in kg per m2)

would result in a longer application duration, and therefore in higher costs per ton applied.

We assume that the energy and financial costs of aerial application are proportionate to the

duration of each flight. The flight duration is equal to: Dtot = Dtravel + m
vLr where Dtravel is the

time required to access (and return from) the spreading site (31-47 minutes), m is the load of

basalt carried (4 tons), v is the velocity (306 km/h), L is the spreading width (assumed to be 10

m), and r is the application rate (in kg/m2). If the discharge takes 10 minutes, the application

rate equals to 0.008 kg /m2. If the discharge takes 1 minute, the resulting application rate is

0.08kg/m².

The use of electric drones could also be considered and be cheaper. However, considering

their current performances, they cannot carry large amounts of rocks up to the most remote

areas, and the application over forests with drones could therefore require developing more

roads. Therefore, we consider the application by aircrafts only.

6.1.3 Break-even CO2 price of basalt application

Basalt is applied when the net present value of costs becomes lower than that of benefits, which

are defined as the discounted sum of future CDR multiplied by future carbon prices. Intertem-

poral effects, especially biotic CDR, are crucial due to CDR continuing for decades after basalt

dust application. It is important to note that although we analyse the costs and benefits of basalt
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Figure III.27: Distance between application site and nearest airport. The x-axis is the cumulative
contribution from the application sites, ranked from the most reactive to the least reactive to basalt
amendment, to the total NPP increase. The y-axis is the mean distance corresponding to these cumula-
tive contributions.

application, GET-ACC2 optimises the deployment of enhanced weathering without resorting

to intermediate prices and benefits computations. The dual solution of the optimization offers

a means to retrospectively determine the marginal energy, non-energy costs and the benefits of

basalt application on both croplands and forests (figure III.28).

1.3.1 Costs The cost of basalt application can be broken down into two categories: non-

energy cost and energy cost. The non-energy cost has a constant part and a variable part which

depends on the quantity of basalt applied. The energy cost is determined by aggregating the

quantity of all energy carriers used, each multiplied by their respective energy prices which

vary depending on the scenario.

Non-energy costs Production: the production cost of basalt dust is $27 per ton.

Transportation: when applied on croplands, transportation costs rise as more distant fields

are accessed for increased basalt application, reaching a maximum of $34 per ton. An additional
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$11 per ton is incurred for spreading. Hence, non-energy costs escalate from $38 to $72 per ton

applied as (endogenous) application rates increase. If basalt is applied in forests, transportation

costs range from $25 to $37 per ton, depending on the proportion applied with tractors (10-30%)

and the distance between the mine and airport (350-550 km).

Application: aerial spreading operation costs (excluding energy expenses) vary based on

ground operation and maintenance costs, as well as the endogenous application rate (costs

approach infinity as application rates decrease towards zero kg per m²), ranging from $56 to

$102 per ton for rapid discharges, depending on flight duration to the nearest airport. Pilot

fees constitute approximately 60% of this cost. With an aircraft lifespan of 30 years and a 5%

discount rate, the annual cost for spreading capacity priced at $170-210 per ton per year is

$11-13.7 per ton, to which we add 5% of the purchase cost for housing and insurance costs,

$8.5-10.5 per ton. Thus, non-energy costs for aerial spreading range between $84 and $123 per

ton. Considering the proportion of basalt applied with tractors, direct forest spreading costs

range from $55 to $104 per ton. Incorporating basalt extraction, grinding, and transport, the

total non-energy cost per ton applied per aircraft in forests is $136-191. This cost escalates with

increased (exogenous) aerial application share, (exogenous) average distance between airports

and application sites, and (exogenous) ground operation and maintenance expenses. Including

the 10-30% applied with tractors, the total range of non-energy cost of forest application is $114-

179 per ton.

Energy costs Production: the energy cost for basalt dust production is minimal, primar-

ily utilising electricity at an average rate of 0.2 GJ/ton (ranging from 0.07-0.6 GJ/t). In the

GET-ACC2 model, electricity prices remain relatively stable over time in the business-as-usual

scenario (around $14/GJ or $50/MWh). Prices increase in climate mitigation scenarios, particu-

larly in the first half of the century but rarely surpass $28/GJ or $100/MWh, except in the 1.5°C

case with medium overshoot, necessitating rapid decarbonization of the electric system. Thus,

electricity costs typically range from $2.8 to $5.6 per ton, with uncertainty on basalt grinding

electricity intensity leading to a range of $1-17 per ton.

Transport: the energy cost per ton-km for basalt transport varies from $0.02/t/km in the

business-as-usual scenario (where no basalt is applied) to approximately $0.06-0.1/t/km in cli-

mate mitigation scenarios. This cost correlates positively with the carbon price and depends

on the proportion of basalt transported by roads. Consequently, transporting basalt incurs an

energy cost of up to $40 per ton for cropland application and $20-55 per ton for forest applica-

tion.
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Application: the energy consumption for airborne spreading ranges from 1.8-2.5 GJ/t, whereas

for terrestrial spreading, it is 0.078 GJ/t. Since kerosene and diesel are priced equally in the

model, the energy cost for airborne spreading is 23 to 32 times higher than that for terrestrial

spreading. The cost of kerosene and diesel follows an affine function of the carbon price. When

carbon prices exceed approximately $300/tCO2, the cost of kerosene surpasses that of hydro-

gen (around $40/GJ), leading to its substitution by hydrogen as aviation fuel, limiting further

increases in aviation fuel prices. Consequently, aviation fuel prices range from $8 to $50 per GJ

primarily depending on the carbon price, resulting in energy costs for basalt airborne spread-

ing between $15 and $125 per ton. However, if carbon prices are very high in the near-term,

technological diffusion constraints hinder the quick substitution of kerosene by hydrogen, and

energy costs can exceed $125 per ton. This is the case in low-overshoot cases if the climate

sensitivity is high. The energy cost of terrestrial spreading remains below $4 per ton. Over-

all, energy costs for cropland application range from $5 to $60 per ton. These costs primarily

hinge on the quantity of basalt applied, endogenous carbon prices, and the exogenous energy

intensity of basalt comminution. In contrast, energy costs for airborne forest application are

significantly higher, spanning from $36 to $200 per ton, with a strong sensitivity to carbon

prices. Since 10-30% share of basalt is applied with tractors, the mean energy costs of forest

amendment with basalt dust range from $32 to $185 per ton.

Adding the energy and non-energy costs, the total costs of enhanced weathering on crop-

lands range from $43 to $132 per ton, and the cost of the first ton applied ranges from $43 to

$58. The total costs of enhanced weathering on forests range from $146 to $364 per ton, in line

with a precedent assessment (162-325$/t, see ref (Taylor et al., 2016)), and the share of energy

costs within total costs is primarily driven by the carbon price (figure III.28), besides exogenous

parameters variation.

1.3.2 Benefits The benefits per ton basalt application depend on future carbon prices:

RN(t) = Σk≥tP(k)ρ−k · [rCO2 wr (1 − wr)
(k−t) + CDRbio(k)]

Where CDRbio(k) is the marginal biotic capture at time k, P(k) is the price of carbon at time k,

ρ is the discount factor, rCO2 is the geochemical removal rate (the mass of CO2 removed per ton

of rock applied) and wr is the weathering rate. The quantity (1 − wr)
(k−t) is the unweathered

proportion at time k of the initial basalt applied at time t. The revenue of basalt application

increases with future carbon prices. On the other hand, the cost of basalt application also

increases with the carbon price, which affects the energy cost of basalt application. Therefore, a
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Figure III.28: Marginal revenues and costs of basalt application in the different climate policy scenar-
ios. Line: median. Shaded areas: 5-95% (light) and 25-75% ranges (dark). The marginal revenue of basalt
application is defined as the nominal benefit associated with the CDR resulting from the application of
one ton of rock, if no financial or energy expenditure is required. The marginal cost of basalt applica-
tion is the nominal cost of applying one ton of rock without any resulting CDR. The energy cost is the
nominal price of the energy that would be used to apply one ton of basalt. The dotted lines represent
the ratio of energy cost over total basalt application cost (right y-axis).

path of increasing carbon prices is more opportune to enhanced weathering deployment than

stable or declining prices. This explains how the marginal revenue can exceed the product of

the removal rate by the current carbon price, as well as the decrease of the marginal revenue of

basalt application in 2100 (figure III.28).

1.3.3 Hotelling rule and beyond Due to its non linear behaviour and intrication with

the carbon cycle, the term CDRbio(k) is hardly analytically tractable. Let us consider a case

where there is no biotic effect (CDRbio = 0) and the carbon price increases with the discount

rate: P(t) = ρtP0 (Hotelling rule), and we thus obtain the very simple expression: RN(t) =

ρt P0Σk≥0rCO2 wr (1 − wr)
k = P(t)rCO2 , that is to say, the benefit is the product of the CO2 re-

moved per ton of rock by the price of CO2. Since the first ton of rocks applied on croplands

costs between $43 and $58, and the removal rate is 0.24 to 0.37, the break-even CO2 price ranges

from $116 to $242 per ton CO2. This is in the range of existing assessments of CO2 removal

costs: 80-180$/tCO2 in ref (Beerling et al., 2020), 200$/tCO2 in ref (Strefler et al., 2018).
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The same analysis where basalt is applied on forests would yield break-even CO2 prices

between $400 and $1450 per ton CO2 if the biotic effect is not included. Break-even CO2 prices

when the biotic effect is included are hard to derive analytically, as the CDR associated with

basalt application depends on how much basalt is applied and on previous basalt application.

However, one can use the mean removal rate in forests, which is obtained by dividing the total

CDR due to enhanced weathering in forests by the cumulative mass of basalt applied over

forests over the century. Since the removal rate decreases with increasing basalt application,

the scenario where the lowest quantity of basalt is applied displays the highest removal rate.

The mean removal rate ranges from 2.2 tCO2/trock in the 1.5°C with high OS case to 7.2 tCO2/trock

in the 2°C case (figure III.29). This corresponds to average break-even CO2 prices between $20

and $166 per tCO2 depending on the scenario.

The break-even CO2 price is higher if the carbon prices grows slower than the Hotelling

rule, as it decreases the benefits of the future removals from current basalt application, and

vice-versa. In high OS cases, the CO2 prices increase faster than the discount rate until 2090,

and decline afterwards. In medium or no-OS cases, the CO2 prices stabilise when temperature

stabilises.

Figure III.29: Mean CDR rate over forests in the different climate policy scenarios.The boxes represent
the 25-75% range, while the vertical bars and black dots inside the boxes represent the median and
mean, respectively. The error bars indicate the 5-95% range. Each green dot represents a simulation of
the parameters sample. The brown shaded area represents the range of geochemical CDR rate: 0.24-0.37
tCO2/trock.
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6.2 Sensitivity Analysis

6.2.1 Parameters distributions

The following table lists the uncertain parameters that are varied in the sensitivity analysis.

As many of these parameters have the same kind of influence on the output (e.g. the costs

of competing conventional mitigation technologies such as batteries, nuclear power plants &

renewables have the same influence), we vary them simultaneously in order to reduce the num-

ber of required simulations while covering the full uncertainty space. Parameters are therefore

gathered into 10 groups, and are varied together although not in the same direction. For in-

stance, to increase the efficiency of mitigation technology, the costs of low-carbon technologies

are decreased while their load factors and maximum penetration levels are increased. The sign

of the variation of each parameter relative to the variation of the group is indicated in the table

by a (+) or a (-). We have isolated the parameters directly related to enhanced weathering to

track their effects independently.

Parameter Range distribution Justification Group &
variation

Energy
demand

multiplied by
0.75-1.25

Uniform Source: SSP database.
The standard
deviation of the final
energy use in 2100
(across SSP2
scenarios) is assumed
to be 25% of its mean
value.

Energy demand
(+)

Electric share
of PHEV use

0.2-0.69 Uniform 0.69 : NEDC, 20%
real-world

Efficiency of
mitigation
technologies (+)

Maximum
diffusion of
technologies
(e.g.:
maximum
share of
cogeneration in
urban heating
systems).

constraints
multiplied by
0.9-1.1

Uniform Efficiency of
mitigation
technologies (+)
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H2 vehicle
costs

Incremental cost
(compared to
internal
combustion
engine vehicle):
3,000$/car,
25,020$ for bus
and trucks,
multiplied by
0.3-2.7

Uniform Multiplier range from
Cox, et al 2021 (Cox
et al., 2020).

Efficiency of
mitigation
technologies (-)

EV costs
(PHEV & BEV)

Incremental cost
(compared to
internal
combustion
engine vehicle):
7,200$/car,
62,200$ for bus
and trucks,
multiplied by
0.9-1.9

Uniform Multiplier range from
Cox, et al. (Cox et al.,
2020)

Efficiency of
mitigation
technologies (-)

CCS costs The extra cost of
adding CCS to an
energy conversion
plant (1,340$/kW
for gas to
electricity,
1,920$/kW for
coal to electricity
and biomass to
electricity,
1,050$/kW for
biomass to H2,
1,580$ for biomass
to MeOH) is
multiplied by
0.8-1.2.

Uniform The technology
readiness level (TRL)
is quite low: 6 to 7
(biomass), and 8 to 9
(coal & gas).

Efficiency of
CCS (-)

Variable
renewable
energy costs

1,100$/kW
(onshore wind),
895$/kW (solar),
multiplied by
0.9-1.1

Uniform TRL1 is high : 9-10 Efficiency of
mitigation
technologies (-)

Nuclear costs 5,240$/kW,
multiplied by
0.95-1.05

Uniform TRL is high : 10 to 11 Efficiency of
mitigation
technologies (-)

1Source for all TRLs : IEA (2022), ETP Clean Energy Technology Guide, IEA, Paris
https://www.iea.org/data-and-statistics/data-tools/etp-clean-energy-technology-guide
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Biomass to H2
or Methanol
costs

6,000$/kW and
3000$/kW for
MeOH and H2
(without CCS),
respectively,
multiplied by
0.7-1.3

Uniform Low TRL (5 to 6) Efficiency of
mitigation
technologies (-)

Electrolysers
costs

1,500$/kW
(400$/kW in
2050) multiplied
by 0.9-1.1

Uniform TRL is quite high (9) Efficiency of
mitigation
technologies (-)

Storage costs 2,500$/kW
multiplied by
0.85-1.15

Uniform TRL 8-9 Efficiency of
mitigation
technologies (-)

capacity factor
of wind and
solar

0.36 for wind, 0.16
solar. multiplied
by 0.8-1.00

Uniform Coupling of power
system model with
MESSAGE: slight
overestimation of
VRE capacity factor in
IAMs (Brinkerink, et
al. 2022)

Efficiency of
mitigation
technologies (+)

carbon storage
cost

37 $/tC for fossil
carbon, 73$/tC for
bio carbon,
multiplied by
0.85-1.15

Uniform Base: GET7.0
parameters, range
due to medium TRL
(7-8).

Efficiency of
CCS (-)

Bioenergy
crops potential

160-260 EJ/year,
that added to 50EJ
of other bioenergy
sources (residuals,
waste) amount to
the range 210-310
EJ/year presented
in the text.

Uniform Global Energy
Assessment (Rogner
et al., 2012), range
from Li, et al (2021)
(Li et al., 2021)

Bioenergy
potential (+)

Max. capital
growth

10-20% Uniform Base 15% per year
(GET7.0 parameter).

Efficiency of
mitigation
technologies (+)
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max CCS per
year

10-20
GtCO2/year

Uniform Range of maximal
annual CCS from
ENGAGE IAMs in the
EN_NPI700 and
EN_NPI1000
scenarios (AIM/CGE,
MESSAGEix-
GLOBIOM,
REMIND-MAGPIE):
the mean of IAMs
maximum annual
CCS is 15GtCO2, the
standard deviation of
these maximums is
5GtCO2.

Efficiency of
CCS (+)

Max growth of
fuel supply
(transport)

15% per year,
multiplied by
0.5-2

Uniform Central value :
GET7.0 parameter

Efficiency of
mitigation
technologies (+)

Max
intermittent
power share

Maximum
penetration of
wind and solar
energy without
storage =30%,
multiplied by
0.8-1.25

Uniform The power system
representation is not
very detailed in
GET7.0 : we assume
30% of VRE
penetration without
storage or
curtailment, and we
test the sensitivity of
our results to this
parameter.

Efficiency of
mitigation
technologies (+)

Mean basalt
transport
distance

350-550 km Uniform see supra 1.1 Energy
intensity of
basalt
application (+)

Minimum
share of basalt
road transport

70-90% Uniform Most application sites
are in countries where
alternative freight
modes are not widely
available.

Energy
intensity of
basalt
application (+)
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Weathering
rate

1-26% per year Uniform low range: rinder et
al. 2021. 3.55 10-12

mol/m2/s
(corresponding to
pH=5.84 T=25°C),
SSABET =0.74 m2/g
=> 1% dissolved after
1 year for a grain size
of 20µm.
high range:
ORCHIDEE
calibration (based on
ref (Strefler et al.,
2018) for a grain size
of 20µm)

Weathering rate
(+)

CO2 abiotic
capture per ton
of rock

0.24 -0.37
tCO2/trock

Uniform T. Amann personal
communication.

Geochemical
capture rate (+)

Basalt
Phosphorus
content

0.036%-0.28% Uniform Goll et al 2021 Basalt
Phosphorus
content (+)

Share of basalt
applied on
natural areas
with aircrafts

70-90% Uniform see supra Energy
intensity of
basalt
application (+)

Energy use of
aircraft
application

1.8-2.5 EJ/Gt Uniform see supra Energy
intensity of
basalt
application (+)

Electricity
required for
rock
comminution

0.07-0.6EJ/Gt quadratic
(max= 0.2
EJ/Gt)

Streffler 2018 : for
20µm, 0.2 EJ/Gt is the
central estimate, 0.07
low and 0.61 high: we
take a quadratic
distribution such that
the median is 0.2, the
max is 0.6 and the
min 0.07.

Grinding
energy (+)

Equilibrium
climate
sensitivity

lognormal
distribution :
sigma=0.22,µ=1.12

lognormal Sherwood et al., 2020
Assessment of earth's
climate sensitivity
using multiple lines
of evidence.

Climate
sensitivity (+)

For several parameters, we base the cost uncertainty range on the “Technological Readi-

ness Level” (TRL). The Technological Readiness Level (TRL) describes the maturity of a tech-

nology or innovation. It provides a scale to evaluate the progress of a technology from its

conception to its deployment in real-world application (Mankins, 1995). Although TRL does
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not explicitly address the cost uncertainty, it reflects the overall progress of a technology, which

can influence the accuracy of future costs projections. An exhaustive assessment of cost uncer-

tainty would consider the additional factors such as economies of scale, learning effects, supply

chains, labour costs and regulatory requirements that may affect cost estimates.

Source for all TRLs : IEA (2022), ETP Clean Energy Technology Guide, IEA, Paris https://www.iea.org/data-

and-statistics/data-tools/etp-clean-energy-technology-guide

6.2.2 Latin hypercube sampling

In the main text, the values are the means of the model simulations performed over a large

sample of parameters values. We sample these parameters using a quasi random sampling

method, the ‘Latin hypercube sampling’ method. The idea is as follows: the set of values

accessible for each parameter is divided into N (=620) contiguous segments of equal probability.

By taking the weighted mean of each segment, we obtain a set of N values {v1
p,vp

2,...vp
N} for

each parameter p. For each simulation, each parameter takes a single new value from this

set, in a random order. This ensures that the k-dimensional space of parameters is properly

covered.

The equilibrium climate sensitivity (ECS) is sampled over 20 values, in order to limit the

computational burden: the climate model ACC2 must be re-calibrated (the process called in-

verse simulation in the model documentation (Tanaka et al., 2007)) each time we change the

assumption on ECS because a different ECS value implies different optimal values of other

parameters to best explain the historical observations given prior information on all parame-

ters (Tanaka et al., 2009). We also run a set of simulations without considering the uncertainty

in climate sensitivity: the mean net emission pathways tend to be slightly lower without ECS

sampling than with ECS sampling. It is because the relationship between carbon budget for a

given temperature target and ECS is not linear, but rather slightly convex.

6.2.3 Morris sampling

We apply the Morris screening method (Campolongo et al., 2007; King & Perera, 2013; Mor-

ris, 1991) to quantify the influence of each parameter on the outputs. Let X = {x1, . . . , xk}
be a vector of parameters which are normalised to [0,1], Y = f (X) the output. The idea is

to assess the sensitivity of f to each parameter xi by sampling its ‘elementary effects’EEi =

f (x1, . . . xi + ∆ . . . xk)− f (x1, . . . xk) over a sufficiently large set of values of all the xj . Let us call
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N the size of this set: the procedure must return a sample {EEi
1,...,EEi

N} for all i in [1,...,k]. In

our case, we chose N=20. The means µi of the elementary effects, their standard deviation σi

and the mean of their absolute values µ∗
i give useful information about the influence of these

parameters. When the computation of f is time-consuming, the Morris sampling procedure can

be used to limit the number of required computations for a given value of N. In the sampling

procedure, a trajectory starts with a random vector of parameters. We successively increase

the value of each parameter in a random order by ∆ to create a set of k+1 vectors. For each

parameter, we can calculate an elementary effect by subtracting the values that the function f

takes between two successive points where the value of that parameter is increased. We then

repeat the procedure N times in order to have N elementary effects per parameter.

More formally, a trajectory T is initiated by choosing an initial point XT
0 in

[
0, 1

2N−1 , 2
2N−1 , ..., N−1

2N−1

]k

(there are N possible initial values per parameter), and then iteratively increasing each parame-

ter i by N
2N−1 in a random order {σT(i)}i∈[1,p] where σT is a permutation, to obtain T={XT

1 , XT
2 . . . XT

k+1}.

Computing the output along this trajectory yields the elementary effects for each parameter i:

dT
i = f (XT

σ(i)+1)- f
(

XT
σ(i)

)
= f (x1, . . . xi + ∆ . . . xk)− f (x1, . . . xk). We produce N=20 trajecto-

ries.

Initial points are sampled following a Latin Hypercube method, and trajectories are cho-

sen to maximise their dispersion and thus their coverage of the parameters space on which

elementary effects are computed, following ref. (Campolongo et al., 2007). However, we do

not consider the same dispersion function. In ref. (Campolongo et al., 2007), The dispersion

between two trajectories is the sum of the Euclidean distance of all their points taken pairwise:

$$d_{m,l}= \sum_{i}ˆ{k+1}\sum_{j}ˆ{k+1}\sqrt{\sum_{z}ˆ{k}[X_iˆm(z)-X_jˆl(z)]ˆ2}$$

where Xj
l(z) is the value of parameter number z at step j of trajectory l. This dispersion

measure is too computationally expensive for its purpose. We want, for each parameter i, to

have a representative set {EEi
1,...,EEi

N} of its elementary effects. Therefore, it is necessary that

for each i, the {Xt
σt (i)}t∈[1,..,N] are well spaced. We therefore propose the following dispersion

measure:

$$d_{m,l}= \sum_{i}ˆ{k+1}\sqrt{\sum_{z}ˆ{k}[X_{\sigmaˆm(i)}ˆm(z)-X_{\sigmaˆl(i)}ˆl(z)]ˆ2}$$

This dispersion measure has the advantage of being less computationally expensive. We

want to maximise:

$$ \sum_{m,l} d_{m,l}$$
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In our case, we have around k=30 input parameters, hence computing the distance between

two trajectories requires around k2 operations, and computing the dispersion requires (kN)2

operations. If we are to pick the N best trajectories out of the Nkk! existing trajectories, it

would require to find the best combination of N trajectories among Nkk!, which means a total

of $$\binom{Nˆ{k}k!}{N} kˆ2 Nˆ2 $$ operations (around 10768 for N=20 and k =30). This is not

computationally feasible if we want to have N sufficiently high. We improve the sampling

strategy by using a simulated annealing algorithm instead of a brute force approach, which

greatly reduces the computational burden.

Simulated annealing:

initialization

Take N initial points of k parameters with LHS. We sample only over the inferior half-

section of each dimension for symmetry reasons. It yields N initial points with coordinates

in $$[0,\frac{1}{2(N-1)},...,\frac{N-1}{2(N-1)}]$$, and from each point we will start one trajec-

tory by generating random permutations {σ1, ...,σN} . Each trajectory is built step by step by

adding $$\Delta = \frac{N}{2N-1}$$ to each coordinate in the order {σ1(1), . . . σ1(k)}. We call

Jp
0={t0

1. . . t0
N} this first set of trajectories.

Distance table : compute, for each trajectory t0
i the distance d0

i =Σd(ti
0 , tj

0) (we want to

maximise D = Σdi)

T is the “temperature”. λ is the cooling factor.

While n < Iterations limits:

step n

• T=λT

• Pick a random integer i∈ [1, ..., N]. Generate a new random permutation. Let us call t∼i

the trajectory built from point i and this permutation. Replacing tn−1
i by t∼i would

increase the dispersion by Θ = Σd(ti
∼ , tj

n−1)−dn−1
i .

• If Θ ≥ 0

– Replace tj
n−1by ti

∼ and update the distance table.

• If Θ <0
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– With probability e−
Θ
T :

* Replace tj
n−1by ti

∼ and update the distance table.

End

Return the best set of trajectories from all those explored.

6.3 GET-ACC2 model

6.3.1 Overview of the model

The GET-ACC2 model is an integrated climate-energy-economic single-region model with global

coverage. It is used for long-term energy system modelling and technology assessment. It de-

scribes how the energy system evolves and minimises its costs across the 21st century to meet

the energy demand and respect specified constraints, such as a carbon budget or a climate tar-

get. GET-ACC2 is composed of two models: the energy system model GET and the reduced

complexity climate model ACC2.

The Aggregated Carbon Cycle, Atmospheric Chemistry, and Climate (ACC2) model de-

scribes the physical part of the system. K. Tanaka developed the model in 2007. It computes

the evolution of physical parameters, such as greenhouse gas concentrations in the atmosphere,

the additional radiative forcing that it induces, and the surface mean temperature resulting

from a pathway of anthropogenic emissions. The ACC2 model is clearly and comprehensively

described in the documentation by Katsumasa Tanaka and Elmar Kriegler (Tanaka et al., 2007),

(Tanaka & O’Neill, 2018).

The global energy transition (GET) model is a simple linear energy system model that was

initially developed at Chalmers University by Christian A. Azar and Kristian Lindgren (C. Azar

& Lindgren, 2003; C. A. Azar et al., 2000). The current version, GET7.1, is derived from the one

used by D.J.A. Johansson and C. Azar in Azar et al (2013) and (Johansson et al., 2020)). More

information on GET7.0 can be found in ref (Hedenus et al., 2010).

The GET-ACC2 model computes cost-optimal scenarios to balance energy demand with en-

ergy supply. It takes as input a set of assumptions about future demand in several subsectors,

technology costs and efficiency, and returns a combination of energetic and economic features

of the cost-optimal energy mix, such as primary energy needs, marginal and total costs of
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production and distribution, etc. The model has 4 kinds of input data: techno-economical pa-

rameters, that characterise the costs and efficiencies of the technologies included in the model,

climate model parameters, assumptions on future energy demand, and climate policy con-

straints.

The energy demand comprises four sectors for stationary end-use: industrial process heat,

electricity, feed-stock for chemical industry, residential and commercial heating, and eight

transport demand subsectors: road (public & private transport), air and rail for passenger

transport, and marine, air, rail and road for freight. These energy demand pathways are de-

rived from ENGAGE SSP2 baseline scenarios (Bertram et al., 2021). The GET model computes,

at each 10-year timestep, new productive capacity, new vehicles, distribution infrastructure

etc. that have to be deployed to meet a given demand, as well as the fluxes of primary and

secondary energy, the emission of greenhouse gases that stem from them, and costs incurred

by the system. The reference year for dollar value is 2010.

3.1.1 Optimisation procedure The model is solved by a non-linear optimization solver,

CONOPT4. There are two options to solve the model: the demand can be either fixed or price-

responsive. The solver minimises the objective function: the net present value of future costs

(investment costs, O&M costs, fuel costs, carbon tax, etc.), when the demand is fixed, or the

net present value of annual surplus, when demand is price-responsive. The discount rate is

assumed to be at 5% by default. The solver ensures that the climate constraints are respected

- for instance, keeping global warming from pre-industrial level below 1.5°C in 2100. In this

study, we use the price-responsive mode.

To allow the demand to decrease when prices grow, price-elasticities are -0.4 for electricity

demand (Labandeira et al., 2017), domestic and commercial heating, -0.2 for industry (process

heat and feed-stock), and -0.3 for transport demand (Dimitropoulos et al., 2018; Persson et al.,

2007).

The model is solved twice:

• A first run with fixed demand and no climate policy Qb
s (b for “baseline”, s for “sector”)

yields baseline end-use prices Pb
s at each 10-year timestep, for each sector (the marginal

costs of energy supply). Here, the net present value Ofixed of future energy system costs

C(t) is minimised:

O f ixed = ∑t C(t)ρ−(t−t0) where ρ = 1.05
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These prices are considered the reference prices for the demand pathway, and we

deduce the reactive demand curve Qr
s (r for “reactive”) from the ratio between

reference prices and real prices.

dlog(Q)
dlog(P) = η hence Qr

s = Qb
s( Pr

s

Pb
s )η where η is the price-elasticity of demand.

• A second run (with elastic demand) computes the consumer surplus of each sector at

each 10-year timestep, that is to say the area below the demand curve. The annual social

surplus S(t) (figure III.30 and SIII.31) is the consumer surplus minus the production costs,

i.e the area below the supply curve:

S(t) = ∑
sectors

[(
Qr

s (t)
Qb

s(t)
)

1
ηs

Pb
s(t)

1
ηs
+ 1

Qr
s(t)]− C(t)

The solver maximises the discounted sum Oreactive of the annual social surplus be-

tween 2020 and 2150.

Oelast = ∑t S(t)ρ−(t−t0) where ρ = 1.05

Figure III.30: Annual median mitigation costs in GET-ACC2 (discount rate = 5%). The dotted lines
show the 25-75% range.

3.1.2 Model Validation The climate model ACC2 (Kvale et al., 2012; Melnikova et al., 2023;

Tanaka & O’Neill, 2018; Tanaka et al., 2007, 2009, 2013, 2018, 2020) is calibrated on historical

data (Tanaka et al., 2007), and its temperature response to greenhouse gas emissions has been

validated against similar reduced-complexity climate models (Nicholls et al., 2020). The carbon

sequestration following an increase in net primary production in ACC2 has been validated

against CMIP6 models in the context of an increase in net primary production due to CO2

fertilisation (Melnikova et al., 2023), but not phosphorus fertilisation which is a process (to

date) absent from all CMIP6 models.
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Figure III.31: Annual median mitigation costs in GET-ACC2 (discount rate = 2%). The dotted lines
show the 25-75% range.

The land-surface model ORCHIDEE-CNP was well evaluated from site to global scale in-

cluding nutrient leaching from terrestrial soils and the effects of elevated CO2 on primary pro-

ductivity and land carbon storage (Friedlingstein et al., 2019; D. Goll et al., 2018; D. S. Goll

et al., 2017; Sun et al., 2021). . Further, the response of aboveground productivity to mineral P

fertiliser addition was compared with observation-based estimates (D. S. Goll et al., 2021). The

emulator that reproduces the NPP response of ORCHIDEE-CNP to basalt addition, relying on

a reduced set of assumptions for extrapolating the behaviour of the complex ORCHIDEE-CNP

model, is necessarily a simplification of the original model but we checked that it reproduces

faithfully the emerging response of the complex model.

The energy system model GET was developed for providing least-cost scenarios of energy

transition (C. Azar & Lindgren, 2003; C. Azar et al., 2006, 2013; C. A. Azar et al., 2000; Hedenus

et al., 2010; Johansson et al., 2020). The initial state of the energy system is calibrated on IEA

data regarding energy flows and production capacities, and technology costs are taken from

other energy system models. This kind of forward-looking model is hard to validate (Wilson et

al., 2021) because it does not intend to make predictions about the future, but rather to provide

quantitatively self-consistent energy scenarios, in an idealised world where a central planner

with perfect foresight coordinates the energy transition to achieve climate targets at the lowest

cost.

6.3.2 Major updates on GET

The model GET7.0 is described in ref (Hedenus et al., 2010). The model GET7.1, used in this

study, was updated on several aspects: supply curves for fossil fuels and bioenergy, marginal

abatement costs curves for non-CO2 gases, the investment costs were updated to account for

the rapid decline in wind turbine and solar PV costs as well as batteries.

107



CHAPTER III. ENHANCED WEATHERING 6. SUPPLEMENTARY INFORMATION

3.2.1 Fossil fuel supply curves The version GET7.0 assumed a constant cost for fossil fuel

extraction. The GET7.1 includes fossil fuels supply curves that represent how costs increase as

resources are depleted. These supply curves are derived from the TIAM-UCL model (Welsby

et al., 2021).

3.2.2 Biomass supply curve The version GET7.0 assumed a constant cost for bioenergy

supply. The GET7.1 model does not model land use, but represents the increasing marginal

costs of bioenergy supply. We use an idealised supply curve based on the one computed with

the IMAGE3.0 (Daioglou et al., 2019) model (fig. 6 of ref (Daioglou et al., 2019)). We assume that

the supply curve follows the equation : P = Pmax Q4 /Qmax
4+b, where b is the initial bioenergy

price, Pmax =15$2005/GJ, and Qmax is the assumed maximum bioenergy supply potential (be-

tween 160 and 260 EJ/year). This simple supply curve generally underestimates the biomass

supply cost compared to the original data, but it remains an improvement compared to the

initial static cost parameterization.

There are two sources of carbon dioxide emissions in the biomass supply process. First,

the machinery used for cultivation, management and harvesting of the bioenergy crops can

be powered by fossil fuels. In the GET model, the exogenous energy demand pathways are

assumed to take account of the use of energy to produce energy (e.g., for the extraction of

materials used to produce renewable energy), thus switching from coal to biomass does not

increase the energy demand. The low density of the biomass and the additional transport

requirements are accounted for through a financial cost but not an energy one. Second, the ex-

tension of cultivated lands to increase the biomass supply could affect the vegetation and soil

carbon stocks, possibly increasing land-use change emissions (Daioglou et al., 2017; Hanssen et

al., 2020). However, the variation in soil carbon stock can be positive or negative depending on

the type of land and the type of crops (J. Wang et al., 2023). As a consequence, the governance

and regulation of the land-use sector is critical to limit land use change emissions associated

with bioenergy production, notably induced direct and indirect land use change (Merfort et al.,

2023). Here, consistently with the perfect information, perfect foresight, optimising paradigm

of the model, we assume that bioenergy crop areas are chosen wisely in order to minimise

land-use change emissions. This corresponds to an emission factor of 5 kgCO2 per GJ of pri-

mary energy (12 kgCO2 per GJ of biofuels converted with 41% efficiency from primary energy

(Merfort et al., 2023)). Other land use emissions are exogenous.

3.2.3 Methane and Nitrous oxide abatement New abatement cost curves to reduce methane

and nitrous oxide emissions are implemented.There are 4 source-dependent abatement cost
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curves for methane (for coal, oil, natural gas and non-energy emissions), and one for N2O.

CH4 emissions from the energy sector are the product of the quantities of natural gas, oil

and coal by the corresponding emission factors (0.275, 0.22, and 0.284 MtCH4 per EJ of gas, oil

and coal respectively). These three emission factors can be reduced at the expense of additional

costs that are derived from marginal abatement costs curves (Harmsen et al., 2019). Addition-

ally, non-energy methane emissions follow an exogenous baseline based on SSP2. Non-energy

methane emissions can also be reduced at the expense of an additional abatement cost (Harm-

sen et al., 2019).

Bioenergy supply is associated with N2O emissions (0.01 MtN per EJ). Bioenergy and non-

energy (exogenous) N2O emissions can also be reduced similarly to CH4 mitigation.

Figure III.32: Marginal abatement cost curves for CH4, and N2O

3.2.4 Parameters updates As solar panels, wind turbines and batteries costs have declined,

the capital costs in GET7.1 are different from those in GET7.0. Electricity generation costs are

based on the data from EIA, NREL, IRENA (“Cost and Performance Characteristics of New

Generating Technologies, Annual Energy Outlook 2022”, n.d.; IRENA, 2021; NREL, 2021),

while H2 and MeOH generation costs are based on the REMIND model (Luderer et al., 2022).
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The electric vehicles and plug-in hybrid electric vehicles are also cheaper, as we assume a bat-

tery cost of 100$/kWh.

The total CO2 storage reserves were extended to 3000 GtCO2. A maximum annual injection

rate of 0.5% of storage reserves was added, following ref. (Strefler et al., 2021) This leads to a

maximum annual CO2 storage of 15GtCO2 per year, consistent with annual sequestration rates

in the ENGAGE database (Riahi et al., 2021) Furthermore, the extension of annual CCS flows is

limited to 150 MtC/year, i.e. 5.5 GtCO2 per decade.

3.2.4 Renewable energy mix The onshore wind power potential is 80EJ/year (Lehtveer

et al., 2017). There is no detailed description of wind and solar production in GET, nor of issues

related to VRE penetration in power production such as curtailment. The maximum share of

variable renewable energy that does not have to be stored is limited to 30%, and the rest can be

freely integrated as long as batteries (or cheaper storage with limited potential, such as dams)

are purchased. We imposed that the shares of variable renewable energy provided by wind

or solar energy cannot exceed given thresholds. Otherwise, since wind power is cheaper than

solar, it completely replaces it.

6.3.3 Comparison of mitigation scenarios and baseline

When no climate target nor carbon tax constrains the model, energy supply relies heavily on

coal, although the shares of wind, solar and nuclear power also increase (figure S3.3.1). The

CO2 emissions rise steadily across the 21st century and peak around 2100 (figure S3.3.2).

6.3.4 Inverse parameterisation of the climate model ACC2

The spread of uncertainty relating to the climate system is assessed by sampling the equilib-

rium climate sensitivity (Sherwood et al., 2020) (ECS). In ACC2, several parameters are jointly

calibrated on historical values using the inverse mode (Tanaka et al., 2007). Here the value of

the ECS is exogenously set, and other parameters are calibrated consistently to this ECS value.

The most influential parameters are Q10, by which the rate of terrestrial heterotrophic respira-

tion increases with a temperature increase of 10°C, the factor β, which logarithmically scales

the CO2 fertilisation effect on net primary production with the fractional change of atmospheric

CO2 concentration, and the aerosol forcing. The figure III.35 shows how these parameters vary

with the ECS.
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Figure III.33: Energy flows in GET-ACC2. The hatched bars follow the same pattern as in the main text,
except for the right panel where no EW is applied. The error bars represent the 25-75% range.
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Figure III.34: GHG Emissions and Temperature change in GET-ACC2. The dotted lines show the 25-
75% range. When the temperature returns to its target after overshoot, the climate inertia leaves a little
space for emissions to bounce back, while keeping the temperature below target. As the calculation is
made up to 2150, emissions increase slightly in 2150 because they do not have enough time to affect the
climate system: it is a side-effect due to the assumed time horizon.

Figure III.35: Correlations between climate parameters Q10, Beta and the Aerosol forcing, as esti-
mated from ACC2 inverse mode.
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METHANE REMOVAL

Comparing Methane and Carbon Dioxide Removal for

Climate Change Mitigation: Specifications and Impacts

Abstract

Methane is the second most influential anthropogenic greenhouse gas after carbon dioxide,

and the potential level of emission reductions are known to be limited due to hard-to-abate

sectors such as agriculture. Reducing the contribution of methane to climate change could

therefore involve atmospheric methane removal (MR). This potential mitigation option has so

far been much less studied than carbon dioxide removal (CDR).Here, we assess the cost and

removal potential that MR must meet to ensure equivalent CO2 emissions and cost savings

to CDR in mitigation scenarios, and we compare the effects of MR and CDR on cost-effective

mitigation pathways achieving four different climate targets. Using the ACC2-GET integrated

carbon cycle, atmospheric chemistry, climate and energy system model, we consider a generic

MR technology parameterized with constant unit costs and a maximal removal potential. We

show that to replace carbon capture and storage from bioenergy processes, the MR potential

have to be at least 180 to 320 MtCH4 per year, which represents between 50% and 90% of

current anthropogenic methane emissions, with maximum unit costs between 360 and 1210

$/tCO2eq, depending on the climate target. Using an intertemporal optimization modelling

approach, we found that replacing CDR by MR delays mitigation burdens and reshapes the

distribution of intergenerational efforts in climate mitigation. Unlike CDR, MR does not tackle
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ocean acidification but can help reduce harmful tropospheric ozone. Finally, we show that

the positive temperature feedback to natural methane emissions does not improve the cost-

effectiveness of MR relative to CDR, although such feedback is sometimes used as a justification

for developing MR techniques.

1 Introduction

1.1 Methane role in climate change

Methane is much less abundant in the atmosphere than carbon dioxide, with a concentration of

1.9 ppm, but the methane concentration has increased by 250% relative to pre-industrial levels

(Saunois et al., 2020). Methane plays a significant role in anthropogenic climate change, as its

current radiative forcing is equivalent to 60% of the radiative forcing of CO2 (Myhre et al., 2013).

Methane is a short-lived climate forcer: the perturbation lifetime of atmospheric methane is

about 12 years (Szopa et al., 2021). This is much shorter than that of carbon dioxide, which

follows different dynamics: excess atmospheric carbon is progressively absorbed by the natural

sinks, such as the biosphere and the ocean, at a decreasing rate: about half of an emission

pulse remains in the atmosphere after 20 years, but still one fourth after thousand years (Joos

et al., 2013). Whereas the increase in global temperature is proportional to cumulative carbon

dioxide emissions, methane emissions only have a transient effect on temperatures (Allen et al.,

2022). However, as methane absorbs infrared radiation more effectively than carbon dioxide, its

radiative forcing is higher per unit volume. The time perspective therefore critically influences

the comparison between CO2 and CH4: the global warming potential of methane is 27.9 over

100 years and 81.2 over 20 years (Forster et al., 2021).

1.2 Methane emissions

Global methane emissions by both natural processes and human activities amounted to about

592 Tg per year in 2017 (Saunois et al., 2020). Methane is naturally emitted by the anoxic

degradation of organic matter, in particular in wetlands. Natural sources also include fires

and termites, and represent 40% of global methane emissions. Natural methane emissions are

involved in positive feedback loops with global warming (Dean et al., 2018). For instance, the

anoxic organic matter degradation in wetlands could increase in a warmer climate, due to an

increase of wetland area driven by wetter conditions locally, thawing permafrost in the Arctic,
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and enhanced methanogenesis due to higher soil temperature and higher atmospheric CO2

concentration (Kleinen et al., 2021; Zhang et al., 2017).

Agriculture is responsible for around 45% of anthropogenic methane emissions (Saunois

et al., 2020), due to enteric fermentation (in ruminants), wetland emissions from rice paddies,

and animal waste methane (Methane Emissions in Livestock and Rice Systems, 2023). Methane

emissions from fossil fuels account for just over a third of anthropogenic emissions, and are

due, in roughly equal shares to coal, oil and gas extraction. Coal mining can release coalbed

methane due to mine aeration, and methane can leak from oil and gas operations. The remain-

ing anthropogenic emissions originate from waste decomposition.

Methane abatement is sometimes considered a "low-hanging fruit" of climate change miti-

gation, with cheap mitigation measures in the energy sector bringing additional benefits such

as methane recovery, improved safety and air quality (Harmsen et al., 2020). However, agricul-

tural methane emissions are beyond the low-hanging level, and are therefore projected to repre-

sent a significant part of residual methane emissions in climate mitigation scenarios (Harmsen

et al., 2020). Methane abatement is also gaining political momentum at the international level,

as 150 countries recently signed the "Global Methane Pledge", committing to take voluntary

actions to reduce global methane emissions by at least 30% from 2020 levels by 2030.

1.3 Methane Removal

Methane removal (MR) consists in eliminating methane from methane point sources or directly

from the atmosphere (Boucher & Folberth, 2010). Several methods to remove methane have

been proposed, although the literature on their scalability and their possible costs is still sparse

(Ming et al., 2022a). However, MR is gaining interest, with the development of a research

agenda on atmospheric MR by the National Academies of Sciences, Engineering, and Medicine

(“Atmospheric Methane Removal Development of a Research Agenda | National Academies”,

n.d.).

Several reasons have been raised to justify neglecting MR in comparison to carbon dioxide

removal (CDR). Firstly, both reducing CH4 emissions or implementing removal techniques re-

duce atmospheric methane concentration due to the ten-year lifetime of atmospheric methane.

Unlike CO2, net negative CH4 emissions are unnecessary to reduce its temperature impact.

Lowering CH4 emissions decreases temperature, whereas reducing CO2 emissions to zero only

halts temperature increase without reversing it (Lackner, 2020). More broadly, focusing initial

mitigation efforts on carbon dioxide is justified given the long perturbation time of CO2, com-
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pared to the transient effect of methane abatement on temperature trends (Abernethy et al.,

2021; McKeough, 2022). Secondly, MR poses a number of technical challenges. Methane does

not have the chemical properties (weak acidity and strong dipolar momentum) used to capture

CO2. Furthermore, atmospheric methane is 640 times more dilute than CO2 in terms of mass.

Thus, circulating the air in an MR plant alone could require 140 GJ/tCH4 of electricity (Lackner,

2020).

Arguments for MR exploration have been made despite these drawbacks. MR could help

counteract short-term warming and have a rapid impact on climate change, in line with the

short-term effect of atmospheric methane (Abernethy et al., 2023; Jackson et al., 2019). Unlike

carbon dioxide, methane is not part of the fertilization of the biosphere, so its atmospheric con-

centration may be reduced below pre-industrial levels (Boucher & Folberth, 2010). Much less

MR than CDR is required to achieve a given climate impact due to the higher radiative effi-

ciency of methane (Jackson et al., 2019), and unlike CDR, there is no need for storage since the

removed methane can be oxidized to CO2 without significantly reducing the climate benefits of

the process (Boucher & Folberth, 2010). Reaching zero methane emissions is unlikely because

methane emissions from food systems are difficult to reduce (Jackson et al., 2021; Nisbet et al.,

2020). Furthermore, several studies have pointed out that a positive feedback from rising tem-

peratures on natural methane emissions could occur in the future and may require the removal

of atmospheric methane in addition to anthropogenic emission reductions to limit the surge of

atmospheric methane concentrations (Boucher & Folberth, 2010; Jackson et al., 2019; Jackson

et al., 2021; Ming et al., 2022a).

The technical and economic feasibility of removing atmospheric methane has thus been

discussed for a decade, and the plausible costs, scalability and potentials of MR technologies

are still very uncertain, not to say unknown. Existing studies exploring MR scenarios have

assessed the impact of MR on atmospheric chemistry and temperature by imposing exogenous

pathways of methane emission reductions (Abernethy et al., 2021) or methane-oxidizing chlo-

rine emissions (Li et al., 2023). However, how MR could be integrated into the portfolio of

existing mitigation options has not been investigated.

This study has two objectives: first, to investigate the relevant removal costs and potentials

to enable MR to play a comparable role to BECCS as a key CDR method in climate change

mitigation scenarios. Second, to evaluate the effects of MR in mitigation scenarios for emissions

and temperature pathways, as well as for the time profile of mitigation efforts, and to contrast

them with CDR. Since the increase of natural methane emissions due to global warming has

been raised as a rationale for pursuing MR, we examine how accounting for this feedback can

change the role of MR in our mitigation scenarios.
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1.4 Implementation in a Climate-Energy Model

1.5 Modeling Framework and temperature targets

We use the energy-economy-climate GET-ACC2 described in Chapter 2 (see II and its supple-

ments 6). Since ACC2 (Tanaka et al., 2007) resolves atmospheric chemistry, it is well suited

to analyze the joint optimization of different greenhouse-gasses (GHG) emission pathways

(Tanaka et al., 2013, 2020). Four climate targets cases are considered, as in Chapter 2: 1.5°C

scenarios with low overshoot (up to 0.2°C) and high overshoot (no limit) and 2.0°C scenarios

with no overshoot and with high overshoot (no limit). All three overshoot scenarios achieve

their respective temperature targets by 2100.

1.6 A Generic GHG Removal Solution

A precise modeling of MR processes is beyond the scope of our study. We refer the interested

reader to the existing literature (Abernethy et al., 2023; de_Richter et al., 2017; Li et al., 2023;

Ming et al., 2021, 2022a, 2022b; Oeste et al., 2017; Wang et al., 2022; Xiong et al., 2023). Due to the

lack of data on MR costs and energy requirements, we consider a generic MR characterized by

the following two factors: i) a cost per ton of removed methane c [$/tCH4] and ii) a maximum

annual removal potential p [tCH4/year]. We consider only these two factors for two reasons.

First, because two dimensions are convenient to represent visually. Second, because costs and

potentials are the most typically assessed characteristics of mitigation options including CDR

(Fuss et al., 2018). Unlike the energy system model, which typically has a decadal timestep,

we optimized the MR characterization factors at a yearly timestep to account for the short

atmospheric lifetime of methane. We also constrain the growth rate of MR. We thus add the

following equations to the model:

MRC(t) = MR(t) · c (E.1)

MR(t)≤ p (E.2)

MR(t + 1)≤ MR(t) · (1 + g) + a (E.3)
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MR(t) = 0 for t 2030 (E.4)

where MRC [$] is the annual cost of MR, MR [tCH4] is the annual quantity of methane

removed, g is the maximum geometric growth rate, set to 15% which is the standard growth

rate for capacity addition in the model, and a is the maximum arithmetic growth rate, set to

10 MtCH4 per year, in order to reach full potential within a decade. We deliberately consid-

ered a simplistic model of MR as well as a fast growth rate to facilitate the interpretation of

our results. We assume that the methane captured by MR will be fully oxidized and converted

to atmospheric CO2 and subsequently enter into the carbon cycle of the model, although the

added CO2 is almost negligible. In order to compare MR and CDR, we also model a generic

CDR based on the same approach to characterizing associated costs and potential (see supple-

ments 6), in addition to the already modeled BECCS (Azar et al., 2013).

2 Willingness to pay for methane removal

Figure IV.1: Temperature and GHG prices pathways for different climate target cases across the 21st

century. Solid lines: with BECCS. Dotted lines: no BECCS. In that case, 1.5°C with low and high
overshoots are identical.

Our model optimizes the GHG abatement costs with perfect foresight. Each solution is

associated with a "shadow price" path for each GHG. MR and CDR are used if and only if their

marginal costs are exceeded by the shadow price of CH4 and CO2, respectively. Understanding

the behavior of the GHG prices in relation to climate objectives is thus key to understanding the

reliance on MR. The shadow price at time t is the marginal abatement cost, which is equal to the

marginal benefit of emitting one more unit of GHG at time t without affecting the climate, or

symmetrically the benefit of a free unit GHG removal. Mathematically speaking, it is the dual

of the constraint on global temperature at time t expressed in current value terms (Goulder &
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Mathai, 2000). When constraints on technology expansion (like E.3) are binding, the shadow

price is the sum of the dual of the temperature constraint and the dual of the technology growth

rate constraints. The latter expresses that future abatement is constrained by past abatement

through technical inertia. As a consequence, there is a benefit of abating more at a given time

in order to have more flexibility for future abatement.

GHG prices rise until the temperature constraint becomes binding (Johansson, 2012). The

shadow price of carbon grows exponentially with time, with a growth rate equal to the dis-

count rate, and the price of methane grows even faster than the carbon price, increasing by

several orders of magnitude over the century (Figure IV.1). The ratio of the two GHG prices

increases exponentially at a rate 1
τ where τ is the perturbation lifetime of the temperature as-

sociated with a methane emission (Johansson, 2012) (see also Figure IV.7). This phenomenon

mirrors the initially lower but increasing importance of methane abatement as the temperature

approaches the target level, due to the short atmospheric lifetime of CH4 (Tanaka et al., 2020).

This trend is particularly pronounced in OS cases. Methane abatement can indeed be delayed

without affecting the final temperature, yet at the expense of a higher OS (McKeough, 2022).

The availability of climate change mitigation options changes the GHG prices in a non-linear

way. In the 1.5°C scenario with high OS, the CH4 prices are almost one order of magnitude

higher when BECCS is not available (Figure IV.1), correspondingly increasing the willingness

to pay for methane removal. In the 1.5°C scenario with low OS, the maximum temperature of

1.7°C is not reached; as a consequence, the prices are the same as in the high OS scenario. In

this case, the near-term methane price is higher in the case with BECCS than in the case with-

out BECCS. It underlines the dependence of the methane price on the temporal proximity of

reaching the temperature constraint.

3 Replacing BECCS by MR

3.1 The role of BECCS in mitigation pathways

BECCS were introduced in energy technology portfolios in the early 2000s (Azar & Lindgren,

2003; Azar et al., 2006; van Vuuren et al., 2007), and were the first large-scale CDR option

considered in IAMs. BECCS deliver carbon-negative energy in models, which make them at-

tractive for two main reasons. Firstly, their large CDR potential enabled otherwise infeasible

unattainable climate targets to be met (Beck & Mahony, 2018; van Vuuren et al., 2007), by com-

pensating for excess emissions in hard-to-abate sectors and for the delay in emission reduc-
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tions. Secondly, they greatly reduced costs of stringent mitigation pathways (Azar et al., 2013).

These two features made them a ubiquitous component of climate change mitigation scenarios

long before the first demonstrators were built (Köberle, 2019), and it is now well-established

that CDR is necessary to achieve net zero emissions and the targets of the Paris Agreement

(Babiker et al., 2022), although the real-world efficiency of BECCS at the scale projected in miti-

gation scenarios remains unproven. Note that we compare MR to BECCS and not another CDR

such as afforestation or DACCS because they are not represented in the model.

3.2 Equating MR with BECCS

Here, we examine what cost and potential an MR technology should reach in order to have

the same crucial role as BECCS. For this purpose, we quantify the equivalence in terms of the

induced reduction in policy costs and the cumulative gross CO2 emissions of the energy sys-

tem, thereafter the "gross carbon budget". An MR technology should thus reduce policy costs

and lead to the same gross carbon budget as BECCS does in our model framework. Alterna-

tive metrics may be considered, and this aspect is deferred for future research. Note that we

do not consider the net carbon budget, as obtaining without BECCS the same net carbon bud-

get as with BECCS would not be feasible at the same cost and would not require any MR. We

then perform simulations without BECCS (bioenergy and fossil CCS remain available) for a

wide range of MR potentials and costs, in order to estimate the policy costs and gross carbon

budgets for the whole range of MR costs and potentials (Figure IV.2).

The costs of achieving climate objectives, here quantified as the net present value of policy

cost (the energy system costs plus the loss of consumer surplus) compared to a baseline without

climate policy, can be reduced with MR. Policy costs increase with decreasing MR potential and

increasing MR unit cost (Figure IV.2). They are maximal and constant for MR costs higher than

the peak shadow price of methane in the no-BECCS case (dotted lines in Figure IV.1)). The

gross carbon budget behaves oppositely: the higher the MR potential and the lower its cost,

the higher the gross carbon budget.

The costs and potential of the MR technology that would play the same role as BECCS

(with regard to policy costs and gross carbon budgets) depend on the temperature target. The

required MR potentials range between 178 MtCH4 per year, which is higher than methane

emissions from the energy sector, and 320 MtCH4 per year, which is about 90% of total an-

thropogenic emissions. Costs range from 10$/kgCH4 (357$/tCO2eq, using GWP100 for con-

version) to 34$/kgCH4 (1214 $/tCO2eq). These costs are upper limits for MR to be as efficient

as BECCS, and are above recent estimates of the social cost of methane (Azar et al., 2023) (4
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Figure IV.2: Policy costs and gross carbon budgets across the 21st century depending on MR technol-
ogy for different climate target cases, when no BECCS are available. X-axis (log scale): unit cost of
methane removal, in USD per kgCH4. Y-axis: maximum annual methane removal, in MtCH4 per year.
Top panels: The color corresponds to policy costs, defined as the net present values of future energy
production costs and consumption losses as a percentage of GDP, compared to the no-policy scenario.
The green curve is the contour line of the policy costs when BECCS is available. Bottom panels: The
color corresponds to the gross carbon budgets, defined as the cumulative CO2 emissions across the 21st

century excluding land-use and CDR. The blue curve is the contour line of the gross carbon budgets
when BECCS is available. The intersection with the green curve, marked with a cross, indicates the cost
(in $/kgCH4) and potential (in MtCH4/year) of an MR technology that becomes equivalent to BECCS
when the policy costs and the gross carbon budget are considered together. The black dots are the data
points between which the policy costs and the carbon budgets are interpolated.

to 9 $/kgCH4 in 2020 depending on the scenario). It means that the current social cost of

methane should not be considered as a threshold to determine future cost-efficiency (Aber-

nethy et al., 2023). Methane Removal (MR) technologies are currently in an early stage of

development. However, targeted costs are within a range of approximately 100-1000$/tCO2eq

(2.8-28$/kgCH4). For technologies involving the emission of chlorine atoms into the atmo-

sphere, costs could potentially decrease to as low as 2-50$/tCO2eq (0.06-1.4 $/kgCH4) (Ming

et al., 2022a). If these targets are met, they will be cheaper than the BECCS-equivalent cost

thresholds. However, the likely potentials are still unknown.
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3.3 Emissions pathways

Because of the different lifetimes and radiative efficiencies of methane and carbon dioxide, an

MR technology allowing the same carbon emissions and cost reductions as BECCS for a given

mitigation objective nevertheless has different effects on the scenarios. We explore them by

comparing the pathways with BECCS and with MR. To distinguish between what depends on

gas properties and what depends on the way BECCS are modeled, we need to introduce a third

case of comparison, with a generic CDR method whose cost and potential imply the same role

as BECCS. Its cost and potential thus also depend on the climate target case.

The cumulative CDR is much higher than the GWP100-calculated CO2-equivalent methane

eliminated in the MR case (Figure IV.3). MR is used later than CDR, in particular in high over-

shoot scenarios (Figure IV.3), and net CH4 emissions reach net-negative levels before 2100 in

all MR scenarios except the 2°C without OS case. In this latter case, gross emission pathways

of methane and CO2 are very close for MR and CDR. The gross CO2 emission pathways dif-

fer between MR and CDR in the other cases: in the end of the century, gross CO2 emissions

with MR are much higher in the 1.5°C with low OS case, and lower in the two high OS cases,

almost reaching zero residual CO2 emissions in the 1.5°C with high OS case. Compared with

other GHG capture methods, the use of BECCS is projected to grow more gradually throughout

the 21st century. Deployment of BECCS is slower due primarily to limited annual growth in

geological carbon sequestration capacity and also in energy supply technologies. Once invest-

ments in bioenergy supply technologies have been made, operating costs are low enough to

justify continued use and subsequent CO2 sequestration throughout their lifetime, even when

carbon prices decline transiently in the 1.5°C with low OS case when the temperature stabilizes

and before the temperature decline. As a consequence, the net CO2 emissions reductions of the

generic CDR case are slightly delayed compared to the BECCS case.

3.4 Climate evolution

MR can substitute for CDR to achieve the 1.5°C or 2°C targets, but they affect the climate sys-

tem and carbon cycle differently. Due to the shorter lifetime of methane, MR induces a faster

reduction of the atmospheric methane concentration than what CDR does for the concentra-

tion of CO2. As its radiative efficiency is also higher, the temperature reduction for MR can be

more abrupt than for CDR, a feature that is used by the model to postpone MR. As a conse-

quence, the overshoot lasts longer with MR than with CDR (Figure IV.4), increasing the risks of

extreme events and crossing tipping points (Ritchie et al., 2021), sea level rise and biodiversity
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Figure IV.3: Greenhouse gas emissions across the 21st century, for three different GHG removal tech-
nologies (a generic CDR, a generic MR, and BECCS ) and different climate target cases, in GtCO2eq
based on GWP100. First row: Cumulative GHG emissions from 2020 to 2100. Second row: CO2 emis-
sions across the 21st century excluding land-use. Lines represent net emissions. Third row: CH4 emis-
sions across the 21st century. Lines represent net emissions.

loss (Meyer et al., 2022).

The land and ocean sinks capture more carbon in the MR cases because the higher atmo-

spheric CO2 concentration (Figure IV.4) increases the carbon fertilization of the land sink and

the ocean CO2 uptake. The difference in atmospheric CO2 increases in the MR and CDR cases

is therefore lower than the difference in net CO2 emissions (Figure IV.4). In the 1.5°C scenar-

ios with CDR, high net negative emissions lead to lower atmospheric CO2 concentrations than

with MR , and the land and ocean sinks absorb less carbon than with MR. However, the propor-

tion of emissions absorbed by natural sinks is higher in the CDR cases: more than 92% in the

1.5°C cases with CDR, and less than 77% with MR. Environmental impacts of GHG removal

would also be different depending on the technology used. Reducing atmospheric methane

concentrations has a positive impact on air quality by simultaneously reducing tropospheric

ozone (Abernethy et al., 2021) (Figure IV.4), although it should be noted that the parameteri-
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zation used for the present calculation is valid only around the present day concentration of

CH4 and pollutants, and would require confirmation with a more detailed chemistry transport

model. Higher levels of atmospheric CO2 increases ocean acidification, which is an ongoing

threat to marine ecosystems as it affects the organisms producing calcium carbonate shells and

skeletons (Heinze et al., 2021). These effects do not only depend on pH, but we use pH as a

proxy for ocean acidification (Figure IV.4). The minimum pH value depends on the climate tar-

get case and does not vary depending on the GHG removal technology. However, the recovery

of pH is strongly reduced when MR is used, as temperatures are stabilized with a higher CO2

concentration.

3.5 Policy costs and equity

Cumulative policy costs until 2100 are equal by design for the different GHG removal technolo-

gies, but their distribution across the 21st century is greatly affected by the technology portfolio

in high overshoot cases, but not in low-overshoot scenarios (Figure IV.5), Top panels). Since the

use of MR occurs later compared to that of CDR in high overshoot scenarios, the policy costs

are proportionately higher at the end of the century. This increases the cost borne by future gen-

erations. Consequently, the balance between near-term and long-term efforts is shifted when

substituting BECCS with MR, although BECCS already increases the cost borne by future gen-

erations in overshoot scenarios (Emmerling et al., 2019). However, determining whether this

results in a more or less equitable situation is an ethical issue rather than a purely economic

one, as several conflicting factors come into play here: future generations will be richer under

the scenario assumptions based on the SSP2 baseline (Bertram et al., 2021), in which per capita

GDP grows at around 1.7% per year, thereby easing the effort required, but they will also suffer

more from climate change (Thiery et al., n.d.) to which they have not themselves contributed.

Furthermore, temperatures would go down later with MR than with CDR, implying higher

climate risks.

Intergenerational equity in the effort distribution can nevertheless be assessed from a util-

itarian perspective, by explicitly stating the assumptions relating to the utility function. Here

we assume that utility takes an "isoelastic" form, usually referred to as a constant relative risk

aversion (CRRA) utility function, u(t) = c(t)1−γ

1−γ , where c is the consumption and γ is the elastic-

ity of marginal utility of consumption. This form assumes that the aversion to (intertemporal)

inequality and risk is constant in relative terms for different consumption levels. We assume

that the consumption loss is proportionate to the policy costs computed by the model (see sup-

plements 6). Following the Ramsey equation (Ramsey, 1928), the discount rate is the sum of
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Figure IV.4: Contrasted physical and biogeochemical effects of MR and CDR. First row: Global-
annual mean change of surface temperature relative to the preindustrial level. Second row: Atmo-
spheric CO2 concentrations (left y-axis, solid lines) and change of sea surface pH relative to the prein-
dustrial level (right y-axis, dotted lines) across from 2000 to 2100. Third row: Atmospheric CH4 concen-
trations (left y-axis, solid lines) and tropospheric O3 concentrations (right y-axis, dotted lines). Fourth
row: Carbon balance of different pools from 2020 to 2100. The four columns are (i) cumulative net an-
thropogenic CO2 emissions (Ant. Emis), (ii) the net change in atmospheric CO2 burden (Atmos.), (iii)
cumulative oceanic CO2 uptake (Ocean), (iv) cumulative land CO2 uptake (Land). Red arrows denote
the increase of the carbon pools.

two terms: the time preferences rate and the product of the growth rate by γ. The discount

rate (5% p.a.) is exogenous in the model, chosen for consistency with the model that produced

the base scenario (MESSAGEix). Therefore, the acceptable values for γ range from γ = 0, cor-

responding to a linear utility function, neutrality to inequality and strong present preference

rate of 5% p.a., and γ = 2.9 defining a strongly concave utility function, strong aversion to in-
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equality and a preference rate of 0% per year. Here, we assess all values consistent with the

assumed growth rate and discount rate; however, the ranges of recommendable values for the

elasticity of marginal consumption and the time preference rate are slightly narrower (1≤ γ ≤
2) (Nesje et al., 2023). This is a post-run analysis, and the 5% discount rate was used for the

optimization throughout. In OS cases the annual utility loss strongly increases in the end of

the century with MR, for all values of γ, whereas this is only true for γ values below 1.5 with

CDR technologies (Figure IV.5, Bottom panels). The effort distribution in the 1.5°C with low

overshoot cases is relatively independent of the GHG removal technology. In the 2°C scenarios

with low OS and BECCS, the costs and utility losses peak in the 2060s. MR flattens the effort

distribution, but this is also the case for generic CDR, implying that the reason is not inherent in

MR, but rather in the slower growth of BECCS, which requires earlier deployment and earlier

emission reductions.

From the perspective of intertemporal utility, MR therefore appears to be a less equitable

strategy than CDR in the high overshoot cases, which could undermine its social acceptability.

Intertemporal utility is not the only dimension of equity to consider. Intra-generational equity

issues could also be associated with the heterogeneous geographical distribution of CDR po-

tential (Strefler et al., 2021). Both MR and CDR are associated with their own risks for future

generations. CDR requires storage, which poses a risk of leakage, in particular for nature-based

solutions such as soil carbon sequestration, afforestation and reforestation or biochar (Prado &

Mac Dowell, 2023). Similarly, MR must continue, once it has started, in order to maintain a

low atmospheric concentration of methane: if it is stopped, the effects of the MR fade away in

around ten years and the temperature rises again to the level it would have had without MR.

This issue is analogous to the termination issue of solar radiation management which, if termi-

nated unintendedly, say due to a lack of governance, could lead to an abrupt large rebound of

temperatures (Boucher et al., 2013; Lee et al., 2021; Parker & Irvine, 2018).

4 Temperature feedback on methane emissions

4.1 Simple implementation in ACC2

Unlike the rise in atmospheric CO2 which results from anthropogenic emissions (Ciais et al.,

2014), the rise in atmospheric CH4 concentration may be strongly driven by increasing natural

emissions: using an earth system model that endogenizes methane emissions from wetlands,

fires, termites as well as soil methane uptake, T. Kleinen and his co-authors (Kleinen et al.,
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Figure IV.5: Top panels: Per capita annual policy costs across the 21st century. Policy costs are the future
energy production costs and consumption losses, compared to the no-policy scenario. Bottom panels:
Utility loss (relative to 2030), for different values of the inequality aversion coefficient γ, assuming that
the consumption loss is proportionate to the policy costs. The top panels correspond to the case γ = 0
without normalization.

2021) find a linear increase of global natural methane emissions with global mean temperature

change, with a slope α of 75 [MtCH4.year-1.K-1].

In the original version of ACC2, natural methane emissions are assumed to be a constant

N=320 [MtCH4.year-1] based on an inverse calculation. We impose natural methane emissions

to be equal to N + α (T(t)− T(2020)) for t ≥ 2020 (see supplements 6, where we also discuss

the magnitude of the feedback).

4.2 Effects on mitigation pathways

Future natural methane emissions are higher when the temperature feedback is considered.

As a result, meeting the same climate targets requires more stringent anthropogenic emission

reductions.

Since the maximum temperature reached in our scenarios is 2.15°C, and the temperature

in 2020 is 1.23°C, the temperature feedback increases natural methane emissions by up to 69

MtCH4 per year (Figure IV.6)). These additional methane emissions modify the mitigation

pathways. We here discuss the BECCS case only. The available gross carbon budgets for the

energy sector decrease by 5% in the 1.5°C cases to 7% in the 2°C cases. The effect on mitigation

costs is more scenario-dependent: costs increase by 10% in the 1.5°C with high OS, 18% in the

133



CHAPTER IV. METHANE REMOVAL 4. TEMPERATURE FEEDBACK ON METHANE EMISSIONS

Figure IV.6: Greenhouse gas emissions across the 21st century, for three different GHG removal tech-
nologies and different climate target cases, in GtCO2eq based on GWP100. First row: Cumulative GHG
emissions from 2020 to 2100. Second row: CO2 emissions across the 21st century excluding land-use.
Lines represent net emissions. Third row: CH4 emissions across the 21st century. Lines represent net
emissions. The Generic CDR and MR technologies are the same as in the no-feedback case.

1.5°C with low OS, and 22% in the 2°C cases. In the 1.5°C with low OS case, the mitigation

efforts are concentrated on the near-term in order to curb the temperature pathway and stay

below 1.7°C. Even more stringent near-term CO2 emission reductions are required if natural

methane emissions are higher. The higher relative increase of mitigation costs in the 2°C cases

as a consequence of the temperature feedback on methane emissions has two main reasons:

firstly, the mitigation costs are lower, and secondly, as higher temperatures make the feedback

comparatively more important (i.e. adding more methane in the atmosphere).

134



CHAPTER IV. METHANE REMOVAL 5. CONCLUSION

4.3 Cost-effectiveness of MR

The need for more stringent mitigation resulting from higher natural methane emissions in-

creases the mitigation costs and the prices of both CO2 and CH4, and thereby the willingness to

pay for both MR and CDR (Figure IV.7)). This is particularly true in the near-term, because the

feedback incentivises earlier mitigation. The ratio of CH4 price to CO2 price is slightly higher

in the near-term and lower in the long-term when the feedback is implemented.

Including the temperature feedback on natural methane emissions does not make MR more

relevant comparatively to BECCS. We show the costs and potentials of MR technologies that

would outperform BECCS in terms of carbon budget and total costs, with and without the

feedback of temperature on methane emissions (Figure IV.8)). Each MR technology that out-

performs BECCS with the feedback also outperforms BECCS without the feedback, but the

inverse is not true: there are MR technologies which are associated with lower policy costs and

a higher gross carbon budget than BECCS without the feedback, but with higher policy costs

and lower gross carbon budgets with the feedback. This is not the case for the generic CDR:

the methods associated with the same carbon budget and policy costs as BECCS are the same,

whether or not we include the feedback. Consequently, we deduce that MR tends to be made

less competitive than CDR by feedback as implemented in the model.

5 Conclusion

To fill the knowledge gap on the deployment of MR technologies in cost-effective mitigation

pathways, we looked for the inherent differences and similarities of MR and CDR. As we lacked

process-level and economic data on MR technologies, we used a top-down approach to frame

the necessary costs and potentials for MR to become competitive with BECCS, based on two

metrics: the cumulative gross CO2 budget and the policy costs. Alternative metrics could con-

sider the maximum rate of emission reductions, or the emission level at temperature stabiliza-

tion.

We showed that it was theoretically possible for MR to play the same critical role as car-

bon dioxide removal on mitigation pathways. MR could be cost-effective for unit costs up to

34$/kgCH4, but the removal potential needs to reach several hundred Mt CH4 per year to re-

place BECCS. Yet it is not known whether such removal levels can be achieved sustainably. The

deployment of MR is more delayed than the deployment of CDR, in particular in OS scenarios.

As a consequence, a MR technology that delivers the same gross CO2 budget and cost savings
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Figure IV.7: CO2 and CH4 prices with and without the temperature feedback on natural CH4 emissions
compared to the no-feedback case. Solid lines: with BECCS. Dotted lines: no BECCS.

than BECCS could make the intergenerational effort distribution less equitable than CDR, and

have different earth-system impacts. We also showed that the presence of a positive feedback

from climate change on methane emissions did not make MR comparatively more relevant

than CDR, because higher natural methane emissions imply that more mitigation is needed for

all GHG, not only methane. Assessing other aspects of MR such as possible interactions with

the energy system, atmospheric chemistry feedbacks or environmental impacts would require

further analyses considering specifically specific processes.

The accuracy of these general results for a specific MR technology depends on how closely it

aligns with our simple modeling assumptions, especially those concerning constant MR costs.

However, non-linear, concentration-dependent costs are likely. For instance, it was shown

that existing active methane oxidation technologies such as thermo-catalysts, photo-catalysts,

electro-catalysts and biofilters are not able to oxidize methane at atmospheric concentrations at

reasonable energy costs (Abernethy et al., 2023) but that they could be deployed over methane

point sources where the concentration is high (Nisbet-Jones et al., 2021). Non-linear costs are
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Figure IV.8: Contour lines of BECCS-equivalent MR and CDR with regard to gross carbon budgets
(solid line) and policy costs (dotted line) with and without the temperature feedback on natural methane
emissions. The shaded area represents the set of MR costs and potentials that allow a higher carbon
budget or lower policy costs than BECCS.

also to be expected for methods that enhance atmospheric methane oxidation by increasing OH

(Wang et al., 2022) or Cl sinks (Li et al., 2023; Oeste et al., 2017). Recent research (Li et al., 2023)

indicates that chlorine emissions could reduce methane concentration only above an emission

threshold of 90 Tg/year. Below this threshold, chlorine depletes tropospheric ozone, a critical

source of OH which is itself an oxidizing agent of methane, causing the atmospheric lifetime

of CH4 to increase. Achieving the BECCS-equivalent level of hundreds MtCH4 /year could

require emitting more than half a Gt chlorine each year, with potentially significant harmful

environmental side-effects (Li et al., 2023).

Finally, targeting methane is also a way to mitigate near term warming: methane emis-

sion reductions can reduce temperatures while CO2 emission reductions cannot. MR could

strengthen this possibility. In our scenarios, MR is used to quickly reduce temperature after

overshoots, but not to mitigate near-term warming. Near-term mitigation could be a more

salient feature of MR with alternative scenario assumptions: for instance, assuming fixed en-

ergy demand, our model cannot solve the 1.5°C case with low OS with either BECCS or generic
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CDR, while it can be solved if MR is available with a potential above 203 MtCH4 per year, high-

lighting the possible use of MR for shaving the temperature peak. However, methane removal

processes are still at a very early stage, their achievable costs, potentials and side-effects are

still unknown. It is therefore rather unlikely that they play a significant role in the near-term.
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4

6 Supplements

6.1 Generic CDR

6.1.1 Implementation in GET-ACC2

As for the generic MR, we model a generic CDR with constant unit costs c [$/tCO2], total costs

CRC[$], annual potential p. g is the maximum geometric growth rate, set to 15% which is

the standard growth rate in the model, and a is the maximum arithmetic growth rate, set to 370

MtCO2 per year, in order to reach full potential (typically around 10 GtCO2/year, depending on

the scenario) within a decade. For comparison, the growth of the CCS capacity in GET-ACC2

is constrained to reproduce the rate of CCS deployment is the ENGAGE scenario database

(Bertram et al., 2021), with an annual arithmetic growth rate of 550 MtCO2/year, yielding a

much slower deployment of CCS (including BECCS) than of the generic CDR.

CRC(t) = CR(t) · c (E.1)

CR(t)≤ p (E.2)

CR(t + 1)≤ CR(t) · (1 + g) + a (E.3)

CR(t) = 0 for t <2030 (E.4)

6.1.2 Generic CDR equivalent to BECCS

As for the generic MR, we estimate the potential and costs of the generic CDR to play the same

role as BECCS with regard to cumulative gross CO2 emissions and policy costs (Figure IV.9).
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Figure IV.9: Policy costs and gross carbon budgets across the 21st century depending on generic CDR
technology for different climate target cases, when no BECCS are available. X-axis (log scale): unit cost
of carbon dioxide removal, in USD per tCO2. Y-axis: maximum annual carbon dioxide removal, in
GtCO2 per year. Top panels: The color corresponds to policy costs, defined as the net present values
of future energy production costs and consumption losses as a percentage of GDP, compared to the
no-policy scenario. The green curve is the contour line of the policy costs when BECCS is available.
Bottom panels: The color corresponds to the gross carbon budgets, defined as the cumulative CO2
emissions across the 21st century excluding land-use and CDR. The blue curve is the contour line of the
gross carbon budgets when BECCS is available. The intersection with the green curve, marked with a
cross, defines the cost (in $/tCO2) and potential (in GtCO2/year) of a CDR technology that could replace
BECCS when the two metrics are considered together. The black dots are the data points between which
the policy costs and the carbon budgets are interpolated.

6.2 Temperature feedback on natural methane emissions

6.2.1 Natural methane emissions in ACC2

In the original version of ACC2, natural methane emissions are assumed to be a constant N

[MtCH4.year-1]. The ACC2 model parameters are estimated with a model inversion following

Tarantola’s inverse estimation theory. The inverse mode uses prior values of data and parame-

ters, as well as uncertainty ranges, to estimate the posterior (most likely) set of values for both

data and parameters given the model equations. The data used are global-annual-mean time

series of GHG concentrations, ocean and land CO2 uptakes and surface air temperature until

2000. As a consequence, after changing the equations of the model, the most likely values of
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parameters must be recalculated using the inverse mode of the model.

Here, we want natural methane emissions to be equal to N + αδT(t), where α is the linear

increase coefficient of global natural methane emissions with global mean temperature change

found by T. Kleinen and his co-authors (Kleinen et al., 2021), thereafter called the α-feedback.

The value of N should then be estimated using the inverse mode (Tanaka et al., 2007, 2009).

However, we did not apply this step for this study. Although this limits the internal consistency

of the model, parameter estimation using the inverse mode was not compatible with data from

the 2000-2020 period, which is not yet included in the calibration stage.

6.2.2 Attempt using ACC2 inverse mode

When running the inverse mode with the implementation of the temperature feedback, the

only modified parameters are the posterior value of N and the posterior value of preindustrial

atmospheric lifetime of methane with respect to OH depletion.

N increases by 12%, from 320 to 358 MtCH4.year-1, moving further away from the uncer-

tainty range estimated for natural emissions estimated from top-down assessments (Saunois

et al., 2020), 194-267 MtCH4.year-1
. Adding the α-feedback to the model equations does not

improve the consistency between data and equations, as it increases the cost function which

describes the mismatch between data, parameters and equations. This new parameterisation

strongly affects the historical 2000-2020 period, since ACC2 is only calibrated until 2000. Be-

cause of the α-feedback, total natural CH4 emissions amount to N + αδT(t). With this new

parameterization, in 2020, the temperature change approaches 1.2°C. Thus, total natural CH4

emissions are worth 450 Tg in 2020. This is 40% more than the 319Tg that we had when not

considering the feedback, and this value contradicts the literature range (Saunois et al., 2020).

In the future, for all mitigation scenarios that we assessed, the temperature change is typically

below 2.15°C. Thus, the maximum effect of the α-feedback on future emissions is an increase

of 161 TgCH4/year compared to the preindustrial era, or 71.3 Tg compared to 2020. There-

fore, future temperatures increase natural methane emissions by at most 15% above the 450 Tg

of natural CH4 emissions in 2020. Thus, with the α-feedback, natural emissions of methane

become too high, and the future temperature scenario does not have a strong influence.

The methane lifetime with regard to OH depletion decreases from 8.54 years to 7.54 years,

thus a 12% decline. The decline of the methane lifetime is therefore roughly compensating the

maximum impact of future α-feedback on methane emissions (15%). To sum up, this setting

has more important effects on the 2000-2020 period than on the future, which prevents us from
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isolating the effect of the α-feedback, and is not suited to our analysis.

Alternatively, one can consider the α-feedback from 2000 onwards only. With this setting,

global warming reaches more than 1.34°C compared to preindustrial levels in 2021, which is

inconsistent with historical records, and makes the 1.5°C target with low overshoot virtually

impossible to achieve.

This is why, until the future extension of the model calibration period to the previous two

decades, we limit ourselves to a simple feedback model starting from 2020 onwards, without

changing the posterior parameters values compared to the no α-feedback case.

6.2.3 Discussion of the feedback magnitude

Comparison with the methane-climate feedback estimates in IPCC As explained by

T. Kleinen and his coauthors (Kleinen et al., 2021), the α-feedback magnitude of 75 TgCH4.K-1.year-1

is in the higher range of the literature and is notably higher than the CMIP6 estimates (Mein-

shausen et al., 2020).

It can be compared with the range of wetland methane-feedback and permafrost-feedback

estimates reported by the IPCC (Canadell et al., 2021): 0.03 ± 0.01 W.m-2.K-1 for wetlands (up

to 0.01-0.16 W.m-2.K-1 if the increased CO2 concentration is considered), and 0.01 [0.003 to 0.04,

5-95% range] W.m-2.K-1 for permafrost.

The climate feedback is defined as δ N
δ x

dx
dT where δ N

δ x is the top-of-atmosphere energy balance

in response to a change in x induced by a change in surface temperature T.

We can find an approximation of the climate feedback corresponding to the α-feedback us-

ing the ACC2 model formulation of the radiative forcing RF, which corresponds to the net heat

flux at the top of the atmosphere after the stratosphere has returned to equilibrium (Kriegler,

2005; Tanaka et al., 2007).

We have δ RF
δ cCH4

= µCH4
1

2
√

cCH4
where cCH4 is the atmospheric methane concentration, µCH4 is

a constant equal to 0.036 W.m-2.ppb0.5 (neglecting the overlap with N2O absorption band).

The atmospheric methane concentration follows an exponential decay law, dcCH4
dt = e

ν −
cCH4

τ ,

where e is the total methane emissions (Tg/year), τ is the methane atmospheric lifetime (9

years) and ν is the mass to concentration conversion factor for methane, equal to 2.746 Tg/ppb.

At equilibrium, we thus have cCH4 = τ. e
ν . We thus write:
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dcCH4
dT = τ

ν
de
dT = τ α

ν .

Finally, it yields: δ RF
δ cCH4

dcCH4
dt = µCH4

1
2
√

cCH4
τ α

ν = 0.1 W.m-2.K-1. The α-feedback magnitude

estimated by Kleinen et al. is thus above IPCC range. Here, we implement their simple linear

feedback in the model for convenience and to assess the effect on methane removal.

Comparison with the carbon cycle feedbacks The increase of temperature and atmo-

spheric CO2 concentration due to anthropogenic emissions disturb the global carbon cycle.

Although the mechanisms involved are complex and non-linear, the modeled response of land

and ocean carbon sinks to anthropogenic perturbations from earth system models can be de-

scribed using linear feedbacks parameters β and γ (Canadell et al., 2021), with subscripts L for

land and O for ocean:

∆CL = βL∆CO2 + γL∆T

∆CO = βO∆CO2 + γO∆T

The β − f eedback parameter describe the increased ocean or land carbon uptake follow-

ing the increase in atmospheric concentration, and is positive for all CMIP6 models. The γ-

feedback parameter describes the temperature effect on land or ocean carbon uptake, and is

likely to be negative for both although there are large variations across CMIP6 models, in par-

ticular for the land sink. The IPCC reports a mean value for the total temperature-feedback

γO + γL of -50.25 [± 34.5] PgC.K-1 across models (Canadell et al., 2021).

There is no straightforward way of comparing the α-feedback magnitude with the γ-feedback

as the first one describes an increase of a flux of methane emissions whereas the second one de-

scribes the change of a carbon stock. Still, since the carbon-cycle feedbacks are estimated in a

quasi-equilibrium framework, we suggest to compare them with the equilibrium increase of

atmospheric methane burden at equilibrium: dqCH4
dT = τ de

dT = τα = 675 TgCH4.K-1 where q is the

atmospheric methane burden (see supra). Hence, a warming of 1°C increases the atmospheric

methane burden by 675 TgCH4 and the CO2 burden by 50 PgC, thus a ratio of 272 gCO2/gCH4

which is lower than the atmospheric mass ratio between CO2 and CH4, equal to 640. This anal-

ysis therefore suggests that these climate feedbacks increase CH4 concentration more than CO2

concentration in relative terms.
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6.3 Surplus loss as a proxy for consumption losses

We assume that the surplus loss, computed as the sum of energy system costs and energy

consumption losses (at each time step), is proportional to the general consumption loss of the

economy. Figure IV.11 shows that energy system costs are proportional to consumption losses

for the WITCH model but not for the REMIND-MAgPIE model. Then, Figure IV.10 shows that

varying the value of the proportionality coefficient from 1 to 5 has little influence on the shape

of the utility loss.

Figure IV.10: Global additional total energy system costs and consumer losses in the engage database.
There is one point per timestep, for all scenarios from the ENGAGE database (Bertram et al., 2021), from
the two models for which these values are available.
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Figure IV.11: Utility loss (relative to 2030), for different values of the inequality aversion coefficient γ,
assuming that the consumption loss is proportionate to the policy costs with a proportionality coefficient
that takes the values 1 (dark line) and 2,3,4,5 (lighter lines).
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GENERAL CONCLUSION

In this thesis, I have explored three different aspects of climate change mitigation strategies in

three successive chapters. I started by discussing the possible effects of recovery packages on

future emission pathways. I then examined deployment scenarios for two global warming miti-

gation technologies: CO2 removal from terrestrial enhanced weathering of basalt, and methane

removal. The common thread running through the three chapters is the use of forward-looking

models that quantify the evolution of the energy system required to reduce greenhouse gas

emissions.

1 Green recovery

The first chapter hinges on an ex-post analysis of mitigation scenarios from IAMs, which I com-

pared with an inventory of low-carbon investment packages contained in post-COVID-19 re-

covery plans. The question at hand was whether the scale of stimulus investments is sufficient

to effectively initiate the energy transition. My comparison between investments projected in

the modelled decarbonization scenarios and those outlined in the stimulus plans suggested

that we were significantly far from the mark, representing less than 6-24% (depending on the

model) of the required emission reduction in 2030. The chapter also explained that our focus on

low-carbon investments in existing IAM scenarios is not entirely satisfactory, because emission

reductions in IAMs are driven by carbon prices. These carbon prices incentivize low-carbon in-

vestments, but also disincentivize carbon-intensive energy supply and reduce energy demand.

Therefore, emission reductions are only partly caused by low-carbon investments in IAMs. To

overcome this issue, we considered that the result of our calculation is an upper bound of the
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emission reduction that could be caused by low-carbon investments, overestimating the actual

emission reduction. However, it could also be theoretically possible to have a greater emis-

sions reduction for a given level of investments than assumed with this method. Despite these

caveats, a comparison with two other studies confirmed our diagnosis that recovery invest-

ments were likely to have a limited impact on post-COVID-19 emissions.

The results would have been strengthened by completing the ex-post analysis of IAM re-

sults with investment-driven scenarios, explicitly simulating public investment policies and

the relevant interactions with private finance. Analyses of the climate effects of post-COVID-

19 recovery plans have adopted different perspectives, either comparing the possible effects of

different policies, or analyzing the policies actually implemented. The first group of studies

advocated combining economic recovery and energy transition, and proposed instruments to

promote this synergy (Andrijevic et al., 2020; Gawel & Lehmann, 2020; Hepburn et al., 2020;

Hourcade et al., 2021; Kuzemko et al., 2020). Another group of studies simulated recovery sce-

narios corresponding to different hypothetical stimulus measures (Dafnomilis et al., 2022; P. M.

Forster et al., 2020; Lahcen et al., 2020; Pollitt et al., 2021), following the orders of magnitude of

the announced plans (Rochedo et al., 2021; Shan et al., 2021; Van De Ven et al., 2022), to assess

their possible outcomes in terms of growth, emissions and employment. Yet, none of these

modeling studies have simulated actual stimulus packages, except for the study by Rochedo et

al. (Rochedo et al., 2021), which was based on the amount of low-carbon investments actually

announced. The Rochedo study did not represent their true sectoral distribution and instead

used the distribution recommended by the IEA (IEA, 2021). Later studies were published after

our article was written. The study of Van de Ven et al. (Van De Ven et al., 2022) was based

on amounts actually committed, but studied different sectoral breakdowns. Finally, a recent

OECD publication investigates the future impact of recovery measures supporting low-carbon

technologies, implemented within a large-scale model with a high level of technological dis-

aggregation (Aulie et al., 2023) Their inventory of recovery policies is more up to date than

that of my analysis. Their inventory identified $1.29 trillion targeted to low-carbon technolo-

gies worldwide, while my inventory includes $0.511 trillion. Their simulations only include

OECD and EU countries, which have invested $1.22 trillion. They suggest a reduction of CO2

emissions by 1.15 GtCO2/year in 2030 compared to the baseline, in OECD and EU countries.

For comparison, using the linear relationships between investments and emission reductions

from the first chapter, since the GDP forecast in 2030 is $62 trillion, my estimate of the emission

reduction for the OECD and EU in 2030 corresponding to their estimate of the recovery pack-

ages is 1.0-5.2 GtCO2/year, depending on the underlying model. Although the two estimates

are relatively comparable, the underlying methods are fundamentally different, let alone the

different cut-off dates of stimulus packages. Indeed, the OECD report stresses the contrasted
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long-term and short-term impacts of different types of investment and subsidies on learning

effects and technological spillovers to reduce emissions. For instance, research and develop-

ment subsidies are assumed to be six times more efficient to reduce cumulative emissions until

2050 than direct investment to support technology adoption, underlining the added value of a

dedicated modeling to quantitatively assess recovery policies.

2 Enhanced weathering

The second chapter focuses on assessing mitigation scenarios involving the application of

basalt dust on natural areas, a carbon dioxide removal technology known as enhanced weath-

ering (EW) that has not been studied extensively. In order to do this, I coupled a simple climate

model with an energy system model. Subsequently, I developed a new enhanced weather-

ing module, drawing from existing literature and integrating results from previous modeling

research (Goll et al., 2021). The coupled model (GET-ACC2) was then employed to examine

how the addition of the biotic CDR effect could alter the deployment of enhanced weathering

in cost-optimal scenarios. We observe that the biotic effect makes a significant contribution.

Furthermore, more basalt is applied when forest areas are included, which also increases the

abiotic CDR. Adding forest application reduces the total policy costs and the marginal abate-

ment costs of emissions. The need for bioenergy is also reduced, resulting in a lower bioenergy

use and biomass price. The formulation of the climate objective plays an important role in

these effects, which are more important when a temporary overshoot of the end-of-century tar-

get is allowed, and when this target is 1.5°C rather than 2°C. The increased profitability of EW

in overshoot scenarios is due to the delay in mitigation efforts and comes at the expense of a

higher temperature overshoot. The sensitivity of the model to parameters was assessed with a

Morris sampling procedure. This procedure was useful in checking and improving the numer-

ical validity of the model, which had been rendered unstable by certain nonlinear equations

of the phosphorus cycle modulus. The model includes several notable simplifying assump-

tions that have facilitated its development but limit its realism: no spatial disaggregation to

accurately represent the progressive application of basalt to areas with more difficult access,

simplified weathering processes (cipollaEffectsPrecipitationSeasonality2022; Calabrese et al.,

2022; Vicca et al., 2022), and no limitation considered on basalt supply, allowing very high

extraction levels in the model. Besides, potentially harmful environmental side-effects of en-

hanced weathering have been reported and are discussed in the research led by Daniel Goll

(Goll et al., 2021) which formed the basis for our study. These side-effects include the release

of toxic heavy metals (Haque et al., 2020; Vienne et al., 2022), changes in soils and river pH,

eutrophication of aquatic systems and health risks due to fine basalt particles (Santos et al.,

153



CHAPTER V. GENERAL CONCLUSION 3. METHANE REMOVAL

2023). They were not further assessed in this study but deserves attention particularly if the

aerial application of basalt dust over forests were to be experimented.

The new model developed in this chapter has a certain room for improvement. In particu-

lar, improving the geographic disaggregation of the enhanced weathering emulator would be

useful for two reasons. Firstly, it would enable a more realistic representation of the spread-

ing logistic. Secondly, the interactions of EW with bioenergy crops and forests could then be

explored at the local level. In our aggregated model, EW and bioenergy with carbon capture

and storage (BECCS) are competing as concurrent methods of removing carbon dioxide. How-

ever, the use of EW to improve soil productivity could also make other CDR options such as

BECCS or afforestation and reforestation (AR) more efficient and less land-intensive. The lack

of land-use module in GET-ACC2 makes it unsuitable for a spatially-explicit description of

enhanced weathering. Therefore, these synergies between EW, BECCS and AR remain to be

further explored with a more appropriate model.

3 Methane removal

In the third chapter, I used the GET-ACC2 model to study methane removal by making use of

the model’s feature that the energy system is hard-linked with the climate system. This feature

allows analyzing the role of methane removal technologies, in comparison with the roles of

CDRs, under the mitigation pathways for the Paris temperature targets by directly considering

the distinct short-lived nature of methane, which would not be properly investigated by most

other IAMs relying on the commonly used conversion into CO2-equivalent emissions. Since

the methane removal technologies are still at an embryonic stage, I have explored the costs and

potential that a methane removal technology would need to become a major climate mitigation

option. To quantify a significant methane removal option, I relied on a comparison with car-

bon dioxide removal, which is now considered an essential and unavoidable tool to achieve the

Paris agreement targets. Considering that carbon dioxide removal are valuable in models due

to their ability to enable stringent climate targets to be met by compensating for excess emis-

sions in hard-to-abate sectors at greatly reduced costs, I hypothesized that the role of a given

greenhouse gas removal technology to achieve a given climate target could be measured with

two metrics: the reduction of the total costs, and the cumulative gross carbon dioxide emissions

from the energy sector. Following these assumptions, it is theoretically possible to identify nec-

essary characteristics of methane removal that can replace large-scale carbon dioxide removal

solutions such as BECCS under each of the four different climate mitigation pathways.
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The mitigation pathways with “equivalent” methane removal or carbon dioxide removal

are however different in the following two respects. Firstly, methane removal is used later

than carbon dioxide removal, as it rapidly affects temperature pathways. As a consequence,

the costs borne by future generations are higher with methane removal than with CDR. Sec-

ondly, earth-system impacts are different. The use of equivalent methane removal, instead of

the BECCS, leads to a more sustained overshoot period. Furthermore, I added a simple model

that describes increasing natural methane emissions due to global warming, and it shows that

this temperature feedback on methane emissions cannot be justified as an argument in favor of

methane removal. Using alternative metrics for GHG comparison, such as the average residual

gross CO2 emissions after temperature stabilization or the decline rate of gross CO2 emission

reduction, might change the results. The aim of the “generic” methane removal technology,

modeled with constant costs, fast scale-up and fixed potential, is to represent a simple bench-

mark against which individual methane removal technology could be compared in the future

when more data become available. However, it does not cover all possible methane removal

techniques, and this approach could be further developed by modeling techniques with the

same average cost and the same potential, but obeying different dynamics, for instance de-

pending on other variables such as the atmospheric concentration of methane, or with non-

linear costs.

This study can be complemented by a longer-term analysis, as we observe that by 2100,

the atmospheric methane concentration is on a downward trajectory. Theoretically, it would

have to continue to decrease to compensate for residual CO2 emissions, meaning that methane

removal would have to continue with ever lower atmospheric concentrations. This poses two

problems: firstly, the radiative forcing of methane, as well as the atmospheric chemistry module

used in this study are not calibrated for concentration levels that would be lower than pre-

industrial levels, and secondly, it is possible that the atmospheric methane concentration level

becomes so low that it affects the technical or financial feasibility of methane removal. It then

follows that gross CO2 emissions would instead have to reach zero to stabilize temperature

after the potential of methane removal is exhausted. However, this could take place only after

the first half of the 22nd century if this scenario were to occur.

4 General Discussion

The chapters on enhanced weathering and methane removal rely on energy transition scenar-

ios until 2100, based on a stylized model of the energy system. The energy system model,

starting with a fossil fuel-dominated scenario, responds to climate constraints by replacing
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unabated fossil fuels with less carbon-intensive energy sources and adding greenhouse gas

removal technologies, adhering to constraints on technological market shares and expansion

rates, ultimately selecting the scenario minimizing the net present value of costs, including

technology costs and consumption loss. The scenarios are therefore determined exclusively by

considerations of technical feasibility and economic optimality (J. Forster et al., 2020). These

elements explain the specific features of the scenarios, such as the tendency to postpone the

mitigation efforts whenever possible, and to widely implement the most economically viable

methods, such as GHG removal techniques, up to admittedly unrealistic levels and rates. These

patterns are a common issue of cost-effective models like GET-ACC2, and must be taken into

account to interpret the results accurately.

The two-way coupling between the energy system model and a climate model is another

feature of the model. It enables temperature targets to be imposed directly, without having to

rely on "proxies" such as carbon budgets. This also makes it possible to simultaneously opti-

mize emission reductions for the various GHGs without having to use fixed metrics that imply

economically sub-optimal pathways. This is an advantage over many other cost-effective IAMs

and a useful feature for studying mitigation measures involving short-lived climate forcers

such as methane, but it implies extending to the climate system the perfect knowledge and fore-

sight already assumed for the future of the energy system through intertemporal optimization.

As a consequence, our treatment of uncertainties differs from the one used by the IPCC for the

climate assessment of emission scenarios (“Annex III”, 2023). The IPCC calculates ex-post the

probability distribution of the temperature rise associated with a given emissions scenario. In

our case, uncertainties about costs are treated in the same way as uncertainties on the response

of the climate system to anthropogenic emissions, which is parameterized here by the equilib-

rium climate sensitivity (see supplements 6). There is an apparent paradox in the treatment

of uncertainty in the context of perfect foresight models. The resolution of the model based

on intertemporal optimization assumes an omniscient global planner. During the Monte-Carlo

procedure, each realization corresponds to an optimal trajectory for a given set of parameters

that are assumed to be perfectly known by this planner, but not by us. In this way, uncer-

tainty about climate sensitivity does not make the temperature reached in 2100 uncertain, but

it does affect the costs of achieving it, the underlying climate policies and the technical choices

calculated by the model. The range of results therefore corresponds to the operating range of

the model over a plausible space of parameters, and not to the distribution probability of the

outcomes resulting from a given course of climate policies.

The reliance on CDR in mitigation scenarios has raised concerns, CDR being considered as

an indispensable instrument for climate mitigation but also as a possibly dangerous distrac-

tion impeding imperative emissions mitigation efforts (Anderson, 2015; Anderson & Peters,
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2016; Anderson et al., 2023; Fuss et al., 2014; IPCC, 2022; Obersteiner et al., 2001; Warszawski

et al., 2021). The uncertainties surrounding the discussed Greenhouse Gas (GHG) removal

techniques in this thesis could therefore also be considered in the assessment of their efficacy

and respective merits or drawbacks. The aggregated model we employ is inherently bound to

maintain a certain level of abstraction, and as such it is not well-suited for exploring all kinds

of risks or adverse effects. However, it could be used to explore the consequences of delaying

drastic and immediate emissions reductions by relying on the future availability of CDR or an-

other back-up technology with a possible carbon lock-in towards high-temperature pathways

if these technologies turn out to be less efficient than expected. The assessment of the addi-

tional costs of GHG removal technologies falling short of expectations could also provide an

additional metric to compare MR and CDR.

5 Policy relevance

The work described in this thesis was presented in the introduction as a contribution to the

study of climate change mitigation strategies. The objective is therefore scientific, and could

be pursued for the sole purpose of knowledge. However, climate science, and the study of

mitigation strategies even more so do not take place in an ivory tower free from social, his-

torical and political contingency. On the contrary, science and policy influence each other in

a process of co-production (Jasanoff, 2004). Scientific results irrigate the political debate and

policy-making: in that respect, parties to the Paris agreement committed to “undertake rapid

reductions [...] in accordance with best available science”. Conversely, researchers are actively

seeking policy-relevance, which in turn guides scientific production. For this purpose, IPCC

aims at being “policy-relevant, but not policy-prescriptive” (Hermansen et al., 2021), and scien-

tific production cannot be totally indifferent to the concerns of policymakers. The active search

for policy-relevance is thus a key factor to explain the establishment of the IAM modeling com-

munity and its current preeminence in the third working group of IPCC (van Beek et al., 2020)

as well as the ongoing developments of models and scenarios (Keppo et al., 2021; van Beek

et al., 2022). Reciprocally, building mitigation scenarios contributes to shaping possible futures

and delineating the political choices to achieve them, as illustrated by the emergence of CDR

(Beck & Mahony, 2018). Consequently, translating modeling results into mitigation policy con-

siderations is an important but thorny process, with the risk that a share of the information

is lost in translation. To effectively contribute to the development of mitigation policies, the

modelling results, the underlying assumptions and the associated limitations must therefore

be accounted together, while uncertainties should not be used to delay action.
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