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Resume

La matière active est composée d’unités individuelles qui injectent de l’énergie dans le système, ce
qui conduit à des dynamiques collectives non triviales. Quelques exemples courants à des échelles
macroscopiques sont les motifs créés par un vol d’oiseaux, un banc de poissons, un troupeau de
moutons, etc. Des dynamiques collectives similaires sont également observées à l’échelle micro-
scopique chez les microswimmers artificiels et biologiques, tels que les bactéries, les algues, les
spermatozoı̈des, etc. Ici, nous concentrons notre attention sur les microswimmers phorétiques ap-
pelés particules de Janus. Ce sont des particules sphériques asymétriquement recouvertes d’un catal-
yseur chimique, ce qui entraı̂ne des gradients de surface tangentiels des espèces produites ou con-
sommées. Ce gradient provoque l’écoulement du fluide à travers la surface des particules, entraı̂nant
l’auto-propulsion de ces particules. Elles peuvent interagir à la fois par le champ d’écoulement et
le champ de soluté, donnant lieu à la formation de motifs spatiotemporels complexes (comme la
formation d’astres). Des expériences rhéologiques récentes révèlent que la suspension de ces mi-
croswimmers influence fortement la réponse rhéologique de la suspension et conduit en fait à une
diminution de la viscosité effective de la suspension. Dans la première partie de cette thèse, nous
analysons numériquement, en utilisant un modèle cinétique de continuum, les dynamiques et la
réponse au cisaillement de suspensions diluées et confinées de particules phorétiques autochemo-
tactiques, qui se réorientent et dérivent vers les solutés chimiques libérés par leurs voisins. Nous
montrons qu’une distribution transitoire stable en 1D, causée par l’effet de confinement, est une
caractéristique commune aux intensités de confinement et de taux de cisaillement considérées. Cet
état en 1D est stable pour un confinement fort et est donc observé dans les dynamiques à long
terme dans des canaux suffisamment étroits. Pour des canaux plus larges, l’état transitoire devient
instable face aux perturbations axiales dues à l’instabilité chimiotactique, ce qui conduit à la for-
mation d’agrégats de particules le long des parois du canal. Leur agencement et leurs dynamiques
relatifs sont déterminés par l’influence relative de l’intensité du cisaillement et de la chimiotaxie,
ainsi que par l’état critique des dynamiques de suspension et des écoulements induits par les par-
ticules. Dans un second temps, l’effet de rétroaction sur l’écoulement et la viscosité effective de
la suspension auto-organisée est pris en compte. Nous montrons que l’écoulement induit et, par
conséquent, son comportement rhéologique dépendent fortement du régime d’auto-organisation, et
donc de l’interaction entre le confinement, le cisaillement et la chimiotaxie. La deuxième partie de
la thèse se concentre sur le contrôle des dynamiques de suspension à l’aide de signaux chimiques
induits par des parois actives afin de réduire la viscosité effective pour des confinements plus forts.
Nous montrons que même si l’activité uniforme des parois joue un rôle crucial dans la détermination
de l’épaisseur de la couche limite de particules, elle ne peut pas déclencher une instabilité chimio-
tactique. En revanche, une activité non uniforme des parois, telle qu’une distribution en escalier,
peut induire un gradient chimique horizontal plus fort qui déclenche une instabilité chimiotactique,
conduisant à une diminution significative de la viscosité effective. Cependant, imposer une ac-
tivité et un cisaillement simultanément présente des limites à des taux de cisaillement modérés, où
l’instabilité chimiotactique ne peut pas se développer dans l’ensemble du domaine. Pour résoudre
ce problème, nous proposons une stratégie plus robuste qui étend la région de réduction de la vis-
cosité à des confinements plus élevés. Ces résultats fournissent des informations importantes pour la
conception de stratégies efficaces de contrôle de la viscosité des suspensions basées sur des signaux
chimiques et mécaniques.

Keywords:Suspension phorétique, rhéologie des suspensions, dynamiques collectives, fluides actifs
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Abstract

Active matter is composed of individual units that inject energy into the system leading to non-
trivial collective dynamics. Some common examples at macroscopic scales are the patterns created
by a flock of birds, a school of fish, a herd of sheep, etc. Similar collective dynamics are also ob-
served at the microscopic scale for artificial and biological microswimmers such as bacteria, algae,
spermatozoa, etc. Here, we focus our attention on phoretic microswimmers called Janus particles.
These are spherical particles asymmetrically coated with a chemical catalyst resulting in tangential
surface gradients of the species produced or consumed. This gradient drives the flow of fluid across
the surface of the particles, leading to self-propulsion of the particles. These particles can interact
through both the flow field and the solute field, giving rise to the formation of complex spatiotem-
poral patterns (such as the formation of asters). Recent rheological experiments reveal that the
suspension of such microswimmers strongly influences the rheological response of the suspension
and actually leads to a decrease in the effective viscosity of the suspension. In the first part of the
thesis, we numerically analyze using a continuum kinetic model the dynamics and shear response of
dilute and confined suspensions of autochemotactic phoretic particles, which reorient and drift to-
wards chemical solutes released by their neighbors. We show that a 1D transient stable distribution
driven by the confinement effect is a common feature at the considered confinement and shear rate
intensities. This 1D state is stable for strong confinement and is therefore observed in the long-term
dynamics in sufficiently narrow channels. For wider channels, the transient state becomes unstable
to axial perturbations due to chemotactic instability, leading to the formation of particle aggregates
along the channel walls. Their relative arrangement and dynamics are determined by the relative
influence of shear intensity and chemotaxis and by the critical state of suspension dynamics and
particle-induced flows. In a second step, the feedback effect on the flow and effective viscosity of
the self-organized suspension is considered. We show that the induced flow and, consequently, its
rheological behavior strongly depends on the self-organization regime, and thus on the interplay of
confinement, shear, and chemotaxis.The second part of the thesis focuses on controlling suspension
dynamics using chemical signals induced by active walls in order to reduce the effective viscosity
for stronger confinements. We show that even though uniform wall activity plays a crucial role in
determining the particle boundary layer thickness, it cannot trigger chemotactic instability. On the
other hand, non-uniform wall activity such as a staircase distribution can induce a stronger hor-
izontal chemical gradient that triggers chemotactic instability leading to a significant decrease in
effective viscosity. However, imposing activity and shear simultaneously has limitations at mod-
erate shear rates, where chemotactic instability cannot develop in the entire domain. To address
this issue, we propose a more robust strategy that extends the viscosity reduction region to higher
confinements. These results provide important information for the design of effective suspension
viscosity control strategies based on chemical and mechanical signals.

Keywords: Phoretic suspension, suspension rheology, collective dynamics, active fluids
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Overview

This chapter aims to introduce the readers to the active matter field, which has recently gained signif-
icant research interest due to its unique intersection with soft matter physics, applied mathematics,
fluid mechanics and biophysics. The first section defines active matter and, with the help of a wide
variety of examples, demonstrates the abundance of active matter at various lengthscales. This helps
identify the unique features in active matter systems, leading to fundamental questions that must be
answered when describing the behaviour of active systems. The universality of active matter and
the potential engineering applications form the primary motivation for studying such systems. Con-
trolling the collective behaviour of such a system becomes essential for designing any potential
application devices. Focusing on designing control strategies, the following section discusses the
response of microswimmer suspensions to external cues such as the presence of boundaries, back-
ground flow and external gradients. This is followed by experimental results showing evidence of
unusual rheological behaviour due to the active stress exerted by the microswimmer. The distribu-
tion of active stress and, consequently, the rheological behaviour depends directly on the suspen-
sions’ self-organisation, which points to the importance of controlling the self-organisation of the
microswimmer suspensions. Finally, the chapter ends with concluding remarks and an overview of
the thesis structure.

1.1 Active matter and its importance

Matter composed of many individual units which exploit available free energy (often chemical)
into individual mechanical energy, which drives its autonomous motion, is broadly categorised as
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Figure 1.1: Some common examples of collective behaviour shown by various species. (Left top)
Ant colony undergoing a circular spiral motion (Image courtesy India Today). (Right top) A strongly
ordered herd of sheep (Image courtesy iStock). (Left bottom) A flock of starlings showing complex
patterns (Image taken from CGTN YouTube channel). (Right bottom) Collective behaviour of a
school of sardine fish (Image courtesy Scubashooters).

active matter [26, 27]. The continuous injection of energy drives such systems away from the
thermal equilibrium, and therefore, such systems are said to be in out of equillibrium state [26].
This broad definition of active matter covers a wide range of systems with characteristic lengthscales
ranging from a few nanometers (the motion of microtubules/actin in the cytoskeleton [28, 29]) to
several meters (flocks of birds [30], fish school [31] animal herds [32]). Active matter systems
are known to show rich, intriguing collective dynamics, including emergent structures [33], wave
propagation [34], pattern formation [28] on scales much larger than individual units, etc., as a result
of interactions. We now discuss a few examples to familiarize the readers with active systems and
their unique features.

We begin by examining the dynamics of a group of ants, as shown in Fig. 1.1. In certain
conditions, ants have been reported to show curious collective dynamics where the ant colony moves
in a spiral shape for long times [35]. Naturally, the first question that arises is what leads to this
behaviour. One possible answer to this question is that perhaps the ants follow the ant in front of
it. In such cases, the collective dynamics can lead to a never-ending cycle if a path crosses itself.
This can be fatal to the ant colony as the ants keep moving until they die of exhaustion [35]. This
was explored recently [36, 37] using a model of reinforced random walks and random walks with
memory where they found solutions that resemble such spiral. A second important feature of this
collective behaviour is its striking order. The second natural question arises: what leads to such an
ordered system? In this system, the order state is because each ant follows the ant’s motion in front.
Similarly, some sheep act as a leader with others following them [38, 39], which plays a major role
in the collective dynamics of a sheep herd. As a result, similar strongly polarized states are observed
for sheep herds, as shown in Fig. 1.1.

Next, we move on to a more familiar example of the dynamics of a flock of birds (such as
starlings), which moves as a collective, making complex patterns as shown in Fig.1.1. Similar
collective dynamics are also observed in other species, such as schools of fish, as shown in Fig. 1.1.

https://www.indiatoday.in/education-today/gk-current-affairs/story/what-is-ant-mill-spiral-of-death-2398709-2023-06-27
https://images.app.goo.gl/zACCxfBVtdRWraZEA
https://images.app.goo.gl/LJKEVsrBQyDyuchx7
https://www.scubashooters.net/underwater-life/shooting-school-of-sardines/
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Observing these complex dynamics, a few questions that arise naturally are: i) What drives such
collective dynamics? ii) What interactions lead to such rich dynamics? iii) Which factors decide
the size of the group? etc.

Researchers from various fields have attempted to understand why certain organisms show com-
plex collective dynamics [40]. The possible explanations include i) predator protection, ii) increased
swimming efficiency, iii) increased foraging, etc. Organisms moving as a collective result in the
predator confusion effect [41], where it becomes difficult for the predator to focus on an individual
prey with a large number of moving targets as demonstrated by Millinski and Heller [40] in 1978.
As a result, the chances of survival for the prey increase, which is one of the possible reasons why
the species make complex collective dynamics. Collective motion of the group also reduces the
drag on the individual units. As a result, the energy consumption may be reduced by up to 20%
compared to its isolated motion [42]. Cyclists also often use this strategy to reduce drag and save
energy [43]. Collective motion of the group has also been shown to increase the efficiency of lo-
cating food sources, as demonstrated by Pitcher and coworkers [44]. A balance between intragroup
stress and intergroup food competition determines the size of the group. Large groups result in
higher intragroup competition, whereas small groups reduce foraging efficiency [45]. For instance,
Pride and co-workers [46] studied fecal cortisol levels in ring-tailed lemurs to measure stress levels
in the population. They reported that an optimal group size of 10-20 lemurs resulted in the lowest
cortisol levels, indicating the optimal group size.

At the center of the complex collective dynamics are the interactions between the individual
units, and therefore, it is natural to ask how these individual units interact. A group of fish,birds or
any other animal usually interact visually such that each unit changes its orientation to face along
the average of its nearest neighbour. Additionally, if the animals come too close to each other, they
change their direction, to avoid collision. Among the earliest models were the Vicsek [47] and Toner
and Tu [48] models proposed by Tamás Vicsek and Toner and Tu in 1995. In the Viscek model, the
individual units are considered point-sized with a constant speed with the rule that each unit aligns
itself with its neighbours within a distance lp in the presence of noise. A large noise results in an
unaligned state where the individual units, on average, are not aligned, and therefore, the collective
dynamics is similar to Brownian motion. In contrast, a global collective motion emerges, breaking
the orientation symmetry in the limit of weak noise, which closely resembles experimental obser-
vations. On the other hand, Toner & Tu proposed a stochastic continuum model based on symmetry
arguments to describe the flocking behaviour. Bertin and coworkers [49] recently derived these
equations by coarse-graining the Vicsek model, thereby providing explicit expressions between the
microscopic parameters and the macroscopic parameters used in the Toner-Tu model.

The above examples fall under the category of dry active matter where the individual units ei-
ther do not disturb the hydrodynamic field or the disturbances are short-ranged. As a result, the
hydrodynamic interactions between the individual units are negligible, and the collective dynamics
can be solely described by conserving the number of units [26]. In contrast, long-ranged hydrody-
namic interactions become important for wet active matter systems in certain situations, such as in
a bacterial suspension [26]. Here, the individual units (e.g. bacteria) exert hydrodynamical stresses
on the fluid, which induces fluid flows, which interact with the surrounding bacteria. This coupling
results in collective dynamics on lengthscales much larger than individual bacteria. Therefore, solv-
ing the hydrodynamic equations and describing the collective dynamics simultaneously becomes
important in such cases. The following subsection discusses the swimming dynamics of biological
microswimmers and their collective dynamics due to hydrodynamic stresses.

1.1.1 Biological microswimmers and their collective dynamics

Due to the small size of microswimmers, the viscous effect dominates the swimming dynamics
characterised by a low Reynolds number. As a result, the inertia-based swimming techniques fail at
the microscale and symmetry breaking becomes essential for swimming at small scales [50]. A mi-
croorganism breaks this symmetry using appendages called cilia/flagella. For instance, a bacterium
such as E.coli rotates its rigid helical appendage using cellular motors at the rear end [51]. This
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Figure 1.2: (a) A dense bacterial (B.subtilis) suspension with the induced flow shown using yellow
arrows. (b) Streamlines (black) and vorticity field evaluated using the PIV data. (c) Distribution
of tracer particles showing turbulent-like characteristics. (d) Streamlines (black) and vorticity field
were obtained using the modified Toner-Tu continuum model. Images adapted from the paper by
Dunkel and co-workers [1].
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rotational motion leads to the swimming thrust required for self-propulsion [52]. In contrast, algae
such as Chlamydomonas reinhardtii whips the appendages in the front to pull in the fluid from the
front for self-propulsion, similar to a breaststroke motion executed by a human swimmer. These
different self-propulsion strategies result in different hydrodynamic stress that the swimmers exert
on the fluid. Consequently, the induced flow fields are different for these two categories of swim-
mers, which has significant consequences on the collective dynamics [53]. We discuss more about
this in Sec. 2.2.1 in chapter 2.

The consequence of the microscopic self-propulsion on the flow field can be expressed as a
series of decaying harmonics. A force dipole corresponds to the slowest decaying harmonic; there-
fore, the induced flow of a swimmer is often approximated with a force dipole, decaying as 1/r2

where r is the distance between a point in space and the bacteria. In a dilute bacterial suspen-
sion, the bacteria interact via this long-ranged hydrodynamical signature, which can lead to com-
plex turbulent-like behaviour as shown in Fig. 1.2. Note that turbulence is usually associated with
high Reynolds dynamics. Therefore, it is surprising to observe such flow structures in inertia-less
flows. It is important to note that we use the term “biological turbulence” due to its use in the
literature [1, 54, 55]; however, the flow structures do not strictly fall under turbulent flows as some
essential characteristics of turbulence (such as energy cascades) are absent in these flows.

Mendelson and co-workers [56] were among the first to study the collective motion of B.subtilis
(body length∼ 5 µm, self-propulsion velocity ∼ 10-30 µm/s) in a thin liquid film over an agar
surface. They reported a correlated cell motion over lengthscales ∼ 10 times the body length of an
individual bacterium. Furthermore, they reported enhanced diffusion of tracer colloidal particles of
size 1 µm due to coherent collective motion in the form of vortices and jets. However, this exper-
iment was conducted in the presence of a boundary, which has been reported to induce swarming
of bacteria. A similar swarming behaviour was recently reported for a suspension of ram spermato-
zoa [57], where the authors used imaging techniques to track the flow field to show “turbulent-like”
behaviour between the swimmer lengthscale and a well-defined integral length.

Wu and Libchaber [58] analyzed the collective dynamics of E.coli bacteria in a soap film with an
approximate thickness of 10 µm. They reported a linearly increasing diffusivity of 10 µm colloidal
particles (with Brownian diffusivity ∼ 0.1 µm2/s) with increasing bacterial concentration, with the
effective diffusivity reaching up to 100 µm2/s at nL3 ∼ 90 where n is the number density of the
bacteria and L is the characteristic scale of the drop. Sokolov et al. [59] reported similar results for
bacteria B.subtilis. Furthermore, they reported a smooth increasing root mean squared velocity of
the bacteria with an increase in bacterial concentration over the range naL2 = 3− 9, where na is the
number of bacteria per unit area, as the soap films were 2D. This suggests that coherent long-range
flow structures are formed as the bacterial concentration rises, which increase the average diffusivity
of both the bacteria and tracer particles [59].

Dombrowski and co-workers [60] reported similar large-scale coherent structures in a three-
dimensional fluid domain. The experiment set-up consisted of a bacterial suspension of B.subtilis
in a sessile drop of size ∼ 1 cm. Using imaging techniques with the help of passive particles,
the authors showed that large-scale vertical flows are responsible for increasing the diffusivity of
passive particles. Dunkel and co-workers [1] recently analyzed the bacterial suspension in closed
three-dimensional microfluidic chambers while nearly simultaneously tracking both the motion of
cells and the tracker as shown in Fig. 1.2. Furthermore, by modifying the Toner-Tu theory to in-
clude a fourth-order term corresponding to active stresses in the system, they qualitatively captured
(Fig. 1.2) the suspension dynamics while reproducing the statistical features of the experimental
data.

1.1.2 Designing artificial swimmers

At small scales, symmetry breaking is a necessary condition for any artificial swimmer to self-
propel, as discussed earlier [50]. A biological microswimmer uses appendages to break this sym-
metry by rotating them using motors attached to its cell membrane [52]. Inspired from flagella based
self-propulsion of the biological microswimmers, artificial microswimmers have been designed to
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Figure 1.3: (Top) Field emission scanning electron microscopy image of a magnetic helical swim-
mer with the scale bar equal to 4 µm. (Bottom) Schematic showing the self-propulsion mecha-
nism. Using continuously rotating magnetic field B perpendicular to microswimmer orientation,
a misalignment angle between the field and the thin magnetic head induces a magnetic torque τ
that rotates the magnetic head resulting in propulsion of the microswimmer. The direction of self-
propulsion can be controlled by changing the direction of magnetic field. Images adapted from
ref. [2]
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Figure 1.4: (Left) The trajectory of an active drop showing large persistence length compared to
drop size. Image taken from [3]. (Right) Steady swimming velocity of the drop as a function of
Peclet number. The inset images illustrate the solute field around the drop for particular value of
Peclet number indicated on top. Image adapted from [4]

mimic the flagella rotation technique using external magnetic fields [2, 61, 62]. For instance, Zhang
et al. [2] designed a microswimmer made up of a soft magnetic head and a helical tail resembling
the flagella of a natural microswimmer as shown in Fig. 1.3. An external magnetic field drives the
rotation of the microswimmer, which propels the microswimmer. Controlling the direction of the
external magnetic field thus allows us to control the swimming direction as reversing the direction
of the magnetic field results in rotation of the microswimmer in the opposite direction, as shown in
fig. 1.3.

Quincke rollers are another example of an externally driven artificial swimmer. However, unlike
the previous example, the self-propelling direction of such swimmers cannot be controlled using ex-
ternal fields as they pick a random swimming direction perpendicular to the applied magnetic field.
These particles exploit the hydrodynamic interaction between a rotating particle and a boundary
to self-propel [63–65]. These particles are synthesized using a weakly conducting dielectric ma-
terial and are suspended in a dielectric liquid [63]. Upon application of an external electric field,
such particles can spontaneously start rotating above a critical electric field, with the rotating speed
increasing with increasing electric field strength. The spontaneous rotation near a boundary leads
to levitation and self-propulsion of such colloidal particles [65]. Recent experimental works have
shown precise control of single self-propelling particles and their collective dynamics, which makes
this system very attractive for applications in the transport of microscale cargo [66].

Motivated by designing intelligent motors, researchers have proposed various strategies to achieve
self-propulsion. Once such design exploits the physicochemical properties of the particle/drop to
self-propel in viscous fluids. The fore-aft symmetry breaking, in this case, occurs either via an
asymmetric design [8] or using an instability [3, 67].

In their seminal paper, Paxton and co-workers [68] showed that anisotropic catalysts’ coverage
of rodlike particles could also result in self-propulsion. They synthesized rod-shaped particles with
a diameter of ∼ 37 µm with two halves of platinum and gold, each length ∼ 1 µm and utilized
H2O2 as the fuel. These particles are known as Janus particles, named after the two-faced Greek
god Janus [8]. H2O2 reduces on the gold surface to produce oxygen gas. At the same time, it
oxidizes on the platinum surface to produce water. As a result, an asymmetric charge distribution is
set up across the rod length, as shown in Fig. 1.5. This asymmetric charge distribution across the rod
results in an electric field that drives a pressure-driven tangential flow near the particle surface due
to electrophoresis. As the electric field is self-generated, this is also known as self-electrophoresis.
Similarly, Forunier-Bidoz and co-workers [69] showed that Nickle-Gold rods also self-propel due
to the same principle.
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Figure 1.5: (Left) Scanning electron microscope image showing a band of rod-shaped Janus par-
ticles with gold and platinum halves. Image adapted from [5]). (Right) Schematic showing the
charged self-diffusiophoretic mechanism for self-propulsion of Janus rod. Image adapted from
ref. [6]

Figure 1.6: (Left) Schematic showing the self-propulsion mechanism for a Janus particle with re-
duction of H2O2 taking place on the Pt coated half. Image adapted from ref. [7]. (Right) Trajectories
of colloidal particles (top panel) and Janus particles (bottom panel) overlayed to match the starting
point to show enhanced effective diffusion of Janus particles due to self-propulsion. Image adapted
from ref. [8].

Furthermore, spherical particles with chemically distinct halves have also been shown to self-
propel, as demonstrated by Howse and cor-workers [8]. They coated polystyrene colloidal particles
of size ∼ 1.62 µm with platinum on one-half, and as a result, the reduction of H2O2 takes place only
on the Platinum half. This generates a tangential chemical gradient at the particle surface, which
drives fluid flow close to the particle surface, leading to the self-propulsion of the colloidal particles.
In addition to the electrophoretic flow, the fluid flow close to the surface is driven due to the solute
(O2) concentration gradient, called self-diffusiophoresis. They showed that as the concentration of
the fuel H2O2 increases, the effective diffusion of the particle increases due to self-propulsion, as
illustrated in Fig. 1.6 (right). Instead of polystyrene, Silica particles have also been used to achieve
self-propulsion by Ke and co-workers [70].

Moreover, neutral reactions have also been utilized to achieve self-propulsion via neutral self-
diffusiophoresis. For instance, Pavlick et al. half-coated the surface of spherical silica colloids with
a layer of gold and modified the silica surface using the Grubbs catalyst. The Grubbs catalyst on the
silica face acts as a catalyst for a polymerization reaction. Consequently, a tangential solute gradient
is generated due to an asymmetric reaction across the particle surface, which drives the flow due
to diffusiophoresis. The neutral polymerization reaction ensures that the self-propulsion is driven
solely by neutral self-diffusiophopresis. Recently, another example of neutral self-diffusiophoretic
swimming was demonstrated by Gao et al. [71] using hydrazine as the fuel for iridium-based Janus
particles.

The asymmetric chemical reaction can also be triggered using external signals such as ultra-
violet light [72–74]. One of the reactions that has been exploited is the decomposition of silver
chloride (AgCl) into silver and HCl in the presence of UV radiation as demonstrated by Ibele and
co-workers [74]. The asymmetry can be based on asymmetric silver coating or asymmetric light
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Figure 1.7: (Left) Targeted transport of colloidal particles using 6 linear arrays of confined bacteria.
The induced flow created by the bacteria transports colloidal particles towards the center of the
structure. (Right) Transport of 2 µm silica particles using (a)linear, (b) spiral and (c) square arrays
of confined bacteria. The red and blue symbols represent the starting and final position of the
colloidal particle, respectively. The cavities are at 40o to the local tangent of the structures. The
scale bar for both images equals 10 µm. Images adapted from ref. [9]

source. Still, the basic principles remain the same: an asymmetric chemical reaction leads to the
formation of tangential gradients, which drive fluid flow close to the surface, resulting in the self-
propulsion of the particle. Light illumination on asymmetrically metal-coated colloidal particles
can also generate tangential thermal gradients [75–77], which drive surface flows similar to the
diffusiophoretic flows, resulting in particle self-propulsion. These are termed thermophoretic self-
propulsion arising due to thermophoresis [78]. However, these are relatively less common than
self-diffusiophoretic and self-electrophoretic microswimmers.

Finally, for the case of active drops, the swimmer exploits the physicochemical “activity” (abil-
ity to exchange solute through the interface) along with interfacial flows created by chemical gradi-
ents [79]. Due to the isotropic nature of drops, the drop remains stationary in a diffusion-dominated
regime. However, as the Peclet number increases (strength of advection to diffusion), the isotropic
state becomes linearly unstable to small perturbations and the isotropic symmetry of solute concen-
tration is broken (Fig. 1.4). As a result, a solute gradient is set up which drives interfacial Marangoni
flows, resulting in self-propulsion of the drop as Izri et al. [67] demonstrated experimentally (see
Fig. 1.4). Research on self-propelling drop dynamics has recently gained significant interest due
to its simple design [79]. Another way to break the symmetry is by considering geometrically
anisotropic particles. The simplest example is joining two isotropic particles of different sizes [80].
A chemical reaction occurs at a constant rate on the surface, creating a tangential gradient due to
the asymmetric shape of the particle. Consequently, the particle self-propels using the slip velocity
at the surface.

1.1.3 Why is controlling self-organisation important?

Active matter finds a unique position at a junction between applied mathematics, biophysics, and
fluid mechanics, and it has recently garnered a lot of attention from different research communi-
ties. Physicists are interested in understanding such systems due to the unique out of equilibrium
behaviour driven through active injection of energy of such systems. Therefore, studying active
matter challenges traditional equilibrium-based frameworks and motivates the development of new
theoretical approaches to describe and predict the behaviour of non-equilibrium systems. Develop-
ing theoretical models and computational tools to understand the dynamics of active systems also
helps advance our theoretical understanding of complex systems and develop predictive models for
their behaviour.

On the other hand, active systems are abundant in biological systems, such as during tissue
growth [81], self-organisation of organelles inside a cell [82], survival strategies adopted by cell
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colonies [83], etc. Understanding the mechanism behind self-organisation in different biological
systems is of prime importance as it may help develop new strategies to control self-organisation
based on a particular requirement. For instance, understanding how cancer cells aggregate and
grow may help contain the growth of cancerous tissues, or understanding how epidemics spread in
a population may help develop strategies to contain its spread. This illustrates the importance of
understanding collective behaviour in active systems.

Furthermore, biological microswimmer suspensions exhibit rich collective behaviour to achieve
complicated tasks. For instance, the collective swimming of spermatozoa plays a critical role dur-
ing fertilization [84]; thus, understanding their collective dynamics can help design strategies for
successful animal reproduction. Similarly, a collection of algae in water bodies has shown to induce
large convective [85] eddies, which improves the mixing of nutrients in the water body crucial for
the survival of marine species [86].

From an engineering point of view, studying such systems improves our understanding of
transport at the microscale. This will result in the development of different techniques for wide
applications, including designing directed drug delivery mechanisms [87], enhancing mixing at
small scales [88], harvesting energy at small scales [89], etc. For instance, recently, Gao and
co-workers [9] developed various strategies for controlling flows at the microscale using an ar-
ray of confined bacteria. They confined E.coli into cuboid cavities and used them as basic building
blocks to arrange in different patterns to achieve directed transport of passive colloids as shown in
Fig. 1.7. An interesting question arises: instead of arranging the cavities, can we control their self-
organisation so that collectively, the system can perform similar tasks? This will provide us with a
way to actively control the flow instead of passive control by the fixed arrangements of the cavities.
It is, therefore, essential to understand what drives their collective dynamics before we can attempt
to control it.

Moreover, recent studies [12,14,90] have reported that microswimmer suspensions can alter the
rheological properties of the fluid by exerting active stresses in the system. In a study conducted by
Lopez et al. [14], they showed that a bacterial (E.coli) suspension could behave as a superfluid for
high bacterial concentration. This suggests that bacterial suspensions may reduce the requirement of
mechanical forcing in specific set-ups. Of course, instead of mechanical energy, chemical energy in
the form of nutrients must be transported to maintain the activity of the bacteria. However, this pro-
vides a new path for potential applications where the superfluid nature may be exploited to reduce
energy costs. The rheological response of a suspension depends strongly on its self-organization,
as the induced active stresses depend on the distribution of the microswimmers. This shows a link
between self-organization and fluid properties, which can be exploited to manipulate the rheological
properties of the suspension at least in principle. Current work focuses on understanding the collec-
tive behaviour of phoretic particles and developing control strategies for potential applications (for
example, as energy harvesters). In the next section, we discuss different strategies adopted in the
literature to control the self-organisation of microswimmer suspensions.

1.2 Effect of external forcings on self-organisation

1.2.1 Effect of boundary on dynamics of microswimmers and its suspension

Suspensions of biological microswimmers encounter complex boundaries in various situations,
such as bacterial movement in porous soil [91] or spermatozoa motion in the female reproductive
tract [92]. The presence of wall boundaries has been shown to affect the dynamics of microswim-
mers both at the individual scale and the suspension scale [93,94] due to i) no penetration condition
and ii) no-slip condition imposed at the wall, which disturbs the hydrodynamic field generated by
the microswimmer. This hydrodynamic-based interaction is known to strongly affect the dynamics
of a single swimmer and the suspension dynamics. We first explore the effect of wall boundaries on
an individual swimmer, followed by a discussion on the effect of wall boundaries on microswimmer
suspensions.

It is well established now that microswimmers are attracted towards walls [95–99]. Earlier
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works argued that this wall attraction had hydrodynamic origins and explained the attraction us-
ing the imaging system of flow singularities [97, 100]. They argued that for the no-slip condition
at the wall to be satisfied, image singularities consisting of force dipole, source dipole and force
quadrupole must be considered on the other side of the surface. These image singularities, in turn,
have a net attractive effect on the swimmer [97]. Furthermore, the image singularities induce a
torque on the swimmer, which leads to the swimmer’s orientation being parallel to the surface. Hy-
drodynamic trapping is one among various reasons to explain the wall trapping of microswimmers.
Another possible reason is based solely on kinetic arguments. [101]. The argument is as followed,
as the boundaries are impermeable, a microswimmer moving towards the boundary is trapped until
its orientation changes (due to tumble/ rotation diffusion). As a result the swimmer spends more
time near the boundaries than in the bulk. We expand more on this in the later chapters.

Furthermore, the trajectories of the bacteria near a surface change significantly [52]. In bulk
(away from the walls), bacteria show run-and-tumble dynamics where the trajectory of the bacte-
ria follows a straight line between two tumbling events [52]. In contrast, in the presence of the
wall, some bacteria move in a circular trajectory, as demonstrated by Berg and Turner [102] and
Frymier and co-workers in 1995 [103]. This contrasting swimming behaviour is associated with the
additional hydrodynamic force and its moment induced by the presence of a wall [104].

Now, we will proceed towards the effect of confinement on suspension dynamics; Wioland and
co-workers [105] worked on a suspension of Bacillus subtilis bacteria in a drop of size ∼ 60-70 µm
and height ∼ 25 µm surrounded by oil which supplied the oxygen needed for the bacteria. They
demonstrated that a dense suspension of Bacillus subtilis self-organizes into a single stable vortex
and radius of the drop below a critical value. They argued that the order in the bacterial suspension is
driven by the interplay of boundary curvature and steric and hydrodynamic interactions between the
bacteria, which were confirmed by a simple continuum model incorporating these effects. Beyond
the critical size of the drop, the suspension showed bacterial turbulence previously reported for semi-
infinite suspensions [60]. This showed that confinement dampens bacterial turbulence. Furthermore,
they showed that upon imposing a weak shear, a thin layer of highly ordered bacteria develops close
to the drop-oil interface, which swims opposite the background shear. Background shear rotates
the bacteria to face upstream due to an additional torque. As a result, the bacteria move upstream
at an angle close to the interface. This is called rheotaxis and is discussed in more detail in the
next subsection. Lushi and co-workers [106] worked on a similar set-up and confirmed Wioland et
al.’s finding experimentally and using a discrete model for bacterial dynamics. They showed that
long-ranged hydrodynamic force is necessary for self-organization in this system.

In another study by Wioland et al. [10], a bacterial suspension was confined to a racetrack-like
geometry to study the effect of strength of confinement on bacterial suspension as shown in Fig. 1.8
(left). Similar to the previous results, they demonstrated that increasing the confinement strength
(width≥ 45 µm) results in a transition from a 2D turbulent-like state to a 1D state as shown in
Fig. 1.8. Furthermore, they showed that in this 1D state, the suspension induces a uni-directional
flow with a parabolic flow profile on length scales much larger than individual bacteria, as shown in
Fig. 1.8. The experimental results were reproduced using a discrete particle tracking model where
the hydrodynamic interactions are captured by considering a force dipole at the location of the
bacteria. This distribution of force dipoles drives the induced flow in the channel.

These various experimental and simulation studies show that the effect of confinement on a
suspension of microswimmers is two-fold: i) the presence of a wall boundary acts as an attractor
for the microswimmers, resulting in wall accumulation, and ii) The bacterial suspension can be
stabilized into ordered fully state using confinement.

1.2.2 Effect of external field forcing

Both natural and synthetic microswimmers respond to external gradients of different fields such
as light, gravity, solute concentration, etc., which plays a crucial role in the self-organisation of
microswimmer suspensions. For instance, algae such as Chlamydomonas reinhardtii have evolved
to detect gradients in light intensity to move towards higher light intensity to produce more energy
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Figure 1.8: (Left) Racetrack set-up of Wioland et al. [10] experiments for self-organisation of E.coli
suspension in the presence of confinement. The large green arrow shows the unidirectional motion
of the induced flow, while the smaller green arrows inside the channel show the distribution of the
induced flow. (Right) Self-organisation of the suspension for varying (30, 60, 90 µm) confinement
strength showing a continuous transition from a 2D turbulent-like state to a 1D state with an average
induced flow profile adjacent to each panel. Images adapted from ref. [10].

Figure 1.9: Light-driven control of phototactic algae. (Left) Trajectories of Chlamydomonas rein-
hardtii using the superimposition of 10 images in a pressure-driven flow in the (a)absence and (b)
presence of light source. (Right) The schematic shows the algae’s focusing mechanism depending
on the direction of the light source. Image adapted from ref. [11].
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via photosynthesis [107]. Consequently, if the light source is above the suspension, the algae moves
against gravity and accumulates near the top surface. As Chlamydomonas reinhardtii are slightly
heavier than water, this motion against gravity results in higher density “fluid” (highly concentrated
region) on top of a less dense fluid (suspending fluid). Consequently, convective patterns are formed
similar to the classic Rayleigh-Taylor instability [108, 109].

Another important example is the chemotactic response of some microorganisms. For instance,
the response of immune cells to detect the location of foreign entities using the solute field produced
by the invading entity [110]. This type of response is called chemotaxis, where the microswimmer
responds to external solute concentration gradients. The response may be to the solute produced
by different microswimmers (for example, mammalian spermatozoa and egg [111]) or between the
same species (as reported in E.coli colonies). The latter is called auto-chemotaxis and generates
complex patterns in microswimmer (both artificial [112] and natural [113]) suspensions.

While natural and artificial swimmers show auto-chemotactic behaviour, an important distinc-
tion exists between their chemotaxis mechanisms (discussed in more detail in the next chapter).
Isolated natural microswimmers show run-and-tumble dynamics where the swimmer randomly
changes its orientation (tumble) between straight runs [52]. By altering the tumbling frequency,
a microorganism controls its motion in the presence of external gradients. In improving conditions,
the tumbling frequency reduces, ensuring longer runs, while the frequency increases in harsher en-
vironments [83]. Consequently, the microorganism shows biased movement on longer timescales.
In contrast, an artificial swimmer, such as a phoretic particle, responds to the external solute gra-
dient due to its asymmetric chemical interaction with the surface [114]. As a result, the external
gradient induces a rotational torque on the particle, leading to reorientation parallel/antiparallel to
the chemical gradient [114, 115]. The next chapter discusses this mechanism and its modelling in
more detail.

Response to external fields has also been observed in artificial systems; for instance, a sus-
pension of phoretic particles has been reported to show dynamic clustering due to the chemotactic
response of the Janus particles [116]. The clustering process is explained as follows: An individual
phoretic particle acts as a source at the suspension scale and disturbs the solute field in the domain.
The perturbed solute field interacts with other phoretic particles, and depending on the interaction
of the solute with the particle surface, this can lead to attractive forces between the particles. The
attraction has two components: i) a phoretic drift and ii) reorientation along with self-propulsion.
Experimental studies have demonstrated that clustering is a dynamic process, that is, individually,
the particles continuously leave and join the clusters due to thermal noise, and the cluster itself may
rotate and self-propel. Furthermore, increasing the self-propulsion velocity increases the size of the
clusters even in dense phoretic suspensions [117].

In addition to this auto-chemotactic phenomenon, the self-organisation of microswimmers can
be externally controlled using external gradients. This was illustrated elegantly by Garcia and co-
workers [11] who exploited light intensity to control their collective behaviour of algae Chlamy-
domonas reinhardtii. In their experimental set-up they pumped algae suspension through a channel
in i) the presence of light and ii) its absence. They reported contrasting behaviour for the two
cases, as shown in Fig. 1.9 (left). In the presence of light, the microswimmers move across the
streamlines to focus in a band near the channel centerline in contrast to a uniform distribution in
the absence of light. Furthermore, they showed that depending on the location of the light source
(upstream/downstream), the microswimmers focus on the channel centerline or at the walls. The
physical explanation behind this behaviour is as follows: the algae detect a gradient in light intensity
and rotate towards a stronger intensity; simultaneously, the background flow rotates the swimmer
clockwise in the upper and counterclockwise in the lower half. As a result, when the light source
is upstream (downstream), a stable orientation of the microorganism is towards the channel center
(wall). As a result, the algae swings towards the channel centerline (wall), resulting in cross-stream
migration of the microswimmer.
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1.2.3 Effect of background flow on collective dynamics

The effect of background flow on the swimmer is similar to that on a passive particle in that the
swimmer experiences an additional drift due to advection and an additional torque due to back-
ground vorticity. Owing to small size of the swimmer, the background flow can be approximated
locally as a linear flow composed of a linear superposition of uniform, extensional and pure ro-
tation flow. As a result, the dynamics of a single isolated bacteria can be shown to be a linear
superposition of active swimming and passive advection and rotation, similar to passive colloidal
particles. Therefore, an isolated spherical microswimmer tumbles in a linear background flow in
addition to its self-propulsion. This results in circular trajectories for a spherical microswimmer in
shear flows [118]. In contrast, isolated elongated microswimmers (bacteria such as E.coli, Bacil-
lus subtilis) follows a more complex trajectory, as the orientation dynamics of the particle follows
dynamics similar to Jeffrey orbits where their orientation moves on a periodic orbit on the unit
sphere [119].

Moreover, in non-linear flows such as Poiseuille, the non-uniform shear results in the orientation
distribution of the particle depending on its position. When coupled with its self-propulsion, this
spatial variation in orientation distribution leads to non-uniform particle concentration across the
domain. This was elegantly demonstrated by Rusconi and co-workers [120] where they pumped a
suspension of Bacillus subtilis in a microchannel to show accumulation of bacteria in high shear
regions compared to a uniform distribution for dead cells. Intuitively, the trapping in the high-
shear areas is due to stronger tumbling dynamics than in weak-shear regions. Consequently, the
net swimming of bacteria in the high-shear areas is less compared to low-shear regions. Moreover,
Rusconi and co-workers used Langevin equations with noise terms to model the shear-trapping
behaviour of the microswimmers.

The bacteria swim upstream to the background flow in the presence of wall boundaries [121].
This phenomenon is called rheotaxis, which has been reported in various studies [121–124]. The
upstream swimming is linked to the orientation dynamics of a microswimmer near a boundary
coupled with the additional torque of the background flow. Due to no penetration condition at
boundaries, the microswimmers are oriented vertically towards the wall without background flow.
The shear flow introduces a torque on the swimmer, resulting in an equilibrium orientation upstream.
Finally, due to its self-propulsion, the bacteria swim upstream. Note that due to the no-slip condition
for the fluid at the wall, the advective effect on the bacteria is weaker, closer to the boundaries, and
helps it swim upstream. Interestingly, the rheotactic behaviour is not just limited to elongated
swimmers and has been reported for spherical Janus particles both in experiments [125,126] and in
simulations [25, 127].

A microswimmer also exerts hydrodynamic stresses on the fluid. As a result, microswimmers
can respond to the externally forced background flow through active stress. In the next section, we
focus on the rheological behaviour of a microswimmer suspension.

1.3 Complex rheology of a microswimmer suspensions

In this section, we explore the hydrodynamic response of a microswimmer suspension to external
flows. However, before we move onto the rheology of “active” suspensions, it is important first
to understand the rheological response of a passive suspension. However, we must first define the
effective viscosity of a microswimmer suspension before proceeding further. The effective viscosity
is defined as the bulk viscosity of the suspension if it were a continuum fluid [128]. Based on
this definition, the effective viscosity for a dilute suspension (neglecting hydrodynamic interaction
between the particles) was first derived by Einstein in 1906, which was corrected in 1911 [128] to

µr = µ0

(
1 +

5
2

ϕ

)
(1.1)

where ϕ is the particle concentration. This result has been verified experimentally in refs. [129,130].
Furthermore, Batchelor [131] derived O(ϕ2) correction for a suspension of spherical colloidal parti-
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Figure 1.10: (Left) Experimental setup used by Gachelin and co-workers [12] to measure the effec-
tive rheology of bacterial suspension using a Y-shaped microchannel. (Right) Schematic showing
the experimental set-up adapted from ref. [13]

cles using the “hydrodynamic renormalization” technique to show that the O(ϕ2) contribution also
increases the effective viscosity of the suspension. However, these results are valid for extremely
dilute suspensions (ϕ < 0.1). Increasing the suspensions’ density results in a more complex non-
linear rise in the effective viscosity [128, 132] which is not the focus of the current work. For more
details we refer our readers to a recent review on this topic by Guazzelli and Pouliguen [133].

The increase in effective viscosity has been demonstrated by both theory and experiments, which
is understood as the consequence of the rigidity condition for the colloidal particles. As the particles
are considered rigid, they do not deform to the extensional component of the background flow. As
a result, the particles exert passive stress on the fluid, increasing the viscous dissipation. This
suggests, more energy must be supplied externally to overcome this additional dissipation. This
results in a higher effective viscosity of the suspension. As microswimmers exert active stresses on
the fluid, it is expected that the rheological response of microswimmers to background flow could
be different from passive particles.

We first begin by discussing experimental evidence for the strange rheological behaviour of a
microswimmer suspension and then proceed towards understanding the rheological behaviour using
modelling techniques.

1.3.1 Rheology of bacterial suspensions

Sokolov and Aronson [55] were among the earliest to determine the effective viscosity of a bacterial
(Bacillus subtilis) suspension experimentally. They employed two techniques to infer the effective
viscosity: i) by analyzing the unsteady decay time of a vortex generated using magnetic probes in
the bacterial film and ii) by measuring the toque on a rotating magnetic particle immersed in the
film. They reported a significant reduction in effective viscosity for dilute suspensions. However,
an increase in effective viscosity was reported for concentrated suspensions [55].

Gachelin and co-workers [12] adopted a different technique to determine the effective viscos-
ity where they pumped the bacterial (E.coli) suspension through a Y-shaped microfluidic channel
along with a parallel co-flowing fluid, as shown in Fig. 1.10. This is a common technique used for
measuring the viscosity of a Newtonian fluid using the deflection of the interface. Assuming a pure
Poisuelle flow, the deflection can be related to the relative viscosity of the two fluids. They demon-
strated that a dilute bacterial suspension has a lower effective viscosity than the suspending fluid.
Furthermore, they showed the effective viscosity increases upon increasing the shear rate, reaching
maxima beyond which it decreases. In other words, bacterial suspension shows a shear-thickening
behaviour at lower shear rates in contrast to a shear-thinning regime at higher shear rates. More re-
cently, Liu and co-workers [13] used a similar set-up to study the effect of strength of confinement
on the rheology of bacterial suspensions. They showed that the confinement effect is dominant at
low shear rates, reducing effective viscosity for increasing confinement.

Recently, Lopez and coworkers [14] used a Taylor–Couette rheometer to determine the effec-
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Figure 1.11: (Left) Shear stress response of an E.coli suspension placed in a Taylor Couette device.
Variation of effective viscosity (defined as the ratio of hydrodynamic stress to shear rate) at various
shear rates shows a significant reduction of effective viscosity of the suspension at low shear rates.
(Right) Variation of effective viscosity as a function of shear rate for various suspension densities.
Increasing bacterial density results in a reduction of the low-shear plateau region. Images reused
from ref. [14].

tive viscosity of E.coli suspension. Similar to the results of Gachelin et al. [12], they reported
effective viscosity reduction at low shear rates followed by an increase in effective viscosity, which
flattens for higher shear rates as shown in Fig. 1.11. Interestingly, they demonstrated that the value
of the plateau depends on the concentration of the bacterial suspension, which tends to be zero as
the concentration increases. In other words, they showed a potential superfluid-like behaviour at
high bacterial concentrations, suggesting that the external stress balances the active stress at high
bacterial concentrations. Extending this work, Chui and co-workers [134] studied the effect of the
viscosity of suspending fluid on the reduction of the effective viscosity of the suspension. Swim-
ming dynamics of an isolated bacterium change in more viscous environments [135, 136], which is
expected to alter the viscosity reduction of the suspension. This study showed that the transition to
the superfluid state occurs when the rotational diffusion and shear rate are of similar strength, that
is, when Pe ∼ O(1).

Rafai et al. [90] explored the rheology of suspension of puller swimmers (Chlamydomonas
reinhardtii) for bacterial concentrations ranging from 0-25% using a Taylor–Couette rheometer.
In contrast to previous findings, they reported an increase in effective viscosity for this bacterial
suspension. Similar findings were reported by Mussler and co-workers [137], who used both a
Taylor Couette device and a cone plate device to measure the effective viscosity of the suspension.
Furthermore, they compared the effective viscosity of dead cells with live cells and showed that the
increase in effective viscosity is larger for living cells. They showed that the rheology of dead cell
suspension followed the Einstien equation (Eq. (1.1)). This shows that dead cells behave as passive
particles, and the increase in effective viscosity is related to the swimmers’ swimming mechanism.
The experimental results seem to suggest that pusher swimmers (such as E.coli) reduces the effective
viscosity [14] while puller swimmers (such as algae) increase suspensions’ viscosity [90, 137].
To understand this behaviour we discuss this and the mathematical models used to describe the
rheological behaviour of bacterial suspension discussed in the next subsection.

1.3.2 Physical mechanism and mathematical model

From the experimental results discussed in the previous section, it is clear that the rheological be-
haviour of a bacterial suspension depends on the swimming mechanism adopted by the swimmer
and its shape. A suspension of a pusher-type swimmer is seen to show viscosity reduction in contrast
to increasing effective viscosity for a suspension of a puller-type swimmer. The physical mechanism
for this viscosity reduction can be understood by i) noting that most bacteria are usually elongated
in shape and ii) microswimmers exert active stress on the suspending fluid, which results in an in-
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Figure 1.12: Schematic illustrating the basic mechanism for effective viscosity modification for
passive rods and pusher and puller swimmers in a simple shear flow. The purple arrows illustrate the
induced flow corresponding to each particle, which is responsible for modifying the suspension’s
effective viscosity. The elongated particles are aligned along the direction of shear flow. Image
adapted from ref. [15]

duced flow which can modify the effective viscosity of the suspension [138]. Owing to its elongated
shape, the orientation dynamics of an isolated microswimmer follow Jeffrey’s orbit [139] in simple
shear flows. As a result, the microswimmer spends more time oriented along the flow direction and
consequently has an average orientation along this direction. With this average orientation, the force
dipole corresponding to a pusher (puller) swimmer acts to reduce (enhance) the perturbed flow for
a passive particle, as shown in Fig. 1.12. Consequently, the effective viscosity for a pusher (such
as E.coli) suspension is expected to be lower than the suspending fluid if the active stress exerted
by the particle dominates the passive stress due to rigidity. Meanwhile, for a puller suspension, the
effective viscosity will always be greater than that of the suspended fluid.

To obtain quantitative results, Saintillan [140, 141] proposed a kinetic model which extends
the classical theory for rodlike particles to include the additional active stress for microswimmer
suspensions. Inter-particle interactions are neglected for a dilute suspension; thus, the suspension
configuration is determined by just orientation distribution Ψ(p) where Ψ is the probability of
finding the particle oriented along director p. Then, using the orientation distribution of the particle,
orientation average active stress is evaluated as

⟨Si,j⟩ =
∫
p
Si,jΨdp (1.2)

where Si,j is the force dipole stress the microswimmer exerts as it self-propels. Similarly, average
flow-induced and Brownian stress can be obtained following the works of Batchelor [142]. Includ-
ing these stresses, the effective viscosity can be evaluated as [140, 141]

µr =
µ

µ0
=

σxy + Σxy

µ0γ̇
= 1 +

πnl3

6ln(2ar)
⟨p2

x p2
y⟩+

3nkBT + nσ0

µ0γ̇
⟨px py⟩ (1.3)

where σ denotes the hydrodynamic stress tensor, Σ is the net stress tensor composed of active, flow-
induced and Brownian components, ar is the aspect ratio of the swimmer, n is the number density
of the swimmer, l is the characteristic lengthscale of the suspension, kB is Boltzmann’s constant, T
is the temperature σ0 is the magnitude of the active stress, γ̇ is the shear rate and µ0 is the viscosity
of the suspending fluid. This expression can be simplified for non-tumbling particles in the limit of
weak shear rate as [140]

µ0
r = lim

γ̇→0
µr = 1 +

πnl3

30ln(2ar)

[(
β +

1
3

)
+ β

σ0

kBT

]
(1.4)

where β is the Bretherton’s constant. The first term on the above equation’s right-hand side rep-
resents the effective viscosity’s Newtonian component. In contrast, the second term reflects the
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modification due to additional stresses. The two terms inside the square brackets are the pas-
sive and active contribution of the swimmer to the effective rheology. Notice that for pusher
swimmers σ0 < 0 and therefore, the modification to the Newtonian viscosity can be negative for
|σ0| > kbT(1 + 1/(3β)). In contrast, a puller microswimmer increases the effective viscosity.
While this captures the rheological behaviour at low shear rates, at higher shear rates, the orienta-
tion distribution must be solved numerically [141, 143]. As the shear rate increases, both ⟨p2

x p2
y⟩

and ⟨px py⟩ decreases as the orientation distribution peaks along the flow direction. As a result, the
modification to the effective viscosity reduces with increasing shear rate which explains the shear
thinning behaviour reported for a suspension of puller swimmers.

The limitation of kinetic modelling is that it works well only for dilute suspensions as the direct
inter-particle interactions are neglected. The inter-particle interactions become important for dense
suspension and therefore other modelling techniques must be applied. Ishikawa and Pedley [144]
provided one of the earlier studies on dense bottom heavy microswimmer suspension using Stoke-
sian dynamics. The non-bottom heavy swimmers merely tumble in the presence of shear flow
resulting in a net-zero average active stress, and therefore bottom-heavy condition is necessary to
introduce the orientation bias and consequently non-zero active stress. They modelled the self-
propulsion of the microswimmer using a squirmer model and showed the decrease (increase) in
apparent viscosity for pusher (puller) suspension when the gravity acts in the −x direction while
the shear flow is applied in the x− y plane. Interestingly, they showed that changing the direction
of gravity from −x to −y results in opposite effect as changing the direction of gravity induces
opposite stresses [144]. In a concentrated regime of planar monolayered swimmers, the effec-
tive viscosity increases more rapidly (upon increasing suspension density) compared to the inert
spheres [145]. In contrast, for bottom-heavy pusher swimmers the effective viscosity can have neg-
ative values in certain conditions. This is due to aligned structure of the microswimmer suspension
which helps the background shear flow.

This model predicts that microswimmers must be elongated to have any effect on the suspen-
sion’s effective viscosity. This suggests that a suspension of spherical phoretic particles will show
Newtonian behaviour as they tumble, leading to an average of zero active stress. However, in
the presence of boundaries, phoretic particles are aligned along the boundary due to impenetrable
boundaries, which in the presence of shear results in particles facing upstream [25]. In such cases,
the phoretic particles may influence the effective viscosity of the suspension. However, in such
cases, the distribution is more complicated and depends on spatial coordinates, making it difficult to
obtain analytical results similar to Eq. (1.4). Consequently, numericla methods must be applied in
order to obtain solution of the probability density function Ψ. In such cases, effective viscosity must
be defined depending on the system. For instance, Traverso and Michelin [25] used a Poiseullie law
to obtain an effective viscosity of the suspension. Using a kinetic model, they reported a significant
reduction in the effective viscosity of a suspension of phoretic particles. In this case, they showed
that the rheological behaviour directly depends on the self-organisation of the suspension driven by
autochemotaxis.

1.4 Conclusion and structure of thesis

In this work, we focus on understanding self-organisation of a suspension of artificial phoretic
microswimmers. This system falls under the category of wet active matter, where hydrodynamic
interactions play a crucial role in self-organisation. With the help of various examples, we showed
how the self-organisation of microswimmer suspension is affected by external cues such as strength
of confinement, background flow and external gradients. For instance, confining a bacterial suspen-
sion results in transitioning from a complex turbulent-likes state to a 1D state. This suggests that
the self-organisation of a microswimmer suspensions can be manipulated using external forcings.

As discussed using various examples in Sec. 1.3, the rheological properties of a microswimmer
suspension shows non-Newtonian behaviour due to the active stresses that a microswimmer exerts
on the fluid. The swimming mechanism decides the nature of stress (extensile/contractile) exerted
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by an individual swimmer, whereas the distribution of active stress exerted to the surrounding fluid
critically depends on the particle distribution. This suggests that the distribution of active stress
and consequently the rheological properties of the fluid can be manipulated by controlling the self-
organisation of the suspension.

Motivated by the link between the self-organisation and the rheology of the suspension, the cen-
tral aim of this thesis is to first understand how does a suspension of phoretic particles self-organise
under the influence of confinement and background shear. Then, based on the physical insights the
next step is to propose control strategies to manipulate the rheological properties of the suspension
by controlling the particle distribution. Keeping in mind these objectives, using a kinetic model, we
study the collective response of a phoretic suspension confined between two flat wall boundaries.
The wall boundaries move in the opposite direction to sustain a simple shear flow in the absence of
particles. We study the collective response of the phoretic particles based on two control parameters
namely i) strength of confinement and ii) shear rate. To understand the link between the rheolog-
ical properties and suspensions’ self-organisation, we analyze the induced flow structures and the
effective viscosity of the suspension. We show that under strongly confined conditions, the modifi-
cation to the effective viscosity is negligible due to its self-organisation behaviour. Here we identify
that self-organisation must be manipulated to modify the effective viscosity of the suspension and
propose a simple wall activity (consumption/production of solute) based strategy to manipulate sus-
pensions’ self-organisation and consequently its rheology. Using this strategy, we show that the
suspension’ effective viscosity can decrease even under strongly confined conditions, however the
effect of confinement eventually dominates as confinement strength increases.

The structure of this manuscript is as follows: chapter 2 aims to introduce the reader to the
modelling techniques adopted for describing the dynamics of a microswimmer suspension. This
chapter introduces fluid dynamics fundamentals in the viscous-dominated regime observed for mi-
croswimmer suspension in Sec. 2.1. This is followed by a discussion on modelling self-propulsion
for biological and artificial microswimmers in Sec. 2.2.1 and Sec. 2.2.3. A transition from mod-
elling single swimmers to modelling suspension of swimmers is explored in the following section
(Sec. 2.3), where we shed light on the fundamentals of kinetic theory for describing the collective
dynamics of microswimmers. Finally, this chapter ends with a comprehensive review of kinetic
theory-based models for describing microswimmer suspension in Sec. 2.4.

In chapter 3, using a kinetic model, we study the effect of dual forcings of strength of confine-
ment and shear rate on the self-organisation of microswimmer suspensions. We begin this chapter
by describing the physical model and summarizing the governing equations, characteristic scalings
in Sec. 3.2. This is followed by a detailed discussion on the pseudo spectral method that we em-
ploy for solving the coupled partial differential equations in Sec. 3.3. Using Fourier transform,
we convert the partial differential equations in physical space to a set of 1D Helmholtz equations
and solve it in spectral space and we adopt a modified Cranck-Nicholson scheme for marching in
time. Next, we analyse the self-organisation behaviour of the suspension, where three different
long-term regimes are identified based on the two control parameters of the problem in Sec. 3.4.3.
We show that the self-organisation behaviour can be captured by a reduced model based on the
moment equations. This is followed by an overview of the resulting effective viscosity of the sus-
pension, focusing specifically on the different flow patterns induced by the particle distribution and
forcing in the different dynamical regimes previously discussed in Sec. 3.5. Finally, we analyse the
suspension rheology, which discusses the different induced flows observed in different regimes.

Chapter 4 focuses on developing control strategies for the phoretic suspensions using external
chemical based forcings. We identify the lack of viscosity modification under strongly confined con-
ditions due to suspensions’ self-organisation behaviour. To reduce viscosity under strongly confined
state, we propose exploiting wall activity to trigger the chemotactic instability and explore the case
of uniform activity in Sec. 4.3. We show that a uniform wall activity distribution cannot perturb the
horizontal chemical gradient and, therefore, cannot trigger the chemotactic instability, which shows
a non-uniform activity is required to trigger the instability. Subsequently, in Sec. 4.4, we explore a
step like activity distribution and show that this activity distribution triggers instability, which leads
to aggregates on each wall. The aggregates induce vortical flows, which resulted in reducing the
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effective viscosity of the suspension even for stronger confinements. However, this scheme fails at
moderate strength of background shear due to higher solute advection, preventing chemotactic in-
stability from growing throughout the domain. We follow this by proposing a more robust strategy
for higher viscosity reduction in Sec. 4.5. We show that this strategy is robust with respect to various
parameters such as shear rate, strength of wall activity and wall activity distribution etc. Following
this improved strategy, we show that the region of viscosity reduction on a phase diagram between
shear rate and strength of confinement can be extended to higher confinement region.

Finally, in chapter 5 we conclude with summarising the major results presented in this thesis.
This is followed by a discussion on future perspectives, where we explore potential future research
problems in Sec. 5.2 based on the physical insights drawn from the thesis.



Chapter 2

Modeling dynamics of microswimmers
and active suspensions
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Overview

This chapter will familiarize readers with the modelling techniques employed to model wet active
systems. As mentioned in the previous chapter, this thesis focuses on “wet” active matter; there-
fore, understanding the basic principles of fluid flow at small scales is paramount. Therefore, the
first section of the chapter (Sec. 2.1) discusses the fundamentals of microhydrodynamics. With the
help of scaling arguments, the general Navier-Stokes equation is simplified to the Stokes equation,
followed by a discussion on fundamental flow singularities in this limit. The following section
(Sec. 2.2) is dedicated to modelling the motion of tiny particles (typically smaller than ∼ 10−3m)
in a fluid using the singularities discussed in the previous section. This section begins by discussing
the swimming dynamics of biological swimmers and then explores the mathematical modelling
techniques employed to describe their motion. Gaining insights from the mathematical model, the
next two subsections (Sec. 2.2.3 and Sec. 2.2.4) focus on self-propulsion strategies for artificial par-
ticles using a phoretic mechanism. Moving towards modelling collective dynamics, the next section
(Sec. 2.3) introduces the readers to the fundamentals of kinetic modelling. Finally, this is followed
by a comprehensive literature review of studies which employ kinetic modelling techniques for
active suspensions.

35



36CHAPTER 2. MODELING DYNAMICS OF MICROSWIMMERS AND ACTIVE SUSPENSIONS

2.1 Fundamentals of Microhydrodynamics

2.1.1 Stokes Flow and its properties

The fluid flow dynamics are mathematically modelled using continuous fields of velocity and stresses.
This continuum approximation is typically employed when the lengthscales in the system are much
larger than the molecular lengthscales such that the fluctuations at the molecular level can be av-
eraged to describe an average flow of quantities [128]. The governing equations are obtained by
using the conservation principles applied to the mass and momentum of a fluid with density ρ̂ and
dynamic viscosity µ̂ ( here hat symbol ˆ(.) denotes dimensional quantities) [128, 139]. As a result,
we obtain

∂ρ̂

∂t̂
+ ∇̂ · (ρ̂û) = 0. (2.1)

and,

ρ̂

(
∂û

∂t̂
+ u · ∇̂û

)
= ∇̂ · σ̂ + f̂ (2.2)

where û is the velocity field, σ̂ is the Cauchy stress tensor and f̂ is the external force is applied in
the fluid domain. The Cauchy stress tensor must be related with fluid properties to close the system
of equations (2.1-2.2). For a Newtonian fluid, the stress tensor is linearly related to the rate of strain
tensor [128] as

σ̂ = − p̂I + 2µ̂Ê (2.3)

where p̂ is the pressure, µ̂ is the dynamic viscosity of the fluid, I is the identity tensor and Ê is the
rate of strain tensors defined as,

Ê =
1
2

(
∇̂û+ (∇̂û)T

)
. (2.4)

For an incompressible and homogeneous fluid, spatial and temporal density changes can be ne-
glected simplifying Eq. 2.1 to

∇̂ · û = 0 (2.5)

whereas, substituting σ̂ from Eq. (2.3) to Eq. (2.2) we obtain the Navier Stokes Equations given by

ρ̂

(
∂û

∂t̂
+ û · ∇̂û

)
= −∇̂ p̂ + µ∇̂2û+ f̂ . (2.6)

Eq. (2.5) and Eq. (2.6) govern the fluid transport for incompressible Newtonian fluids at all scales.
Identifying the relevant characteristic scales can help obtain important physical insights from

Eq. (2.6) without solving the equations. If the characteristic length, time and velocity scales are
l̂0, t̂0, û0 respectively, Eq. (2.6) can be written in a dimensionless form as

Re
(

St
∂u
∂t

+ u · ∇u
)
= −∇p +∇2u+ f (2.7)

where, u = û/û0, f = f̂/(µ̂û0/l̂2
0) and p = p̂/(µ̂û0/l̂0) are the dimensionless variables. Ren-

dering the Navier-Stokes equation dimensionless. As a result the dynamics is completely described
by two dimensionless numbers

Re ∼ |û · ∇̂û|
|µ̂∇̂2û|

=
ρ̂û0 l̂0

µ̂
=

Inertial Forces
Viscous Forces

St =
t̂0

l̂0/û0
=

Intrinsic timescale
Advective timescale

.

(2.8)

The Reynolds number (Re) is the ratio of inertial to viscous forces, quantifying the relative strength
of inertial effects to viscous effects. Whereas the Strouhal number (St) is the ratio of the intrinsic
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timescale to the advective timescale and signifies the strength of local acceleration. If there are
no other characteristic scales present in the system, these two dimensionless numbers completely
describe the dynamics. Without an inherent timescale, St becomes one, which means that we chose
an advective timescale as the characteristic timescale.

Notice that as the lengthscale of the system is reduced (while keeping all other parameters fixed),
viscous forces play more important roles than inertial forces. For instance, the Reynolds number for
swimming of a microorganism (l̂0 ∼ 10−5m) in water is about 10−4, which suggests that viscous
forces dominate in the swimming of a microorganism. In contrast, the Reynolds number associated
with the swimming of a goldfish (l̂0 ∼ 0.1 m) is about 104 and thus, inertial effects dominate its
swimming. As a result, the Navier-Stokes equation can be simplified based on the specific system.
For instance, for Re ≫ 1, the inertial terms dominate, and the viscous term can be neglected. This
approximation is often made for high Reynolds number dynamics and is known as the inviscid fluid
approximation [128]. In this thesis, we focus on the other limit Re ≪ 1 and thus neglect the inertial
terms. As a result, we obtain

∇2u−∇p + f = 0. (2.9)

This equation is called the Stokes Equation. It is important to note that by neglecting the inertial
terms in Eq. (2.6), we also eliminated the non-linear terms. As a result, Eq. (2.9) is a linear partial
differential equation. Consequently, some essential properties of Stokes flow are [132]

- Linearity: As the system of equations is linear, the general solution to the Stokes equations
can be built with the help of linear superposition. Furthermore, a change in driving force by a
factor k reflects linearly in the solution without changing the streamlines or the flow pattern.
A mathematical consequence of the linearity is that the principle of superposition can be
utilized to build the general solution to the Stokes equations that satisfy the same boundary
conditions.

- Instantaneity: The consequence of neglecting the local acceleration term means that the mo-
tion in Stokes limit is quasi-static. In other words, the fluid flow has no dependence on the
driving force’s history, and the only required information to obtain flow field at a given in-
stant is about the instantaneous driving force. Consequently, the changes in driving force are
“communicated” in the entire field instantaneously.

- Reversibility: Another consequence of linearity is that if the driving force is precisely re-
versed from f to −f , the solution also changes exactly from u to −u and as a result, the
changes due to driving force f can be exactly reversed. This is illustrated beautifully in an
experiment initially by G.I. Taylor in 1966, which can be found in ref. [146]. This is critical
when choosing the swimming technique in a viscous-dominated regime, as discussed later in
Sec.2.2.1.

Another consequence of the linearity is that the Lorentz reciprocal theorem [147] can be exploited to
obtain integral quantities (such as net force, torque, etc.) without fully solving the Stokes equations.
These quantities are evaluated by considering an auxiliary simpler problem with identical geometry
whose solution is already known (u∗), then we can show that∫

S
n · σ · u∗ =

∫
S
n · σ∗ · u (2.10)

where n is a unit surface normal directed into the fluid. This is particularly helpful for swimming
problems where the quantity of interest is usually the swimming velocity of a microswimmer for
a given distribution of slip velocities at the surface [147]. For swimming problems, the swimming
velocity of the swimmer is evaluated by considering a parallel problem where the particle with same
geometry as the swimmer is considered to translate with the same velocity (U0) driven by a body
force F ∗. Consequently, Eq. (2.10) simplifies to

F ∗ ·U0 = −
∫

S
n · σ∗ · us (2.11)

The next subsection explores the solution uk for some simple cases.
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2.1.2 Fundamental solutions of Stokes flow

To build the solution of Stokes equations Eq. (2.9), we first notice that taking the divergence of
Eq. (2.9) and using the continuity equation (2.5) we obtain

∇2 p = 0. (2.12)

This implies that both the pressure and velocity fields consists of harmonic functions satisfying
Laplace’s equation. The general solutions to these Laplace equations are constructed using super-
imposing the linearly independent vector harmonic functions to obtain a general solution of Stokes
equations [128] . This representation of the solution as a linear superposition of decaying and grow-
ing harmonics is known as the Lamb’s solution [139].

Furthermore, the solution can also be constructed using Green’s function due to the linearity
of the Stokes equations. The general solution for driving force f (r) can be constructed using the
Oseen tensor T and pressure vector v as,

u(r) =
∫

T (r− r′) · f (r′)dV (2.13)

p(r) =
∫

v(r− r′) · f (r′)dV (2.14)

where

T (r) =
1

8π

(
I

r
+

rr

r3

)
(2.15)

v(r) =
1

4π

r

r3 . (2.16)

The simplest case is of the force monopole, where the driving force is f = f0epδ(r− r′) is located
at point r′ and directed along ep. This solution is evaluated using Eq. (2.13) as

up f (r0) =
f0

8πr0

(
I +

r0r0

r2
0

)
· p (2.17)

where r0 = r − r′ and r0 = |r − r′|. This solution is called the Stokeslet [148] and corresponds
to the far-field solution of a particle moving due to external force, for example, sedimentation of a
sphere in a viscous fluid. The solution decays as (1/r) and corresponds to the monopole contribution.

As the governing equation is a set of Laplace equations, a gradient of any solution also forms a
solution, as a result the next fundamental solution is obtained by taking the gradient of Eq. (2.17).
Physically, this corresponds to a pair of opposite point force driving the flow. Subsequently, the
general force dipole can further be decomposed into symmetric and antisymmetric parts. Physically,
these components induce strain (symmetric) and rotation (antisymmetric) effects on the particle.
The corresponding flow fields are evaluated as

u f d(r0) =
fd

8πr2
0

(
−r0I

r0
+

3r0r0r0
r3

0

)
:
(
pp− I

3

)
(2.18)

and
urot(r0) = −Te × r0

8πr3
0

. (2.19)

Here, fd and Te are the strengths of symmetric part of the force dipole and torque on the particle
given. These solutions are known as Stresslet and Rotlet, where the induced flow decays slowly
(r−2) compared to the stokeslet. This solution is of particular importance for microswimmers as
far field signature of a microswimmer has been experimentally observed to be a stresslet [18] as
discussed in Sec. 2.2.1.

Linearity of Eq. (3.19) allows us to construct a general solution made up of superposition of
force monopole, force dipole, force quadrupole (source dipole) and so on [132, 139]. For example,
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Figure 2.1: Fundamental singularities of the Stokes flow. (Left) Stokeslet : Flow field around a
spherical particle settling under external force. (Center) Rotlet : Flow field around a particle rotating
with an angular velocity. (Right) Stresslet: Flow field around a particle under extensional flow.

FDFDFDFD usus

Figure 2.2: (Top panel) Experimental flow field of swimming (Left) Chlamydomonas(image adapted
from Ref. [16]) (center) Paramecium [image adapted from Ref. [17] ] and E.coli (image adapted
from ref. [18]) [Drescher et.al 2010]. (Bottom panel) Schematic of the mathematical model of the
corresponding swimmer.

the exact flow field around a sedimenting sphere is composed of two terms, i) the monopole that
we discussed earlier and ii) a source dipole which appears due to the no slip condition on the parti-
cle surface. However, the source dipole term (1/r3) decays much quicker than the monopole term
(1/r). As a result, the settling particles interact through this slowly decaying monopole disturbance.
In a general multipole expansion, the velocity field decays more rapidly for each higher pole com-
pared to the previous pole. For instance, for a force dipole, the velocity field decays as 1/r2, which
is one order quicker than a force dipole. Similarly, the velocity field for a force quadrupole decays
as 1/r3 and so on.

2.2 Modeling Biological and artificial self-propulsion

2.2.1 Mathematical modelling for biological locomotion

Swimming at a small scale requires different strategies than swimming at a larger scale due to
change in hydrodynamics. For example, consider the swimming strategy adopted by a scallop
(typical size ∼ 10−2 − 10−1 m). A scallop closes its shell quickly to propel forward and then opens
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it slowly to return to its initial configuration. It repeats this cycle to self-propel in water. However,
this simple strategy fails at small scales due to the linearity and reversibility property of Stokes
flows. The distance a microswimmer covers in the first half (closing the shell) cancels out exactly
during the second half of the cycle (opening the shell) due to the reversibility property discussed in
the previous section. This example, known as the scallop theorem, was discussed by Purcell in his
famous article in 1977 [50]. This example also demonstrates that some simple successful strategies
on large scales do not work on small scales. Thus, new strategies must be designed to achieve
self-propulsion at the microscale.

Breaking spatial/temporal symmetry is necessary to self-propel at small scales due to the linear-
ity property of the Stokes flow [50,149]. Natural microorganisms break this temporal symmetry by
continuous distortions of single or multiple appendages called cilia/flagella [150]. For some natural
microswimmers such as E.coli, the appendages may be stiff helix structures which rotate with the
help of embedded motors inside the cell [151]. In contrast, the flagella may also move like a whip
to generate the propulsion force, as in the case of spermatozoa of different species [152].

The drag on a slender body is anisotropic; that is, the drag depends on the orientation of the
slender body. For instance, the drag on a rod moving parallel to its axis is almost half compared to
its motion perpendicular to its axis [128]. Consequently, the motion of a rod in any direction other
than parallel and perpendicular to its length results in a component of drag force perpendicular to its
motion. Microorganisms exploit this anisotropic nature of the drag on their appendages to generate
thrust force and this mechanism is known as drag-based thrust [52]. The net drag generated due
to flagella rotation can thus be evaluated by considering sections of rods along the local tangential
direction moving with a specific velocity such that the overall motion reflects the solid body helical
motion [150, 153]. The hydrodynamic drag on the cell body balances the drag on the flagella such
that the net force on the microorganism is still zero.

Due to Newton’s third law, the hydrodynamic drag experienced by the microorganism’s ‘head’
and ‘tail’ is applied back to the fluid. Therefore, the associated flow in the far field can be modelled
by representing a force dipole (directed away from the swimmer) singularity in the fluid. This sim-
ple representation correctly captures the far field signature of a swimming E.coli as demonstrated
by Drescher and co-workers [18] as shown in Fig.2.2 (right). This type of microswimmer is called
a pusher type swimmer, which push the fluid from the front and back while drawing fluid from the
sides as shown in Fig. 2.3 (top right). On the other hand, for a microswimmer such as Chlamy-
domonas reinhardtii, the appendages are located towards the front and move like a breaststroke.
As a result, such swimmers draw fluid from the front and back while pushing it from the sides as
shown in Fig. 2.3(top left). This is represented by a force dipole directed towards the swimmer, and
such swimmers are called puller type swimmers. The flow field is shown in Fig. 2.2(left). The force
dipole representation is sufficient to capture the hydrodynamic interactions between such swimmers
for dilute suspensions where interactions occur over larger lengthscales [150].

Another category of self-propelling microorganisms is that of cilliated microorganism, such
as a paramecium. For such microswimmers, smaller appendages called cilia are distributed over
their outer surface which synchronously beat to create a flow close to the surface around the bacte-
ria [154], as shown in Fig. 2.2. The cilium exerts a force on the fluid and exploits the reaction force
by the fluid to self-propel. Neglecting the complex collective motion of the cilia, a reduced order
model based on pre-defined slip velocity at the particle surface is often employed to capture their
swimming hydrodynamics. Other models have also been implemented where a shear stress [155]
or torque [156] is applied at a finite but small distance from the swimmer surface instead of a slip
velocity at the surface. However, here, we focus on the slip-driven squirmer model, which was first
introduced by Lighthill [157] to model the swimming dynamics of microorganisms.

The consequence of the complex dynamics of the cilia movement is modelled by considering
a distribution of slip velocity at the surface of a spherical particle. To simplify the model, we
consider an axisymmetric slip distribution and express the slip velocity in the associated Legendre
Polynomial basis as [158]

us =
n=∞

∑
n=0

BnVn(cos θ) (2.20)



2.2. MODELING BIOLOGICAL AND ARTIFICIAL SELF-PROPULSION 41

Figure 2.3: Flow field around a puller, neutral and pusher squirmer in (top panel) Lab frame and
(bottom panel) Particle’s frame.

where

Vn(cos θ) =
−2

n(n + 1)
dPn(cos θ)

dθ
(2.21)

with Pn(cos θ) being the nth order Legendre polynomial. In response to this slip velocity at the
particle surface, the particle may self-propel with a velocity U0 along the axis of symmetry. Using
the Lorentz reciprocal theorem, the swimming velocity is evaluated as U0 = 2B1/3. The far field
signature of the squirmer is captured by taking into account the first two modes as they decay slower
compared to higher order coefficients. Therefore, higher order coefficients are often neglected.
Physically, the B1 coefficient represents the strength of the source dipole decaying as r−3, whereas
the B2 coefficient is related to the source dipole decaying as r−2.

A squirmer parameter is defined as the ratio of the first two coefficients (β = B2/B1). The flow
field distinctly differs for i) β < 0, ii) β = 0 and iii) β > 0 as shown in Fig. 2.3. This parameter
reflects the force dipole’s relative strength to the source dipole contribution. For β < 0, the slip
distribution is dominant towards the rear end, and the flow field resembles the pusher swimmer
as shown in Fig. 2.3. In contrast, for β > 0, the slip distribution dominates in the front, and
the flow field resembles the puller swimmer as shown in Fig. 2.3. Finally, for β = 0, the force
dipole component disappears, and the flow field is that of a source dipole, as shown in Fig. 2.3.
Such a swimmer is called a neutral swimmer. Paramecium is an example of such a swimmer, and
the associated flow field is shown in Fig. 2.2 (center). The squirmer model has been employed
to understand hydrodynamic interactions between i) swimmers [159, 160], ii) walls [161, 162], iii)
background flow [163, 164] and to study the collective behaviour of microorganisms [144, 165].

2.2.2 Externally driven phoretic motion

Synthetic particles can also move with the help of external driving force, the simplest example
of this motion is the sedimentation of particles due to gravity. In sedimentation, the particle’s
motion is driven by external body force which acts at the center of mass and thus the flow field of
a sedimenting particle corresponds to a Stokeslet in the far field as discussed in earlier subsection
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Figure 2.4: Schematic of Diffusiophoretic propulsion driven by external solute gradient. Solute
interaction over a small thickness results in a flow close to the particle surface.

(Sec. 2.1.2).
In addition to a body force, a particle can also propel with the help of interfacial forces (which

can be externally driven or self-driven) which give rise to fluid flow close to the particle surface. In
practice, this is observed when a passive phoretic particle is placed in an external solute gradient, the
particles moves up (down) the gradient depending on the interaction between the solute molecules
and particle’s surface [166,167]. This migration of passive particles under external solute gradients
is called as diffusiophoresis. There are other similar ways for a particle to propel using gradients of
temperature [78] (thermophoresis), electric potential [168] (electrophoresis) etc.

We now discuss the model introduced by Anderson [169] to study this phoretic motion. Con-
sider a particle of radius r placed in an external solute gradient as shown in Fig. 2.4. Generally, the
solute particles can interact differently compared to the surrounding solvent (fluid) with the particle
surface through various interactions such as van der Waals. The net effect of these interactions can
be expressed as an interaction potential (Φ′). Consequently, the net force on a solute particle can
be expressed as −∇Φ′. With the solute concentration expressed as C′, the solute, in turn, applies a
volume force −C′∇Φ′ on the fluid.

The interactions occur over a lengthscale δ with δ ≪ r, implying that the particle’s surface can
locally be approximated as a flat surface as illustrated in Fig. 2.4. Assuming thermal equilibrium
inside the boundary layer results in obtaining the solute distribution as [169]

C′ = C∞e−Φ′/kT (2.22)

where C∞ is the solute concentration at the particle scale, k is the boltzmann’s constant and T is
the temperature. The fluid flow (dimensional) inside the boundary layer is driven by the chemical
potential, which results in a parallel flow given by

u =

[
−kT

µ

∫ y

0
y′(e−

Φ(y′)
kT − 1)dy′

]
∂C′

∂x
(2.23)

where µ is the dynamic viscosity of the fluid. The term inside the square brackets on the right-hand
side of Eq. (2.23) is defined as the difussiophoretic mobility of the particle, M. Note that M is
defined based on local quantities and thus can vary along the surface. The diffusiophoretic mobility
captures the interaction of the solute particles with the particle surface and can be either positive
or negative. Consequently, the direction of the fluid flow inside the boundary layer depends on the
mobility.

At the particle scale, the flow inside the boundary layer appears as a “slip” given by us =
M∇||C′, where ∇||C′ is the tangential solute gradient at the particle surface. As a result, the slip
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Figure 2.5: (Left) SEM image of a Silica-based Janus Particle adapted from ref. [19]. (Right) The
solute field around the Janus particle, with a black arrow indicating self-propulsion direction. Image
adapted from ref. [20]

velocity at any point can be evaluated using the solute distribution evaluated at the particle scale.
For a spherical particle placed in a uniform external solute gradient, the solute distribution can be
obtained by considering solute diffusion to be dominant and neglecting the solute advection due to
particles’ small size. Note that this formulation remains valid only when the particle size is also
much smaller than the solute variation lengthscale. Under these conditions the solute distribution is
governed by,

∇2C′ = 0 (2.24)

with the boundary conditions
dC′

dr
= 0 at r = 1 (2.25)

C′ → Gx as r → ∞ (2.26)

The solution for Eq. (2.24)-(2.26) can be readily obtained using spherical harmonics as

C′ = C∞ +
1
2

Gx

r3 (2.27)

The slip velocity can now be evaluated by Eq. (2.23) as us = −(3/2)M(θ)|∇C∞| sin θeθ , where
M(θ) is the surface mobility of the particle and θ is the polar angle. For uniform surface mobility,
the slip velocity simplifies to us = −(3/2)M|∇C∞| sin θeθ . As a result, the swimming velocity
is evaluated using the Lorentz reciprocal theorem [170] as

U0 =
1

4π

∫
S
usdS = M∇C∞ (2.28)

Comparing the slip velocity with the squirmer model, we find that the β parameter for this case
is 0, which suggests that this particle motion is similar to a neutral squirmer with the velocity
field of a source dipole decaying as 1/r3 instead of a stokeslet decaying as 1/r for a sedimenting
particle. Consequently, the interaction between a phoretically propelling particle and a wall differs
significantly from that between a sedimenting particle and a wall as observed experimentally in
ref. [169, 171, 172].

2.2.3 Self-propulsion via- self-diffusiophoresis

In the previous subsection, we looked at how an apparent slip velocity at the particle surface can be
realized using external gradients. We now explore the case when the solute gradient is self-generated
due to non-uniform catalyst coverage. The presence of a catalyst results in consuming/producing
solute species in the domain; this ability to consume/produce solute at the surface through a chem-
ical reaction is called surface activity. Note that this is different from the general definition of
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activity for active matter, which refers to mechanical actuation resulting in motion [27, 173]. This
non-uniform surface activity generates a tangential solute gradient, which drives the “slip” at the
particle surface, resulting in the particles’ self-propulsion. In contrast to the squirmers, the apparent
slip velocity for self-diffusiophoretic particles is not imposed; instead, it needs to be evaluated by
solving the solute transport.

Here, we focus on the simplest case of a spherical particle with different surface activity in each
hemisphere denoted as A f and Ab for front and back face respectively. These types of colloidal
particles are often termed as Janus particles owing to the two “faces” as shown in Fig. 2.5 (left).
Generally, surface activity can lead to multiple solute species in the domain; however, we will sim-
plify by assuming the transport of just a single species. Furthermore, we assume that the chemical
reaction at the surface follows a zeroth order kinetics, i.e., a constant rate of production/consumption
occurs at the surface. This type of chemical kinetics is physically realized when the chemical re-
action follows Michaelis–Menten kinetics in the limit of high solute concentration [174]. Finally,
owing to the small size of the colloidal particles, the associated Peclet number (relative strength
of advection to diffusion of solute) defined as U0a/Dc (a is the particles’ size) is typically of the
order 10−3 − 10−1 [8,175]. As a result, the advective effect in the solute transport can be neglected.
Various studies have relaxed these simplifications to explore their effect in refs. [20, 114, 176, 177].

With all the simplifications in place, following ref. [175], the solute transport is governed by,

∇2C = 0 (2.29)

with the boundary condition obtained by balancing the flux at the particle surface due to a chemical
reaction

−Dcn · ∇C = A(θ). (2.30)

Here Dc is the solute diffusivity, θ is the polar angle and A(θ) surface activity. Following ref. [175],
the solute field for a step activity is given by

C = C∞ +
a

Dc

∞

∑
l=0

Al

l + 1

(
a
r

)l+1

Pl(cos θ) (2.31)

where C∞ is the uniform background solute concentration, Pl(cos θ) is the Legendre Polynomials
of order l and Al are the corresponding coefficient of activity expanded in Legendre Polynomials
(A(θ) = Σ∞

l=0Al Pl(cos θ)). For a step activity transitioning at the equatorial plane, the solute field
is given by

C(r, θ) = C∞ +

(
2πa2A+

Dc

)
1

4πr
−

(
3πa3A−

2Dc

)
cos θ

4πr2 +
a

Dc

∞

∑
l=2

Al

l + 1

(
a
r

)l+1

Pl(cos θ)

(2.32)
where A+ = A f + Ab and A− = A f − Ab are the two hemispheres’ net surface activity and dif-
ference in activity with A f , Ab being the activity of the front and back face respectively. Eq. (2.32)
implies that in the far field, at leading order, this particle behaves as a source with the net produc-
tion (consumption) rate proportional to net activity (A+), while at next order, it behaves as a source
dipole proportional A−. The complete solute field is shown in Fig. 2.5 adapted from ref. [20].

Using, Eq.(2.32), the slip velocity is evaluated as

us =
M(θ)

Dc

(
− 3

8
A− +

∞

∑
l=2

Al

l + 1
dPl(cos θ)

dθ

)
eθ (2.33)

Finally, the self-propulsion velocity is evaluated using the Lorentz reciprocal theorem as [175]

U0 =
A−M+

8Dc
p (2.34)
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where p is the unit vector along the axis of symmetry, and M+ is the net surface mobility. Eq. (2.34)
implies i) symmetry breaking in surface activity(A− ̸= 0) and ii) net non-zero mobility is essential
for self-propulsion (M+ ̸= 0).

The axisymmetry results in no particle rotation. Whereas the induced stresslet can be evaluated
with the help of Lorentz reciprocal theorem as [178]

σs = σs

(
pp− I

3

)
, where σs =

−10πµa2κM−A−

Dc
(2.35)

where κ is a numerical constant expressed as

κ =
3
4

∞

∑
l=1

2l + 1
l + 1

( ∫ π/2

0
Pl(cos θ)(− sin θ)dθ

)( ∫ π/2

0
cos θ sin2 θ

Pl(cos θ)

dθ
dθ

)
≈ 0.0872

(2.36)
Note that as κ > 0, the particle has a pusher far field signature for M−A− > 0 and a puller far field
signature for M−A− < 0. Additionally, for a uniform surface mobility, the particle behaves as a
neutral swimmer with zero stress intensity.

2.2.4 Chemotaxis of phoretic swimmers

In the previous section, we explored the swimming dynamics of an isolated Janus particle and
neglected the presence of other particles which may disturb the chemical and hydrodynamical field.
An isolated Janus particle acts as a source in the far field (see Eq. (2.32)); thus, other particles
perturb the background solute field. Before we proceed to understand how Janus particles respond to
chemical field perturbed by their neighbours it is important to first understand the effect of external
solute gradient on a Janus particle’s motion. In dilute suspensions, the background solute field varies
slowly around each particle. Consequently, we can expand the solute field as a Taylor series at the
particle centroid, that is, Cext ≈ C∞ +∇Cext · x [179]. Note that this is a linear approximation
and accurate up to O(a/lc) (where lc is the lengthscale of the suspension). As a result, higher-order
corrections for dilute suspensions (a/lc ≪ 1) can be neglected.

In the diffusion-dominated regime, the solute transport for this problem can thus be seen as a
linear superposition of i) isolated Janus problem and ii) Passive (A(θ) = 0) particle in an external
solute gradient [115]. The solute transport for both these problems has been discussed in the previ-
ous two subsections, and the solute field is given by Eq. (2.32) and Eq. (2.27). Thus we obtain the
solute field as [115]

C = C∞ +
1
2
G · x

r3 +

(
2πa2A+

Dc

)
1

4πr
−

(
3πa3A−

2Dc

)
cos θ

4πr2 +
a

Dc

∞

∑
l=2

Al

l + 1

(
a
r

)l+1

Pl(cos θ)

(2.37)
where G = ∇Cext. The slip velocity can be evaluated as

ue
s =

3
2

M(θ)(I −nn) ·G+ us (2.38)

where us is the slip velocity for the case of isolated Janus particle (Eq. (2.33)). The additional
slip velocity due to external gradient results in chemotactic reorientation and phoretic drift given
by [178]

UPD = χtG and Ωc = χrp×G (2.39)

where p is a unit vector along the symmetry axis, and χt, χr are related to mobility coefficient
as [178]

χt = −M+

2
and χr =

9M−

16a
. (2.40)

Note that the reorientation of the particle depends on the mobility contrast; therefore, a particle
with uniform mobility will not reorient along the external chemical gradient. Whereas, the particles
reorients along (against) the chemical gradient for M− < 0 (M− > 0). This suggests that particle
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reorients such that the more repulsive half of the particle is directed towards less solute concen-
tration. The corresponding additional stresslet can be obtained using the reciprocal theorem given
by [178]

σe = σe[Gp+ pG+G · p(pp− I)] (2.41)

where σe = (15/8)µa2πM− is the strength of the associated stesslet. It is important to note that
such stresslet is absent in natural microorganisms as the reorientation mechanism for microorgan-
isms is very different from a phoretic particle.

2.3 Fundamentals of Kinetic Modelling

The previous subsection explored the modelling swimming mechanism of a Janus particle. As Janus
particle disturbs both the chemical and hydrodynamic field, it has the ability to interact with other
Janus particles using both the hydrodynamic and chemical field. These complex hydro-chemical
interactions results in the complex collective dynamics observed at the suspension scale. Therefore,
we now focus our attention on modelling these inter-particle interactions.

To obtain exact solutions, a bi-spherical coordinate system must be adopted to conveniently im-
pose the boundary condition on the surface of each particle. The solution is then expressed in terms
of an infinite sum of associated Legendre polynomials [180]. However, for dilute suspensions when
the distance between the two particles is larger than their size, these interactions can be captured
using the analytical technique known as the method of reflection. In this technique, the hydrody-
namic and solute field are evaluated as a correction to the isolated field based on the presence of the
other particle. Using the method of reflection, Varma and Michelin [181] developed a systematic
framework to model the dynamics of a couple of Janus particles for arbitrary level of accuracy based
on size to separation ratio. Extending it to more number of particles, they showed rich collective
dynamics.

However, we must turn to computational methods to model collective dynamics at the sus-
pension scale. Some computational techniques that have been employed to model the suspension
dynamics include Stokesian Dynamic Simulation [182,183], Boundary Element Method [159,184],
Immersed Boundary Methods [185, 186] etc. However, modelling collective dynamics becomes
computationally expensive when dealing with a large number of particles. Turning to a kinetic
modelling technique is often more helpful, where a probability density function is used to model
suspension dynamics.

The change of approach is also necessary, as the questions of interest at the suspension level are
often very different from those at the particle level. This approach is often used to model transport
processes in different systems with large number of particles. For instance, consider a simple fluid
dynamic experiment where the quantity of interest is the flow rate for a certain pressure drop. This
experiment is perfectly reproducible, and we obtained the same flow rate for a given pressure drop in
the same fluid. However, if we look at the microscopic scale, the motion of individual fluid particles
(molecules) will be different each time. This shows that the fluctuations at the microscopic level
have practically no effect on macroscopic quantities. Therefore, focusing on the motion of each
fluid particle may not be relevant; instead, the quantity of interest is some average of the particles’
motion. We introduce the basic principles of this modelling technique in the context of the current
study on the suspension of autophoretic particles.

2.3.1 Continuous description of a suspension

In a suspension of N particles, if a set of k coordinates defines each particle, then the number of
degrees of freedom for this system N f is equal to kN (in the context of Janus particles, k = 5
with three spatial and two angular coordinates). To move from a discrete description to a contin-
uous description, we must define a consistent map which connects the continuous fields with the
associated discrete quantity. In other words, for a discrete quantity b(z, r, t) (with z = {x,p}) a
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corresponding continuous filed B(r, t) must be defined

b(z, r, t) → B(r, t). (2.42)

For example, in the context of autophoretic suspension, the information of particle distribution must
be mapped to a continuous particle density distribution. A common mapping which is often used
based on a phase space function F(z) is given by [187]

B(r, t) = ⟨b⟩ =
∫

dzb(dz, r, t)F(z). (2.43)

Note that the integral in Eq. (2.43) is over the complete phase space, i.e., dz = dx1dx2..dxNdp1..dpN
where x extends over the complete domain and p sweeps all possible orientations on a unit sphere.
A normalized form of the function F(z) is called as phase space distribution function [187] and
plays the same role as the probability function. This function reflects the probability of finding the
system (information about all the particles) in a particular state. Specifically, F(z)dz is the proba-
bility of finding the system in a state within an infinitesimal domain dz. The dynamical field B(r, t)
defined in Eq. (2.43) is an average of the discrete quantity b and called as the phase space average
of the dynamical quantity of b(z, r, t). Note that in this framework, the state of the system is repre-
sented by the distribution function (F(z)), which acts as a weight for all possible states instead of a
single point in phase space. This is referred to as statistical ensemble.

The time evolution of the dynamical quantities (such as particle distribution in a suspension) is
expressed using the Hamiltonian operator H as,

b(z(t), r) = eHtb(z(t = 0), r) (2.44)

As a result, the equivalent continuous macroscopic field B evolves in time according to

B(r, t) =
∫

dzeHtb(z(0), r)F(z). (2.45)

Using self-adjoint property of Hamiltonian operator H, the Hamiltonian operator is shifted from the
dynamical quantity b to distribution function F(z) [188]. As a result, we obtain,

B(r, t) =
∫

dzb(z(0), r)e−HtF(z) (2.46)

The time-dependence can be clubbed with the distribution function to obtain the time dependent
distribution function as

F(z, t) = e−HtF(z). (2.47)

Consequently, solving the time evolution of the time-dependent distribution function is necessary
for describing the evolution of all the particles. The Eq. (2.46) is still a complicated equation as
the number of degrees of freedom is still large. Therefore, to make any progress, a few simplifying
approximations are made. In the next subsections, we will show the derivation of the Focker-Planck
equation, which describes the evolution of F(z, t) and later focus on simplifying the distribution
and correlated functions.

2.3.2 Deriving the Focker-Planck equation

We begin by considering that the variables associated with the particles (for example, position x or
orientation p) follow Langevin dynamics consisting of a deterministic term and a noise term. The
only constraint on the deterministic part is that it is Markovian, i.e., the deterministic part does not
have a memory effect. As a result, the equations of motion for each particle are given as

dz
dt

= v(z) +N (t). (2.48)

In the context of phoretic particles, z = {x,p}, v is the velocity (both translation and angular,
v = {ẋ, ṗ}), N (t) is the thermal noise present in the system (for microorganisms, this is due to
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their reorientation mechanism). The constraints imposed on the noise are i) it is Gaussian noise, ii)
its mean is zero, and iii) its second moment is delta correlated, i.e ⟨N (t)N (t′)⟩ = 2Kδ(t − t′).
The angle bracket here denotes the time average of the quantity. As a result, the tensor K is
symmetric and reflects the strength of noise in the system.

As discussed earlier, instead of solving Eq. (2.48) for each particle, we focus on probability
F(z, t) of finding the particle at a particular point z at time t. We are more interested in determining
the average of this probability distribution over the noise. To proceed further, we first note that the
probability density F(z, t) is a conserved quantity. Therefore, we can write a conservation law
similar to the mass/momentum conservation laws. As a result, we obtain [188]

∂F
∂t

+
∂

∂z
·
(

∂z

∂t
F
)
= 0 (2.49)

On substituting the temporal derivative from Eq. (2.48),

∂F
∂t

= − ∂

∂z
· (v(z)F +N (t)F) = 0. (2.50)

Following ref. [188], the deterministic part of the Eq. 2.50 is written as an operator L acting on the
probability density function F, such that

LF ≡ − ∂

∂z
· (v(z)F) (2.51)

as a result, Eq. (2.50) transforms as

∂F
∂t

= −LF − ∂

∂z
·N (t)F (2.52)

Upon integrating in time once, we obtain the following operator equation

F(z, t) = e−tLF(z, 0)−
∫ t

0
dse−(t−s)L ∂

∂z
·N (s)F(z, s). (2.53)

Note that the probability density function F depends on the noise N (s) only for s < t. Now the
idea is to obtain a series expansion for F in terms of powers of noise, therefore this is substituted
back in the stochastic term of Eq. (2.52) to obtain

∂F
∂t

= −LF − ∂

∂z
· (N (t)e−tLF(z, 0)) +

∂

∂z
·N (t)

∫ t

0
dse−(t−s)L ∂

∂z
·N (s)F(z, s) (2.54)

Following ref. [188], the Focker Planck equations are obtained by taking the noise average of
Eq. (2.54). As a result, we obtain

∂⟨F⟩
∂t

= − ∂

∂z
· (v(z)⟨F⟩) + ∂

∂z
·K · ∂

∂z
⟨F⟩ (2.55)

where the angle brackets denote the averaged quantity and K may be any function of z. However
taking it as a constant with respect to z simplifies Eq. (2.55) to

∂F
∂t

= − ∂

∂z
· (v(z)F) +K

∂2

∂z2 F. (2.56)

Here, F denotes the average over noise, and the angled brackets have been dropped for convenience.
In Eq. (2.56), the noise term acts like a diffusion term on the probability function with an equivalent
diffusion coefficient related to K.
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2.3.3 Reduced distribution and correlation functions

In the next step, we now simplify the dynamic and distribution functions. Consider the Hamiltonian
of the system expressed as

H(z1, z2, ....,zn) =
N

∑
j=1

H0(zj) + ∑
j<

N

∑
k=1

V(zj, zk). (2.57)

In Eq. (2.57), the first term H0 represents the non-interaction Hamiltonian component, which has
the identical functional form (as all the particles are identical) for all particles depending on its
location in phase space. For the current scope of this thesis, an example for the first term is the
particle density, which only depends on the particles’ spatial location

Φ(r, t) =
N

∑
j=1

δ(r(t)j − r) (2.58)

In contrast, a general dynamical function b(z1, z2.., zN) is expressed as [187]

b = b0 +
N

∑
j=1

b1(zj) + ∑
j<k

N

∑
k=1

b2(zj, zk) + ∑
j<k

∑
k<l

N

∑
l=1

b3(zj, zk, zl). (2.59)

Here, the function has been decomposed into different contributions depending on the type of inter-
actions, and the constraints on the sum are due to the symmetric property. The terms bs for s ≥ 3
represent the many-body interaction effects and are usually negligible compared to the first three
terms, especially in dilute suspensions [187]. As a result, the approximation bs = 0 for s ≥ 3 is
often made, further simplifying the equations.

The continuous function B(r, t) can be evaluated at each order of bs. For instance, at zeroth
order, it will simply be b0 as it is independent of z. The contribution of single particle function b1
is given by substituting ∑N

j=1 b1(zj) in Eq. (2.46). As a result, we obtain

∫
dz1..dzN

N

∑
j=1

b1(zj)F(z1, ...zN) = N
∫

dz1..dzNb1(zj)F(z1, ...zN). (2.60)

Indeed, the distribution function is symmetric; therefore, the sum equals N times the integral over
phase space of one particle (here, we have taken j = 1). Note that by expressing in such a form, we
can now define a reduced one-particle distribution function which reflects the probability of finding
a particle at z1 as

f1(z1) = N
∫

dz2..dzN F(z1, z2, ..zN) (2.61)

Using this one particle distribution function, the average of b1 can be evaluated directly by f1(z1)
instead of using the complete distribution function F(z1, z2, ..zN).

N
∫

dz1..dzNb1(zj)F(z1, ...zN) =
∫

dz1b1(z1) f1(z1) (2.62)

Similarly, the reduced s particle function can be evaluated as [187]

fs(z1, z2, ..zs) =
N!

(N − s)!

∫
dzs+1..dzN F(z1, ..,zN) (2.63)

where the prefactor exists due to the symmetry of fs. The reduced distribution function fs is in-
terpreted physically as the probability of finding s particles simultaneously at z1, z2, ..,zs. The
continuous function at suspension scale B(r, t) is expressed as

B(r, t) =
N

∑
s=0

1
s!

∫
dz1dz2..dzsbs(z1, dz2..dzs) fs(dz1, dz2..dzs). (2.64)
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As a result, we have represented the observable function B completely in terms of a reduced set of
reduced distribution functions. Consequently, knowledge of two (sometimes three) reduced distri-
bution functions is sufficient to evaluate the macroscopic quantity of interests as bs ≡ 0 for s ≥ 3
of most dynamic functions. However, this advantage is unclear as the reduced distribution functions
are composed of the complex distribution function F. Additionally, evaluation of fs requires the
knowledge of fs+1 which results in formation of a hierarchy. Consequently, the system of equations
is open, and some approximations must be made to close the system of equations and make further
progress.

In most cases, the complex hierarchy can be simplified by ignoring higher-order reduced cor-
relation functions and expressing the lower-order correlation functions in a single particle reduced
distribution function [189]. Cases for which these simplifications can be made are called to be in
the kinetic regime, and the governing equations are called the kinetic equations. To derive closure
schemes, the distribution function is expressed as

fs(z1, ..,zs) =
s

∏
j=1

f j(zj) + fgs(z1, z2, ..zs). (2.65)

The first term accounts for the probability of finding particles at some point independent of the
presence of other particles and thus expresses as a product of N probabilities. On the other hand,
the second term accounts for the correlation between the particles. The primary aim in the current
context is to obtain the closure scheme for f2 as we assume fs = 0 for s ≥ 3, and therefore we
write

f2(z1, z2) = f1(z1) f1(z2) + fg2(z1, z2) (2.66)

here fg2 is the irreducible correlation function. The most simplified approximation from the math-
ematical point of view is to ignore the correlated function completely. This simplification seems
drastic but often works well for systems with uniformly small interacting potential. Such approx-
imations are often made [190] when studying the physics of fully ionized plasma as they interact
with long-ranged Coulomb forces. The phoretic particles interact via long-ranged hydrodynamic
and chemical fields in dilute suspensions. Consequently, we also make this approximation for our
case of phoretic particles, i.e. we approximate fg2 = 0. This approximation is called the mean
field approximation as it physically translates to modelling the collective behaviour based on the
dynamics of a single particle in the mean field.

As a result, the continuum field at the suspension scale B(r) at any instant of time is obtained
by

∫
dx′dp′b(x− x′) f1(x

′,p′). For instance, the hydrodynamic mean field is evaluated as

u(r, t) =
∫

dx′dp′ud(x− x′) f1(x
′,p′) (2.67)

where ud is the induced flow field by a single microswimmer. Note that in this formulation, the
particles interact only through the mean field of other particles, which acts as an external field.
The mean field is, in turn, evaluated by the particle distribution function through Eq. (2.67) at
each instant. Consequently, this couples the particle dynamics with the mean fields, resulting in a
non-linear yet closed system of equations. This approximation is only valid when the number of
particles in the system is sufficiently large such that the average quantities can be properly defined.
More precisely, this assumption is valid when the number of particles Np and the system volume V
tend to infinity, but the ratio Np/V remains constant.

Finally, the dynamics of the N particle system can be described using a reduced single-particle
distribution function given by

∂ f1

∂t
= − ∂

∂z
· (v(z) f1) +K

∂2

∂z2 f1. (2.68)

In the next section, we explore this model in the context of microswimmer suspensions.
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2.4 Kinetic modelling of microswimmer suspensions: A review

We now explore the application of the kinetic model discussed in the previous section for suspension
of microswimmers. Therefore, this sections aims to familiarize readers with recent progress in
kinetic modelling of microswimmer suspensions.

As discussed in Sec. 2.2.1, the perturbed hydrodynamic field of a swimming microorganism
behaves as a force dipole which decays as O(1/r2). In a dilute microswimmer suspension, the mi-
croswimmers interact via this long ranged hydrodynamic field, and the mean flow is forced through
this active stress as discussed later in Sec. 2.4.1. The induced flow in turn modfies the swimmer
dynamics through Faxen laws [139]. This feedback mechanism may result in complex dynamics on
the suspension scale [53, 56]. Kinetic theory has been employed extensively to study the dynamics
of suspension of natural microswimmers and here we first review some of these studies and then
discuss how kinetic theory can be implemented for our system of interest, i.e. phoretic particles.

2.4.1 Hydrodynamic instability

The initial studies on modelling dynamics of a microswimmer suspension were motivated by ex-
perimental observations of coherent spatio-temporal fluctuations on lenthscales much larger than
individual unit. For instance, Mendelsen et.al [56] reported vortical patterns and Dombrowski et
al. [60] reported high speed jets in a suspension of neutrally buoyant Bacillus subtilis bacterium.
Such coherent dynamics results in enhanced diffusion for both the bacterium [191] and passive
tracers as well [192, 193]. These observations suggest that the collective swimming modes have
long ranged spatio-temporal correlations.

Simha & Ramaswamy [194] were among the first to make an attempt at modelling suspension of
self-propelling particles. They employed a continuum model describing the hydrodynamics of polar
suspension of microswimmers. Using physical arguments (such symmetry and conservation laws),
they built up a governing equation for the director field (polarisation) in the suspension and via a
linear instability analysis showed that a polar suspension of microswimmers is inherently unstable to
long wavelength fluctuations. More importantly, they reported that the instability is independent of
the type of the swimmers (pusher and puller). However, as swimming bacteria undergoes a run and
tumble mechanism for self-propulsion, the orientation distribution in dilute suspensions is expected
to be closer to isotropic in contrast to polar order considered in this study. Therefore, stability of a
near isotropic distribution is more important for bacterial suspension than a polar state.

Saintillan and Shelly [195, 196] provided the study on the stability of isotropic distribution of
bacteria using a kinetic theory which is briefly discussed here. The dynamics of bacterial suspension
is modelled using a continuous function Ψ(x,p, t) as discussed in Sec. 2.3. This function physically
represents the probability of finding a bacterium at x oriented along p at time t. This function
evolves in time according to

∂Ψ
∂t

= −∇x · (ẋΨ)−∇p · (ṗΨ). (2.69)

Here, ẋ and ṗ are the translation and orientation velocities of the bacteria and ∇x,∇p are the
gradient operators in physical space and particle orientation respectively. Due to its elongated shape,
the bacteria is modelled as a rodlike particle. Thus, its translation and rotation velocities are given
by

ẋ = U0p+ u− D∇xlnΨ (2.70)

and
ṗ = (I − pp) · [(E +ω) · p− dr∇p(lnΨ)]. (2.71)

The translation velocity in Eq. (2.70) is composed of i) swimming velocity of the bacteria (U0p) ii)
advection along the local fluid velocity (u) and iii) a diffusive term (D∇xlnΨ). Similarly, the ori-
entation dynamics is governed by Jefferey’s equation in terms of rate of strain (E) and rotation (ω)
tensor along with orientation diffusion (dr∇p(lnΨ)). Next, we must solve the fluid flow equations
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Figure 2.6: Schematic of the hydrodynamic instability mechanism for a suspension of pusher swim-
mers. The elongated microswimmer aligns along the extensional component of the perturbed flow
(shown by black arrows) which results in enhancing the velocity perturbation due to the induced
flow of the bacteria (illustrated by red arrows). This results in the growth of the instability.Image
adapted from ref [21].

(mean field) to close the system. The flow equations are forced by mean bacterial stress σp given
by

σp = σ0

∫
Ψ(x,p, t)

(
pp− I

3

)
(2.72)

where σ0 is the intensity of the force dipole. Note that for a pusher type swimmer σ0 < 0 and for a
puller type swimmer σ0 > 0. The fluid flow is modelled as an incompressible Stokes flow governed
by

∇x · u = 0

−∇2
xu+∇x = ∇x · σp.

(2.73)

The isotropic distribution of microswimmers is one of the solutions to this coupled system of equa-
tions, and therefore, a linear stability analysis of this isotropic state can be performed. Saintillan
and Shelly reported that the isotropic is linearly unstable only for σ0 < 0, i.e. for pusher swim-
mers. This is an important finding, suggesting that the suspension’s collective behaviour depends
directly on an individual swimmer’s self-propulsion mechanism. This was confirmed both by ex-
periments [54, 197] and simulations [198]. Furthermore, Saintillan and Shelly also recovered the
unstable modes reported by Simha and Ramaswamy [194] for the polar state.

The physical mechanism for the onset of the hydrodynamic instability can be understood using
i) the induced flow that pusher swimmers create and ii) due to their elongated shape. Due to its
elongated shape, the bacteria orients along the extensional axis of the perturbed velocity field. The
induced flow of the swimmers then reinforces the extensional component of the long wave perturba-
tion. This is illustrated in Fig. 2.6 where the red coloured arrows indicate the induced flow and the
black arrows in the inset show the extensional component of the perturbed flow. Consequently, the
amplitude of the perturbation grows for a pusher suspension. As a result, the isotropic suspension
becomes linearly unstable. In contrast, for a suspension of pullers (and for passive rods), induced
flow is exactly the opposite of the pushers, which dampens the long wave velocity perturbations. As
a result, an isotropic distribution of puller swimmers is linearly stable.
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These studies, however, did not account for the “tumbling” dynamics of the bacteria’s swim-
ming motion. As a result, this predicts that a suspension of pusher swimmers will remain unsta-
ble for any concentration of swimmers. This contradicts the experimental observation of Wu and
coworkers [191] where they reported enhanced diffusivity of tracer particles only above a certain
threshold of bacterial concentration. Subramanian and Koch [53] accounted for the tumbling dy-
namics by modelling it a Poisson process with a timescale τ. As a result, an additional term appears
in Eq. (2.69) given by

∂Ψ
∂t

= −∇x · (ẋΨ)−∇p · (ṗΨ)− 1
τ

(
Ψ − 1

4π

∫
Ψdp′). (2.74)

The expression for translation and rotation velocity and the hydrodynamic equations are identical to
Saintillan and Shelley’s formulation and given by equations Eq. (2.70), (2.71) and (2.73). Using the
linear stability analysis of the isotropic state, they showed the existence of a threshold bacterial con-
centration which is a function of swimming parameters of an individual bacterium. The threshold
is given by [199],

(nL3)crit =
1
σ0

[
5L

U0τ
+

30Ldr

U0

]
(2.75)

where L is the typical size of the system, n is the number density,U0 is the self-propulsion velocity,
dr is the diffusion coefficient of the bacteria and σ0 is the active stress exerted by the bacteria. This
suggests that the critical strength of bacterial concentration depends solely on the self-propulsion
mechanism adopted by the swimmer. This is an important result as this suggests that the self-
propulsion mechanism of an individual swimmer directly affects the collective dynamics of the
suspension.

2.4.2 Chemotactic Instability

In addition to the hydrodynamic interactions, it is also well established that microorganisms respond
to environmental chemical cues to complete complex tasks. As discussed in chapter 1 this is called
chemotaxis [83], resulting in complex spatio-temporal patterns in bacterial colonies [83, 200]. Due
to this additional coupling, the complexity of collective dynamics in these systems thus increases
significantly. In this subsection, we focus on modelling this added chemical coupling in the system.

The chemical interactions between microorganisms can occur between different distinct species,
for instance spermatozoa detects the chemical signals produced by mammalian eggs which plays
crucial role during fertilization [111]. In contrast, when the same species secrete the chemical cues,
it is called auto-chemotaxis and is observed in certain microorganisms, resulting in complex spatio-
temporal patterns [200, 201]. Here, we focus on the case of autochemotaxis.

As discussed in chapter 1, a microorganism controls its tumbling frequency to preferably move
towards higher/lower solute concentration as illustrated in Fig. 2.7. Based on this mechanism,
Lushi et.al [202] modified the tumbling term in the kinetic equation proposed by Subramanian
and Koch [53] in Eq. (2.74) based on Alt’s formulation [203]. In this formulation, the tumbling rate
depends on the temporal rate of change of solute concentration expressed as λ(DtC). When the rate
of change of solute concentration is zero or negative along the swimming direction, the tumbling
frequency remains constant. On the other hand, if the rate of change of concentration along the
swimming direction is positive, the tumbling frequency reduces. Chen et al. [204] previously
utilised this type of biphasic tumbling frequency to model bacterial chemotaxis. As a result, we
obtain the following equation for the single-particle probability function

∂Ψ
∂t

= −∇x · (ẋΨ)−∇p · (ṗΨ)−
(
Ψλ(DtC)−

1
4π

∫
Ψλ(DtC)dp′). (2.76)

where the function λ is given by

λ(DtC) =


λ0(1 − χtDtC), if 0 < DtC < 1/χt

0, if 1/χt < DtC
λ0, otherwise

(2.77)
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Figure 2.7: (Top) Run and tumble mechanism for self-propulsion of a bacteria (bottom) Chemotactic
behaviour of bacteria undergoing the run and tumble swimming. Image adapted from ref. [22]

where λ0 is the tumbling frequency in the absence of chemical gradient (equivalent to 1/τ in
Eq. (2.74)), χt is the strength of bacteria’s chemotactic ability, and DtC is the rate of change of
solute concentration along the swimming direction given by,

DtC =
∂C
∂t

+ (u+ U0p) · ∇xC, (2.78)

and the hydrodynamics is governed by the same equation as Eq. (2.73). However, due to chemical
coupling, we must also solve the mean-field solute transport to close the system of equations. The
advection-diffusion equation with additional terms corresponding to solute production proportional
to local bacterial density (Φ) and solute degradation following first-order kinetics governs the mean
field solute transport. Consequently, the governing equation for the solute transport is given by

∂C
∂t

+ u · ∇xC = Dc∇2
xC − β1C + β2Φ (2.79)

where Φ(x, t) =
∫

Ψdp is the local bacterial concentration.
They evaluated two distinct dispersion relations via a linear stability analysis of the isotropic

state corresponding to the two kinds of instability in such systems: hydrodynamic instability (previ-
ously shown by Subramanian and Koch) and a new chemotactic instability [205]. Interestingly, the
dispersion relation corresponding to chemotactic instability is independent of σ0 and depends only
on the solute transport. This suggests that this instability is independent of the swimming mode
adopted by the swimmer. In other words this chemotactic instability is independent of the far field
signature of the swimmer. Furthermore, they also showed that a “turning particle” model where
the chemotaxis is modelled by a rotational velocity on the swimmer (χt(p×∇x)× p) results in
qualitatively similar results.

The physical mechanism of this chemotactic instability can be understood as follows. A small
perturbation to the isotropic state results in regions with higher bacterial concentration than its
neighbourhood. The higher number of bacteria in these locations produces more solute, inviting
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Figure 2.8: Schematic of final state of the suspension for different limits.(left) In the phoretic limit,
the particles are drifted towards the higher solute regions (formed due to higher particle density
as the particles act as sources) in addition to its self-propulsion resulting in aggregation without
polarisation. (center) In the chemotactic limit, the particles have the ability to reorient along the
local solute gradient resulting in formation of asters. (right) In contrast in the anti-chemotactic
limit, the system undergoes fixed oscillation with the aggregates oscillating in the physical domain.
The two arrows point the transition between the two extremes in one cycle.

more bacteria to these locations. As more bacteria arrive, they produce even more solute and this
positive feedback loop results in bacterial aggregates throughout the domain.

Suspension of phoretic particles

After exploring the application of the kinetic model for bacterial suspensions, We now turn towards
our specific system of interest, which is a suspension of phoretic particles. The first point of dif-
ference between bacteria and a phoretic swimmer comes from their different shapes. As discussed
earlier, most bacteria have elongated bodies and are modelled using the slender body theory. As a
result, the bacteria reorients along the extensional axis. On the other hand, phoretic particles are
usually spherical [206].

Consequently, the particles are not expected to orient along the extensional axis of the perturbed
flow. As a result, the hydrodynamic instability discussed in the previous section (Sec. 2.4.1 ) will
not be triggered for phoretic suspensions. However, a chemotactic instability can still be triggered
as external concentration gradients drive the orientation mechanism. Similar to the bacterial suspen-
sion discussed so far, Traverso and Michelin [178] employed kinetic theory to study and understand
the dynamics of the phoretic (Janus type) suspensions quantitatively. Here, we briefly explore the
model and discuss the important insights from the study.

The difference in motion between a bacterial run and tumble and a phoretic particle must be ac-
counted for. Thus, we replace the tumbling term from the kinetic equation and include chemotactic
reorientation term for a phoretic swimmer. More precisely, the translation velocity of an individual
phoretic particle in an external concentration gradient is composed of i)self-propulsion component,
ii) advective component iii) phoretic drift discussed in Sec. 2.2.4 and iv) thermal diffusion due to
its small size. Similarly, the orientation dynamics of an individual phoretic swimmer is composed
of rotation due to i)background vorticity, ii) chemotactic reorientation discussed in Sec. 2.2.4 and
orientation diffusion. Consequently, the evolution of the single-particle density function (Ψ) obeys
the following equation

∂Ψ
∂t

= −∇x · (Ψẋ)−∇p · (Ψṗ) (2.80)
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where the translation and rotation velocity of the phoretic particle is given by

ẋ = U0p+ u+ χt∇xC − Dx∇x[lnΨ] (2.81)

and
ṗ =

1
2

ω × p+ χr(p×∇xC)× p− Dp∇p[ln(Ψ)]. (2.82)

Here, χr and χt are the phoretic and chemotactic mobilities which relate to the surface mobil-
ity by Eq. (2.40) in Sec. 2.2.4. The particle-induced stress drives the mean fluid flow governed by
Stokes equations similar to Eq. (2.73). However, the active stress in phoretic suspensions is com-
posed of a linear superposition of two components given by Eq. (2.35) and Eq.(2.41). While the
mean field solute transport is governed by an advection-diffusion equation similar to Eq. 2.79. Us-
ing a linear stability analysis, they identified three distinct limits for different instabilities, namely
i) Phoretic limit, ii) chemotactic limit and iii) anti-chemotactic limit. Here, we discuss the physical
mechanism of the instabilities,

- Phoretic limit: For a phoretic suspension of particles with χr = 0, the particles cannot
reorient along the local concentration gradient as they swim. However, since the particles
also experience a phoretic drift, particle aggregates can form attractive phoretic interactions
(χt > 0). Increasing solute production at regions of relatively high particle concentration
results in a chemical gradient that invites more particles. More particles produce more solute
and a positive feedback loop is set up, similar to the case of auto-chemotactic bacteria, which
results in the growth of the initial perturbation as illustrated in Fig. 2.8 (left). Note that in
this mechanism, the particle orientation in the aggregate is still near isotropic as the particle
orientation is unaffected by the solute gradient, however the particles still tumble based on the
background vorticity. In this case, the particle motion is directed towards the vector sum of
phoretic drift and its self-propulsion; therefore, if the self-propulsion velocity is sufficiently
stronger than the phoretic drift, the particle has insufficient time to respond to the gradient and
the perturbation dampens stabilizing the isotropic state. Thus, the particles’ self-propulsion
has a stabilizing effect on the suspension dynamics. In contrast, if the particle does not self-
propel, the system remains linearly unstable for all wavenumbers [178].

- Chemotactic limit: In this case, the physicochemical properties of the swimmers are such
that χr > 0 and χt < 0. In other words, the particle, in this case, reorients along the chemical
gradient, but the phoretic drift is repulsive. This is illustrated in Fig. 2.8 (center). This limit
is similar to the case explored by Lushi et al. [202] for bacterial suspensions with additional
phoretic drift. The instability mechanism in this limit also relies on the positive feedback loop
due to incoming particles and solute production. In this limit, the particles have an orientation
towards the aggregate center, and this type of aggregate is known as asters. Still, in this case,
the instability mechanism relies on self-propulsion velocity compared to the phoretic limit.
Therefore, the limit of no self-propulsion is stable in this case. Although at sufficiently large
self-propulsion velocity, when the swimming timescale is much shorter than the reorientation
timescale, it has a stabilizing effect similar to the phoretic limit.

- Anti-chemotactic limit Finally, in this limit, the particle shows anti-chemotactic behaviour,
i.e., the particle reorients against the solute gradient and the phoretic drift drives the particle
towards low concentration regions. Due to anti-chemotactic behaviour, the particles move
towards regions of low solute concentration. However, as more particles arrive, the low solute
concentration region transitions to the high solute concentration region. Consequently, the
particles are driven away from this region, and the cycle repeats as illustrated in Fig. 2.8
(right).

Furthermore, this kinetic model has also been used to study the effect of confinement and back-
ground flow on the dynamics of microswimmer suspensions [25, 207]. The presence of the wall
imposes a no flux boundary condition at the wall, which results in wall accumulation of the swim-
mers. The accumulation at the walls requires just two ingredients, first self-propulsion velocity and
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second no penetration condition at the walls; with these ingredients the accumulation can be ex-
plained as follows, the swimmers propel in different directions, but as soon as they encounter the
wall, they get trapped until their orientation changes due to orientation diffusion. As a result, the
swimmers are trapped at solid boundaries. Traverso and Michelin [25] showed that the suspension
dynamics in pressure-driven flow show complex dynamics with two timescales depending upon the
strength of the background flow. In the short term, they report wall accumulation. In their study, the
particles act as chemical sources resulting in generating a solute gradient towards the walls leading
to more particles travelling towards the walls and enhancing the particle trapping. However, they
report that this state is unstable to small perturbations resulting in complex pattern formation de-
pending on the strnegth of pressure driven flow. Furthermore, they define an effective viscosity of
the suspension based on the Poisuelle law for Newtonian fluids. Using the definition of the effective
viscosity, they report a non-Newtonian rheological behaviour of the suspension.

2.5 Conclusion

In this chapter, we explored the different modelling techniques required to model the dynamics
in wet active matter properly. Starting with hydrodynamics, we showed how the physics of fluid
motion at a small significantly differs from that at a macro scale. This poses a unique challenge for
designing swimming strategies at small scales. Taking inspiration from nature, we then discussed
the swimming mechanism of natural microorganisms and its mathematical model, including via
i)flow singularities and ii) slip velocity. This slip velocity is realized in physical systems using
phoretic mechanisms. We showed how phoretic particles exploit this slip velocity to self-propel
and discussed the effect of external solute gradient on individual particle motion. Moving from
individual dynamics to collective dynamics requires tools from statistical mechanics, which were
then formally introduced. Finally, we provided an extensive review of the application of the kinetic
model for various microswimmer suspensions.
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Chapter 3

Self-organization of phoretic suspension
in confined shear flows

This chapter is a modified version of a scientific article published in Physical Review
Fluids [208].
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Overview

After discussing the modelling techniques in the last chapter, we implement kinetic modelling to
study the dynamics of a phoretic suspension in confined shear flows. We begin with a physical
description of our problem before proceeding towards implementing the kinetic model discussed in
the previous chapter in Sec. 3.2. This is followed by a detailed discussion of the numerical approach
that we implement to solve the set of governing equations in Sec. 3.3. Then, we analyze the self-
organisation behaviour in detail and identify three different long-term responses to the external
mechanical forcing (shear and confinement) in Sec. 3.4.3. Subsequently in Sec. 3.4.4, we provide
a minimalistic model based on moment equations to gain further insights by identifying the key
ingredients required for such complex collective dynamics. Next, using the induced flow fields, we
analyze the rheological response of the suspension corresponding to the control parameters (shear
and confinement strength) in Sec. 3.5.1. This leads to developing a simple model for the flow
forcing based on physical properties such particle concentration, solute concentration gradient and
local polarization in Sec. 3.5.3. This model provides physical insights for the induced flow discussed
in Sec. 3.5.2. Finally, we summarize the major findings from this study in Sec. 3.6.

3.1 Introduction

A large part of the early work on active suspensions has focused on their spontaneous organisation
in unbounded and quiescent flows, thus neglecting any potential environmental forcing or coupling,
and focusing specifically on the intrinsic suspensions dynamics [53, 195, 196]. Yet, to achieve tar-
geted applications (e.g. in biomedicine [209–211]), control strategies must be obtained in realistic
environments that feature confinement (i.e. the presence of bounding walls) and/or non-uniform
background flows, reflecting an external mechanical actuation of the system. Motivated by this
observation, this work focuses on the response of a suspension of Janus particles under the dual
influence of varying strength of confinement and externally-applied shear. Response to shear fur-
ther provides some insight into the effective rheology of the suspension [14, 90, 212]. Focusing
specifically on Janus phoretic swimmers, Ref. [25] considered the dynamic response and effective
rheology of a dilute suspension in pressure-driven Poiseuille flow between two rigid walls, identi-
fying five different regimes depending on the relative strength of the flow-inducing pressure drop.

Microswimmers are able to interact with confining boundaries through their stirring of the sur-
rounding fluid. The constraint of a no-slip boundary condition at finite distance introduces an addi-
tional flow perturbation that modifies their dynamics and results in non-trivial behaviour, even at an
individual scale. Among other effects, previous studies report attraction and reorientation towards a
wall [213], scattering of biflagellate microswimmers from circular surfaces [214,215], microswim-
mer trapping using a stationary obstacle [216], or the observation of different states depending on
catalyst coverage for Janus particles [217, 218] and wall accumulation at suspension scale [98].

Wall accumulation of swimmers is well documented [96–98]: accumulating spermatozoa at the
rigid walls [98] play an important role in mammalian reproduction [219]. Interestingly, in contrast
with short-term dynamics of individual swimmers, at time scales much larger than the typical reori-
entation or run-and-tumble rate of the swimmers, hydrodynamics is not even necessary to explain
such wall accumulation, which can then be seen as a result of the coupling of self-propulsion and
confinement [207,220]. The characteristic length-scale of the confining boundaries further plays an
important role in controlling the collective dynamics of microswimmer suspensions [105, 106]: in
the experimental results of Wioland.et.al [10], the distribution of bacteria suspended in a fluid tran-
sitions from a complex 2D structure to a streamwise independent 1D distribution as the confinement
strength is increased. This points to the critical role of the confinement strength, whose effect on
the suspension’s self-organisation is a central motivation for the present work.

The presence of a background flow also results in a distinct swimmer behavior, such as the
directional bias of E.coli in pressure-driven flows [221]. Such rheotaxis can be understood from
the dual effect of steric interactions and background shear, which aligns the bacteria against the
flow due to their elongated shape [222]. Similar results were also reported for sperm cells in shear
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flows [223]. Synthetic swimmers such as Janus phoretic particles also display rheotactic behavior,
which was reported for spherical and rod-shaped catalytic colloids in confined shear flows [127,
224]. More recently, Traverso and Michelin [25] showed that Janus particles also polarize against
the flow, like E.coli, under strong background Poiseuille flow. For spherical particles, such rheotaxis
can be understood from the competition of wall normal polarization and background vorticity. For
elongated particles, for which steric effects play an important role, Ref. [224] showed that rheotaxis
can also be tuned using the detailed activity and actuation patterns of the active particles.

Understanding the behaviour and response of chemotactic suspensions in shear flows is critical
for their applications as fluids of non-trivial or even tunable effective viscosity [14, 225]. It is now
well established that elongated pusher-type swimmers tend to decrease the effective viscosity of the
suspension [14, 197], while spherical puller-type swimmers (e.g. algae) tend to increase it [90] ,
thanks to the microscopic stresses they exert on the surrounding fluid and the shear alignment of
the swimmers. The rheological response is qualitatively captured by theoretical models proposed
by Saintillan [141] and Hatwalne et al. [138] for unconfined suspensions. These models are
furthermore not applicable to a suspension of spherical Janus particles which do not experience
geometric shear alignment. The rheology of such suspensions in Poiseuille flows was therefore
recently analysed by Ref. [25], that reported a net reduction in the global effective viscosity at low
shear rates, consistently with the observations on other microswimmer suspensions [197].

The primary goal of this work is to understand the dual effect of background shear flow and
confinement. While previous studies have explored the effect of shear on self-organisation of active
suspensions, most of them focused on pressure-driven flows [25, 207] with non-uniform shear pro-
file. As a result, the regions where background shear is most significant overlaps with the regions
where the wall influence dominates, leading to complex dynamics [25] and making it harder to deci-
pher the role of each effect. To avoid this, we focus in this work on a simple shear profile (Couette),
such that the effect of shear is similar in the entire domain, whether close or far from the bound-
aries. In contrast, the effect of confinement is profoundly non-uniform across the channel, affecting
mostly the regions away from the centerline. Additionally, in this configuration, the asymmetric
shear flow results in a differential advection of the particles on both sides of the channel and in
horizontal interactions between the aggregates which has not been reported earlier. So far existing
studies have either explored fixed confinement effect [25, 207], or varying confinement for non-
chemotactic suspensions [226]; by varying the confinement strength, we obtain here a better insight
into the role of confinement on the suspension dynamics with respect to the intrinsic chemotactic
behaviour and report that the confinement strength stabilizes the 1D regime observed at short times,
due to strong transverse gradients. Finally, the flow induced by the particles’ self-organisation and
the suspension’s rheology is discussed and a minimalistic model is proposed.

3.2 Modeling dilute suspensions of sheared phoretic particles

3.2.1 Physical model

Description

In this chapter, we consider self-organisation and rheological response to shear of a suspension of
self-propelling Janus particles of radius R̂ in a Newtonian fluid (viscosity η̂) confined between two
flat walls separated by a distance 2Ĥ; both walls move in opposite directions at a speed of ûw : in
the absence of any particle, this would establish a steady Couette shear flow with uniform shear rate
γ̂ = ûw/Ĥ as illustrated in Fig. 3.1, a quantity referred to in the following as background shear
rate. All dimensional quantities are represented with a ‘hat( ˆ )’ in order to distinguish them later
on from their dimensionless counterparts. Particles interact with a chemical solute of concentration
Ĉ(x̂, t̂) through two fundamental physico-chemical properties: a chemical activity Â(x̂) (namely
the ability to produce or consume solute) and a mobility M̂(x̂) that converts surface tangential
gradients of solute into slip flows along their boundaries, the combination of which enables the
particle to set up local chemical gradients through which it can self-propel [6, 175]. The particles
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Figure 3.1: Problem Schematic. A dilute suspension of Janus particle placed between two flat walls.
The walls move opposite to each other to establish a simple shear flow

considered in this chapter consist of two chemically-homogeneous hemispheres, and p is thus the
particle orientation while Â± and M̂± denote the sum (+) and front-back difference (−) in activity
and mobility of the two hemispheres.

Kinetic model of dilute suspensions

Sec. 2.4 of chapter 2 introduced the kinetic model adopted previously [15, 202] to model collective
dynamics of dilute suspension of microswimmers. Here, we adapt a similar model for current sys-
tem and forcings. As discussed earlier, the kinetic model based on a probability density function
Ψ̂(x̂,p, t̂) is employed for sufficiently dilute suspensions (when the interparticle distance and the
channel width is much larger than individual size of the particles). As the probability density func-
tion is a function of six coordinates (3 spatial, 2 angular and time), using this model in 3D is usually
computationally intensive. To gain some physical insight on the suspension dynamics while keeping
computational costs manageable, we restrict ourselves to the analysis of the two-dimensional prob-
lem, where Ψ̂ only depends on two spatial and a single angular coordinate (ŷ, ẑ, θ) (Fig. 3.1) and
time t̂. Such two dimensional reduction has been made in previous studies and showed qualitatively
accurate with respect to experiments [106, 195, 205].

Following previous studies [25,178], the local particle density Φ̂(x, t) and polarisation n(x̂, t̂)
are defined as,

Φ̂ =
∫

Ω
Ψ̂(x̂,p, t̂)dp, n =

1
Φ̂

∫
Ω

Ψ̂(x̂,p, t̂)pdp (3.1)

where Ω spans all possible orientations (unit circle in 2D); the mean particle density in the suspen-
sion is then given by

N̂ =
1
Ŝ

∫
Ŝ

Φ̂dŜ =
1
Ŝ

∫
Ŝ

∫
Ω

Ψ̂(x̂,p, t̂)dpdŜ. (3.2)

The conservation of particles writes locally as a Smoluchowski equation for Ψ̂ as discussed in
Sec. 2.4,

∂Ψ̂
∂t

= −∇̂x · ( ˙̂xΨ̂)− ∇̂p · (ṗΨ̂) (3.3)

with ∇̂x and ∇̂p, the differential operators in space and orientation.
The translation and rotation fluxes on the right-hand side of Eq. (3.3) are obtained from the

translation ˙̂x and rotation velocity ṗ of an isolated particle placed in the hydrodynamic and chemical
mean-fields û(x̂) and Ĉ(x̂), corrected for the diffusion contribution [25]

˙̂x = Û0p+ û+ χ̂t∇̂xĈ − D̂x∇x[ln(Ψ̂)], (3.4)
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ṗ =
1
2

ω̂ × p+ χ̂r(p× ∇̂xĈ)× p− D̂p∇̂p[ln(Ψ̂)]. (3.5)

Here, Û0 is the self-propulsion velocity of the Janus particle, χ̂t and χ̂r its translation and rotation
phoretic mobilities, ω̂ = ∇̂x × û the local vorticity, and D̂x, D̂p are translation and orientation
particle diffusivities.

The specific values of Û0, χ̂t, χ̂r depend on detailed physico-chemical properties (surface ac-
tivity and surface mobility) and coating patterns. For the hemispherical particles considered here,
Û0, χ̂t, χ̂r are given by [25, 178]

Û0 =
Â−M̂+

8D̂c
, χ̂t = − M̂+

2
, χ̂r =

9M̂−

16R̂
· (3.6)

The suspension is bounded at the top and bottom by impermeable walls, so that the wall-normal
component of the probability flux Ψ̂ ˙̂x must vanish there(

Û0 sin θ + χt
∂Ĉ
∂ẑ

)
Ψ̂ = D̂x

∂Ψ̂
∂ẑ

at ẑ = ±Ĥ. (3.7)

Hydrodynamic problem

Finding Ψ̂ also requires solving for the chemical and hydrodynamic fields Ĉ and û. The small
lengthscales of typical experiments (Ĥ ∼ 10−4 − 10−3m) [12,14,105] guarantee that inertial effects
on the flow are negligible (Re ∼ O(10−2)). The flow velocity û(x) and pressure q̂(x) therefore
satisfy Stokes equations forced by the moving boundaries and the individual hydrodynamic active
stresses Ŝ(x̂, t̂) exerted by the particles (see Sec. 2.4):

∇̂x · û = 0, −η̂∇̂2
xû+ ∇̂x q̂ = ∇̂x · Ŝ. (3.8)

The no-slip boundary condition at the walls imposes

û = ±ûwey at ẑ = ±Ĥ. (3.9)

Here, Ŝ is the local stress induced by the Janus particles which is evaluated by taking orientation
average of the stresslet produced by a single swimmer oriented along p as [25, 195]

Ŝ(x̂, t̂) =
∫

Ω
Ŝp(x̂,p, t̂)Ψ̂dp. (3.10)

The stresslet Ŝp produced by the slip forcing at the surface of a single Janus particle consists of two
parts: (i) the response Ŝs to self-induced chemical gradients (i.e. the particle’s own activity) and
(ii) the response Ŝe to chemical gradients induced at the particle position by its surroundings and
neighbors. The strength of both parts depend on physico-chemical properties and are given for the
present two-dimensional problem by [25, 178],

Ŝs = α̂s

(
pp− I

2

)
with α̂s = −10πκη̂R̂2M̂− Â−

D̂c
(3.11)

Ŝe = α̂e

[
Ĝp+ pĜ+ (Ĝ · p)

(
pp− 3I

2

)]
with α̂e =

15
8

πη̂R̂2M̂− (3.12)

with κ ≈ 0.0872 and Ĝ the local external solute gradient.
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Chemical problem

Each particle’s activity perturbs the solute field, and at the scale of a single particle, the disturbance
field is classically obtained in terms of spherical harmonics [175]. However, at the suspension
scale, we retain the most slowly decaying term (i.e. the monopole term) which corresponds to the
net consumption/production by the particle with a rate 2πR̂2Â+. In the following, and without
any loss of generality, the considered particles are net solute producers (Â+ > 0). As discussed
in Sec. 2.4, the solute concentration Ĉ(x̂, t̂) satisfies an advection diffusion equation forced by the
particles’ individual solute production and a relaxation towards a background equilibrium, namely

∂Ĉ
∂t̂

+ û · ∇̂xĈ = D̂c∇̂2
xĈ − β̂Ĉ + 2πR̂2Â+Φ (3.13)

The walls are chemically inert: Ĉ must also satisfy a no-flux boundary condition,

∂Ĉ
∂ẑ

= 0 at ẑ = ±Ĥ (3.14)

3.2.2 Dimensionless equations

In the following, the channel half-width (Ĥ) and corresponding solute diffusion time (Ĥ2/D̂c) are
chosen as characteristic length- and timescales, and D̂c/Ĥ and η̂D̂c/Ĥ2 are the corresponding
velocity and pressure scales, respectively. The characteristic concentration scale Ĉch = ĤÂ+/D̂cζ
is obtained by balancing the solute production (N̂R̂2Â+) with solute diffusion (D̂cĈch/Ĥ2) where
ζ = (ĤN̂R̂2)−1 is the ratio of the characteristic suspension scale (N̂R̂2)−1 [195,196] to the channel
half-width Ĥ. The parameter ζ is a relative measure of the suspension’s length scale to the channel
width and thus defines the degree of confinement. The probability density is normalized by the
mean number density N̂. Equation (3.3) remains unchanged with dimensionless translation and
rotation fluxes now given by

ẋ = u0p+ u+
ξt

ζ
∇xC − dx∇x[lnΨ], (3.15)

ṗ =
1
2

ω × p+
ξr

ρζ
(p×∇xC)× p− dp∇p[ln(Ψ)] (3.16)

where ρ = R̂/Ĥ is the relative particle size, and dx = D̂x/D̂c and dp = D̂pĤ2/D̂c, the ratios of
particle translation or rotation diffusion to solute diffusion, respectively. Meanwhile, the dimension-
less self-propulsion speed u0, phoretic drift coefficient ξt and chemotactic reorientation coefficient
ξr are

u0 =
Â−M̂+Ĥ

8D̂2
c

, ξt = − M̂+ Â+Ĥ
2D̂2

c
, ξr =

9M̂− Â+Ĥ
16D̂2

c
(3.17)

Using Eq. (3.14), the boundary condition for Ψ can be written as

u0 sin θΨ = dx
∂Ψ
∂z

. (3.18)

Stokes equation are written in non-dimensional form as

∇x · u = 0, −∇2
xu+∇xq = ∇x ·S (3.19)

with boundary conditions
u = ±γey at z = ±1, (3.20)

and the strength of the dimensionless stresslets are now given by

αs =
640πκ

9
ξru0

ξtζ
, αe =

10π

3
ξr

ζ2 · (3.21)
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Note here that the dimensionless ratio γ/u0 determines the relative strength of the externally-
imposed shear flow to the particles’ self-propulsion: for γ ≪ u0 (weak shear), the background
forcing is not sufficiently strong to influence significantly the particle transport; in contrast, for
strong shear forcing (γ ≫ u0), the particles behave as if they were passive.

Finally, the advection-diffusion equation becomes in dimensionless form

∂C
∂t

+ u · ∇xC = ∇2
xC − βC + 2πΦ (3.22)

where β−1/2 = l̂c/Ĥ with l̂c =
√

D̂c/β̂ the dimensionless screening length introduced by the
relaxation of the concentration (essentially the range of chemical influence of individual particles).
The no flux boundary condition for the solute remains unchanged in dimensionless form.

3.3 Numerical Framework

In this section we provide the details of the numerical method and time marching scheme adopted
for solving Eqs. (3.3),(3.19) and (3.22) with respective boundary conditions. We adapt the numeri-
cal framework of ref. [25] to the present work’s configuration and forcing. Sec. 3.3.1 discusses the
implementation of the influence matrix method employed to solve the Stokes equation. Note that
the Stokes equations are independent of time and therefore time-marching is not necessary. Subse-
quently, in Sec. 3.3.2, we discuss the time discretization adopted for solving the temporal dependent
transport equations for Ψ (Eq. (3.3))and C (Eq. (3.22)).

We expand the field variables in the Fourier basis along the periodic directions (y, θ directions
with Ny and Nθ number of modes respectively) and Chebyshev polynomial basis (for non-periodic z
direction with Nz number of modes) and solve the system of equations in spectral space which pro-
vides a better convergence for the transport equations. Consequently, any generalized field variable
f is written as

f (y, z, θ) =
Nz

∑
k=0

Ny−1

∑
l=0

Nθ−1

∑
m=0

f̃k,l,mTn(z)eikyl y+ikθm θ (3.23)

where Tn(z) is the nth order Chebyshev polynomial.
The central idea in both methods is to obtain a set of 1 dimensional Helmholtz equations which

are solved using tau-method which is discussed in detail in the appendix A. The set of Helmholtz
equations are obtained after expanding the field variables in Fourier basis along y, θ direction. The
advantages of using tau-method is twofold; first, the Helmholtz equations are expressed as quasi-
tridiagonal matrix operator in contrast to the full differential matrix operator for the case of colloca-
tion method which reduces the computational costs. Secondly, the odd and even Chebyshev modes
are decoupled for uniform boundary conditions which results in solving two system of equations of
half the original size which also reduces the computational costs. This is discussed in more detail
in Sec. 3.3.2.

A resolution of Ny = Nz = 64 and Nθ = 32 is chosen for the results presented here, for
which a relative error of 10−3 on the effective viscosity (i.e. integrated force on the top plate) is
measured with respect to a refined discretization with Ny = Nz = 128 and Nθ = 64. For ζ = 1,
the computational box chosen for the results reported here has dimensions Ly = 2L̂/Ĥ = 6π in
the streamwise direction and Lz = 2 in the vertical direction. We observe that doubling Ly does
not change the self-organisation results reported in Sec.3.4 which suggests that the box size does
not affect the system dynamics, at least provided Lz ≪ Ly. We now discuss the numerical method
adopted in this work in more detail.

3.3.1 Stokes Solver

As the Stokes equations are instantaneous, time marching is not necessary and we must solve them
at each time instant for a given solute and particle distribution. In this subsection we discuss the
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numerical scheme adapted for solving the fluid flow equations governed by Eq. (3.19) along with
the corresponding boundary condition given by Eq. (3.20). As mentioned earlier, the field variable
(here pressure and velocity field) are expressed in Fourier basis along the periodic y-direction as,

u(y, z) =
Ny/2

∑
−Ny/2

ũl(z)e2πily/Ly (3.24)

and

q(y, z) =
Ny/2

∑
−Ny/2

q̃l(z)e2πily/Ly . (3.25)

As a result, the Stokes equations are expressed as a set of 1D ordinary equations in the Fourier
space for each Fourier mode associated with the wavenumber kl = 2πl/Ly as

−ũ′′
l + k2

l ũl = f̃l − ∇̃l q̃l (3.26)

with the continuity equations for each Fourier mode given by

∇̃l · ũl = 0 (3.27)

and the boundary conditions for each l mode as

ũl(±1) = 0 ∀ l ̸= 0
ũ0(±1) = ±Nyγ for l = 0.

(3.28)

Here, an apostrophe (′) denotes continuous derivative in the z direction and the gradient operator in
Fourier space is expressed as

∇̃l =

(
ikl ,

d
dz

)
(3.29)

As a result, the Stokes equation is represented as Ny ordinary differential equations. In the remain-
der of the subsection, we drop the subscript ‘l’ from the field variables for convenience. Before
proceeding further, we notice that taking the divergence of Eq. (3.26) and using the incompressibil-
ity condition results in

−q̃′′ + k2
l q̃ = −∇̃ · f̃ (3.30)

the corresponding boundary conditions are given as

ikl ũ + ṽ′ = 0 at z = ±1. (3.31)

Note that with this semi-discrete gradient operator, the divergence may vanish in general for any
discretization along z. To overcome this problem, we implement tau-correction method proposed
by Kleiser and Schumann (See [227] for more details).

As ũl = 0 for l ̸= 0 and kl = 0 for l = 0 the first term in Eq. 3.31 is always zero. Consequently,
the boundary condition is expressed as

ṽ′ = 0 (3.32)

On the other hand, the Stokes equation for the vertical component of the flow is given as

−ṽ′′ + k2
l ṽ − f̃z − q̃′ = 0 (3.33)

with boundary conditions
ṽ(±1) = 0. (3.34)

Now, Eq. (3.30)-(3.34) forms a closed system of 1 dimensional Helmholtz equations and can be
solved independently of ũ. We follow Klessier and Schuman algorithm to solve this set of equa-
tions (A-problem). As the system of equations (Eq. (3.30)-(3.34)) is linear, the solution is expressed
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as a linear superposition of three auxiliary problems (B-problems) [227] forced with a single inho-
mogeneity for each auxilliary problem. The first auxilliary problem is forced by the active stresses
with homogenous boundary conditions for both vertical velocity and pressure. This is given as

−q̃′′B1 + k2
l q̃B1 = −(ikl f̃y + f̃ ′z) with q̃B1(±1) = 0 (3.35)

−ṽ′′B1 + k2
l ṽB1 = −q̃′B1 + f̃z with ṽB1(±1) = 0 (3.36)

The second and third auxiliary problems are homogenous differential equations forced by unit pres-
sure conditions at the top and bottom plates. As a result, we obtain

−q̃′′B2 + k2
l q̃B2 = 0 with q̃B2(1) = 1, and q̃B2(−1) = 0 (3.37)

−ṽ′′B2 + k2
l ṽB2 = −q̃′B2 with ṽB2(±1) = 0 (3.38)

and
−q̃′′B3 + k2

l q̃B3 = 0 with q̃B3(1) = 0, and q̃B3(−1) = 1 (3.39)

−ṽ′′B3 + k2
l ṽB3 = −q̃′B3 with ṽB3(±1) = 0. (3.40)

Using linear superposition, the solution for ṽ and q̃ is expressed as the linear superposition with
unknown coefficients RB2, RB3 as[

q̃
ṽ

]
=

[
q̃B1
ṽB1

]
+ RB2

[
q̃B2
ṽB2

]
+ RB3

[
q̃B3
ṽB3

]
(3.41)

The unknown coefficients are determined by solving a 2 × 2 system of equations obtained by im-
posing the no penetration boundary condition on ṽ given by[

ṽ′B2(1) ṽ′B3(1)
ṽ′B2(−1) ṽ′B3(−1)

] [
RB2
RB3

]
= −

[
ṽ′B1(1)

ṽ′B1(−1)

]
(3.42)

The above matrix on the left-hand side of Eq. (3.42) is called as the influence matrix and this method
is called the influence matrix method. It is important to note that the homogenous B problems driven
by unit pressure at the walls can be solved once for the complete simulation as they are independent
of the active stresses. As a result, these solutions are required to be calculated only once. In contrast
the inhomogenous B problem is driven by the active stress and therefore depends on the particle
distribution. As the particle distribution evolves in time, this sub-problem must be solved at each
time. After evaluating ṽ and q̃, ũ is evaluated by solving the Stokes equation (Eq. (3.26)) in the
y-direction taking care of the non-zero boundary condition for the l = 0 mode.

3.3.2 Time marching scheme

We now turn to the time marching scheme for the probability density function governed by Eq. (3.3)
with the boundary condition Eq. (3.18). Exploiting the periodic conditions along the y and θ direc-
tion, the probability density function is expressed in the Fourier basis as

Ψ(y, z, θ, t) =
Ny−1

∑
l=0

Nθ−1

∑
m=0

Ψ̃l,m(z, t)eikyl y+ikθm θ (3.43)

where kyl = 2πl/Ly and kθm = 2πm/Lθ are the wavenumbers for for corresponding l, m modes.
We modify the Cranck-Nicholson time marching scheme by treating the linear diffusive terms
(dx∇2

xΨ, dp∇2
pΨ in Eq. (3.3) and ∇2

xC in Eq. (3.22)) semi-implicitly while treating the non-linear
terms explicitly. As a result, we obtain

Ψ̃n+1
l,m =Ψ̃n

l,m − ∆t
[
∇̃x · (Ψ̃Ẋ)n

l,m + ∇̃p · (Ψ̃Ṗ)n
l,m

]
+

∆t
2

[
dx

(d2Ψ̃n
l,m

dz2 − k2
yl

Ψ̃n
l,m

)
− dpk2

θm
Ψ̃n

l,m

]
+

∆t
2

[
dx

(d2Ψ̃n+1
l,m

dz2 − k2
yl

Ψ̃n+1
l,m

)
− dpk2

θm
Ψ̃n+1

l,m

] (3.44)
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where the superscript denotes the time step and the subscripts denote the Fourier mode in y, θ
direction and Ẋ and Ṗ are the translation and rotation velocity of the swimmer after accounting for
diffusive terms separately given by

Ẋ = u0p+ u+
ξt

ζ
∇xC (3.45)

and
Ṗ =

1
2
ω × p+

ξr

ρζ
(p×∇xC)× p. (3.46)

The gradient operators in Eq. (3.44) are continuous in z direction and discrete in y, θ directions
given by

∇̃x =

(
ikyl ,

d
dz

)
and ∇̃p = ikθm . (3.47)

Grouping terms at the same time step in Eq. (3.44) results in obtaining a set of 1D Helmholtz
equations of given by

−
d2Ψ̃n+1

l,m

dz2 + λl,mΨ̃n+1
l,m = h̃n

l,m. (3.48)

where λl,m and h̃n
l,m are given by

λl,m =
2

dx∆t
+ k2

yl
+

dp

dx
k2

θm
(3.49)

and

h̃n
l,m =

2
dx∆t

Ψ̃n
l,m − 2

dx

[
∇̃x · (Ψ̃Ẋ)n

l,m + ∇̃p · (Ψ̃Ṗ)n
l,m︸ ︷︷ ︸

Ãn
l,m

]
[ d2Ψ̃n

l,m

dz2 − k2
yl

Ψ̃n
l,m −

dp

dx
l2
θm

Ψ̃n
l,m︸ ︷︷ ︸

B̃n
l,m

]
.

(3.50)

It is important to note that the non-linear products that appear in the explicit terms produce aliasing
errors which must be corrected. We employ 3/2 de-aliasing technique [228] to correctly evaluate
the non-linear products. Eq. (3.48) is a 1 dimensional Helmholtz equation for each Fourier mode
which is forced by the explicit terms evaluate at the previous time step. Thus, at each time step we
must solve a set of NyNθ Helmholtz equations. This can be reduced to solving NyNθ/4 number
of equations as the probability density function is real and thus the Fourier coefficients at negative
wavenumbers can be directly evaluated from the complex conjugate of its positive counter part. The
Helmholtz equation is solved using a tau method discussed in detail in the appendix A.

The non-linear nature of the boundary condition (Eq. (3.18)) due to the term u0Ψ sin θ com-
plicates the implementation as it appears as a convolution sum in Fourier space which couples the
θ modes to the y modes. This coupling leads to higher computing costs reducing the efficiency of
this method significantly. Therefore, here, we treat the non-linearity explicitly, and iterate upon the
solution until the solution converges. Treating the non-linear term explicitly renders the boundary
condition to a linear Neumann condition given by

dx
dΨ̃it+1,n+1

l,m

dz
= u0

Nθ−1

∑
j=0

f̃ jΨ̃
it,n
l,m−j (3.51)

where f̃ j represents the sinusoidal function in Fourier space and the superscript denotes the iteration
it at the same time step n + 1. To define the convergence criteria, a Euclidean norm is defined as

Nm =

[
∑
i,j,k

(
Ψit+1,n+1 − Ψit,n+1

Ψit,n+1

)2]1/2

(3.52)
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Symbol Physical Parameter Magnitude estimate
R̂ Particle Radius [8, 229] 10−6m
Ĥ Channel Width [14] 10−4m
Û0 Swimming Speed [68] 10−6ms−1

D̂p Rotational Diffusion coefficient [230] 10−1s−1

D̂c Solute Diffusion coefficient [231] 10−9m2s−1

D̂x Particle Diffusion coefficient [8] 10−11m2s−1

Table 3.1: Dimensional parameters of the system together with their typical order of magnitude in
experiments and references where such an estimate can be drawn from.

for i = 0, 1..Nz, j = 0, 1, ...Ny and k = 0, 1, ..Nθ . The solution is considered converged when the
value of the norm Nm becomes smaller than 10−4. At the first iteration for a particular time step,
the initial guess is taken from the previous time step, and since at a particular timestep, the iterations
modify the fields variables this is reflect by modifying the forcing term h̃n

l,m as

h̃n
l,m =

2
dx∆t

Ψ̃it+1,n
l,m − 1

dx

(
Ãit,n

l,m + Ãit+1,n
l,m

)
+ B̃it+1,n

l,m (3.53)

after the first iteration. This improves the numerical stability of the iterative scheme while ensuring
a second order accuracy convergence. While this scheme has a clear advantage of reducing the com-
putation cost compared to solving the coupled system of equations, this semi-implicit representation
imposes a limitation on the size of time step which may result in large computation time.

With the numerical scheme is place, the simulations are initiated starting from a nearly uniform
and isotropic state given by Ψ(x,p, t = 0) = 1

2π + ϵΨ̃(x,p) with ϵ ≪ 1, and the corresponding
purely diffusive solution for C is approximated as the intial solute distribution. The full governing
equations are then marched in time as described in this subsection where we solve a set of 1D
Helmholtz equations at each time step for each iteration. A similar scheme is used to solve the
solute transport (Eq. (3.22)) at each time step with no flux condition at the walls (Eq. (3.14)). Next
we discuss the reasoning for the parameter selection for the full simulations.

3.3.3 Selection of the physical parameter values

The problem is described by various non-dimensional parameters (ξr, ξt, u0, ρ, dp, dx, β, ζ, γ) , and
in the following, we specifically focus on the role of confinement ζ and shear γ. To estimate
these, dimensional parameter values are chosen so as to be relevant to existing experiments (see
Table. 3.1). Janus particles are typically micron-sized [8,229] (R̂ ∼ 10−6m) and swim at a speed of
a few bodylengths/sec [68] (Û0 ∼ 10−6m/s). Typical microfluidic channels feature sub-millimeter
widths (Ĥ ∼ 10−4 − 10−3 m) [12,14] and the solute diffusion coefficient for small molecules such
as dissolved oxygen gas is D̂c ∼ 10−9 m2/s [231]. As a result, the non-dimensional swimming
velocity of the particles u0 ∼ O(1), therefore setting u0 = 0.5 in the simulation ensures physical
relevancy. We consider chemotactic particles (i.e. that reorient along local chemical gradients),
and fix ξr/ρ = 1.25 and ξt = −0.5; we note that such particles leave a pusher-like hydrody-
namic footprint on the surrounding fluid, Eq. (3.21). With these values, the effects of phoretic
drift, chemotactic reorientation and self-propulsion are of similar magnitude resulting in complex
dynamics. A stronger self-propulsion velocity would prevent the particles to form aggregates while
a lower u0 would delay the aggregates’ formation [178]. The rotational diffusion coefficient for
the particles can be estimated based on temperature (T̂), radius (R̂) and viscosity (η̂) by Einstein’s
relation as D̂p = k̂BT̂/(8πη̂R̂3) ∼ 10−1m2s−1 [230] which results in dimensionless diffusion
coefficient as dp = D̂pĤ2/D̂c = 0.25. Similarly, the effective translational diffusion coefficient
for the particles can be estimated as D̂x = k̂BT̂/(8πη̂R̂) + Û2

0 D̂−1
p /2 ∼ 10−11m2s−1 [8], so that

dx = Dx/Dc = 0.025. Finally, setting β = π/2 results in a O(1) dimensionless screening length
thus ensuring that particles interact throughout the channel.
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3.4 Self-organisation dynamics

The suspension’s self-organisation results from different intrinsic effects (the particles’ self-propulsion,
their phoretic attraction/repulsion and chemotactic reorientation) and their competition with shear-
induced rotation. In addition, the particles evolve in a confined setting and are transported by the
flow. To shed a better light on the results presented in the rest of the paper, and understand how the
dynamics of the present system arise from their interaction, we first describe how chemotaxis, flow
forcing and confinement independently act on the suspension’s organisation.

Self-organisation of unbounded phoretic suspensions in quiescent flows is dominated by au-
tochemotaxis, i.e the particles’ ability to sense, reorient and migrate toward or away from a specific
chemical signal, here generated by the chemical signatures of their neighbours. Such chemically-
driven interactions are also known to play an important role in the self organisation of biological
suspensions [83,232], where the microswimmers typically change their tumbling rate depending on
a specific chemical cue to create an orientation bias towards the chemical source [233]. Such chemo-
tactic self-organisation results in a variety of complex behaviour such as pattern formation [233],
swarms [234, 235], bacterial turbulence [1], etc. Janus phoretic swimmers instead exploit a front-
back asymmetric coating and the resulting polarity in their interaction with suspended solutes, in
order to reorient along chemical gradients [115,179]. Particle aggregation and cluster formation may
result from such chemotactic interactions. For net solute producers (Â+ > 0, as in the present con-
figuration), any infinitesimal inhomogeneity in the spatial distribution of phoretic colloids triggers
more solute production and local solute accumulation in specific regions [178,236]. The associated
long-ranged chemical gradients generate an orientation bias towards those regions among the par-
ticles nearby, which cause their own swimming and accumulation in the regions of already-higher
particle concentration (for positively-chemotactic particles). More solute is then generated there
which results in a positive feedback loop and extension of the process throughout the domain [178].

The characteristic timescale for such chemotactic clustering is τc ∼ (τχ/τβ)τ
λ
s [178], where

τλ
s ∼ 1/(kU0) is the characteristic time scale of self-propulsion over a perturbation wavelength

λ = 2π/k, τχ ∼ (kCrefχr)−1 is the typical scale for the chemical reorientation in the concentration
gradient associated with the perturbation’s spatial inhomogeneity, and τβ ∼ 1/β the characteristic
relaxation time of the solute concentration in the bulk. Here Cref = HA+/ζDc is the characteristic
concentration scale obtained by balancing solute production of the particles and the diffusive flux.
The definition of τc with respect to the three time scales can be physically understood as follows:
chemical reorientation polarises the suspension towards regions of excess solute toward which a
majority of the (polar) particles swim. Clustering of the self-propelled particles take a time τs for
fully-polarized particles. Polarisation, i.e. chemical reorientation however takes a finite amount
of time and τχ/τβ can be seen as a measure of how much polarized the suspension is able to
get before the concentration perturbation triggering the reorientation relaxes under the effect of
chemical decay. This instability eventually saturates when the chemotactic flux is balanced by other
processes such as diffusion and any potential repulsive phoretic drift within the chemical gradient,
thus leading to the formation of high-density particle aggregates.

The suspension dynamics and self organisation are also influenced by the presence of back-
ground (i.e. externally-imposed) flows; these not only advect particles differentially in non-uniform
flows, but flow gradients also introduce a local reorientation/rotation of the particles (Faxen Laws).
For the anti-symmetric background flow imposed here (a simple shear flow), particles in the top half
are advected in the opposite direction with respect to particles present in the bottom half, and the
vorticity (and the clockwise induced rotation) is uniform throughout the channel (see Sec. 3.4.3).

Lastly, the presence of walls impermeable to both particles and chemical solutes, result in their
confinement and accumulation near the boundaries, a well-known feature of any (biological or
synthetic) suspension of microswimmers [12, 97, 105, 237].
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Figure 3.2: Figure depicting the overview of self-organisation of the current system. Identification
of three different regimes based on shear rate and confinement. Strong shear or strong confinement
tends to stabilise the 1D state.

Control parameters Long term response
Background Shear Confinement Temporal Spatial

Strong/Weak Strong Steady 1D
Weak Weak Steady 2D
Strong Weak Unsteady 2D

Table 3.2: Distinctive characteristics of the long-term dynamics of the chemotactic suspension for
different level of confinement and background shear forcing.

3.4.1 Overview of the suspension dynamics

Starting from an initial perturbation of the isotropic initial condition, the dynamics of the suspen-
sion can be decomposed into two successive phases occuring over two different and well-separated
timescales: a short time scale associated with self-propulsion across the channel width, and a long
time scale associated with self-organisation due to chemotactic instability (Fig. 3.2). Its main fea-
tures are outlined here before being discussed in more details in the next subsections.

At short times, as a result of the particles’ self-propulsion and of their lateral confinement, the
suspension quickly develops a transient 1D state (i.e. spatially invariant in the streamwise direction).
This phase and the transient state it converges to, do not depend on the shear rate or confinement
ratio for the range of confinement and shear rates explored in this work(Fig. 3.2). However, the
clustering timescale suggests that the clustering time reduces with decreasing confinement. As a
result, in the limit of unconfined suspensions, ζ → 0, the aggregation timescale becomes shortest
resulting in clustering in the short-term itself.

On the other hand, the long term solution results from the competition of chemotaxis, imposed
shear and confinement; as such the long term dynamics and three regimes are obtained, as shown in
table 3.2, depending on the strength of confinement and shear. These regimes can be distinguished
by their spatial distribution (1D or 2D) and temporal nature (steady/unsteady). The “steady” nature
of the converged state was checked for such situations by a doubling of the simulation time to ensure
proper convergence.

3.4.2 Short term dynamics

Starting from the initial nearly-uniform and isotropic distribution, the suspension quickly relaxes
to the 1D transient state shown in Fig. 3.3. Out of the three different effects driving the self-
organisation of the suspension, namely the external shear, the chemotactic instability and self-
propulsion across the channel width, the latter is associated with the shortest time scale τH

s ∼
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Figure 3.3: Short-term particle (top) and solute distribution (bottom) obtained for ζ = 1, γ = 0.25.
The black arrows(bottom) represent the local polarisation direction and magnitude of the particles.
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Figure 3.4: 1D profiles of the solute and particle concentrations, and streamwise and wall-normal
components of the particle polarisation in the transient regime. The 1D profiles are for ζ = 1, γ =
0.25.

H/U0, and thus drives the dynamics of this early phase.
This 1D state is characterised by high particle densities near the boundaries (Fig.3.4), a rather

intuitive behaviour that is also well-established for suspensions of biological microswimmers [97,
237]: particles located in the vicinity of an impermeable boundary and oriented towards it are
trapped there as they can only escape thanks to translational and rotational diffusion; instead parti-
cles oriented away from the boundary quickly swim away from this region. This results in a strong
wall polarisation n, Eq. (3.3), within a thin boundary layer of particles near the channel walls
(Fig.3.4), whose thickness is proportional to rotational and translational diffusion and inversely pro-
portional to self propulsion velocity [207].

The particles are net solute producers (A+ > 0), and their accumulation near the wall leads
to a locally-increased solute production near the impermeable walls, resulting in an accumulation
of solute in the walls’ vicinity. Consequently, the solute distribution across the channel width is
characterised by a V-shaped profile (Fig.3.4) associated with strong chemical gradients pointing to-
ward the boundaries. This results in the formation of a strong solute gradient toward the boundary,
which polarises the suspension toward the nearest wall under the effect of chemical reorientation
(ξr > 0 here). This reorientation combined with self-propulsion reinforces the particles’ polarisa-
tion, accumulation and trapping near the boundary. The chemotactic behavior of the particles and
their response to rapid spatial changes in the local solute gradient direction results in a divergent
chemotactic flux and an additional local dip in the particle concentration profile near the channel
center line, as seen on Fig. 3.4.

3.4.3 Long term dynamics

Depending on the background shear and confinement levels, the transient 1D state described in the
previous section may be unstable with respect to (slower) streamwise perturbations under the effect
of chemotactic clustering. In that case, the evolution of the system toward its long-term dynamics
is driven by the chemotactic instability and the typical duration of this evolution thus scales as
τc ∼ χrCref/U0β (see section 3.4.1). The relevant characteristic scale for solute concentration
remains the one used for non-dimensionalisation Cref = HA+/ζDc.

The long term dynamics broadly divides into two different types of regimes, depending on
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Figure 3.6: 1D boundary layer chemotactic destabilisation: a small disturbance in the particle dis-
tribution along the wall and the particles’ activity introduce a local increase in solute concentration
(green colour) and a small horizontal bias of the orientation of neighboring particles that start swim-
ming toward and accumulating in this solute-rich region.

the confinement level as summarized on the phase map of Fig. 3.5. For strong confinement (small
channel width, ζ < 1), the behaviour of the system remains that observed in the transient dynamics,
namely the confinement-induced particle accumulation near the wall . In that case, the particle and
solute distributions are independent of both y and t (steady 1D regime).

In contrast, when the channel width is large enough (i.e. low confinement, ζ > 1), the long term
solution is characterised by the formation of aggregates along each wall, breaking the y-invariance
of the solution, as a result of the chemotactic instability. In such regimes, the influence of the
walls is weaker and the dynamics is thus more prominently driven by the intrinsic behaviour of
the chemotactic suspension, as for unconfined suspensions [205, 238]. The particle and solute
distributions are now fully two-dimensional and can be steady or unsteady depending on the shear
rate forcing.

These different regimes are presented and discussed in more detail in the following.

Weak confinement

For weak confinement (or in the absence of any confinement, ζ < 1), the 1D transient state ob-
served at short time becomes unstable with respect to two-dimensional (i.e. y-dependent) perturba-
tions and evolves into the formation of 2D particles’ aggregates. For confined suspensions, the 1D
state is characterised by much higher density of particles near the walls and a strong polarisation of
these particles towards the wall, as discussed in the previous section. This has two important con-
sequences. First, the chemotactic instability and clustering develop preferentially within and along
this concentration boundary layer. Additionnally, given the strong vertical chemical gradient of the
1D state, small disturbances in the solute concentration only significantly impact the horizontal con-
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Figure 3.7: (Left) Long term particle distribution for ζ = 1 and in the absence of external flow (top)
and for γ = 0.025 (bottom) . (Right) Schematic representation of the opposite-walls aggregates in
the absence of background flow (top) and for weak shear flow (bottom). The black arrows represent
the local polarisation of the particles, white arrows show the direction of background advection and
green arrow indicate the direction of chemotactic bias (reorientation).

centration gradient and particle polarisation. These two effects result in the 1D version of the more
general chemotactic instability reported for unconfined suspensions [178] as shown schematically
in Fig. 3.6.

In the absence of external flows, the particles form aggregates at regularly-spaced positions
along each wall, determined by the dominant wavelength of the chemotactic instability. Inside each
aggregate, particles remain mostly oriented toward the wall with a slight horizontal tilt to wards
the center of the aggregate they belong to. For sufficiently wide channels (weak confinement),
aggregates along each wall only weakly influence each other, yet, they introduce a small bias in the
horizontal solute gradient seen by an aggregate located close to the opposite wall.

This cross-channel chemotactic influence is unable to overcome the strong wall polarisation and
strong vertical solute gradients seen by the particles, but any offset of the aggregagtes on opposite
walls introduces a (very weak) horizontal bias given by |∇xCi| sin α where α is the relative posi-
tion angle of the particle aggregates (Fig. 3.7). The horizontal bias coupled with self propulsion
results in horizontal particle migration (Fig.3.7, bottom right) along the walls, until the aggregates
are placed symmetrically. This arrangement is an equilibrium position of the system in the long
term in the absence of external flows.

Externally-imposed flows (and their gradient) transport both particles and solute in the stream-
wise direction. For a symmetric flow such as Poiseullie flow, the particle aggregates on each wall
are advected in the same direction resulting in a travelling wave solution at long times [25]. For
the present Couette flow configuration (homogeneous external shear), the aggregates on either walls
are transported in opposite directions, and this anti-symmetric transport competes with the chemo-
tactic clustering described above. For relatively-weak flow forcing (γ ≪ u0), chemotaxis is strong
enough to maintain a steady offset equillibrium of the aggregates (Fig. 3.7): as the background
forcing is weaker than self propulsion, the particles’ positions remain trapped until diffusion en-
ables them to escape. Consequently, aggregates are slightly offset horizontally, Fig. 3.7, with an
horizontal offset ∆x increasing linearly with the shear intensity (Fig. 3.9) : the perturbation of the
solute gradient magnitude seen by a given aggregate due to the counterpart on the opposite wall is
negligible, and sin α ≈ ∆x

2H , resulting in a linear relationship between the chemotactic attraction and
∆x, and thus with the convective transport by the background shear (Fig. 3.7).

When the shear rate becomes large enough, the horizontal offset of the aggregates becomes
significant and the magnitude of the perturbed concentration gradient(∇xCi) responsible of their
attraction decays as O

( 1
d2

)
( aggregates are net solute sources) where d = ∆x/ sin α is the total

distance between the two aggregates. Beyond a critical horizontal separation (Fig. 3.9), the chemo-
tactic attractive effect is not sufficient to balance the convective forcing, resulting in a continuous
relative transport of the aggregates by the flow in the streamwise direction, and an unsteady but
periodic dynamics (Fig. 3.8).
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Figure 3.8: (Left) Evolution of the particle density in time over a period of the relative motion
of aggregates on opposite walls for γ = 0.125 and ζ = 1. (Right) Corresponding schematic
representation of the position of the particles’ aggregates.

This periodic regime is however characterised by an asymmetric evolution of ∆x over one period
(Fig. 3.9, centre), which can be understood by considering the relative direction of the chemotactic
and convective forcings seen by the different moving aggregates, over a given period starting when
aggregates from opposite walls are at their minimum distance (∆x ≈ 0, Fig. 3.8i). During the
first half-period, cross-channel chemotactic effects compete with particle and solute transport by
the shear flow until they are perfectly offset from each other (i.e. maximum ∆x, Fig. 3.8iii): this
results, at least at first, in a slower relative motion of the aggregates in comparison with a purely
convective transport. In contrast, during the second half of the cycle, chemotactic attraction by the
closest opposite-wall aggregate takes some time to build up (due to the large distance of the walls)
and can not significantly enhance the transport velocity, even though it is acting now in the same
direction as the convective forcing. This suggests, that once the chemotactic attraction is reversed
(Figure 3.8ii), the aggregates are merely advected in opposite directions by the background shear
flow, and the time taken to complete this second half of the period is identical to that for two
non-chemotactic aggregates. Overall, the total period of the oscillation is greater than for non
chemotactic aggregates as the chemotactic attraction resists advection in the first half reducing the
separation velocity (Fig. 3.9). This increase is most significant for low shear rate, as expected as
chemotactic coupling is able to act longer (Fig. 3.9, right).

Strong confinement

For stronger confinement, i.e. when the channel width is comparable to or smaller than the char-
acteristic wave length of the chemotactic instability, the influence of the confining boundary on the
distribution of particles and solutes tends to suppress the onset of the chemotactic instability of the
1D state observed at short times (Sec. 3.4.2).

This was already reported on other microswimmer systems in previous experimental [10, 63]
and numerical studies [226, 239] – and even in macroscopic systems [240]. Its main origin is the
relative weakening of horizontal gradients of solute in comparison with the strong vertical gradients.
Consequently, the particles maintain a strong vertical polarisation and horizontal reorientation and
polarisation is more difficult and unlikely : the net relative horizontal displacement of the particles
is then negligible. As a result, for strong confinement, the long term dynamics is invariant in y
(1D) and t (steady), as in the short term. The exact particle distribution of this 1D state depends
on the specific value of shear rate considered, and may be significantly different from the transient
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walls(∆/λx) with the shear intensity(with λ representing the wavelength of the most unstable
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regime characteristics; yet, all long-term regimes share common features regardless of the shear rate
intensity, including the strong polarisation and accumulation of both solute and particles near the
wall. The main characteristics of these 1D regimes are illustrated on Fig. 3.10 for weak and strong
shear, respectively.

For low shear rates, the long term solution is in fact essentially identical to the transient solution,
being characterised by high particle density at the walls and a strong reduction of the particle density
near the channel centerline (see Sec. 3.4.2). This should be no surprise: for weak shear, the flow
forcing is negligible and the dominant mechanisms leading to the self-organisation of the suspension
are those intervening in the short-term (namely the impermeable wall boundaries), since the 2D
chemotactic instability and clustering are suppressed.

In contrast, for strong shear rates, background vorticity dominates the orientation dynamics
resulting in the tumbling of particles (the particles are spherical) in the bulk of the channel where
wall polarisation effects are weaker. This reduces or prevents the reorientation of particles present
in the bulk in the direction of the closest wall under chemotactic effects, and maintains a larger
concentration of the particles in the channel’s bulk (Fig. 3.10). As a direct consequence, and due
to the presence of this increased number of solute-producing particles, the chemical concentration
is also higher further reducing the influence of chemotaxis toward the channel walls, flattening the
solute distribution profile at high shear rates in comparison to the V-shaped profile observed at low
shear values.

3.4.4 Linear Stability of the 1D equilibrium: a minimal model

In order to gain insights into the emergence of the different regimes described above as a result of
the competition of confinement and shear with the chemotactic instability, we focus in this section
on a minimalistic model based on a moment expansion of the probability density function. This
model includes qualitatively the main physical features of the problem and we show that it is able to
capture at least qualitatively some of the complex suspension dynamics, such as the long-term state
for various shear rate and degree of confinement. It follows in that regard an approach already used
in existing works on active suspensions [25, 207].

Its central idea is to reduce the description of the probability distribution to its first orientational
moments [238], namely the particle density Φ(zeroth moment) and its local orientation n(first mo-
ment). We refer the readers to appendix B for more details on the governing equation and its deriva-
tion. Such models are often applied to non-chemotactic elongated swimmers, whose interactions
depend critically on the second moment of Ψ [195, 238]. In contrast, interactions among spherical
Janus particles and with the background flow can already be included in a model involving only the
zeroth (concentration) and first moments (orientation).

We noted that a full simulation of the system systematically predicted the emergence (at least
transiently) of a 1D y-invariant state for all the simulations performed for the range of degree of
confinement(ζ) and shear rate(γ) considered in this work. Depending on the relative importance
of confinement, shear and chemotaxis, this invariance along the horizontal was either maintained at
long times or evolved toward steady/unsteady 2D regimes. We interpret this long term evolution of
the system as the result of the stability/instability of the system’s steady 1D solution of the problem.
Formulation of the regime selection as a simple eigenvalue problem is one of the main goal of the
present reduced model for which the stability analysis can be carried out more easily.

With that objective in mind, we first seek a 1D equilibrium solution by marching a 1D version
of the reduced equations Eqs. (B.3)–(B.5) and (3.22) [25]. The existence of such a symmetric 1D
solution (Fig. 3.11) and its qualitative similarity with the 1D transient state of the full simulations
(Fig. 3.4) is a clear indication that the present reduced model is able to qualitatively capture strong
wall polarisation and high particle density near the wall.

In a second step, the full (2D) reduced equations are linearised around that 1D steady state:

Φ = Φ0(z) + ϵΦ1(y, z, t),
n = n0(z) + ϵn1(y, z, t),
C = C0(z) + ϵC1(y, z, t),

(3.54)
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Figure 3.11: Comparisson between the 1D steady states obtained by solving 1D version of the
reduced order equations to the full simulation for ζ = 1 and γ = 1.5.
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Figure 3.12: (Left) Linear growth rate(Re(σ)) as a function of background shear and degree of
confinement. (Right) Frequency(Im(σ)) of the most unstable mode as a function of background
shear and degree of confinement. The black curve is the neutral stability curve separating the stable
region from the unstable region.

where 0 and 1 subscripts refer to the steady 1D state and unsteady 2D perturbation, respectively.
Linearising the governing equations at O(ε), and assuming a normal mode decomposition in (y, t)
for the perturbation fields Φ1,n1 and C1:

Φ1(y, z, t) = Φ̃(z, k)eiky+σt, n(y, z, t) = ñ(z, k)eiky+σt, C1(y, z, t) = C̃(z, k)eiky+σt· (3.55)

The linearised set of equations can be recast into an eigenvalue problem of the form

G[x0] · x̃ = σx̃ (3.56)

where x̃ is a column vector containing the perturbation amplitudes, (Φ̃, ñy, ñz, C̃) with G[x0] a
linear operator that depends on the 1D base state. The real and imaginary parts of the eigenvalue σ,
namely Re(σ) and Im(σ) are respectively the growth rate and frequency of the perturbation.

This eigenvalue problem is discretized using a Gauss-Lobatto grid with N + 1 points (z(i))1≤i≤N+1
across the channel width. The eigenvector x̃ is now

x̃ =
[
Φ̃(z(1)), ..., Φ̃(N+1), ñ(1)

y , ..., ñ(N+1)
y , ñ(1)

z , ..., ñ(N+1)
z , C̃(1), ..., C̃(N+1)] (3.57)

and the discretised linear operator G is now obtained from pseudo-spectral differential operators
with modifications to include the boundary conditions corresponding to Eqs.(B.3)–(B.4). Following
Ref. [25], this eigenvalue problem, Eq. (3.56) is solved numerically using MATLAB’s algorithm
based on the principle of minimized iterations [241]. Eq. (3.56) is solved for discrete values of
0 ≤ k ≤ 2 with a discrete step size of 0.01; the maximum value of Re(σ) is reported in Fig. 3.12.

Figure 3.12 (left) shows the variation of the growth rate of the least stable or most unstable
mode (i.e. that with largest growth rate, Re(σ)), as a function of shear rate (γ) and confinement
(ζ). The growth rate reduces with an increase of either background shear or degree of confinement
demonstrating the stabilising effect of both mechanisms, already observed on the full simulation.
Above the neutral curve, which corresponds to the parameters where the least stable mode is neutral
(Re(σ) = 0), the 1D fixed point is therefore stable (all eigenmodes have negative growth rate) with
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Figure 3.13: Comparison of the phase plot obtained via the linear stability analysis ( referred to as
SA in the legend) with the phase plot obtained using the full simulation ( referred to as FS in the
legend)Red squares represent unstable 1D state while the blue circles represent the stable 1D state.

respect to 2D perturbations, an observation that is also consistent with the results of the full model
that predict a 1D steady long-term dynamics for the larger values of γ, ζ (strong confinement or
shear).

For lower shear and/or confinement, there exists at least one unstable mode whose frequency
Im(σ) indicates the temporal nature of the dominant mode (oscillatory or monotoneous). Fig. 3.12
(right) shows that (i) Im(σ) is non zero, so that the dominant mode is oscillatory in nature. Fur-
thermore, Im(σ) is positive and increases with shear, for the range of shear rate and confinement
considered here. This observation is consistent with the results of the full simulations (Sec. 3.4.3)
which noted the oscillatory effect introduced by an increasing shear, introduced by the periodic in-
teraction of chemotactic aggregates located along each boundary as they are advected in opposite
directions by the background shear. Indeed, the present minimalistic model includes such back-
ground advection (u · ∇xΦ in Eq.B.3). Note however, that the full simulations predicted a steady
2D regime at low shear rates, when the background shear is sufficiently weak for chemotaxis to be
able to compensate the advection of opposite-wall aggregates. This discrepancy is somewhat not
surprising, as it occurs in the low shear rate regime which we do not expect the present model to be
able to reproduce/predict properly as one of the model’s key assumption lies in its neglecting of all
other contribution to the flow field than the background shear flow itself (see Appendix B).

Finally, based on Re(σ) and Im(σ) we plot a phase diagram similar to Fig. 3.5 as shown in
Fig. 3.13. In Fig. 3.13 data points shown by red squares have a positive growth rate for the most un-
stable eigen mode with non-zero frequency. The most unstable eigen mode corresponds to asymmet-
ric wall aggregates as shown in Fig. 3.14, and therefore this region corresponds to 2D (Re(σ) > 0)
and unsteady(Im(σ) > 0) long term dynamics. Whereas, for data points marked with blue circles,
the 1D fixed point is stable and the long-term solution is 1D steady state (despite Im(σ) > 0 as
the 1D fixed point is stable). This phase diagram qualitatively resembles with the phase diagram
corresponding to the full simulations (Fig. 3.5). As expected, the match is particularly good in the
strong shear region(γ ∼ 2) where the reduced order model correctly predicts the transition from the
2D unsteady state and 1D steady state at ζ ∼ 0.8.

To summarise, the reduced order equations show existence of a y-independent equillibrium
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Figure 3.14: (Left) The steady state particle distribution and (right) real part of the eigenmodes of
the particle density and solute distribution corresponding to the most unstable mode.

state with strong particle and solute concentration at the walls. Streamwise perturbation of this 1D
fixed point shows that asymmetric eigenmodes with aggregate formation on either wall exist for
weak confinement. The imaginary part(representing the oscillation frequency) corresponding to the
unstable eigen mode is non zero leading to 2D unsteady dynamics in the long term below the neutral
stability curve(Fig.3.12). The linear perturbation analysis reveals that the 1D fixed point is stable
for strong bakground shear and strong confinement resulting in a 1D steady state solution in the
long term in agreement with full simulation results. Thus, this simple model is able to qualitatively
capture complex self-organisation dynamics with sufficient accuracy.

3.5 Rheology of phoretic suspensions

In this section, we analyze the rheological behaviour of the phoretic suspension as a result of the
previously-discussed self-organisation. It is now well established that microswimmer suspensions,
through the microscopic mechanical forcing they exert on their surroundings, can profoundly mod-
ify the macroscopic behaviour of the fluid and in particular its rheology [13, 14, 137]. We begin the
analysis by defining an ’effective’ viscosity of the suspension, based on the tangential stress exerted
by the fluid and particles on the plate. The particles indeed modify the velocity field from a pure
Couette flow and we thus analyze the flow patterns induced by the particles for the different states
discussed in Sec. 3.4.3. The flow organization results from multiple tightly linked factors, and in
order to gain a better physical insight, a simplified model retaining the dominant phenomena is dis-
cussed in detail in Sec. 3.5.3. Finally, the temporal variation of the effective viscosity for different
states and the effect and shear and strength of confinement on effective viscosity is presented.

3.5.1 Defining an effective viscosity

Viscosity is classically introduced as the ratio of the local stress and strain rate in Newtonian fluids,
however when the fluid or suspension shows a non-Newtonian behaviour, as for active suspensions,
such an approach can become more difficult as the relative magnitude of stress and strain rate is
expected to strongly depend upon the location considered.

Alternatively, the viscosity can also be defined based on classical global results on parallel
flows. This approach is commonly employed in effective viscosity measurements in Taylor-Couette
devices for passive and active suspensions alike [14,90,132]. This is also the point of view adopted
for dilute phoretic suspensions in pressure-driven flows in Ref. [25], where the definition of an ef-
fective viscosity is based on the classical Poiseuille law relating the imposed pressure drop and flow
rate within the channel. The advantage of such an approach is the particular relevance of pressure-
driven pipe flows for different industrial, microfluidic or biomedical applications, but it overlooks
the intrinsic non-uniformity of the imposed shear rate in such parabolic flow configuration.

A similar approach is followed here on the simpler Couette-like flow configuration, where an
anti-symmetric translation of the top and bottom boundaries results in a uniform shear stress dis-
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tribution for Newtonian fluids. The effective viscosity can then be defined as the ratio of the force
per unit area required to maintain the imposed translation of the boundaries, and compared to the
Newtonian viscosity of the solvent obtained in the absence of the particles. More precisely, in the
absence of particles, the force to apply on the plate is measured as F̂ = η̂γ̂Âs, where η̂ is the
viscosity of the Newtonian fluid, γ̂ = ûw/Ĥ is the imposed shear rate and Âs is the surface area
considered. For a microswimmer suspension, we extend this definition by defining the suspension’s
effective viscosity η̂e as η̂e = F̂/γ̂Âs, with F̂ now computed in the presence of the phoretic particles
in terms of the total fluid stress tensor Σ̂ as

F̂ =
∫

Âs

n̂n · Σ̂ · t̂ndÂs with Σ̂ = −q̂I + η̂
[
∇̂xû+ (∇̂xû)

T
]
+ Ŝ (3.58)

where n̂n = −ez and t̂n = ey are the normal and tangential vectors to the upper plate. It should
be noted here that the phoretic particles modify F̂ (and η̂e) both directly via their active stresses,
and indirectly via the viscous stresses exerted by the modified flow fields resulting from their self-
organisation and cumulated forcing. The relative viscosity can then be defined as ηr = η̂e/η̂.

Substituting the total stress field in Eq. (3.58) and using the no penetration boundary condition
at the plate results in

F̂ =
∫

As

n̂n · Σ̂ · t̂ndÂs =
∫

As

(
η̂

∂ûy

∂ẑ
+ n̂n · Ŝ · t̂n

)
dÂs. (3.59)

As a result, the relative effective viscosity is given by,

ηr = 1 +
1

As

∫
As

(
1
γ

∂ud,y

∂y
+

nn ·S · tn
γ

)
dAs. (3.60)

where ud and γ are the disturbance velocity field and the shear rate respectively. It is important
to note that in this formulation, the effect of the finite size of the particles and the influence of
the resulting non-deformation stress are neglected. As a result, the effective viscosity of a pas-
sive suspension is equal to that of the pure solvent, i.e. thereby neglecting the Einstein’s viscosity
contribution to the suspension stress in this dilute limit [242].

It is also noteworthy yet expected that the modification of the relative viscosity tends to zero in
the limit where the imposed shear rate is large (in comparison with the diffusion of solute): as the
externally imposed shear rate increases, the relative influence of the particles’ active stress becomes
negligible, and the particles behave similarly to passive particles as confirmed experimentally [12,
14, 90].

Its definition in Eq. (1.1) identifies clearly two contributions to the effective viscosity, namely
the Newtonian solvent stress resulting from the flow induced by the particles and the active stress
exerted by the particles directly on the wall. In an effort to elucidate more precisely the effect of the
former, we first discuss the induced flow field generated for different shear forcing and confinement
in Sec. 3.4.3 before considering to the global evolution of the effective viscosity in Sec. 3.5.4.

3.5.2 Induced Flow

The particle-driven disturbance flow is significantly influenced by the particles’ self-organisation
and we discuss here the characteristics of these induced flows for the different types of suspension
dynamics observed at long times when varying confining and forcing conditions, as discussed in
Sec. 3.4.3. Stokes’ equations are instantaneous; furthermore, the solute’s relaxation is much faster
than that of the particles: as a result, the induced flow at a given time essentially depends on the par-
ticles’ distribution at that specific time only. In the following, we therefore discuss the induced flow
field instantaneously, i.e. without considering the steady/unsteady nature of the self-organisation
dynamics: in an unsteady regime, one expects to observe successively the different induced flows
generated by the successive particles’ organisation in time.

For weak confinement, and depending on the flow forcing, the active suspension self-organizes
into regularly distributed wall aggregates along each wall either moving or stationary as discussed in
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Figure 3.15: Streamlines of the induced flow for 2D steady state for γ = 0(top) and γ =
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γ = 0.125, ζ = 1.
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Figure 3.17: (Left) Induced Flow field for the 1D symmetric flow for 1D steady state regime with
γ = 0.125, ζ = 1.33, inset shows the driving force due to active stress exerted by the particles.

Sec. 3.4.3. In the absence of a background flow, the aggregates are placed symmetrically with parti-
cles oriented mainly toward the closest wall in response to the confinement-induced solute gradient
(Fig. 3.7). As a result the induced flow is also top-down and left-right symmetric and is character-
ized by two pairs of counter-rotating vortices (Fig. 3.15), driven by the particles’ aggregates with a
dominant stagnation point flow toward the wall driven by the aggregates.

The introduction of a background shear breaks the symmetry in the particle organisation and
transport (see Sec. 3.4.3). Consequently, the induced flow also loses such top-down and left-right
symmetries: for weak shear, the induced flow still consists of four vortices with one of the two
pairs of co-rotating vortices becoming dominant over the other one which gradually disappears as
shear is further increased Fig. 3.15. The rotation direction of the dominant and surviving vortex pair
strongly depends on the relative arrangement of the staggered vortices (Fig. 3.16). For instance,
if the top aggregate is displaced towards the right of the bottom aggregate, the counter-clockwise
vortices in the first and third quadrant (1,3) are brought closer to and counteract each other thus
forming a weaker pair, leaving the clockwise rotating vortices of the second and fourth quadrant
(2,4) dominant. The reverse configuration is observed when the top aggregate is located slightly to
the left of the bottom one (Fig. 3.16). As shear is further increased and the suspension’s organisation
becomes unsteady and periodic, the vortex arrangement can be understood similarly in terms of the
successive aggregates’ relative positions during a period, by exploiting the instantaneous nature of
the Stokes problem. Such vortex flows are reminiscent of flows observed for bacterial suspensions
[10, 243, 244] and in other active systems [245]. A more detailed explanation of the induced flow
is discussed in the next subsection, in particular the link between local polarization, the direction of
the concentration gradient and the induced flow.

Strong confinement stabilizes the chemotactic instability resulting in 1D particle distribution
with high particle density near the channel walls as discussed in Sec. 3.4.3. The particles are strongly
polarised toward the wall but can be slightly tilted by the imposed shear, resulting in a net horizontal
fluid forcing near the wall regions. Such 1D induced flow closely resembles induced flow already
reported in experimental and numerical studies on microswimmer suspensions as well [10,106,226].

3.5.3 A simplified model for the induced flows

In an effort to provide a more intuitive insight into the role of particle distribution, local polarisation
and solute concentration gradient in the establishment of the induced flows, a qualitative form of
the fluid forcing induced by the particles is presented in this section. To this end, qualitative obser-
vations are made on the numerical results for the parameter values and ranges considered here.

While the magnitude of the self-induced stresslet Ss is intrinsic and fixed for each particle, that
of the stresslet Se induced by external concentration gradients depends on the local concentration
gradient,Eq. (3.12). Therefore depending on the local solute distribution arrangement, each particle
will either behave as a net pusher or a net puller. The no-flux condition at the wall for the solute
concentration together with solute diffusion ensures that |∇xC| ∼ O(1) everywhere and at all times
(see Fig. C.1 and appendix C). For the specific values chosen here for ξt, ξr and u0, the strength
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of the pusher contribution is therefore almost twice that of the puller contribution, which is further
confirmed by noting the similarity in flow patterns (see Fig. C.2 and appendix C)) obtained for the
full forcing or using solely the pusher contribution (i.e. ignoring the externally-induced stresslet).
Note that such similarity is also observed throughout the simulation. This suggests that the phoretic
particles considered here behave as net pushers with modified stress intensities σm ∼ αs + αe (σm <
0).

Furthermore, as a result of the relatively strong concentration gradients and chemotactic be-
haviour of the particles, the suspension is strongly polarised (i.e. |n| roughly close to 1, see Fig. C.1)
in particular close to the wall where solute and particles accumulate: locally, most particles share
the same orientation which is close to that of the local solute concentration gradient. As a first
approximation, it is therefore possible to consider that Ψ(x, p, t) ∼ Φ(x, t)δ(p−n(x, t)) with
n ≈ ∇xC/|∇xC|, which significantly simplifies the description of the suspension. In particular,
the average active stress field is now simply given by

⟨S⟩ =
∫

Ω
Ψ(x,p)S(p)dp ≈ S(n)

∫
Ω

Ψ(x,p)dp = σmΦ(x)

(
nn− I

2

)
. (3.61)

The fluid forcing is then

f = ∇x · ⟨S⟩ = S(n) · ∇xΦ + Φ(∇x ·S(n)). (3.62)

Both terms of Eq. (3.62) in fact roughly provide similar forcing throughout the domain (with differ-
ent magnitudes) as seen in Fig. C.3. As a result, retaining one of the two terms of Eq. (3.62) with a
corrected amplitude (ν > 0 in this case based on Fig. C.3 in Appendix. C). Thus,

f = νS · ∇xΦ (3.63)

further simplifies the problem’s description and treatment without qualitatively changing the effect
of active forcing. The exact value of ν can be determined by taking the ratio of the two components;
we however note that the precise chosen value does not modify the conclusion qualitatively.

We now employ the relation to quantitatively understand the induced flow for 1D and 2D
regimes.

1D regime

As the particle density varies only in the vertical direction, the fluid forcing simplifies to

f = νσm

(
nn− I

2

)
· dΦ

dz
ez (3.64)

Here, we are interested in the horizontal component of this forcing, namely fy = νσmnzny
dΦ
dz ,

as it is responsible for the emergence of the induced flow observed in Fig. 3.17 – the y-independent
vertical forcing simply modifies the pressure distribution across the channel. Here ν > 0 (see
Fig. C.3) and σm < 0 and emergence of horizontal forcing is therefore tightly linked to horizontal
polarization, away from the local (mostly vertical) solute gradient. Such a tilt of the particles is
caused by the background shear flow which rotates the spherical particles in the clockwise direction
throughout the channel. In a steady regime, this hydrodynamic torque is balanced by the chemotac-
tic one that tends to bring the particles back to a vertical orientation; the particles thus maintain a
slight clockwise tilt, i.e. ny > 0 (ny < 0) in the upper (resp. lower) half of the channel. In that
region, the concentration gradient and particles’ vertical polarisation are directed toward the upper
(resp. lower) wall, dΦ/dz, nz > 0 (resp. dΦ/dz, nz < 0) and σm < 0 so that fy < 0 (resp.
fy > 0) and the induced forcing acts against the background flow.

The flow forcing by the particles is maximum at the walls where a no-slip condition is enforced,
and thus results in a maximum magnitude of the induced flow field slightly away from the no-slip
walls (Fig.3.17).
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Figure 3.18: Illustration of the fluid flow for 2D symmetric case. The white arrows show the
direction of horizontal fluid forcing, and the black arrow shows particle polarization. The fluid
forcing changes direction at a point t equidistant from the aggregates in the same wall due to a
change in horizontal polarization.

Figure 3.19: Schematic showing asymmetrical horizontal forcing which leads to two vortices with
the same direction of rotation. Green arrows show the relative dominant flow forcing resulting in the
two vortex flows shown in green. The relative increase in the flow forcing is due to the orientation
bias created to due to the presence of aggregate on the opposite wall.

2D regimes

We now turn to the 2D suspension dynamics and first consider the symmetric and steady flow in-
duced in the absence of any background flow as discussed in Sec. 3.4.3. The particles are positively
aligned along the solute gradient which roughly follows the gradient ∇xΦ in particle density. The
particles are net pushers and exert an extensile forcing along their direction, i.e. toward and away
from the aggregates. As the particle concentration increases toward the aggregates, the forcing by
each particle toward the accumulation region is counteracted by a stronger forcing in the opposite
direction by the particles located in front of it. As a result, the net flow forcing by the particles is
oriented against their polarisation and away from the chemotactic aggregates. Consequently, parti-
cles present on the right (left) of aggregate induce a flow in positive (negative) y-direction, leading
to a pair of counter-rotating vortices oriented as illustrated on Fig. 3.18, and by mass conservation, a
vertical flow pumping toward each aggregate and recirculation into the four-cell structure described
in Sec. 3.5.2.

The same arguments remain applicable for non-symmetric chemotactic aggregates. The top-
down symmetry is now broken resulting in an asymmetry of the horizontal forcing (Fig. 3.19).
Considering for example the configuration where the top aggregate is positioned on the right of its
bottom counterpart, particle horizontal polarisation around the top aggregates is now weaker on the
left, where it is perturbed by the closer presence of the bottom aggregate, than on the right side,
resulting in a stronger forcing by the latter that drives the dominant clockwise vortex below. Similar
arguments can be followed to rationalise the dominance of a pair of counter-clockwise vortices
when the top aggregate is located on the left of the bottom one.

3.5.4 Time evolution of the effective viscosity

Having understood the flow field forced by the particles in the different regimes, it is now possible to
consider the modified force exerted by the suspension on the moving plate and compute the effective
viscosity of the suspension in this Couette geometry as defined in Sec. 3.5.1. The time evolution of
viscosity is directly related to the suspension’s self-organisation and its steady/unsteady evolution
is a clear reflection of the steady/unsteady nature of the particle distribution.

In all simulations, ηr = 1 initially in all cases (there is no net induced flow for an isotropic and
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Figure 3.20: Time evolution of effective viscosity(ηr = ηhydro + ηact) for 2D unsteady (top) state
and 2D steady state(centre) and 1D steady state (bottom) for parametric values γ = 0.125, ζ =
1(top), γ = 0.025, ζ = 1(centre) and γ = 2, ζ = 1.
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Figure 3.21: ⟨ud⟩y (average disturbance velocity profile) for the 2D particle distribution with top
aggregate displaced right (left) of bottom aggregate and (right) top aggregate displaced to the left of
bottom aggregate for γ = 0.125, ζ = 1 (Unsteady regime).

uniform suspension). A weak reduction of the effective viscosity is observed during the transient
1D state, but the decomposition of the suspension forcing on the plate into a hydrodynamic part (the
shear force resulting from both the imposed and induced flows) and an active part (stress exerted
directly by the particles on the plate) shows that both effects are of appreciable amplitude and act
in opposite directions, with the hydrodynamic and active contributions respectively enhancing and
reducing the total force to apply on the plate and the effective viscosity. The former is the result of
the induced flow counteracting the background shear flow resulting from the rightward motion of the
plate, thus enhancing the velocity gradient at the wall and resulting shear force. The direct active
force exerted by the particles on the top wall can be written as fw = nn ·S · tn ≈ −σmnynzΦ,
with nn = −ez and tn = ey the unit normal and tangent vectors at the wall. Here, σm < 0 and
nynz > 0 at both the walls as discussed previously, resulting in a net force pushing the plate in the
flow direction, thus reducing the effective viscosity. As the 1D transition state is stable for strong
confinement, the viscosity remains at a constant value throughout the simulation (Fig. 3.20). This
corresponds to the region marked with yellow boundaries in Fig. 3.23 (right) and the plateau region
in Fig. 3.23 (left) which correspond to high shear.

For weak confinement and strong shear forcing, the long-term suspension’s response and effec-
tive viscosity are unsteady but periodic (Fig. 3.20). The oscillation of viscosity can be understood
as the result of the changing directions of rotation of the vortex cells identified in the unsteady 2D
regime (see Sec. 3.4.3). When the top aggregate is located to the right of the bottom one, a system
of clockwise vortices is generated that tends to entrain the top plate in its direction of motion, thus
reducing the velocity gradient and shear stress at the wall, or reducing the effective viscosity. In-
stead, the emergence of a counter-rotating vortex system entrains the plate in the opposite direction,
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Figure 3.22: Net flow(averaged along the flow direction) compared to the imposed flow for (left)
shear rates 0.125 (unsteady regime) and (right) 0.025 (steady regime) and ζ = 1 at viscosity minima
for the 2D unsteady state.
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Figure 3.23: (Left)Variation of effective viscosity with respect to background shear rate for different
degrees of confinement(ζ). (Right) Long term effective viscosity(ηr) on shear rate(γ) - confinement
space(ζ). The range of the colour axis is modified such that the effective viscosity below −1 is all
coloured identically as the data points are highly skewed for weak shear rates and weak confine-
ment. Rough boundaries are drawn for the different long term regimes for respective shear rate and
strength of confinement. Golden boundary indicates long term 1D steady state, orange boundary
indicate long term 2D steady state and brown boundary indicate long term 2D unsteady state.

thus enhancing the viscous shear stress and effective viscosity at the wall.
For weak shear rates (γ ≪ u0), the suspension’s dynamics is steady, with chemotactic aggre-

gates on the top wall shifted to the right (see Sec. 3.4.3), resulting in a clockwise dominant vortex
system is observed which reduces the shear gradient at the walls. Consequently, reduction, in fact
reversal, of the hydrodynamic forcing on the plate, leads to a net negative viscosity (Fig. 3.20). This
regime corresponds to maximum viscosity reduction due to i) clockwise rotating vortices and ii)
low shear which enhances the relative contribution of active stress. This regime is represented with
orange boundary in Fig. 3.23.

3.6 Conclusions

Based on a kinetic model, this work analysed numerically and theoretically the self-organisation
dynamics of a two-dimensional dilute suspension of auto-phoretic particles under the dual forcing of
confinement and of a background shear (Couette flow). In comparison with earlier studies [25], this
setup allows a more precise investigation of the relative and coupled effects of shear and confinement
by releasing the correlation of strong shear and strong confinement present in pressure-driven flows.
The results presented here further investigate the whole range of confinement intensities to bridge
the gap between confinement-driven dynamics and the spontaneous bulk one. The dynamic response
of the suspension provides some important qualitative and quantitative insights on the rheological
behaviour of such chemotactic active suspensions.
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Starting from a perturbed uniform and isotropic distribution of Janus phoretic particles within
the channel, a rapid development of a one-dimensional (cross-channel) distribution is a common fea-
ture for the range of confinement and shear rate intensities considered in this work, and results from
the swimming particles’ accumulation in the immediate vicinity of the bounding walls. At longer
times, its persistence depends on the competition of this effective wall attraction with chemotaxis.
For sufficiently strong confinement, this 1D steady state remains stable to streamwise perturbations
and thus observed at large times for small channel widths. However, when the bounding walls are
too far apart, streamwise perturbations destabilize this 1D regime as a result of the chemotactic in-
stability [178], which results in the formation of particle aggregates on the walls. These aggregates
are transported by the background flow in opposite directions along each wall. When the shear
rate is low enough, the chemotactic attraction of opposite-wall aggregates is sufficient to maintain
a steady two-dimensional regime with offset positions of the particle clusters across the channel.
Beyond a critical shear rate, chemotaxis attraction cannot compete with particle and solute transport
by the flow resulting in a periodic two-dimensional dynamics of the system, which is asymmetric in
time as a result of the retarded chemotaxis response. A simple reduced model based on the particle
density and polarization is proposed and shown to be sufficient to capture the flow forcing and the
induced flow qualitatively.

In a second step, the hydrodynamic forcing exerted by the particles on the surrounding flow is
computed to analyse the dynamical response and resistance exerted by the suspension on the moving
walls, providing insight into the effective viscosity (i.e. force response to a given shear rate). The
modification from the solvent viscosity is two-fold, resulting both from the active stresses exerted
by the particles which modify the velocity gradients (and shear force) at the walls, and from the
direct forcing exerted by the particles on the walls.

In agreement with now-classical rheological behaviour of bacterial suspensions [14, 90], this
work shows that the modification in effective viscosity is largest for weak background shear: active
stresses are then relatively stronger. In contrast for large imposed shear rates, the background forcing
dominates the flow dynamics and forces, and particle dynamics are essentially similar to that of
passive colloids. Consequently, the suspension maintains a Newtonian behaviour at larger shear
rates (Fig. 3.23, left).

For low shear rates, the self-organisation of the confined suspension is directly responsible of the
complex non-Newtonian behaviour of the suspension, and is characterised by significant reduction
in the effective viscosity as a result of the active forcing of the particle. This forcing results from the
competiting surface-driven flows generated by the particles in response to their chemical activity
and the phoretic forcing of the suspension’s solute distribution.

However, under strong confinements, the chemotactic instability is suppressed which results in
this 1D particle distribution. In this 1D state, the change in effective viscosity is negligible as the
additional hydrodynamic stress is balanced by the active stress. One potential way to decrease the
effective viscosity of the suspension at stronger rates is to introduce a perturbation using external
forcing which onsets the chemotactic instability in the domain. Once the chemotactic instability is
initiated, it induces self-sufficient chemotactic forcing which is expected to result in particle aggre-
gates on the walls. With the formation of particle aggregates, we may expect a decrease in effective
viscosity. We explore such a strategy using activity distribution at the walls in the chapter 4. Indeed
similar external forcings have been used in other systems for example magnetic [246], electric [247],
chemical [248], or optical [11, 249] forcing to precisely control suspensions’ behaviour.
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Overview

Chapter 3 explored the collective and rheological response of a phoretic suspension under dual
forcing of shear rate and confinement. For strongly confined suspensions, the initial isotropic state
relaxes into a 1D state with insignificant modification to the effective viscosity. This chapter pro-
poses different control strategies based on chemical activity of the wall. In Sec. 4.3 we begin by
discussing the simplest wall driven chemical control via uniform chemical activity. Subsequently, in
Sec. 4.4 we identify the link between the 2D particle distribution and the decreasing effective viscos-
ity. Therefore, in this section, we propose design strategies based on solute production/consumption
at the wall boundaries to transform 1D state into a 2D state. An improved strategy is then proposed
in the following section (Sec. 4.5), where we propose a pre-conditioning which substantially re-
duces the effective viscosity at moderate shear rates. Finally, based on this strategy, we illustrate the
phase diagrams of the suspension behaviour as a function of shear rate and strength of confinement
and compare it with the phase diagrams obtained in Chapter 3.
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4.1 Introduction

In the previous chapter, we explored the response of the phoretic suspension to mechanical forc-
ings by imposing background shear at different confinement strengths. One of the chapter’s major
findings was that at higher confinements, the suspension relaxes into a 1D state where the induced
flow resists the shear forcing. This resistance is balanced by the active stress the particles exert on
the fluid, resulting in negligible changes in effective viscosity. On the other hand, the shear forcing
dominates the active stresses at high shear rates, leading to the suspension’s Newtonian behaviour at
higher shear rates. Consequently, the region of significant change of effective viscosity on a phase
diagram (γ − ζ) is a small region where both the shear rate and the confinement are relatively weak
(see Fig. 3.23 (right) in chapter 3). The central objective of this work is to explore whether this
region can be extended using external chemical forcings produced at the wall.

The idea of exploiting external fields to control individual trajectory, suspension dynamics or
suspension rheology has been implemented in both active and passive systems. For instance, Li and
Xuan [23] experimentally demonstrated that particles can be sorted using an electric field parallel to
the channel flow as shown in Fig. 4.1 (a). Depending on the direction of the electric field and parti-
cles’ material properties, the electrophoretic particles migrate either towards the channel centerline
or the walls. The cross-stream motion of the particle is explained using the modification in the iner-
tial lift force due to electrophoretic slip at the particle surface [250,251]. As the slip depends on the
particles’ material properties this setup can be used in particle separation processes. Additionally,
external electric fields have also been exploited to control the self-assembly of colloidal particles
due to the induced long-ranged dipole interactions [252, 253].

Similarly, active systems respond to external gradients as well. For instance, Garcia and co-
workers [11] elegantly showed that using an external light source can control the dynamics of an
algae suspension as shown in Fig. 4.1 (b). Depending on the relative direction of pressure-driven
flow and the external light source, the microswimmers either focus at the channel centerline or
migrate towards the channel walls. The cross-stream migration for algae is due to the balance
between the torque exerted by the background flow and the phototactic reorienting torque on the
microswimmer. This balance results in stable orientation for the swimmer towards the walls or the
channel centerline which results in cross stream migration due to their self-propulsion.

Magnetotactic bacteria also tend to form jets in the presence of external magnetic fields along
the channel axis similar to the phototactic bacteria as experimentally demonstrated by Waisbord
and co-workers [24]. The focused jet of microswimmers evolves into aggregates (called as pearling
instability) at stronger magnetic field strengths as shown in Fig. 4.1 (c). Using numerical simula-
tions, Jibuti and co-workers [254] showed that the self-focused jet is unstable due to hydrodynamic
interactions between the microswimmers. This instability leads to fragmentation of the jet to form
aggregates, which was also reported by Ishikawa and co-workers [183] who implemented Stoke-
sian dynamics simulations and by Lauga and Nadal who implemented both continuum and discrete
simulations. However, such instability has not yet been reported experimentally for phototactic
microswimmers as the experiments are usually performed at low concentrations where the hydro-
dynamic interactions between the microswimmers are expected to be weak.

Recently, Koessel and Jabbari-Firouji [255] employed a kinetic model similar to the model
discussed in the current thesis to study the collective response of magnetic swimmers to a uniform
external magnetic field. They showed that a uniform polar state is unstable for moderate magnetic
fields and sufficiently high activity for both puller and pusher type swimmers. The hydrodynamic
instability is due to external alignment of the magnetic swimmers which leads to enhancing the
hydrodynamic interactions resulting in four distinct dynamical patterns of collective behaviour.

In addition to controlling the collective behaviour of the suspensions or particles, previous stud-
ies have also demonstrated that the rheological properties of suspensions can be controlled using
external fields such as magnetic and electric fields [256]. For passive systems, this has been stud-
ied extensively, McTaugue [257] was among the first to demonstrate experimentally an increase in
effective viscosity of ferromagnetic fluids in the presence of constant magnetic field. This effect in
passive suspensions is explained by a constant magnetic torque experienced by the particles, which
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a) b)

c)

Figure 4.1: (a) Control of migration of electrophoretic particles based on the direction of electric
field which controls the direction of the slip velocity shown by blue arrow and the red arrow repre-
sents the direction of fluid flow (Image adapted from ref. [23]). (b) (Top panel) uniform distribution
of photactic bacteria in pressure driven flow. (bottom panel) focussed stream of phototactic bacteria
in the presence of a light source (image adapted from ref. [11]). (c) Phase diagram showing distinct
behaviour (pearling and continuous jet) of magnetotactic bacteria (image adapted from ref. [24]).
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resists the torque due to background shear [258,259]. As a result, the particles exert additional stress
on the fluid, resulting in increasing the effective viscosity of the suspension [260].

Extending it to active systems, using kinetic theory Matilla and Saintillan [261] explored the
rheological response of a magnetotactic suspension (ability of the microswimmers to orient along
magnetic fields) to external magnetic fields. They characterized the effective viscosity of the sus-
pension based on the flow rate for both Couette and Poiseuelle flows and showed that the effective
viscosity of the suspension can be manipulated using external magnetic field. Furthermore, they
showed that a confined magnetotactic suspension can act as a ferromagnetic pump where the orien-
tation and strength of the external magnetic field decides the direction and flow rate of the induced
flow.

Most control strategies in active suspensions have focused on using either light or magnetic
signals to control the collective dynamics. However, similar studies on chemotactic microswimmers
is scarce, which forms the first motivation for this work. Additionally, motivated by the lack of
spontaneous modification of the viscosity of strongly confined phoretic suspensions as discussed in
chapter 3, the central aim of this study is to design control strategies to achieve spontaneous viscosity
reduction using wall activity (consuming/producing solute at the walls). Here it is important to
realize the connection between the particle distribution and its rheological response as discussed in
chapter 3. The negligible modification of effective viscosity at strong confinements (ζ > 1.2) is
due to the 1D particle distribution where the induced flow resists the external forcing. In contrast,
for a 2D state, the induced flow assists the external forcing resulting in reduced effective viscosity.
One possible route to reduce effective viscosity at stronger confinements (ζ > 1.2) is therefore by
introducing a specific chemical perturbation to trigger the self-organisation of the system into a 2D
state. This forms the central objective of the current work.

The chapter is organized as follows: We begin by revisiting the model adopted in the previous
chapter to model the suspension dynamics of Janus swimmers in Sec. 4.2. Subsequently, we explore
the case of uniform wall activity and show that non-uniform wall activity is essential to break the
systems’ symmetry in along the y-direction. Next, we discuss the suspension dynamics for a step-
like wall activity on one of the walls. Here we show that using a step-like wall activity, the 1D
state can be triggered to a 2D state. However, we show that this strategy has limitations at moderate
shear strengths. Therefore, we propose a more robust technique where the wall activity and the
background shear are applied step wise. Here, we show that using this technique, the region of
viscosity reduction can be extended for stronger confinements strengths and weak background shear.
Finally, we conclude the major findings of this study in the last section.

4.2 Kinetic model for externally forced phoretic suspension

Here, we revisit the mathematical model adopted in the previous chapter and discuss the required
changes to account for wall activity. Kinetic model along with transport equations for mass and mo-
mentum are employed to capture the suspension dynamics similarly to chapter 3. Here we present
the dimensionless equations and the numerical method.

4.2.1 Dimensionless Equations

Similar to the previous chapter, the suspension dynamics is modeled using a kinetic model coupled
with the solute transport and the Stokes equations. The characteristic scales remain identical with
channel half-width (Ĥ) as the length scale, and corresponding diffusion time (tch = H2/Dc) as the
timescale. Using the length and timescales, the velocity scale is obtained as uch = lch/tch = D̂c/Ĥ
whereas the pressure scale is obtained by balancing the pressure gradient with the viscous term
in the Stokes equation as η̂D̂c/Ĥ2. Finally, balancing the solute production from the particles
(N̂R̂2 Â+) with the solute diffusion (D̂cĈch/Ĥ2) we obtain the characteristic solute concentration
scale as Ĉch = ĤÂ+/D̂cζ where ζ = (ĤN̂R̂2)−1 reflects the strength of confinement (higher ζ
corresponds to stronger confinements) as it is the ratio of suspension length scale to the channel
half-width [195, 196]. The probability density is normalized by the mean number density N̂.
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As the basic system remains unchanged with the external forcings changing only at the bound-
aries, the kinetic equations (Eq. (3.3), (3.15) and (3.16)) and the transport equations remain identi-
cal. As the walls are impermeable, we impose a no flux condition at the walls given by,(

u0 sin θ + ξt
∂C
∂z

)
Ψ = dx

∂Ψ
∂z

. (4.1)

Note that an additional term appears at the boundary condition as the solute flux at the walls may not
be zero. This additional term increases (decreases) the trapping behavior of the particles when the
solute gradient is towards the channel center-line (walls). The hydrodynamic problem is identical
to chapter 3, described by Eq. (3.19), (3.20). Finally, the solute transport is governed by Eq.(3.22),
with the modified boundary condition to account for the wall activity as,

dC
dz

= f1(C, y) at z=1

dC
dz

= f2(C, y) at z=-1

.

(4.2)

Eq. (4.2) represents the general form of wall activity by introducing solute flux at the wall as a
function of y-cordinate and local solute concentration. In this work, we explore three different
categories of the boundary condition namely, i) fixed flux condition, ii) fixed concentration condition
and iii) first order decomposition/production at the walls. Experimentally, these conditions are
realized based on the nature of the chemical reaction at the boundary. For instance, the fixed flux
condition is usually implemented [174] for a reaction following Michaelis-Menten kinetics in the
limit of high solute concentration. Whereas, in the other limit of low solute concentration, the
Michaelis–Menten reduces to a first order kinetics (case iii). Finally, the fixed solute concentration
condition (case ii) is imposed when the walls are permeable and in contact with a solution with fixed
solute concentration.

4.2.2 Numerical Scheme

We retain the numerical scheme adopted in the previous chapter with modifications to account for
non-zero solute flux at the walls. For a uniformly distributed fixed flux case, the Neumann condition
is of the form

dC
dz

= fn at z=± 1 (4.3)

In Fourier space, this transforms as

dC̃l

dz
= Ny fn at z=± 1, for ky = 0 mode

dC̃l

dz
= 0 at z=± 1, for ky ̸= 0 modes .

(4.4)

As the wall activity is uniformly distributed, just the zeroth mode of the Fourier mode is modified
in Eq. 4.4. Similarly, the uniform distribution of fixed solute concentration (case ii) in Fourier space
is transformed as

C̃l = Ny fn at z=± 1, for ky = 0 mode

C̃l = 0 at z=± 1, for ky ̸= 0 modes .
(4.5)

The Dirichlet condition in this case for each y mode is represented in Chebyshev space as

N

∑
k=0

C̃k,l = Ny fn at z=1

N

∑
k=0

(−1)kC̃k,l = Ny fn at z=-1

(4.6)
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Whereas, for a uniformly distributed wall activity with first order decomposition condition is repre-
sented as a robin boundary condition expressed as,

dC
dz

= fnC at z=± 1. (4.7)

The corresponding Fourier transformed condition is given by

dC̃l

dz
− fnC̃l = 0, (4.8)

and implemented for each y Fourier mode as

N

∑
k=0

k2C̃k,l − fnC̃k,l = 0 at z=1

N

∑
k=0

(−1)kC̃k,l − (−1)kC̃k,l = 0 at z=-1

.

(4.9)

For a non-uniform wall activity, the fixed flux condition is slightly modified as

dC
dz

= fn(y) at z=± 1 (4.10)

where fn(y) captures the non-uniform distribution. In this case, the Fourier transformed boundary
condition is represented as

dC̃l

dz
= f̃nl at z=± 1, for ky = 0 mode . (4.11)

Implementing robin type non-uniform condition becomes difficult due to the coupling between the
y dependent function fn(y) and the solute concentration C. However, this difficulty can be resolved
by treating this boundary condition explicitly and iterating until the solution converges similar to
the way non-linearity is treated in Eq. (3.18). We follow the time marching scheme described in
Sec. 3.3, and the initial state is considered as the isotropic for results in Sec. 4.3 and 4.4. Whereas
for the results reported in Sec. 4.5, we march in time from a 2D particle distribution.

4.3 Case of spatially constant distribution of wall activity

We begin by exploring the effect of spatially constant distribution of wall activity on the evolution
of the suspension dynamics. As discussed earlier, we explore three different types of wall activity,
namely i) fixed flux ii) fixed solute concentration and iii) first order reaction.

Fixed flux activity
dC
dz

= ±A1 at ± z=1 (4.12)

Here, we report the results for two cases, namely i) net outward flux case that is fixed rate consump-
tion and ii) net inward flux case (that is fixed rate production). For fixed consumption at the walls,
we fix A1 = −0.1 which results in a local dip in solute concentration at the walls as the solute is
consumed at the walls as illustrated in Fig. 4.2(right bottom). AS a result, close to the wall, the
solute gradient changes its direction (compared to the inert wall case) and is now directed away
from the wall. This reversal in direction of solute gradient at the walls has negligible affect on the
chemotactic trapping as the particles at the walls are nonetheless trapped due to solid boundaries.
On the contrary, the phoretic repulsion reduces (ξt > 0) leading to more particles getting trapped at
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Figure 4.2: (Top left) Particle distribution across the channel width for ζ = 1.33, γ = 0 for
A1 = 0.1. (Top right) The corresponding solute distribution across the channel width.(Bottom
left) Particle distribution across the channel width for ζ = 1.33, γ = 0 for A1 = −0.1. (Bottom
right) The corresponding solute distribution across the channel width.
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Figure 4.3: Distribution of (Left to right) particle, solute, polarization and vertical solute gradient
across the channel width for Dirichlet condition C = 0 at the walls for ζ = 1.33, γ = 0.

the walls. As a result of this reduction of phoretic repulsion, the thickness of the “boundary layer”
of particles near the walls is modified as shown in Fig. 4.2 (bottom left).

In contrast, the solute concentration rises near the boundary when the solute is produced at the
walls. This results in enhancing the solute gradient which attracts more particles from the bulk
resulting in a sharp decrease in particle density at the channel centerline as shown in Fig. 4.2 (top
left). Increasing the strength of solute gradient increases, i) the particle polarization and ii) the
phoretic repulsion. These effects counteract and the strength of solute gradient decides which of
these two effect dominate. For ∇xC > u0/ξt, the phoretic repulsion dominates, and the particle
shows antichemotactic behaviour (motion against solute gradient). The dip at near the wall for
particle density observed in Fig. 4.2 is explained by increased phoretic repulsion near the walls.
As a result, the particle density peaks at a finite distance from the walls. However, independent of
solute production or consumption, the respective 1D states are observed in long term for stronger
confinements (ζ > 1.2). This shows that for both solute production and consumption at the walls,
the effect of wall activity is restricted to modifying the thickness of the boundary layer of particle
density for strong confinements (ζ > 1.2).
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Fixed concentration

The suspension dynamics can also be influenced using a fixed solute concentration condition which
is often encountered when the walls are permeable and the system is placed in a bath of uniform
concentration to maintain an equilibrium with the outer reservoir. For such cases, the appropriate
boundary condition for the relative solute transport is then given by

C = 0 at z = ±1. (4.13)

It is important to point out here that the solute concentration can be different at the two boundaries
thus creating a vertical solute concentration gradient in the domain. While we did not explore
this condition, it is expected that the particles will be attracted to wall featuring the highest solute
concentration and accumulate uniformly on this wall.

Due to permeable walls, the solute produced by the particles escapes through the boundaries
such that the boundary condition C = 0 is satisfied. Consequently, this condition at the walls
ensures that the solute concentration peaks at the channel centerline as shown in Fig. 4.3. As a
result, the vertical solute gradient reverses its direction compared to the inert walls as shown in
Fig. 4.3. The reversal in the direction of solute gradient results in a reversal in particle polarization;
that is, the particles are oriented towards the channel centerline in contrast to the case of inert
walls. Interestingly, despite this vertical orientation towards the channel centerline, the particles are
trapped at the walls as shown in Fig. 4.3. This trapping behaviour is a result of the competition
between the phoretic repulsion (acting towards the walls) and the self-propulsion acting towards the
channel centerline. The magnitude of phoretic repulsion can be evaluated based on the strength of
local solute gradient. The average solute gradient strength is evaluated as 2.5, therefore an average
phoretic repulsion can be evaluated as (ξt∇C|z ∼ 0.5× 2.5 = 1.25). In contrast the self-propulsion
velocity of the swimmer is u0 = 0.5. As a result, the phoretic repulsion wins, and the particles move
towards the walls (Fig. 4.3).

Due to the absence of any forcing in the horizontal direction, the horizontal polarization is
negligible while the particles are strongly polarized vertically (Fig. 4.3. A much stronger vertical
polarisation compared to the inert wall case, requires a stronger horizontal chemical gradient to
trigger the chemotactic instability. However, the uniform Dirichlet condition at the wall boundaries
ensures that the horizontal solute gradient is extremely weak which results in this 1D state to persist
in the long term as well.

First order reaction at the walls

Finally, the reaction at the wall may follow a first order kinetics (with rate constant k̂) in which case,
balancing the solute flux at the boundaries, we obtain,

∂C
∂z

+ λpC = 0 at z = ±1 (4.14)

where λp = k̂Ĥ2/D̂c is the ratio of the diffusive timescale to the reaction timescale reflecting
the competition between reaction and solute diffusion. The effect of the dimensionless parameter
λp can be understood by considering the two extreme limits of λp → 0 and λp → ∞. The
limit λp → 0 corresponds to diffusion dominated regime where the rate of reaction is extremely
slow compared to rate of diffusion transport, resulting in the no flux condition at the walls whose
dynamics has been discussed extensively in the previous chapter (chapter 3). In contrast, the other
limit, λp → ∞, corresponds to fast chemical reaction where the diffusion is not sufficiently strong
to transport the solute from the bulk to the boundaries. As a result, complete reaction occurs at
the boundaries resulting in a constant solute concentration at the boundaries. This results in solute
accumulation at the channel centerline as discussed previously. Thus, in both limits, the uniform
surface activity prevents formation of stronger horizontal solute gradients which may trigger the
chemotactic instability. Thus, for each of three cases, the suspension shows a 1D distribution in
the long term under strong confinement (ζ > 1.2). In contrast, for intermediate values of λc,
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the chemotactic instability sets up for weakly confined suspensions similar to the inert wall case
and the suspension viscosity is expected to drop similarly. However, for strong confinements, the
chemotactic instability is not triggered as the time required for chemotactic orientation exceeds the
time taken for solute diffusion. As a result, the suspension remains in the 1D state in the long term.

4.4 Triggering chemotactic instability using spatially varying wall ac-
tivity

In the previous section, we showed that a uniform wall activity favors the 1D state regardless of the
boundary conditions for stronger confinements (ζ > 1.2). This is due to the uniform distribution
of the wall activity which does not induce additional horizontal solute gradient responsible for the
onset of chemotactic instability. Consequently, the effect of induced flow is balanced by that of
active stress resulting in insignificant modification of the effective viscosity. Based on the results
from chapter 3, where the drop in effective viscosity is linked with a 2D particle distribution, one
potential way could be to perturb the 1D state which leads to formation of particle aggregates. Once
the 2D state is obtained, the viscosity drop is expected as the particle distribution drives a pair of
co-rotating vortices which drag the wall boundaries resulting in decreasing the effective viscosity
as discussed in Sec. 3.5.4. We term this strategy of imposing wall activity and background shear
together as S1

For strong confinements, the suspension remains in the 1D state in the long term as confine-
ments stabilizes the chemotactic instability as discussed in Sec. 3.4.3. To understand why strength
of confinement stabilizes the 1D state, we compare the timescales of solute diffusion (tdi f f ) and
chemotactic reorientation (tchem). As a result we obtain this ratio as

tchem

tdi f f
=

Ĥ2

χ̂r∇̂ĈD̂c
=

ζ

ξr
(4.15)

Eq. (4.15), suggests that as confinement strength increases, this ratio of the two timescales increases;
in other words, it takes longer for the particle to reorient compared to the time it takes for solute to
diffuse over the channel width. As a result, initial small disturbance introduced at t = 0 relax to
uniform solute distribution at the walls.

A non-uniform distribution of wall activity can induce sufficiently strong horizontal solute gra-
dient which may induce the onset of the chemotactic instability. Therefore, in this section, we
impose a non-uniform activity distribution at the walls. We impose a step-like distribution for the
wall activity as it may be tested experimentally by incorporating a catalytic patch on one of the
walls. We anticipate that the non-uniform distribution of the wall activity will be able to trigger the
onset of the chemotactic instability, after which we anticipate it to grow into eventual aggregates at
the walls. Note that we now consider the wall activity distribution only on one wall in contrast to
the previous section as we intend to perturb the 1D state minimally.

Before we discuss the evolution of the suspension dynamics, it is important to characterise the
wall activity to understand the relative strengths of wall activity compared to particles’ activity. We
define a dimensionless parameter Aw to characterise the wall activity. This dimensionless number is
the ratio of the mean wall activity and particles’ net activity, that is, Aw = |Âw|ζ

Â+ . Large values of Aw
corresponds to higher wall activity compared to particles’ activity where the particles organistaion
is expected to be directly affected by the wall activity. As the purpose of the current work is just
to perturb the particle distribution which leads to favorable self-organisation, we focus on the case
Aw < 1. In the next section, we discuss the self-organisation of the suspension in the presence of
step-like wall activity distribution.

4.4.1 Suspension dynamics in the presence of step-like activity distribution at a wall

We now describe the time evolution of the suspension dynamics after introducing step-like activity
distribution at the wall. We consider the bottom wall inert and the top wall active with a fixed flux
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Figure 4.4: (Top) Particle distribution in the long term in the presence of active wall (shown by red
strip) producing solute at fixed rate with black arrows illustrating the local average orientation of
the particles for γ = 0, ζ = 1.33. (Bottom) Streamlines of the induced flow with the background
color representing the strength of the induced flow.

and step-like activity distribution. Note that in this formulation, we consider wall activity to be fixed
while the boundary moves with a constant velocity. This is reflected in the boundary condition of
the solute transport equations as,

dC
dz

= f1(y) =

{
0 y < 0
Aw y > 0

at z = 1 (4.16)

and
dC
dz

= f2(y) = 0 at z = −1 (4.17)

For the results presented in this subsection, we fix Aw = |0.1|. This suggests, that the solute
consumption at the wall per unit area is 10% of the solute production by the particle per unit area
and the negative sign represents solute consumption at the walls.

We begin by first describing the suspension dynamics in the absence of background shear,
γ = 0. The non-uniform consumption at the wall sets up a horizontal chemical gradient that is
strongest at the edge of the catalytic patch. The horizontal solute gradient induces the chemotactic
torque on the particles nearby resulting in the onset of particle aggregation near the edges. As the
aggregates at the transition points grow, they merge into a single aggregate due to chemotactic at-
tractive effect between the aggregates. As the aggregate formation begins, it also acts as a source for
solute production. The non-uniform solute production at the active wall then induces non-uniform
solute distribution at the inert walls due to no penetration condition. This triggers the chemotactic
instability on the inert wall as well. As a result, symmetric aggregates are formed on each wall as
shown in Fig. 4.4 (top). Note that this 2D state resembles the 2D state obtained for inert walls under
weak confinements (ζ < 1.2) as the suspension dynamics still self-organises after the onset of the
chemotactic instability. Moreover, the location of aggregate depends on the type of activity applied
on the wall; for solute production, the top aggregate forms near the active patch as the increased
solute production attracts particles. Contrastingly, for solute consumption, the particle aggregate
forms on the inert half.

The fluid forcing induced by this 2D particle distribution is identical to the 2D fluid forcing
discussed in Sec. 3.5.2. The fluid forcing is stronger near the walls (than the bulk) and directed
against the local polarisation as the microswimmers have a pusher signature (see Fig. 3.18). As
a result, the 2D state is accompanied by the induced flow of 2 pair of vortices with the diagonal
vortices rotating in the same direction as shown in Fig. 4.4. The no slip condition at the walls
results in weak induced flow near the walls. In contrast, the induced fluid flow is strongest at the
channel centerline on each side of the aggregates as both the top and bottom vortices reinforce the
flow at the channel centerline (see Fig. 4.4).

In the presence of background shear, particle distribution evolves similarly as shown in Fig. 4.5,
where the aggregates start forming at the edge of the active patch leading to particle aggregates
on each wall (Fig. 4.5 (bottom)). In contrast to the symmetric particle distribution for γ = 0,
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Figure 4.5: Temporal evolution of the particle density distribution in the channel for ζ = 1.33, γ =
0.015. The red strip shows the location of wall activity (externally driven solute consumption).
The presence of wall activity triggers the particle aggregation at the transition (visible in the center
panel). The chemotactic instability is triggered on both the walls and results in a 2D like state.
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Figure 4.6: (Left) Temporal evolution of the net effective viscosity (ηr) and the two components
(ηhydro, ηact) for half active wall and ζ = 1.33, γ = 0.015. (Right) Comparison between the
temporal evolution of the effective viscosity for half active wall (black) and quarter active wall
(magenta).

the presence of background shear displaces the aggregates to off-symmetric positions as shown in
Fig. 4.5. The weak background advection is balanced by the chemotactic attraction between the
aggregates resulting in an equilibrium state.

The effective viscosity of the suspension is defined based on the force required to move the wall
boundaries with constant speed similar to the previous chapter. The force at the wall is evaluated
using the modified fluid stress and can thus be expressed as a linear sum of two components, i)
hydrodynamic stress and ii) active stress. This is expressed as,

ηr =
∫

As

(
1

As
+

1
As

1
γ

∂udy

∂y︸ ︷︷ ︸
ηhydro

+
1

As

nn ·S · tn
γ︸ ︷︷ ︸

ηact

)
dA (4.18)

where As is the surface area of the walls, nn, tn are normal and tangential unit vectors to the walls
respectivle, ud is the disturbance velocity, and γ is the shear rate.

The time evolution of the effective viscosity of the suspension for γ = 0.015 is shown in Fig 4.6.
As anticipated, in this case, the effective viscosity of the suspension drops (Fig. 4.6) significantly
due to the formation of a pair of clockwise rotating vortices which drag the top and bottom plates in
the direction of external shear forcing. Alternatively, as the direction of rotation of the induced flow
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is in the same direction as the external vorticity, the velocity gradient in Eq. (4.18) is negative. As a
result, the effect of the induced flow is to reduce the effective viscosity. Fig. 4.6 (left) also illustrates
the temporal evolution of the rheological behaviour of the suspension with the two components.
Starting from an effective viscosity of 1, where the active stress component balances the viscous
stresses (ηhydro), the effective viscosity drops as the particle aggregate forms on the active wall,
beginning at t ∼ 200. Finally, at the steady state, the viscous stress aids the active stresses to reduce
the effective viscosity of the suspension drastically. This shows that wall activity can be exploited
to modify the effective viscosity from ηr ∼ 1 to ηr ∼ −0.97 by modifying the particle distribution.

4.4.2 Effect of magnitude and coverage of wall activity on suspension dynamics

In the previous subsection, we fixed the magnitude of the surface activity (Aw) such that the solute
production/consumption at the wall per unit area is 10% of that produced by the particles per unit
area and the fraction of active area (defined as fA from here on) while describing the temporal
evolution of the suspension. However, both parameters can influence the temporal evolution and
consequently the final state of the system. To characterize the effect of both these parameters, we
now vary these parameters, starting with varying the magnitude of the wall activity.

Fig. 4.7 (left) illustrates the long term effective viscosity of the suspension for different wall
activity strengths for γ = 0.015, ζ = 1.33, fA = 0.5, with the inset showing the particle distribution
in the two regions. The figure clearly shows that below a critical strength the wall activity does not
influence the 1D state favorable at strong confinements. Below the threshold wall activity, the
chemotactic reorientation time for the particle exceeds the orientation diffusion timescale of the
particle. In other words, the orientation diffusion prevents particle reorientation which results in
suppressing the chemotactic instability. As a result, at strong confinements, the effective viscosity
is identical to the surrounding fluid. In contrast, above a threshold, the chemotactic instability is
triggered in the system resulting in a sharp drop in effective viscosity due to the corresponding
induced flow discussed in the previous chapter. It is important to note that the rheological response
of the suspension is directly related to the particle distribution. Therefore, below the critical strength
of wall activity, the suspension continues to be in the 1D state with the corresponding viscosity ∼ 1.
In contrast, when the strength of wall activity is above the critical value, the suspension relaxes
into a 2D state with a significant drop in effective viscosity. This explains the discontinuity of the
effective viscosity with respect to strength of wall activity.

Fig. 4.7 (right) shows an increasing behaviour of the maximum horizontal solute gradient in-
duced as a result of imposing step like distribution of wall activity for a given mean value (x-axis).
Consequently, as the strength of wall activity reduces, the horizontal chemical gradient decreases
almost linearly (as the solute transport is diffusion dominated at low shear rates) which results in
increasing the time required for chemotactic reorientation. Below this threshold, the chemotactic
reorientation time exceeds the orientation diffusion timescale and thus the chemotactic instability
cannot be triggered. The critical value of the wall activity is independent to the nature (consum-
ing/producing) of the active patch. The only difference that occurs is the relative position of the
aggregates, for the case of production, the aggregate is positioned at the active half instead of the
inert half. This change in position can be understood based on the chemotactic response of the par-
ticles; when the active patch produces solute, this invites particles towards the active side whereas
when it consumes solute, the particles are reoriented away from the active patch.

Furthermore, the active wall fraction ( fA) also plays an important role in both the evolution and
final states of the system. Fig. 4.8 shows the final particle distribution for γ = 0.015, ζ = 1.33
and Aw = −0.1 (solute consumption at the active patch) for two different coverage of wall activity
( fA = 0.25, 0.5) with the black arrows represents the particle orientation in the domain. The particle
aggregate at the top wall seems to be pinned with the transition which is not surprising as the
horizontal solute gradient is strongest at the junction between the active and passive patch. As a
result, the aggregate starts growing at the junction. Varying fA, changes the location of the edge
of the catalytic patch. This explains the relative shift of the aggregate for the two cases shown in
Fig. 4.8. The shift however, has negligible effect on the effective viscosity of the suspension as
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Figure 4.7: (Left) Effective viscosity dependence on the magnitude of wall activity. Inset shows the
particle distribution for respective regions. (Right) Maximum horizontal solute gradient induced as
a function of magnitude of wall activity.

Figure 4.8: Comparison between the particle distribution for Aw = 0.5 and Aw = 0.25 for ζ =
1.33, γ = 0.015. The black arrows represent the local average orientation of the particles.

shown in Fig. 4.6, as the flow structure for both are similar. In contrast, the temporal evolution is
indeed different for both cases; it takes longer to reach the steady state for smaller area coverage.
This can be explained based on different distances the particles have to cover for different fA. For
fA = 0.5 the particles that are furthest from the junction are at a distance of ∼ Ly/4 in contrast to a
distance of Ly/2 for fA = 0.25. As a result, the strength of solute horizontal gradient experienced
by the particles located the furthest from the patch decreases, thus increasing the time it takes to
reorient. Furthermore, the particles must travel longer distances to form the aggregate. These
two factors lead to higher time requirement to reach the steady state as the active area fraction is
reduced. The distance between the catalytic edge and the particles that are farthest from the junction
is minimum for fA = 0.5 due to periodic domain, as a result the least amount of time required for
reaching the steady state is expected to be at fA = 0.5.

4.4.3 Limitations to this strategy

The wall activity triggers the chemotactic instability in two steps: i) the horizontal solute gradient
first triggers the instability on the active wall, and ii) Once the aggregate is formed on the active
wall, it acts as a solute source, resulting in the onset of the instability on the inert wall. Increas-
ing background shear directly affects the second step, as increasing background shear increases
solute advection. With our choice of characteristic timescale as the solute diffusion time across the
channel, γ plays the same role as the Peclet number for solute transport.

For shear rates γ ≥ 0.05, the evolution of the suspension dynamics differs greatly compared to
those under low shear rates. The time evolution of the collective behaviour follows similar dynamics
until the aggregate forms on the active wall; the wall activity introduces horizontal chemical gra-
dients which triggers the chemotactic instability at the active wall. However, once the aggregate is
formed at the active wall, it is unable to trigger chemotactic instability on the inert wall for stronger
(γ > 0.05) background shear for two reasons: i) Increased background shear rate increases solute
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Figure 4.9: (Top) Instantaneous particle distribution across the channel for half active wall and
ζ = 1.33, γ = 0.1. The black arrows depict the local particle polarization. (Bottom)The induced
flow in the channel with the background color reflecting the strength of the flow.

Figure 4.10: (Left) Horizontal solute gradient at the inert wall and (right) Solute distribution in the
channel for different strength of solute advection.

advection, and ii) the aggregate spends less time at any point due to stronger background advection.

Due to increased solute advection, the amount of solute produced by the aggregate that reaches
the inert wall substantially reduces. Consequently, the solute distribution at the inert wall remains
nearly uniform. As a result, the chemotactic instability is not triggered on the inert wall, resulting
in a uniform particle distribution. Additionally, as the aggregate on the active wall is advected with
the background flow velocity, it does not spend sufficient time at any location which also prevents
solute accumulation on the inert wall.

To gain further insights, we considered a much simpler problem, focusing only on the solute
transport with different background shear rates (equivalently, different Peclet numbers) in the ab-
sence of particles and their induced flow. Considering a stationary source which produces solute at
a fixed rate at the top wall, we solve the solute transport with bulk destruction similar to the orig-
inal problem. In this simplified problem, we replace the particle aggregate which acts as a source
in the complete problem, with a stationary source. Additionally, we also neglect the induced flow
generated by the particles and the bulk production of solute by the particles. The solute transport is
governed by the advection-diffusion equation given as

∂C
∂t

+ Pe(u · ∇C) = ∇2C − βC (4.19)
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Figure 4.11: (Left) Effective viscosity for the fixed flux step-like distribution of the wall activity for
ζ = 1.33 following the S2 strategy. (Right) Time evolution of the effective viscosity for the two
schemes for ζ = 1.33, γ = 0.3. S1 represents the scheme where both activity and background shear
imposed at the same time and throughout the run. S2 represents the second scheme where first the
wall activity is introduced, and then shear is introduced after removing the activity.

with the boundary conditions as

∂C
∂z

= F(y) at z = 1

∂C
∂z

= 0 at z = −1
(4.20)

with F(y) = 0.1 for right half of the wall and F(y) = 0 for left half of the top wall.
Fig. 4.10 (right) shows the steady state solute distribution for different Peclet numbers (γw) il-

lustrating that the background advection inhibits vertical transport of the solute produced at the wall.
More precisely, Fig. 4.10 (left) shows that increasing the shear rate decreases the horizontal solute
gradient induced on the opposite wall. This reduction in horizontal solute gradient is responsible for
suppressing the chemotactic instability on the inert wall resulting in a uniform particle distribution
on the inert wall.

As a result, the particle distribution shows a different 2D state where the aggregate is formed
only on the active wall while the particle distribution is uniform on the inert wall, as shown in
Fig. 4.9 (top). Consequently, the induced flow lacks the coherent vortices (Fig.4.9) required for
stronger modification in effective viscosity. The viscous stresses induced corresponding to the in-
duced flow are balanced by the active stresses exerted by the particles, resulting in insignificant
viscosity reduction as shown later in Fig. 4.11.

In addition to the above disadvantage, this strategy introduces various parameters (for example,
strength of wall activity, area coverage, etc.), making it more difficult to characterise the systems’
response. Moreover, in this strategy, we consider the catalytic patch to be fixed while the walls move
with constant speed which may be difficult to realize in experiments. Furthermore, this strategy
requires a high amount of wall activity as the wall activity is switched on throughout the run. Due to
these various limitations, we propose a more robust (with respect to parameters such as background
shear, strength and fraction of activity etc.) strategy discussed in the next subsection.

4.5 An improved pre-conditioned strategy

Due to the limitations outlined in Sec. 4.4, the previous strategy (S1) is unfavorable as the chemo-
tactic instability is suppressed at moderate shear rates. Therefore, it is important to ensure the
growth of the chemotactic instability throughout the domain to reduce suspensions’ effective vis-
cosity. Here we propose an improved strategy and revisit the S1 strategy proposed in Sec. 4.4 to
clearly distinguish the two
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Figure 4.12: Particle and solute distribution on the active wall for a preconditioned suspension with
γ = 0, ζ = 1.33 at t=100 and 500. The overlap between the two curves show that the 2D particle
distribution is a steady state.

- S1 : Step-like wall activity distribution and the background shear is introduced simultaneously
to the 1D state until the suspension dynamics converges to its final state.

- S2 : First, step-like activity distribution is introduced to the 1D state in the absence of shear
to trigger the onset of chemotactic instability. The first step acts like a preconditioned step
where, the suspension is essentially prepared before applying background shear. Once the
system transforms into a 2D state, the activity is switched off and the required shear rate is
applied.

The improved strategy is based on two central observations, i) formation of particle aggregates at
the walls result in decreasing the effective viscosity of the suspension in the presence of background
shear and ii) once the wall activity is switched off, the suspension relaxes into a 2D state closely
resembling the 2D state discussed in chapter 3. Fig. 4.12 shows the particle density and solute
concentration distribution at z = 1 after removing the wall activity. Once the wall activity is
switched off, it takes about t ∼ 100 to relax into the 2D steady state which persists in the long term
(four times longer than it took to relax into this state). In other words, the system shows a bi-stable
behaviour with both 1D and 2D states as solutions to the governing equations. Indeed, an isotropic
initial state relaxes into a 1D state in the absence of external perturbations for ζ > 1.2. However,
using the perturbation provided by the wall activity, the 1D particle distribution can transition to a
2D state.

The chemotactic instability grows without competing with the background shear in its absence.
As a result, the chemotactic instability grows unhindered resulting in formation of particle aggre-
gates on both walls. Once the aggregates are formed, they induce self-sufficient chemotactic forcing
resulting in sustaining this state in the long term even in the absence of wall activity as shown in
Fig. 4.12. As a result, the induced flow patterns are expected to decrease the suspensions’ effective
viscosity.
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Figure 4.13: The 2D particle distribution after switching off the wall activity for ζ = 1.33, γ = 0
following the S2 strategy. The suspension remains in this 2D state even after switching off the wall
activity.

4.5.1 Self-organisation and rheology of phoretic suspensions for improved control
strategy

During the preconditioning stage (introducing wall activity in the absence of background shear), the
evolution of the suspension dynamics from the 1D state to the 2D state follows a similar relaxation
as discussed in Sec. 4.4. The presence of step-like activity distribution creates horizontal solute
gradients near the active wall at the step-transition. It is important to point out here that the vertical
solute gradient introduced by the wall activity is negligible compared to the vertical solute gradient
established due to the particle distribution and therefore does not affect the self-organization di-
rectly. In addition, the wall activity introduces a horizontal gradient which triggers the chemotactic
instability first at the active wall and then on the inert wall too. The aggregates are placed symmet-
rically (top-bottom) as the aggregates experience a chemotactic attraction discussed in chapter 3.
Thus, a symmetric 2D state is formed as a result of introducing activity at the walls. This completes
the first step of the proposed strategy

Following S2 strategy, the wall activity is now switched off and background shear rate is applied.
For weaker shear rates (γ < 0.05), the suspension behaviour is practically identical for both S1 and
S2 strategies. We now present the results for the suspensions’ behaviour under weak shear following
S2 strategy for the sake of completeness.

In the absence of background shear, the particle aggregates are formed symmetrically as dis-
cussed earlier. The fluid forcing induced by this symmetric state is directed away from the aggre-
gates in the transverse direction similar to the flow forcing discussed in Sec. 3.5.3. The fluid forcing
is strongest at the walls due to high particle density and strong polarization. As a result, the induced
flow consists of two pairs of vortices with identical direction of rotation for diagonal vortices as
illustrated in Fig. 4.4.

Introducing weak background shear (γ < 0.05 for ζ = 1.33) displaces the aggregates in the
flow direction which is balanced by the attractive chemotactic effect between the aggregates. Con-
sequently, the aggregates are placed in an off-symmetric positions resulting in inducing a pair of
clockwise rotating vortices which assist the external shear forcing resulting in decreasing effective
viscosity (Fig. 4.6). In addition, the active stress exerted by the particles on the boundaries also
reduces the effective viscosity due to pusher nature of these microswimmers.

As the strength of external shear increases, it overcomes the chemotactic attraction between the
aggregates. This results in advection of the aggregates along the flow direction, which results in
an unsteady yet periodic state. The aggregates induce a 2D chemotactic forcing responsible for
sustaining the aggregates in the long term even in the presence of moderate shear rates (γ > 0.05).
In contrast, following the S1 strategy for γ > 0.05 resulted in uniform particle concentration at the
inert wall. This shows the vastly different suspension behaviour following the two strategies.
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Figure 4.14: (Top) Particle distribution with the particle polarization shown by black arrows for
ζ = 1.33, γ = 0.1 after switching off the wall activity and imposing background shear. (Bottom)
Induced flow with the background contour showing the strength of induced flow after switching off
the wall activity and imposing background shear.

The periodic nature of the 2D state is also reflected in the time evolution of the effective viscosity
as shown in Fig. 4.11. The minimum viscosity is observed when the top aggregate lies to the right on
bottom aggregate which induces a clockwise rotating (see Fig. 4.14) flow which assists the external
shear forcing, thus reducing the effective viscosity. In contrast, the maximum viscosity is observed
when the top aggregate lies to the left of bottom aggregate inducing a pair of counter-clockwise
rotating vortices. As a result, the induced flow resists the shear forcing resulting in increasing
effective viscosity. Additionally, between these two extreme configurations, viscosity increases
when the separation between the aggregates decreases while the viscosity decreases during the
increase in aggregate separation. However, as the aggregates spend more time while the separation
between the aggregates increases compared to the time spent while the aggregate separation is
decreasing due to chemotactic attraction between the aggregates, the time average of the effective
viscosity in one period shows a net reduction in effective viscosity (see Fig. 4.11). Furthermore,
the pusher nature of the microswimmers exert extensile stress at the boundaries resulting in further
drop in effective viscosity.

The 2D state is maintained after switching off the wall activity which suggests that both the 1D
state and the 2D state are the solutions of the unforced system of equations, and the suspension pref-
erentially chooses the 1D state for ζ > 1.2 when the suspension evolves from an uniform isotropic
distribution. However, with the help of external forcings via wall activity, the 1D particle distri-
bution can be converted into a more favorable (with respect to rheology) 2D particle distribution.
However, this improved strategy also has limitations; beyond a critical strength of confinement, the
2D chemotactic forcing induced by the aggregate is not sufficiently strong relative to the confine-
ment effect to self-sustain the aggregates. As a result, for ζ > 2 the 2D symmetric state relaxes
back to the 1D state after the wall activity is switched off as illustrated in Fig. 4.15. This suggests
that beyond ζ = 2, the 2D state is no longer a solution to the unforced system of equations.

Before we attempt to understand the reason behind this relaxation from a 2D state to a 1D
state, we must realize that the 2D state was an equilibrium state where the number of particles
arriving towards the aggregate (due to chemotaxis) balances the number of particles leaving the
aggregates due to orientation diffusion. The transition from the 2D state to the 1D state suggests
that beyond a critical strength of confinement, the number of particles arriving towards the aggregate
decreases compared to the number of particles leaving the aggregate. The particles that are arriving
towards the aggregate have two possible choices, i) to reorient and swim towards the aggregate due
to chemotaxis or ii) to swim towards the wall using the velocity component directed towards the
boundaries. Note that the particles away from the aggregates are weakly polarized (see Fig. 4.9
(top)), and therefore the particles will have a velocity component towards the walls. Now as the
strength of confinement increases, it is more likely that the particle encounters the wall before it can
reorient towards the aggregate. Once the particle reaches the wall boundaries, it is trapped at the
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Figure 4.15: Progression of the particle distribution for strongly confined condition (ζ = 2, γ = 0).
The 2D state slowly relaxes into the 1D state as the particle flux towards the aggregate is unable to
balance the outward flux due to orientation diffusion.

walls and the 2D state slowly relaxes into a 1D state. To quantitatively understand this, we compare
timescales associated with swimming across the width (tswim) and chemotactic reorientation (tchem),

tchem

tswim
=

ζu0ρ

ξr
. (4.21)

Eq. (4.21) shows that the ratio between the two timescales is directly proportional to confinement
ζ and therefore as confinement increases, the time taken by the particle to reorient towards the
aggregate becomes larger than the time it takes to swim towards the wall. As a result the particles
swim towards the wall instead of swimming towards the aggregate. Once the particles reach the
wall, they are trapped until orientation diffusion can help them escape. The transition between the
2D and the 1D state is expected to occur when the ratio in Eq. (4.21) becomes O(1). As a result we
obtain the threshold strength of confinement as,

ζ ∼ ξr

ρu0
. (4.22)

Substituting the parameters used in the simulations (ξr/ρ = 1.25, u0 = 0.5), we obtain the critical
confinement as ζ ∼ 2.5. The critical strength of confinement based on the results from full simu-
lation (ζ = 2) is of the same order of magnitude. Furthermore, to understand this transition to 1D
state let us look at the orientation dynamics of the particle given by (Eq. (3.16))

ṗ =
1
2

ω × p+
ξr

ρζ
(p×∇xC)× p− dp∇p[ln(Ψ)]. (4.23)

The strength of the chemotactic term weakens as the confinement strength increases as the strength
of solute gradient (dimensional) weakens. This suggests that the particles behave as non-chemotactic
swimmers when the strength of confinement increases. Therefore, it is natural that the particle dis-
tribution relaxes to a 1D state for strong confinements as the strength of chemotactic reorientation
decreases.

4.5.2 Phase diagrams for collective and rheological behaviour following S2 strategy

We now explore the parametric space for the shear rate and strength of confinement (ζ, γ) to obtain a
phase diagram illustrated in Fig. 4.16. Fig. 4.16 (left) shows that the region where two-dimensional
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Figure 4.16: Comparison of the phase map between the wall active case (left) with the original
phase map obtained for inert walls (right). The region marked with green border corresponds to the
2D state achieved with the help of wall activity.

states are observed is extended to higher confinement strengths highlighted using green boundaries.
As the external forcing is absent for both the cases, this suggests that both the 1D and 2D state are
solutions to the governing equations in this green region, and they can be obtained based on the
initial conditions. Indeed, as the confinement strength increases beyond a critical value, the initial
2D state relaxes into a 1D state.

Increasing shear rate also results in transitioning from the long term 2D state to a long term 1D
state. However, in this case, it is the stronger background vorticity which is responsible for the 1D
particle distribution in the long term. To obtain the boundary of transition between a longterm 2D
and 1D state can be estimated by comparing the timescales associated with chemotactic reorienta-
tion (tchem ∼ ζρ/ξr) and the shear rate (1/γ). The persistence of the 2D state depends critically
on the particles responding to the chemical gradient as the particle incoming flux must be balanced
by the outgoing flux due to orientation diffusion. Increasing the shear rate decreases the associated
timescale and therefore particle takes longer to reorient compared to its tumbling dynamics due to
shear. As a result, the boundary which separates the 1D and 2D states can be estimated when the
two timescales are of similar order of magnitude. That is,

1
γ
∼ ζρ

ξr
. (4.24)

As a result, we obtain,

γ ∼ ξr

ρζ
. (4.25)

This suggests that the critical shear rate where the transition between the 2D and 1D state occurs
decreases with increasing strength of confinement. This is qualitatively observed in Fig. 4.16 where
the boundary shifts to lower shear rates at strong confinements while at higher shear rates, the
transition occurs at lower confinement strength.

As discussed in chapter 3, the rheological response of the suspension strongly depends on the
collective dynamics. By triggering the onset of chemotactic instability to the 1D state under strongly
confined conditions, we show that significant decrease in effective viscosity is possible especially
at low shear rates (Fig. 4.17 (left)). Note that this reduction takes place in a region (on γ-ζ space)
where the suspension originally (with inert walls) had the same viscosity as the fluid. To quanti-
tatively compare the change between the inert wall case and the active wall case, we can define a
relative change in effective viscosity as,

∆η/η =
ηactive − ηinert

ηinert
(4.26)
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Figure 4.17: (Left) The effective viscosity on the ζ-γ space with wall activity. (Right) Relative
fractional change in effective viscosity after introduction of activity.

where ηactive and ηinert is the effective viscosity with and without wall activity respectively. This
quantity is shown in Fig. 4.17 (right), the maximum change in effective viscosity at low shear
rates is not surprising as the relative strength of induced flow is comparable to externally driven
shear flow at weak shear rates. This region is identified and shown by a rough red boundary in
Fig. 4.17 (right) where the dotted line represents the expected transition boundary. Note that the
rheological response of the suspension changes exclusively in the region where the suspensions’
self-organisation is modified from 1D state to a 2D state. This shows that using the wall activity,
the region of interest (where viscosity reduction is significant) can be extended from low shear low
confinement (Fig. 3.23 in chapter 3) for the case of inert walls to low shear moderate confinements
using this strategy. As the strength of background shear rate increases, the relative strength of the
active stresses decreases resulting in weak modification to suspensions’ effective viscosity despite
the 2D state of the suspension.

4.6 Conclusion

Based on a kinetic model in this work, we explore the control of collective dynamics and rheology of
a phoretic suspension using chemically active wall. Controlling suspension dynamics using external
forcing has been explored in other active and passive systems using optical [11], electrical [23],
magnetic [255] forcings, however similar studies on chemotactic swimmers is scarce. This forms
as the first motivation for the current work.

Our results show that wall activity can indeed be exploited to control the collective behaviour
of the phoretic suspensions, as it perturbs the solute field which affects the particles’ response. The
results presented in this chapter show that using a uniform distribution of wall activity, the thickness
of the “boundary layer” can be controlled as introducing the solute gradient via wall activity modi-
fies the balance between phoretic repulsion and self-propulsion. Additionally, we explore different
conditions for the solute flux at the wall corresponding to different limits of the catalytic reaction
occurring at the walls. However, our results suggest that the distribution remains in a 1D state for
uniform distribution of wall activity regardless of the flux condition at the wall.

In order to trigger the chemotactic instability under stronger confinements, our results suggests
that a non-uniform wall activity is essential to induce a stronger horizontal gradient. As a result,
using the wall activity, the effective viscosity can be modified significantly by triggering the onset
of the chemotactic instability. However, imposing both wall activity and shear rate fails to trig-
ger chemotactic instability at moderate shear rates as the solute advection suppresses the growth
of chemotactic instability. To overcome this problem, we propose an improved strategy where the
suspension is pre-conditioned before introducing background shear. The wall activity is first intro-
duced in the absence of shear, to ensure growth of chemotactic instability throughout the channel.
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This results in aggregate formation on each wall; the aggregates in-turn exert chemotactic forcing
to sustain themselves. As a result, introducing the background shear to this 2D state ensures that
the aggregates are present for higher background shear. As a result, a higher decrease in effective
viscosity compared to the previous strategy is reported.

This work shows that the wall activity can indeed modify the effective viscosity of the sus-
pension. The leads to whether an optimum wall activity distribution exists such that the effective
viscosity is minimum. One of the possible ways to obtain this optimum distribution is to apply some
optimization technique (for instance the gradient descent method).

Reducing the effective viscosity of the suspension has direct implications in reducing the ex-
ternal driving force. This can be beneficial specially for strongly confined suspensions where the
viscous drag is substantial. In fact our results suggest, that we can potentially harvest energy at low
shear rates.



Chapter 5

Conclusions and perspectives
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5.1 Summary and general remarks

This thesis aims to understand the collective dynamics of dilute phoretic suspensions using contin-
uum kinetic model and to propose control strategies for the same. As the phoretic particles perturb
both the solute and the flow fields, they have the ability to interact through both the fields resulting
in complex pattern formation. Building upon previous work from Traverso and Michelin [25, 178],
the objectives of the first part of the work were i) to understand the self-organisation dynamics
under dual influence of background shear and strength of confinement and ii) to understand and
characterising the rheological response of such suspensions. Based on the physical insights, the
central objective of the second part of the thesis was to propose control strategies based on external
chemical forcings to reduce the effective viscosity of the suspension under stronger confinements.
We employ a continuum kinetic model to mathematically describe the suspension dynamics of the
phoretic suspension, where the inter-particle chemo-hydro interactions are captured using a mean
field approach.

To understand the suspensions’ response to background shear and strength of confinement, we
start from a near isotropic state and march forward in time for different shear rates and confinement
strengths. For all shear rates and confinement strength considered in this work, we find a common
short term state where the particles accumulate at the boundaries (see Fig. 3.4) as the walls are
impermeable for the particles. For strongly confined states, the short term state persists in the long
term. In contrast, weakly confined suspensions tend to form particle aggregates at the walls due to
the chemotactic instability. The aggregates are symmetrically placed in the absence of background
shear as the aggregates are attracted towards each other due to chemotaxis as illustrated in Fig. 3.7.
The aggregates are displaced off-symmetrically for weak shear rates as the chemotactic attraction
balances the weak advection due to background flow. However, as the shear rate increases, the
advective effect overcomes the chemotactic attraction resulting in advection of the aggregates. As
a result, the suspension reaches an unsteady yet periodic final state as depicted in Fig. 3.8. Further
increase in background shear results in suppressing the chemotactic instability as the particle tumble
due to strong shear which prevents them to reorient along the local solute gradient. Furthermore, as
the 1D state is a common feature for all confinement strengths and shear rates, we perform a linear
stability analysis on the short term state using different moments of the kinetic equation which
reveals that the 1D state is linearly unstable for weak confinements with the most unstable mode
resembling with the particle aggregate state as discussed in Sec.3.4.4.

In the next step, we study the rheological response of these different states using a bulk effective
viscosity. This effective viscosity is defined based on the drag exerted by the suspension on the plate
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compared to a Newtonian fluid for the same shear rate. Using this definition, we show that the effec-
tive viscosity of the suspension has two contributions, the first coming from the hydrodynamic stress
due to the induced flow and the second due to the active stress exerted by the particles at the wall
boundaries. For the 1D state observed at strong confinements, the hydrodynamic contribution bal-
ances the active stress contribution resulting in insignificant modification to the effective viscosity
of the suspension. In contrast, for weakly confined suspensions at low shear rates, the hydrodynamic
component and active stress component assist the shear forcing which results in strong reduction in
effective viscosity of the suspension (see Fig. 3.20). For moderate shear rates, the unsteady periodic
state is reflected in the time evolution of the effective viscosity as well (Fig. 3.20). When the ag-
gregates are being separated due to background shear, the effective viscosity drops. In contrast the
effective viscosity rises when the aggregates approach each other. However, the average viscosity
in one cycle is still lower than the Newtonian viscosity as the system spends more time during the
separation phase than the other phase. The effective viscosity reduction however decreases with
increase in background shear rate, resulting in effective viscosity approaching the viscosity of the
suspension as shear rate increases (Fig. 3.23). Using a minimalistic model, we also obtain relations
between the driving force for the fluid flow and physical properties such as, polarization, particle
density and stresslet strength.

In the second part, we first realize that at stronger confinements, the system relaxes to a 1D
state where the two components of the effective viscosity compete resulting in insignificant modi-
fication to the effective viscosity. As the suspensions’ rheological response is directly related to its
self-organisation, we propose a control strategy based on external chemical forcing via wall activ-
ity to manipulate the suspensions’ self-organisation. In chapter 4, we show that while a uniform
wall activity controls the thickness of the boundary layer at the walls, a non-uniform wall activity
(consumption/production at the wall) is essential to trigger the chemotactic instability. However,
imposing stationary wall activity and background shear is not only practically difficult to design ex-
perimentally, it also fails to trigger the chemotactic instability at larger shear rates as the increased
solute advection suppresses the growth of the chemotactic instability, resulting in a lower reduction
in effective viscosity. Therefore, we propose a more robust strategy where the wall activity and
the background shear is introduced separately. Introducing wall activity without background shear
ensures chemotactic instability grows throughout the domain. Next, we introduce the required back-
ground shear to the 2D state. As a result, a higher drop in effective viscosity is reported. However,
this strategy has an upper threshold for confinement strength as the time taken to swim across the
channel width reduces compared to chemotactic reorientation. Thus, above a critical threshold the
2D state cannot sustain itself and the suspension relaxes to a 1D state.

5.2 Ongoing work and future perspectives

Optimum wall activity distribution

While proposing the strategies to reduce the effective viscosity of the suspension under strong con-
finements, we explore the most simple wall activity distribution to test the idea of externally modi-
fying the suspensions’ rheology by modifying the collective dynamics in Chapter. 4. We explored
only some simple wall activity distributions (uniform and step-like), however different distributions
may result in complex and rich collective and rheological dynamics. This leads to the question
“whether an optimum wall activity distribution exists for minimising the effective viscosity?”. And
more importantly, “what is the optimum activity distribution if it exists ?”.

One of the potential ways to evaluate the optimum viscosity distribution is by employing a
gradient descent optimization technique where the idea is to calculate the local gradient of the
objective function (here the effective viscosity) with respect to the design variables (in this case,
the shape of the activity distribution). Based on the local gradient, the wall activity distribution is
updated by taking small steps along the gradient. However, the evaluation of the gradient requires
full solution of the system of equations for each design variable to obtain the sensitivity derivatives.
As a result, in our system, the system of equations must be solved Ny times at each step as the
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design variables are the Fourier modes of the wall activity distribution. Therefore, such technique
is computationally expensive for large number of design variables and a more efficient technique
must be used.

Adjoint state method can be employed to reduce the computational power for evaluating the
gradient of the objective function [262]. In this method, the gradient of the objective function is
indirectly evaluated using the “adjoint fields”. As a result, only two system of equations (original
set of equations and the adjoint set of equations) must be solved to evaluate the gradient thus signif-
icantly reducing the computational cost. Such adjoint based optimization techniques are frequently
used while designing the shape of aerodynamic bodies to reduce the drag force and have been found
to accurately evaluate the gradient [263].

In the adjoint state method, we first consider a small perturbation in the design variable and
therefore the system of equations are linearised corresponding to this perturbation (See Sec. D.1).
We can now define an adjoint field corresponding to each physical field variable. For instance, if
RδΨ represents the governing equation for the perturbed probability field, then based on an inner
product the adjoint field (Ψ̃) is defined such that,∫

V,θ,t
Ψ̃RδΨ =

∫
V,θ,t

RΨ̃δΨ + surface terms. (5.1)

Based on a similar definition, adjoint fields corresponding to the flow and solute concentration can
be defined.

Now, the idea is to express the objective function δηr in terms of an augmented function δηaug
as

δηaug = δηr +
∫

V,t
ũRδu +

∫
V,t

q̃Rδq +
∫

V,θ,t
Ψ̃RδΨ +

∫
V,t

C̃RδC + λ
∫

V,θ,t
δΨ + µ

∫
S

δA (5.2)

Note that the last two terms represent the constraints imposed on Ψ (conserved field) and wall
activity (zero mean activity). The constraint on wall activity is imposed so that the mean wall
activity remains unchanged, while changing only the distribution.

Now, using the definition of the adjoint fields, this can be expressed as (see Sec. D.2)

δηaug =δηr +
∫

V,t
Rũδu+

∫
V,t

Rq̃δq +
∫

V,θ,t
RΨ̃δΨ +

∫
V,t

RC̃δC + µ
∫

S
δA

+ surface terms
(5.3)

Note that the above expression represents the sensitivity of the objective function with respect to
all the field variables. The adjoint variables can now be chosen such that they satisfy Rũ = Rq̃ =
RΨ̃ = RC̃ = 0. As a result, the adjoint variables are governed by〈

Ψ
∂Ψ̃
∂z

− 1
2

∂Ψ
∂y

∂Ψ̃
∂θ

− 1
2

Ψ
∂2Ψ̃
∂y∂θ

〉
θ

+ C
∂C̃
∂z

− ∂q̃
∂z

+∇2
xuz = 0 (5.4)

〈
Ψ

∂Ψ̃
∂y

+
1
2

∂Ψ
∂z

∂Ψ̃
∂θ

+
1
2

Ψ
∂2Ψ̃
∂z∂θ

〉
θ

+ C
∂C̃
∂y

− ∂q̃
∂y

+∇2
xuy = 0 (5.5)

∇ · ũ = 0 (5.6)

∂Ψ̃
∂t

+ us(∇xΨ̃ · p) + u · ∇xΨ̃ + ξt(∇xΨ̃ · ∇xC) + dx∇2
xΨ̃ +

1
2

ω
∂Ψ̃
∂θ

+
ξr

ρ

∂Ψ̃
∂θ

(∇xC · eθ) + dp∇2
pΨ̃ + 2πC̃ −Sp : ∇ũ+ λ = 0

(5.7)

∂C̃
∂t

+u · ∇xC̃ +∇2
xC̃ − βC̃ −

〈
ξt(∇xΨ · ∇xΨ̃ + Ψ∇2

xΨ̃)− ξr

ρ
∇x

(
Ψ

∂Ψ̃
∂θ

)
· eθ

〉
θ

= 0 (5.8)
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Figure 5.1: Summary of the suspension dynamics in pressure driven flow. Image adapted from [25]

where the angle brackets (⟨.⟩) represent the average over subscript coordinate.
The boundary conditions for the adjoint set of equations can be imposed such that the surface

terms in Eq. (5.3) simplify (See Sec. D.2 for more details). As a result, the corresponding boundary
conditions are given by

∇Ψ̃ · ez = 0 at z = ±1 (5.9)

∂C̃
∂z

=

〈
ξt

∂Ψ̃
∂z

Ψ +
ξr

ρ
Ψ

∂Ψ̃
∂θ

sin θ

〉
θ

= 0 z= ± 1 (5.10)

Finally the boundary condition for the adjoint flow field is given by

ũ =− ey at z = 1
ũ =0 at z = −1.

(5.11)

As a result, the gradient of the objective function is now expressed as a surface integral of the adjoint
solute field given as (Eq. (D.26))

δηaug =
∫

S
C̃δA (5.12)

Owing to the similarity between the adjoint equations and the governing equations in physical
space, similar numerical schemes can be adopted to solve the equations. However, as the adjoint
equations must be solved for each small change in wall activity, time marching scheme adopted to
reach steady state for primal equations may not be efficient. Therefore, other numerical methods
should be adopted to solve the adjoint equations to improve efficiency in terms of required time.

Other possible future directions

To verify our results, we propose a potential experimental set-up for a suspension of photocatalytic
Janus particles in Fig. 5.2. Photocatalytic Janus particles have a catalytic coating of TiO2 which acts
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Figure 5.2: Schematic of experimental set-up to verify our results of chapter 4

as the active half in the presence of UV light [264]. As a result, in the presence of UV light, the H2O2
reacts on the TiO2 and the particle self-propels due to diffusiophoresis. Due to photocatalytic nature
of the swimmers, wall activity can be introduced using additional light source as shown in Fig. 5.2.
Additionally, fixed opaque blinds can be used to alter the light intensity distribution to mimic the
S1 scheme discussed in chapter 4. As the particle propels using the diffusiophoretic mechansim,
the particles are expected to show chemotacti behaviour as reported [264]. Fig. 5.2 illustrates a
possible experimental setup; the walls are made up of transparent material and move in the opposite
direction to externally impose the background shear. Now opaque blinds can be introduced close
to the transparent wall to control the amount of light passing through the transparent walls. Use
of asymmetric blinds (as illustrated in Fig. 5.2) is expected to have similar effect of introducing
wall activity on the suspension dynamics. Moreover, phototactic algae can also be used in a similar
set-up, however as the phototactic algae do not undergo chemotactic instability, the results may
differ.

In the current thesis, we focused on a simpler setting of confined uniform shear flow, however
in certain applications, it might be the pressure driven flow that is of interest. Traverso and Miche-
lin [25] worked on this problem with inert walls, where they studied the rheology of the suspension
using the Poiseuille law. They reported rich and complex suspension dynamics which is summarised
in Fig. 5.1. Their major finding was that the viscosity modification is significant only at weak back-
ground flow where the particle distribution looses the top-bottom symmetry ((b) in Fig. 5.1). The
top-bottom symmetry in this case can be broken using a non-uniform activity distribution on one
of the walls. The non-uniform activity distribution is expected to trigger the chemotactic instability
on one of the walls resulting in the desired particle distribution. Finally, similar to the shear flow
case, the optimum wall activity distribution can be evaluated using the gradient descent method for
maximising the net flow rate.

Another interesting future direction for extending the current results maybe to work in a 3D set-
ting. Kinetic models of bacterial suspension in three dimensions have been explored previously by
Theillard and Saintillan [239] in terms of moment equations. They truncated the moment expansion
of Ψ at nematic order tensor and used a level set method to solve the system of equations. Their
results qualitatively matched with the 2D results however, the three-dimensional results provided
a higher quantitative agreement with experimental results. The level-set method allowed them to
explore more complex geometries, however for simpler setting such as flat walls, retaining pseudo
spectral scheme is preferable due to quicker convergence compared to finite difference scheme.

Similar to Theillard and Saintillan [239], working with moment equations is preferred due to
increased dimensionality of the probability function Ψ. However, in contrast the moment equations
can be truncated at polarisation itself as the particles are spherical. In this case, the moment equa-
tions (1 for particle density and 3 for particle polarisation) will be coupled with the solute transport
and the fluid flow problem. These coupled partial differential equation can then be solved following
a pseudo spectral scheme similar to the current scheme.
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Appendix A

Chebyshev tau method

The purpose of the appendix is to outline the Chebyshev Tau method to solve the Helhlholtz equa-
tions obtained for after spectral decomposition of governing equations. This section closely follows
the method outlined in ref. [228].

All the field variables are expressed in Chebyshev basis, that is for any variable g, we can write

g(x) =
∞

∑
k=0

g̃kTk(x) (A.1)

where Tk are Chebyshev polynomial of the first kind of degree k. For most practical applications,
the above series (Eq. (A.1)) is truncated to finite number of terms. In other words, we approximate

g(x) =
N

∑
k=0

g̃kTk(x) (A.2)

for some finite but large N. After decomposing the governing equations, we end up with a set of 1D
Helhmholtz equations of the form

−d2u
dx2 + λu = f (A.3)

with boundary conditions
u(−1) = u(1) = 0. (A.4)

Note that we use this system of equations as an example to illustrate the method. The boundary
conditions for solute transport and kinetic equations have Neumann type boundary conditions while
the y-component of the flow equations have non zero Dirichlet condiditon. Therefore, some changes
must be made for the given set of equations which are mentioned in the text later. In Chebyshev
basis, Eq. A.3, (A.4) transform as

−ũ(2)
k + λũk = f̃k k = 0, 1, 2, ...N − 2 (A.5)

where ũ(2)
k is the kth mode of the second derivative and

N

∑
k=0

ũk = 0,
N

∑
k=0

(−1)kũk = 0 (A.6)

where the tilde (.̃) represents the same quantity in Chebyshev space. As a result, the boundary
condition can be expressed as

N

∑
k=0,even

ũk = 0,
N

∑
k=1,odd

ũk = 0 (A.7)
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Note that this condition modifies for a non-zero Dirichlett condition. For a general case, with
boundary condition given by

u(−1) = b1

u(1) = b2
(A.8)

the corresponding boundary condition in Chebyshev space is written as

N

∑
k=0,even

ũk =
b1k + b2k

2
,

N

∑
k=1,odd

ũk =
b1k − b2k

2
(A.9)

Using the property of Chebyshev Polynomials, Eq. A.5 is transformed as

− 1
ck

N

∑
p=k+2

p+k even

p(p2 − k2)ũp + λũk = f̃k k = 0, 1, ..N − 2 (A.10)

where ck = 1 for k ≥ 1 and c0 = 0.Thus we arrive at a linear system of equations which can be
solved by inverting the upper traingualr operator. This inversion requires N2 operations, and a more
efficient method exists which exploits the decoupling between the odd and the even modes of the
Chebyshev trasnformed variables. To decouple the odd and even modes, we explout the recurssive
relation

2kũ(1)
k = ck−1ũ(2)

k−1 − ũ(2)
k+1 (A.11)

and using Eq. (A.5), we obtain

2kũ(1)
k = ck−1(− f̃k−1 + λũk−1)− (− f̃k+1 + λũk+1) (A.12)

Now using another recurssive relation given by

ckũ(1)
k = ũ(1)

k+2 + 2(k + 1)ũk+1, k = 0, 1, ...N − 3 (A.13)

Eq. (A.12) is finally written as

− ck−2λ

4k(k − 1)
ũk−2 +

[
1 +

λβk

2(k2 − 1)

]
ũk −

λβk+2

4k(k + 1)
ũk+2

= − ck−2

4k(k − 1)
f̃k−2 +

βk

2(k2 − 1)
f̃k −

βk+2

4k(k + 1)
f̃k+2 k = 2, ...N

(A.14)

where the β parameter is introduced to account for the four equations dropped in Eq. (A.13). βk is
defined as

βk =

{
1, 0 ≥ k ≤ N − 2
0, k > N − 2

(A.15)

As a result, the odd and the even modes have been decoupled which reduces the size of the matrix by
a factor of 2 thus reducing the computational power required for solving the 1D helmlholtz equation.
Note that for Neumann condition, Eq. (A.6) is transformed as

N

∑
k=1

k2ũk = 0
N

∑
k=1

(−1)kk2ũk = 0 (A.16)

and consequently, Eq. (A.7) transforms as

N

∑
k=0,even

k2ũk = 0,
N

∑
k=1,odd

k2ũk = 0 (A.17)

We use this method to solve the 1D Helmholtz equation obtain for each mode as shown in Sec. 3.3
in chapter 3.



Appendix B

Reduced order equations

We outline here the derivation of the reduced order equations, which closely follows that in Ref. [25]
to which the reader is referred to for more details.

The p-dependance of the probability density function Ψ can be decomposed onto spherical
harmonics of successive orders, thereby decomposing Ψ as an infinite sum of orientation mo-
ments [238]. Each moment corresponds to a physical quantity, and contributes to the characteri-
sation of the variability in particle orientation. For instance, the zeroth order moment corresponds
to the local particle density Φ, the first order moment to the local average orientation or polarisation
of particles n, the second moment correspond to the nematic order, and so on. This expansion is
truncated here after the first two moments, resulting in

Ψ(x,p, t) =
1

2π
Φ(x, t) +

1
π
p ·n(x, t). (B.1)

Taking successive moments of the Smoluchowski equation, Eq. 3.3, with respect to p provides the
equations of evolution for the particle concentration and polarisation. Note that classically, a closure
relationship is needed as directional self-propulsion introduces a forcing of each moment by higher
order ones; following, Ref. [25] the nematic ordering is thus represented as

Q(x, t) = ⟨pp− I

2
⟩ ≈ ΦI

2
. (B.2)

As the dynamics of the suspension can be qualitatively understood without including the effect of
the induced flows on the particles’ transport, we further disregard such contributions so that the
flow field used in the evaluation of the particles’ transport is simply the background shear flow. This
essentially decouples the Stokes equations from the particle distribution dynamics and results in the
following evolution equations for Φ and n:

∂Φ
∂t

+ u · ∇xΦ = −u0∇x ·n− ξt

ζ

[
∇xC · ∇xΦ + Φ∇2

xC
]
+ dx∇2

xΦ (B.3)

∂n

∂t
+ u · ∇xn =− u0

2
∇xΦ − ξt

ζ

[
∇xC ·

(
∇xn

)T
+n∇2

xC
]
+

ξrΦ∇xC
2ρζ

+ dx∇x ·
(
∇xn

)T

− dpn+
γ

2
n ·

(
ezey − eyez

)
(B.4)

In Equation (B.3), the successive terms on the right hand side correspond respectively to self-
propulsion, phoretic drift and translational diffusion of the particles, respectively, while in Eq. (B.4),
the successive forcing terms can be identified as self-propulsion, phoretic drift, chemotaxis, trans-
lational and rotational diffusions, and reorientation by the background vorticity.

The boundary conditions are evaluated similarly from Eq. (3.18) as

u0nz = dx
∂Φ
∂z

,
∂ny

∂z
= 0, u0Φ = dx

∂nz

∂z
at z = ±1. (B.5)

The solute concentration evolution equation and corresponding boundary conditions remain un-
changed, Eq. (3.22).
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Appendix C

Simplification of the fluid forcing

In this appendix, we revisit and justify the assumptions made in Sec. 3.5.3 to simplify the flow
forcing.

First, we approximate that the particles in the system are locally aligned completely. This as-
sumption is supported by the observation that the spatial mean in particle polarization (⟨|n|⟩) is
close to 1, as depicted in Fig. C.1. This suggests that the pusher (Ss) and puller contribution (Se)
directly compete, resulting in the particle behaving as a net pusher/puller. We approximate the net
behaviour of the particles as pushers based on the maximum strength of the concentration gradient,
which remains of O(1) (as shown in Fig. C.1.), suggesting that the pusher contribution is the dom-
inant contribution. As a result, the fluid forcing can be approximated as a product of local particle
density and the pusher contribution Ss in Eq. (3.61).

The approximation of pusher behaviour for each particle is further validated by observing the
close similarity in the induced flows by including both the contributions (top) and only the pusher
contribution (bottom) in Fig. C.2. The background contour plot in Fig. C.2 shows the domain’s
particle density distribution (Φ).

The next simplification is based on the observation that the two contributions in Eq. (3.62) act
in the same direction as shown in Fig. C.3. Consequently, only one term with corrected amplitude
is retained in Eq. 3.62, which correctly describes the induced flow based on particle density (Φ),
polarisation (n) and the sign of stress intensity (σm). Fig. C.3 further illustrates that the forcing
effect is negligible in the bulk region and predominantly influences the flow near the walls. To
emphasize this behavior, the figure is presented in a Chebyshev-Fourier space instead of physical
space, enabling a clearer visualization of the strong forcing in close proximity to the walls.

0 500 1000 1500
0

0.5

1

hjnji
max(jrxC j)

Figure C.1: Time evolution of spatial mean polarization magnitude and maximum |∇xC| for weak
confinement case. The plateau region corresponds to the 1D transient state and the long-term pe-
riodic behaviour corresponds to the long-term unsteady 2D state. The plots are for γ = 0.125,
ζ = 1.
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Complete

Pusher only

Φ

Φ

Figure C.2: Comparison between disturbance velocity field due (top)total active stress and (bot-
tom)only the pusher signature of active stress for γ = 0.125, ζ = 1, t = 1325. The colour bar
represents the particle density in the domain.
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Figure C.3: Horizontal and vertical fluid forcing for the two terms of Eq. 3.62 for γ = 0.125, ζ =
1, t = 1500. The forcing field is shown on equally spaced grid points instead of the Chebyshev-
Fourier grid so that the regions of strong forcing (very close to the walls) are visible. Both effects
have the same pattern of contribution to the driving force.



Appendix D

Adjoint state method

This appendix provides the derivation of the adjoint set of equations starting from the governing
equations (Eq. (3.3),Eq. (3.19) and Eq. (3.22)). As we consider active walls with some arbritrary
distribution, an extra term appears in the no-penetration boundary condition for the particles similar
to Eq. (4.1) resulting in (

us sin θ + ξt
∂C
∂z

)
Ψ = dx

∂Ψ
∂z

at z = ±1. (D.1)

Moreover, the solute flux at the wall is given by

∂C
∂z

= A(y) at z = +1 (D.2)

∂C
∂z

= 0 at z = −1. (D.3)

The objective of this exercise is to obtain the gradient of viscosity with respect to the activity distri-
bution δη/δA. Therefore, we now introduce small perturbations to the system of equations which
results in small change in effective viscosity.

D.1 Linearised equations

Introducing a perturbation in surface activity (A → A + δA) results in perturbations in the proba-
bility density (Ψ → Ψ + δΨ), velocity field (u → u+ δu), pressure field (q → q + δq) and solute
field (C → C + δC). Consequently, the governing equations are perturbed for small changes in
surface activity. The perturbed equations are as follows,

Kinetic equation

− ∂δΨ
∂t

−∇x · (δΨusp)−∇x · (uδΨ + Ψδu)−∇x · (ξtδΨ∇xC + ξtΨ∇xδC)

+∇x · (dx∇xδΨ) +∇p · (dp∇pδΨ)−∇p · (
1
2
(ω × p)δΨ +

1
2
(δω × p)Ψ)

−∇p · (
ξr

ρ
(δΨ(p ×∇xC)× p + Ψ(p ×∇xδC)× p)) = 0

(D.4)

In (D.4) higher order terms are neglected and O(1) terms exactly cancel out as it is the solution of
the base state. Similarly, the boundary condition is linearised resulting in(

us sin θ + ξt
∂C
∂z

)
δΨ + ξt

∂δC
∂z

Ψ = dx
∂δΨ
∂z

at z = ±1. (D.5)
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Hydrodynamics

Linearised Stokes equations are given by

∇x · δu = 0, ∇x · (δσ) = 0. (D.6)

Here δσ = −qI+(∇x(δu)+∇x(δu)T)+ δS is the Cauchy stress tensor while δS =
∫
SpδΨdp

is the active stress tensor with Sp representing the stresslet of individual swimmer (containing both
contributions). The boundary condition is given by

δu = 0 at z = ±1, (D.7)

Solute equations

The linearised advection diffusion equations are given as

−∂δC
∂t

− u · ∇xδC − δu · ∇xC +∇2
xδC − βδC + 2πδΦ = 0 (D.8)

with δΦ =
∫

δΨdp. The corresponding boundary conditions are given by

∂δC
∂z

= δA at z = +1 (D.9)

∂δC
∂z

= 0 at z = −1 (D.10)

D.2 Adjoint fields and their governing equations

Based on the definition of the effective viscosity, finding minima in viscosity is identical to finding
minima in drag force as the effective viscosity is proportional to the drag force. Therefore, we now
define the drag force on the top wall as the objective function and the primary objective is to find
the gradient δFD/δA. The idea of gradient descent optimization is to introduce small changes in
the direction of gradient and evaluate the gradient at each step. To reduce computational cost, we
construct an augmented function to determine the gradient of the objective function. The augmented
function is defined as

δFaug = δFD +
∫

V,t
ũRδu +

∫
V,t

q̃Rδq +
∫

V,θ,t
Ψ̃RδΨ +

∫
V,t

C̃RδC + λ
∫

V,θ,t
δΨ + µ

∫
S

δA

(D.11)
where variables with a tilde (∼) are the adjoint fields. The adjoint fields can also be seen as the La-
grange multipliers acting on the governing equations given by Rδu = 0, Rδq = 0, RδΨ = 0, RδC =
0. Note that the time integral acts only on the final state; that is if the final state is steady, the time
integral can be neglected. Whereas, for periodic unsteady states, the time integral acts on the period.
Furthermore, the term λ

∫
V,θ,t δΨ reflects the particle conservation constraint as

∫
V,θ,t δΨ=0. The

governing equations are given by,
Rδq ≡ ∇x · δu (D.12)

Rδu ≡ −∇x · (δσ) (D.13)

RδΨ ≡− ∂δΨ
∂t

−∇x · (δΨusp)−∇x · (uδΨ)−∇x · (Ψδu)−∇x · (δΨξt∇xC)

−∇x · (Ψξt∇xδC) +∇x · (dx∇xδΨ)−∇p · (
1
2
(ω × p)δΨ)

−∇p · (
1
2
(δω × p)Ψ)−∇p · (

ξr

ρ
δΨ(p ×∇xC)× p) +∇p · (dp∇pδΨ)

(D.14)

and

RδC ≡ −∂δC
∂t

− u · ∇xδC − δu · ∇xC +∇2
xδC + βδC − 2πδΦ. (D.15)
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The idea now is to express Eq. (D.11) in a form which reflects the sensitivity of the objective function
with respect to δΨ,δu, δq and δC. That is, the objective is to express Eq. (D.11) as

δFaug = δFD +
∫

V,t
Rũδu+

∫
V,t

Rq̃δq +
∫

V,θ,t
RΨ̃δΨ +

∫
V,t

RC̃δC + µ
∫

S
δA + surface terms

(D.16)
By transforming the Eq. (D.11) in such a form, we can then impose constraints on the adjoint
problem such that this sensitivity with respect to small changes in state variables disappears. We
use integration by parts for this transformation. As a result, we obtain,

δFaug =δFD +
∫

V
Rũδu+

∫
V

Rq̃δq +
∫

V,θ
RΨ̃δΨ +

∫
V

RC̃δC

+
∫

S
BCδuδu+

∫
S

BCδΨδΨ +
∫

S
BCδCδC

+
∫

S
C̃δA + µ

∫
S

δA +
∫

S
ũ · δσ ·n

(D.17)

where Rũ, Rq̃, RΨ̃, RC̃ are the adjoint equations given by,

Rũz ≡
〈

Ψ
∂Ψ̃
∂z

− 1
2

∂Ψ
∂y

∂Ψ̃
∂θ

− 1
2

Ψ
∂2Ψ̃
∂y∂θ

〉
θ

+ C
∂C̃
∂z

− ∂q̃
∂z

+∇2
xuz = 0 (D.18)

Rũy ≡
〈

Ψ
∂Ψ̃
∂y

+
1
2

∂Ψ
∂z

∂Ψ̃
∂θ

+
1
2

Ψ
∂2Ψ̃
∂z∂θ

〉
θ

+ C
∂C̃
∂y

− ∂q̃
∂y

+∇2
xuy = 0 (D.19)

Rq̃ ≡ ∇ · ũ = 0 (D.20)

RΨ̃ ≡∂Ψ̃
∂t

+ us(∇xΨ̃ · p) + u · ∇xΨ̃ + ξt(∇xΨ̃ · ∇xC) + dx∇2
xΨ̃ +

1
2

ω
∂Ψ̃
∂θ

+
ξr

ρ

∂Ψ̃
∂θ

(∇xC · eθ) + dp∇2
pΨ̃ + 2πC̃ −Sp : ∇ũ+ λ = 0

(D.21)

RC̃ ≡ ∂C̃
∂t

+ u · ∇xC̃ +∇2
xC̃ − βC̃ −

〈
ξt(∇xΨ · ∇xΨ̃ + Ψ∇2

xΨ̃)− ξr

ρ
∇x

(
Ψ

∂Ψ̃
∂θ

)
· eθ

〉
θ

= 0

(D.22)
where the angle brackets (⟨.⟩) represent the average over subscript coordinate. The surface terms
captured by BCδΨ, BCδC are given by

BCδΨ ≡ ∇Ψ̃ · ez = 0 (D.23)

BCδC ≡ ∂C̃
∂z

=

〈
ξt

∂Ψ̃
∂z

Ψ +
ξr

ρ
Ψ

∂Ψ̃
∂θ

sin θ

〉
θ

= 0 (D.24)

The only boundary condition left is the one associated with Eq. (D.13) which combines with δFD =∫
S n · δσ · t term which results in

δFaug =
∫

z=1

(
n · δσ · t+n · δσ · ũ

)
+

∫
V

Rũδu +
∫

V
Rq̃δq +

∫
V,θ

RΨ̃δΨ +
∫

V
RC̃δC

+
∫

S
+BCδΨδΨ +

∫
S

BCδCδC

+
∫

S
C̃δA +

∫
S

µδA.

(D.25)

In the above equation, if the adjoint flow field (ũ) is chosen such than ũ = −t = −ey at the
surface and if the adjoint equations are satisfied i.e Rũ = Rq̃ = RΨ̃ = RC̃ = 0 with boundary
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condition such that the boundary terms also vanish then the gradient can be evaluated using the
adjoint concentration field C̃ as

δFaug =
∫

S
C̃δA (D.26)

As a result, the gradient is expressed in terms of the integral of the adjoint solute field, which
must be solved along with the primal governing equations.
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[28] Thomas Surrey, François Nédélec, Stanislas Leibler, and Eric Karsenti. Physical properties
determining self-organization of motors and microtubules. Science, 292(5519):1167–1171,
2001.

[29] FJ Ndlec, Thomas Surrey, Anthony C Maggs, and Stanislas Leibler. Self-organization of
microtubules and motors. Nature, 389(6648):305–308, 1997.

[30] Lucy M Aplin, Damien R Farine, Richard P Mann, and Ben C Sheldon. Individual-level
personality influences social foraging and collective behaviour in wild birds. Proceedings of
the Royal Society B: Biological Sciences, 281(1789):20141016, 2014.

[31] Brian L Partridge. The structure and function of fish schools. Scientific american,
246(6):114–123, 1982.

https://libjncir.jncasr.ac.in/xmlui/handle/123456789/3067
https://libjncir.jncasr.ac.in/xmlui/handle/123456789/3067


BIBLIOGRAPHY 129

[32] Francesco Ginelli, Fernando Peruani, Marie-Helène Pillot, Hugues Chaté, Guy Theraulaz,
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Turbulence of swarming sperm. Physical Review E, 92(3):032722, 2015.

[58] Xiao-Lun Wu and Albert Libchaber. Particle diffusion in a quasi-two-dimensional bacterial
bath. Physical review letters, 84(13):3017, 2000.

[59] Andrey Sokolov, Igor S Aranson, John O Kessler, and Raymond E Goldstein. Concentra-
tion dependence of the collective dynamics of swimming bacteria. Physical review letters,
98(15):158102, 2007.

[60] Christopher Dombrowski, Luis Cisneros, Sunita Chatkaew, Raymond E Goldstein, and
John O Kessler. Self-concentration and large-scale coherence in bacterial dynamics. Physical
review letters, 93(9):098103, 2004.

[61] Avin Babataheri, Marcus Roper, Marc Fermigier, and Olivia Du Roure. Tethered fleximags
as artificial cilia. Journal of Fluid Mechanics, 678:5–13, 2011.
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[107] Gáspár Jékely. Evolution of phototaxis. Philosophical Transactions of the Royal Society B:
Biological Sciences, 364(1531):2795–2808, 2009.

[108] TJ Pedley and JO Kessler. Bioconvection. Science Progress (1933-), pages 105–123, 1992.

[109] NA Hill and TJ Pedley. Bioconvection. Fluid Dynamics Research, 37(1-2):1, 2005.
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[181] Akhil Varma and Sébastien Michelin. Modeling chemo-hydrodynamic interactions of
phoretic particles: A unified framework. Physical Review Fluids, 4(12):124204, 2019.

[182] Wen Yan and John F Brady. The behavior of active diffusiophoretic suspensions: An accel-
erated laplacian dynamics study. The Journal of Chemical Physics, 145(13), 2016.

[183] Takuji Ishikawa, Thanh-Nghi Dang, and Eric Lauga. Instability of an active fluid jet. Physical
Review Fluids, 7(9):093102, 2022.
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Titre : Dynamique collective et rhéologie des suspensions phorétiques sous forçages mécaniques et chi-
miques externes

Mots clés : suspension active, particules janus, chimiotaxie, comportement collectif

Résumé : La matière active est composée d’unités in-
dividuelles qui injectent de l’énergie dans le système
conduisant à des dynamiques collectives non tri-
viales. Cette thèse se concentre sur un type de micro-
nageurs artificiels appelés particules Janus. Ces par-
ticules peuvent interagir à la fois à travers le champ
d’écoulement et le champ de soluté, donnant lieu à
la formation de modèles spatio-temporels complexes
(tels que la formation d’asters). Des expériences
rhéologiques récentes révèlent que la suspension
de tels micronageurs influence fortement la réponse
rhéologique de la suspension et conduit à une dimi-
nution de la viscosité effective de la suspension. La
première partie de la thèse explore numériquement
la dynamique et la réponse au cisaillement des
particules phorétiques en suspensions diluées et
confinées, qui se réorientent et dérivent vers des so-
lutés chimiques libérés par leurs voisines à l’aide
d’un modèle cinétique continu. Une distribution tran-
sitoire 1D pilotée par l’effet de confinement est une
caractéristique commune aux intensités de confine-
ment et de taux de cisaillement considérées. Cet
état 1D est stable pour un confinement fort et s’ob-

serve donc en dynamique à long terme dans des
canaux suffisamment étroits. Pour les canaux plus
larges, l’état transitoire devient instable aux pertur-
bations axiales dues à l’instabilité chimiotactique,
conduisant à la formation d’agrégats de particules le
long des parois du canal. En exerçant des contraintes
sur le fluide, ces micro-nageurs modifient le com-
portement rhéologique des suspensions qui dépend
de la répartition des particules.La deuxième partie
de la thèse s’intéresse au contrôle du comporte-
ment rhéologique de la suspension. Dans cette par-
tie, l’idée centrale est d’utiliser le forçage chimique
pour déclencher l’instabilité chimiotactique de telle
sorte que des agrégats de particules puissent se for-
mer et réduire la viscosité effective. Nous explorons
ici le forçage chimique via un patch catalytique et
montrons qu’imposer simultanément une activité et
un cisaillement a des limites à des taux de cisaille-
ment modérés, où l’instabilité chimiotactique ne peut
pas se développer dans l’ensemble du domaine. Pour
résoudre ce problème, nous proposons une stratégie
plus robuste qui étend la région de réduction de la vis-
cosité à des confinements plus élevés.

Title : Collective dynamics and rheology of phoretic suspensions under external mechanical and chemical
forcings

Keywords : active suspension, janus particles, chemotaxis, collective behaviour

Abstract : Active matter is composed of individual
units that inject energy into the system leading to non-
trivial collective dynamics. This thesis focuses on a
type of artificial microswimmers called as Janus par-
ticles. These particles can interact through both the
flow field and the solute field, giving rise to the for-
mation of complex spatiotemporal patterns (such as
the formation of asters). Recent rheological experi-
ments reveal that the suspension of such microswim-
mers strongly influences the rheological response of
the suspension and leads to a decrease in the effec-
tive viscosity of the suspension. The first part of the
thesis numerically explores the dynamics and shear
response of dilute and confined suspensions phore-
tic particles, which reorient and drift towards chemical
solutes released by their neighbors using a continuum
kinetic model. A 1D transient distribution driven by the
confinement effect is a common feature at the consi-
dered confinement and shear rate intensities. This 1D
state is stable for strong confinement and is therefore

observed in the long-term dynamics in sufficiently nar-
row channels. For wider channels, the transient state
becomes unstable to axial perturbations due to che-
motactic instability, leading to the formation of particle
aggregates along the channel walls. As these micros-
wimmers exter stresses on the fluid, they modify the
suspensions’ rheological behaviour which depends on
particle distribution. The second part of the thesis fo-
cuses on controlling rheological behaviour of the sus-
pension. In this part, the central idea is to use chemi-
cal forcing to trigger the chemotactic instability such
that particle aggregates can form and reduce the ef-
fective viscosity. Here we explore the chemical forcing
via a catalytic patch and show that imposing activity
and shear simultaneously has limitations at moderate
shear rates, where chemotactic instability cannot de-
velop in the entire domain. To address this issue, we
propose a more robust strategy that extends the vis-
cosity reduction region to higher confinements.
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