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RÉSUMÉ DE LA THÈSE

L’astrochimie est un domaine relativement récent dont les principaux objectifs sont de
comprendre la formation des étoiles et des planètes, ainsi que l’émergence de la vie sur
Terre. Ces questions sont abordées par l’étude de la chimie et des compositions chimiques
des di�érents milieux astrophysiques, tels que le milieu interstellaire (l’espace entre les
étoiles, noté MIS), les comètes, ainsi que les régions circumstellaires et circumplanétaires.

Mes travaux de thèse portent principalement sur l’étude des nuages moléculaires, ré-
gions où se forment les étoiles et qui nous renseignent sur l’influence de la composition
chimique sur ce processus. Ils concernent également l’étude des comètes, considérées
comme des vestiges de la formation des planètes de notre système solaire et supposées
porteuses de molécules prébiotiques, potentiellement à l’origine de la vie sur Terre.

L’étude de la composition chimique de ces milieux repose sur l’interprétation des spec-
tres moléculaires capturés par les télescopes. Cette interprétation nécessite l’utilisation de
modèles de transfert de rayonnement permettant de calculer l’intensité des raies molécu-
laires dans des conditions physiques spécifiques, afin de les comparer aux observations.
Néanmoins, ces modèles sont souvent basés sur l’approximation de l’Équilibre Thermody-
namique Local (ETL), qui suppose que les populations des niveaux d’énergie des molécules
sont thermalisées et peuvent donc être simplement décrites par une distribution de Boltz-
mann. Cependant, il est bien établi que cette approximation est souvent invalide dans
les milieux astrophysiques où la densité est insu�sante pour permettre la thermalisation
des molécules. Ainsi, pour obtenir des conditions physiques précises à partir de ces mod-
èles, il est nécessaire de réaliser un bilan détaillé de tous les processus d’excitation et de
désexcitation a�ectant les molécules du milieu.

Ces processus peuvent être de deux natures : radiatifs ou collisionnels. Les transi-
tions induites par absorption ou émission d’un photon sont quantifiées par les coe�cients
d’Einstein, qui sont connus pour toutes les molécules détectées ainsi que pour certains
isotopologues. En revanche, les transitions induites par collision sont caractérisées par les
taux de collisions, qui sont souvent absents de la littérature en raison de la complexité
des calculs nécessaires à leur détermination. À ce jour, ces taux existent pour environ



70 molécules sur les 320 détectées en décembre 2024. Cependant, même les données
disponibles ne su�sent pas à modéliser les molécules dans tous les environnements as-
trophysiques et à toutes les températures. L’existence de ces taux de collision représente
donc un des principaux facteurs limitant pour une exploitation complète des observations
et une détermination précise des abondances moléculaires dans les milieux astrophysiques.

Le calcul des taux de collision débute par la sélection d’une molécule cible, corre-
spondant à celle observée, et d’un partenaire de collision, généralement la molécule la
plus abondante dans le milieu étudié. L’interaction électronique entre ces deux espèces
est évaluée en résolvant l’équation de Schrödinger électronique à l’aide de méthodes de
chimie quantique, ce qui permet de construire une Surface d’Énergie Potentielle (SEP).
Cette SEP est ensuite utilisée dans l’équation de Schrödinger décrivant le mouvement des
noyaux afin de déterminer les sections e�caces d’excitation collisionnelle. En intégrant
ces sections e�caces sur une distribution de Maxwell-Boltzmann des énergies de collision,
on obtient les taux de collision. Ces données peuvent ensuite être intégrées dans des codes
de transfert de rayonnement pour analyser les observations.

L’objectif de mes travaux de thèse est de calculer des taux de collision absents de la
littérature, permettant ainsi de déterminer l’abondance de molécules clés dans les milieux
astrophysiques. Ces études se concentrent sur des molécules soufrées afin de contribuer à
la résolution du problème du soufre manquant.

L’abondance observée de cet élément dans les nuages moléculaires ne représente qu’environ
un pour cent de l’abondance cosmique attendue, ce qui suggère que les principaux réser-
voirs de soufre restent non identifiés. Pour mieux comprendre ce problème, il est es-
sentiel de contraindre avec précision l’abondance des principales molécules soufrées, afin
d’élucider la chimie du soufre dans ces environnements.

La première partie de la thèse s’est concentrée sur la molécule CCS, omniprésente dans
le MIS, avec pour objectif de modéliser son abondance ainsi que celle de quatre de ses
isotopologues (13CCS, C13CS, CC34S, et CC33S) dans les nuages moléculaires, où cette
molécule et ses isotopologues sont particulièrement abondants.

L’atome d’hélium (He) a été choisi comme partenaire de collision, car les taux de
collision avec He peuvent être utilisés, en première approximation, pour modéliser les
taux de collision avec para-H2 ( 9=0), qui est la molécule la plus abondante dans les
nuages moléculaires.



Dans un premier temps, la SEP du complexe de van der Waals CCS-He a été calculée
à l’aide de la méthode de chimie quantique des Clusters-Couplés CCSD(T), et une base
d’orbitale atomique aVQZ ainsi que des fonctions de liaisons grâce au logiciel molpro.
L’erreur de superposition des bases (ESB) a été corrigé à chaque géométrie, et un ajuste-
ment global de la SEP a été réalisé en utilisant un développement sur des polynômes
de Legendre. Cette SEP a ensuite été intégrée dans le code de dynamique quantique
molscat afin de résoudre les équations couplées, solution de l’équation de Schrödinger
nucléaire, en utilisant la méthode « exacte », appelée Close-Coupling, tout en tenant
compte de la structure fine de CCS. C’est la première fois que les taux de collision im-
pliquant CCS ont été calculés en considérant de manière exacte sa structure interne. Par
comparaison avec des études antérieures, il a été démontré qu’un traitement approximatif
de la structure fine de CCS via l’approximation soudaine conduit à des di�érences signi-
ficatives sur les taux. Ces écarts incluent une déviation globale d’un facteur 2 à 10 et des
di�érences atteignant un facteur 100 pour certaines transitions.

Les taux de collision de quatre isotopologues (13CCS, C13CS, CC34S et CC33S) ont
également été calculés, en prenant en compte la structure hyperfine pour les isotopologues
contenant des atomes ayant un spin nucléaire, tels que 13C (� = 1/2) et 33S (� = 3/2).
Pour cela, les équations couplées ont d’abord été résolues en considérant uniquement
la structure fine. Les taux de collision hyperfins ont ensuite été obtenus à partir de ces
calculs en appliquant une méthode de recouplage. Les données obtenues pour les di�érents
isotopologues ont été comparées, montrant que l’e�et de la substitution isotopique sur les
taux de collision est faible.

Ces données ont été intégrées dans le code de transfert de rayonnement radex afin
de tester leur impact sur l’intensité des raies observées dans les nuages moléculaires lors
d’études précédentes.

Les taux de collision de CCS et de ses isotopologues ont également été utilisés pour
interpréter des observations du nuage moléculaire Taurus 1, réalisées avec le télescope
Yebes 40m, et pour évaluer l’abondance de CCS ainsi que celle de ses isotopologues.

Lors d’une étude précédente, il avait été constaté que les raies de C13CS étaient plus
intenses que celles de 13CCS, ce qui avait conduit à une estimation du rapport d’abondance
[C13CS]/[13CCS] = 4.2 ± 2.3 dans cette même région du MIS. Cette anomalie peut être
utilisée pour discuter des chemins de formation de la molécule.

Grâce aux nouvelles observations interprétées à l’aide des données calculées dans le
cadre de ce travail de thèse, ce rapport d’abondance a été réévalué à [C13CS]/[13CCS] =



6.79 ± 0.7, montrant que l’anomalie est en réalité plus prononcée que ce qui avait été es-
timé précédemment. Diverses hypothèses ont été proposées pour expliquer cette anomalie.
Dans ce travail, il est suggéré que l’interconversion de 13CCS en C13CS constitue une ex-
plication plausible. Ce type d’anomalie a également été examiné pour d’autres molécules,
et l’interconversion apparaît comme une explication raisonnable pour rendre compte de
l’anomalie observée dans le cas de CCH.

La deuxième partie de cette thèse a porté sur la molécule CS, dans le but de modéliser
son abondance dans les atmosphères cométaires où elle est relativement abondante.

Il existe très peu de données de collisions adaptées aux atmosphères cométaires, car
les molécules les plus abondantes dans ces environnements sont CO, CO2 et H2O. Ces
molécules possèdent beaucoup plus de niveaux d’énergie accessibles que H2 aux mêmes
températures. Le coût des calculs de dynamique quantique augmente de manière exponen-
tielle avec le nombre d’états quantiques à prendre en compte, dépassant donc rapidement
les limites actuelles des méthodes purement quantiques. Pour cette raison, des méthodes
alternatives doivent être proposés, et seules quatre molécules disposent actuellement de
données de collision adaptées aux comètes : CO, H2O, HCN et HF. Cette étude nova-
trice propose non seulement d’ajouter la molécule CS à cette liste, mais également de
développer une méthodologie viable pour le calcul de ces données dans le contexte des
atmosphères cométaires.

Dans le cadre de ce travail, les systèmes CS-CO et CS-H2O ont été étudiés, car CO et
H2O sont les molécules les plus abondantes dans les atmosphères cométaires, respective-
ment à grande et à courte distance du Soleil.

La SEP du complexe de van der Waals CS-CO a été calculée à l’aide de la méthode
CCSD(T)-F12b avec la base d’orbitales atomiques aVTZ. La BSE a été corrigée pour
chaque géométrie, et l’ajustement du potentiel a été e�ectué sur la base des harmoniques
bisphériques, grâce à la méthode des moindres carrés mobiles avec interpolation locale.
Les méthodes de dynamique quantique ne permettant pas de traiter des systèmes de
cette taille, une méthode statistique nouvellement développée a été employée pour ces
calculs : la méthode du modèle statistique des canaux adiabatiques (noté SACM). Cette
méthode consiste à calculer les canaux adiabatiques du système par diagonalisation de
l’Hamiltonien, puis à leur attribuer un poids statistique de 1 ou 0, selon s’ils sont accessible
énergiquement ou non. Les canaux adiabatiques ont été obtenus avec molscat, tandis
que la méthode de comptage a été implémentée dans le cadre de cette étude. La validité



de cette approche a été évaluée pour le système CS-CO, où des calculs de dynamique
quantique ont également été e�ectués, bien que limités à l’onde partielle minimale � = 0.
L’accord entre les taux de collisions calculés en approche Close-Coupling et avec l’approche
SACM est excellent, avec une réduction du coût calculatoire d’un facteur 40 en temps et
d’un facteur 7 en mémoire par rapport à la méthode quantique. Cette méthode apparaît
donc comme une approche prometteuse pour le calculs de données de collisions pour des
applications cométaires.

La SEP du complexe de van der Waals CS-H2O a été obtenu avec la méthode de la
théorie de la perturbation adaptée à la symétrie, couplée à la théorie de la fonctionnelle de
la densité (noté SAPT-DFT), et avec une base d’orbitales aVTZ. La SEP a été développée
sur des harmoniques bisphériques en utilisant une procédure d’ajustement qui repose sur
un potentiel site-site. La méthode SACM a également été employée pour les calculs de
dynamique. Les canaux adiabatiques ont été calculés avec hibridon, et le comptage a
été réalisé en adaptant le code développé lors de l’étude du système CS-CO. La précision
des taux de collision ainsi obtenus n’a pas pu être évaluée, car les calculs de dynamique
quantique pour ce système restent trop coûteux, même en limitant le nombre d’ondes
partielles à � = 0.

Les taux de collisions obtenus pour CS-CO et CS-H2O ont été utilisés dans le code de
transfert de rayonnement radex afin d’identifier les régions des atmosphères cométaires
où ces données sont nécessaires pour une évaluation précise des populations des niveaux
d’énergie et, par conséquent, de l’abondance de CS. Cela a également permis d’évaluer
l’impact des di�érents jeux de données sur les populations des niveaux d’énergies de la
molécule cible. Les populations ont été impactées di�éremment selon que CO ou H2O
était considéré comme le principal composant du gaz, soulignant l’importance de calculer
les taux de collisions avec ces deux partenaires de collision dans de futures études. De
plus, il a été constaté que les données de CS-H2, souvent utilisées pour modéliser CS dans
les atmosphères cométaires par manque de données adéquates, présentaient de grandes
di�érences par rapport aux données de CS-CO et CS-H2O, induisant des écarts significat-
ifs dans les populations des niveaux d’énergie de la molécule CS. Cela suggère que H2 ne
peut pas être utilisé de manière fiable pour déterminer l’abondance de CS dans les comètes.

En conclusion, ce travail de thèse a permis de déterminer des données de collision
essentielles pour une interprétation fiable des observations capturées par les télescopes.
Il a également conduit au développement d’une nouvelle méthodologie pour le calcul des



taux de collision dans les atmosphères cométaires, qui a montré d’excellents résultats
et semble prometteuse pour de futures études. De plus, la réévaluation de l’abondance
des isotopologues de CCS à base de 13C a fourni de nouveaux éléments sur la chimie de
cette molécule, et des résultats préliminaires suggèrent que la chimie d’autres molécules
pourrait être expliquée de manière similaire.
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Chapter 1

INTRODUCTION

It seems very reasonable to consider the probability of the existence of [...] polyatomic
molecules as negligible and to rule out.

Eugene H. Eyster, 1937

1.1 Astrochemistry: The Story Behind the Lines

1.1.1 Birth and Evolution of Astrochemistry

Astrochemistry is a relatively young field of research that focuses on the molecular com-
plexity in astrophysical media. Its main goals are the understanding of the formation
of stars and planets, and the emergence of life on Earth. It is done through the study
of the chemistry and of the chemical composition of various astrophysical environments,
such as the interstellar medium (the space between stars, hereafter noted ISM), comets,
circumstellar and circumplanetary regions.

The Existence of Molecules in Space: a Subject of Intense Debate

At the beginning of the 20th century, it was observed that light from distant stars was
slightly attenuated as it traveled through the ISM (King, 1915). The cause of this atten-
uation was the subject of intense debate for decades. Observations of fixed lines in the
spectra of di�erent stars suggested that these lines originated from a di�use gas cloud
located between the observer and the stars, rather than from the stars themselves.

It was proposed to be absorption lines from molecular species, but as the existence
of molecules in the ISM seemed improbable, many scientists argued that they should be
artifacts (Eyster, 1937). They asserted that even if molecules did exist, they would be
broken apart by the intense radiation fields emitted by stars traveling through the ISM.
Given the extremely low density of this space, the probability of these atoms recombining
to form new molecules was considered too low (Eddington, 1926). At that time, they did
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not know the role of H2 and dust in the shielding of UV-photons,1 protecting molecules
from dissociation.

The debate should have been settled in the late 1930s and early 1940s with the con-
firmed detection of CH by McKellar (1940) already suggested by Swings & Rosenfeld
(1937). In their study, McKellar (1940) also reported the detection of CN. Based on
new laboratory measurements, Douglas & Herzberg (1941) attributed interstellar lines
observed by both Dunham (1937) and McKellar (1940) to the CH+ cation. Despite these
three detections, the search for astromolecules was still not widespread as scientists were
generally not convinced of their existence (Yamamoto, 2017).

Nearly two decades later, Townes (1957) suggested the use of microwave radiation to
investigate the presence of molecules in the ISM, but his proposal initially did not receive
much attention from the scientific community. However, the technological advancements
in radar and radio communication during World War II significantly contributed to the
development of radio astronomy. Consequently, 20 years after the first detection of a
molecule in the ISM, OH, the fourth interstellar molecule, was detected by Weinreb et al.
(1963) through radio observations.

The excitement about molecules in space really started with the NH3 detection by
Cheung et al. (1968), closely followed by the detection of H2O by Cheung et al. (1969).
Astronomers started to realize that very familiar molecule could be found in space. Indeed,
very usual Earth species were detected, as CO (Wilson et al., 1970), H2 (Carruthers, 1970),
or NO (Liszt & Turner, 1978). The first organic molecule, H2CO (formaldehyde), was
detected by Snyder et al. (1969). A few years later, the first Complex Organic Molecule
(COM) molecule, defined as a molecule containing six or more atoms including one carbon,
was detected with the identification of methanol (CH3OH) by Ball et al. (1970). With
the increasing capabilities of ground- and space-based observational facilities, more and
more complex chemical species were detected, and more are expected to be discovered in
the future.

1H2 and dust will absorb and scatter UV photons, protecting the inner-layers of the clouds from UV
radiation. It allows for the survival and stability of more complex molecules within molecular clouds.

2
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1.1.2 The Evolution of Matter in Space

The Di�erent Phases of the ISM

In our Galaxy, 90% of the visible matter is gathered in stars. Therefore, the ISM is only
10% of its mass. Despite its low fraction, this matter plays a very important role on
the formation and evolution of stars. It is composed of 99% of gas, and about 1% of
dust grains of about 0.1�m in size that are mostly silicates and carbonaceous compounds
possibly surrounded by ice.

Hydrogen and He, which were formed a few minutes after the Big Bang, represents
about 90% and 8.5% of the chemical elements, respectively. The rest is mostly second
raw elements (C, N, O, F), Ne, Si, S and Fe, which abundances varies according to nucle-
osynthetic processes taking place in stars [Yamamoto (2017) and refs therein].

The distribution of the matter in the ISM is far from homogeneous, and is instead
gathered into clumps and filaments, often referred to as clouds. The ISM is composed of
several phases. First is the coronal gas phase, characterized by extremely high tempera-
tures ranging from 106 to 107 K and extremely low density of ⇠ 0.001 cm�3. In this stage,
the matter is highly ionized and the principal component is H+.

As the coronal gas slowly cools down, electronic recombination of the chemical elements
(mostly hydrogen) begins to occur, and the coronal gas transitions into an intercloud gas.
In this phase, the temperature is between 103 and 104 K and the density is relatively low,
ranging from a ⇠ 0.1 to 10 cm�3.

Where most of the elements have recombined, the temperature drops to about 50 to
100 K, and the density reaches approximately 102 cm�3, forming di�use clouds. Within
those clouds, molecular hydrogen (H2) begins to form and coexists with hydrogen atoms.
As the temperature further decreases, the density of the medium increases, gradually
becoming opaque to UV radiation due to H2 shielding2 (Draine, 2011). When the molec-
ular hydrogen density becomes higher than the atomic one, a dense molecular cloud has
formed. Typical dense clouds are cold, with temperatures ranging from 5 to 50 K, and
are relatively dense, between 103 to 106 cm�3.

As represented in Figure 1.1, the densest cores within these clouds undergo gravita-
tional collapse, resulting in the formation of a rotating accretion disk with a density peak

2H2 will absorb and scatter UV photons, protecting the inner-layers of the clouds from UV radiation.
It prevents excessive heating and destruction of molecular species.
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Figure 1.1: Cartoon of the di�erent stages characterizing low-mass (Solar-like) star and planet formation
taken from Öberg & Bergin (2021). (a) Dense cores of molecular clouds where star will form. (b) The
dense core starts to collapse under its own gravity. (c) As the collapse proceeds, the center heats up
forming a protostar. Accretion of remnant cloud material continues, funneled through a disk. (d) Once
the remnants of the gas and dust cloud have dispersed, the young star, in its pre-main sequence phase,
is surrounded by a circumstellar disk where planet formation takes place. (e) After gas disk dissipation
and the final stages of terrestrial planet formation, a planetary system emerges. Image credit: K. Peek.

at its center, where a protostar will light up. The inner-disk will fall inward and add
material onto the growing star (Draine, 2011). As the protostar evolves, it becomes a
main-sequence star surrounded by a protoplanetary disk. Within this disk, dust begins to
aggregates into planetesimals from which planets, asteroids, and comets eventually form.

The Life Cycle of Stars

Within the stars, hydrogen undergoes nuclear fusion, forming heavier chemical elements.
After hydrogen burning is completed, the star evolves to a late-stage star. The end of a
star’s life depends on its mass. For sun-like stars, their outer layers are ejected, and the
star loses most of its matter, creating a planetary nebula (similar to intercloud gas), which
supplies gas and dust to the ISM. The remaining core, called a white dwarf, illuminates
the ejected material and will cool and fade over billions of years.

High-mass stars (at least eight times the mass of the Sun) undergo a supernova explo-
sion, one of the most energetic processes in the Universe. The core of the star collapses,
becoming either a neutron star (very compact, with a diameter of only a few kilometers)
or a black hole, depending on the mass of the collapsing core during the supernova ex-
plosion. All the elements synthesized within the star, including heavier elements formed
during the explosion, are ejected into the ISM. This enriches the ISM with new elements,
and the gas returns to its coronal-gas stage. This cycle illustrates how matter circulates
through the life cycles of stars, summarized in Figure 1.2.
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Figure 1.2: The life cycles of Sun-like and massive stars. Credits: NASA and the Night Sky Network.

Comets: The Fossils of the Solar System

The nucleus of a comet, which is few km in size, is composed of rocks (silicates and
carbonaceous compounds) surrounded by ices (mainly H2O, CO and CO2) (Filacchione et
al., 2016a; Filacchione et al., 2016b; Bockelée-Morvan & Biver, 2017)) with approximately
a 1:1 mass ratio (A’Hearn, 2008). Therefore, as a comet approaches the Sun, the ices
contained in its nucleus start to sublimate, forming an atmosphere surrounding the nucleus
called the (cometary) coma. Closer to the Sun, dust particles are ejected, thus forming
the dust tail. Ions are accelerated by the solar wind, forming the ion tail, which points in
the opposite direction to the Sun. The dust tail, however, is composed of solid particles
and traces a broad, gently curving path behind the comet. Cometary comae can span
several hundreds of thousands of kilometers in size, and their ion tails can stretch to over
an astronomical unit in some cases (Neugebauer et al., 2007).

Figure 1.3 presents both a photography of the Comet 12P/Pons-Brooks which was
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(a) 12P/Pons-Brooks comet in March 2024. (b) The anatomy of a comet.

Figure 1.3: The structure of comets. Credits: (a) Nielander via Wikimedia Commons ; (b) NASA/JPL-
Caltech.

visible from Earth in March 2024 in Figure 1.3a and a schematic representation of the
structure of a comet in Figure 1.3b.

The temperature in the coma decreases from approximately 200 K (the water subli-
mation point) to around 10 K due to the adiabatic expansion of the gas. The gas then
warms up again due to photodissociation heating from solar radiation. The density within
the coma strongly varies with the distance from the nucleus, ranging from 1012 cm�3 to
less than 1 cm�3 (Despois et al., 2006). The dominant component in the coma is usually
water, but CO becomes dominant for comets at large heliocentric distances � 4 au, where
the temperature is to low for water to sublime (Despois et al., 2006).

Comets in our solar system were formed from the gas, dust, and ices surrounding the
Sun at its birth, approximately 4.6 billion years ago. Ejected into their reservoirs outside
the solar system during planet formation, their chemical composition is expected to have
remained largely unchanged since then. Consequently, they serve as excellent tracers
of the chemical and isotopic composition of the solar protoplanetary disk (Mumma &
Charnley, 2011). These objects are thought to play an important role in the habitability
and emergence of life on Earth. One hypothesis is that they would have delivered water
and other volatiles, such as amino acids, to Earth through impacts. Therefore, it is crucial
to study their chemical composition, as they are not only fossils of the Early Solar System
but also potential triggers for the emergence of life on Earth (Ceccarelli et al., 2014).

Comets are typically classified into three categories by their origin and orbital periods:
Jupiter Family Comets (JFCs), Oort Cloud Comets (OCCs), and Halley-Type Comets
(HTCs). JFCs are short-period comets (less than 20 years), thought to have formed
outside Neptune’s orbit and are stored in the Kuiper Belt (KB). OCCs are long-period
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comets (greater than 200 years), formed in the giant-planet feeding zone and were ejected
into the Oort Cloud (OC), where they are stored. HTCs are intermediate-period comets
(between 20 and 200 years) and can come from either the KB or the OC.

1.1.3 Observing Chemistry in Space

Remote Observations

Besides extremely few exceptions,3 astrophysical environments are out of reach, and their
chemical and physical conditions cannot be directly probed. Even in our Solar System, it
takes years to reach relatively close objects. For example, the current Jupiter Icy Moons
Explorer (JUICE) mission (Grasset et al., 2013), launched in April 2023, is expected to
reach Venus in August 2025, and finally Jupiter in 2031. Therefore, our knowledge of
the Universe relies almost exclusively on remote observations performed with ground and
space-based observational facilities that capture molecular spectra from the astrophysical
media they target.

Currently, ⇠90% of molecular detections have been made at radio, centimeter, millime-
ter (mm), and sub-mm wavelengths (McGuire, 2022), meaning that most molecules have
been detected through rotational emission or absorption. Radio telescopes are without
doubt game-changers for the study of chemistry in the ISM (Fortenberry, 2024a). The
huge advantage of radio spectroscopy is that molecules can be observed in both emission
or absorption against the background radiation field continuum of the media (either the
Cosmological Microwave Background, or the radiation field from nearby stars). However,
a major weakness is that radio telescopes are completely blind to symmetric molecules,
as the strength of a rotational transition is proportional to the square of the permanent
electric dipole moment of the molecule. Thus, such transitions will be invisible for highly
symmetric molecules such as H2, CO2, or CH4. In addition, only gas-phase molecules can
be detected, as molecules in the condensed phase cannot freely rotate.

Infrared (hereafter IR) astronomy can overcome these limitations since it allows the
identification of highly symmetric molecules by detecting vibrational transitions. Molecules
are detected through vibrational transitions where the vibrational state breaks the sym-
metry of the molecule, thus inducing a dipole moment. However, as vibrational states are
much higher in energy, these detections can occur only in warmer regions. In some excep-

3Planetary systems, asteroids and comets can be directly probed, e.g., JUICE, ROSETTA and
OSIRIX-REx missions.
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Figure 1.4: Transmission of the Earth’s atmosphere for electromagnetic radiation. The orange trace
indicates the altitude at which the radiation is attenuated by 50%. This figure was taken from Tonolo
(2024) adapted from Rohlfs & Wilson (2004).

tional cases, vibrationally excited molecules can be observed in cold environments, as seen
with C6H in Taurus Molecular Cloud 1 (hereafter TMC-1) (Cernicharo et al., 2023). IR
astronomy also provides a unique window into the molecular content of condensed-phase
materials in the ISM, as vibrational transitions are accessible in the condensed phase.

However, the Earth’s atmosphere is very opaque to sub-mm and far-IR wavelengths,
as illustrated in Figure 1.4. It is due to the absorption of these wavelengths by water
vapor present in the atmosphere, making ground-based observations very complex. Thus,
IR observations are often space-based, as with the Herschel Space Observatory (HSO),
the James Webb Space Telescope (JWST), or the Stratospheric Observatory for Infrared
Astronomy (SOFIA). Although SOFIA is not space-based, it operates from a high-altitude
aircraft to acquire data from above the thickest layers of Earth’s atmosphere.

The Earth’s atmosphere is strongly opaque to UV wavelengths due to ozone (O3)
and dioxygen (O2) absorption, so space-based observatories such as the Hubble Space
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Telescope (HST) and the Far Ultraviolet Spectroscopic Explorer (FUSE) are employed
for UV-visible wavelengths observations.

Currently, the Yebes 40m, IRAM 30m,4 Nobeyama 45m, Green Bank Telescope (GBT)
100m, and the Atacama Large Millimeter/sub-millimeter Array (ALMA) are among the
most widely used ground-based facilities for detecting new molecules. Unlike space-based
telescopes, ground-based instruments can undergo regular maintenance and upgrades,
allowing their performance to improve over time.

In situ Measurements

As already mentioned, only a few types of astrophysical media can be probed by in
situ measurements. These include planetary systems (e.g., CURIOSITY, Voyager 1 & 2,
JUICE), asteroids (e.g., OSIRIS-REx, which directly sampled the Bennu asteroid), and
comets. I will focus on cometary missions as part on my PhD thesis was devoted to the
study of comae.

In the past, four missions have allowed for in situ measurements in comets: the Giotto,
Deep Impact (EPOXI), Stardust, and Rosetta missions. They were probing comets
1P/Halley (hereafter Halley), 9P/Tempel and 103P/Hartley, 81P/Wild2 and 9P/Tempel
again, and 67P/Churyumov-Gerasimenko (hereafter 67P), respectively.

Giotto, ESA’s first deep-space mission, conducted a close fly-by of Halley’s Comet’s
nucleus in 1986. This historic mission achieved the closest approach to any astrophysical
object by a spacecraft at that time, capturing the first detailed images of a cometary
nucleus. The images, shown in Figure 1.5a, are crucial as they reveal the size and shape
of Halley’s nucleus, providing unprecedented insights into the structure of comets.

The Deep Impact mission aimed at probing the cometary material beneath the surface
of a comet. It provided an opportunity to study inner-layer material that had not been
altered by thermal radiation from the Sun. The mission revealed new insights into the
comet’s composition, including the structure and density of its nucleus (A’Hearn et al.,
2005). The spacecraft reached the comet 9P/Tempel 1 in July 2005, deploying an impactor
that collided with the comet (Figure 1.5b). This collision produced an explosion equivalent
to 4.7 tons of TNT and created a crater approximately 150 meters in diameter, allowing
for the study of ejected material from beneath the surface.

4IRAM stands for Institut de Radioastronomie Millimétrique, or Institute of Millimetric Radioas-
tronomy.
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Stardust was the first mission to return samples from a comet and, more generally,
from extraterrestrial objects beyond the Moon’s orbit. In 2004, the spacecraft made a
close flyby of comet 81P/Wild 2, collecting cometary and interstellar dust. The samples
returned to Earth two years later (see Figure 1.5c) providing an unprecedented window
into the composition of cometary refractory materials. They revealed a complex mixture
of aromatic and aliphatic compounds similar to that found in interplanetary dust particles
and meteorites. The samples also showed enrichment in deuterium and heavy nitrogen,
indicating a primordial origin, as these isotopologues are favored in the cold temperatures
of the solar nebula (Sandford et al., 2006). The major discovery was the first identification
of C2H5NO2, an isomer of –the simplest amino acid and a key building block of life–
supporting the idea that the fundamental building blocks of life are prevalent in space
(Elsila et al., 2009).

The Rosetta mission, ESA’s comet chaser, was the first spacecraft to orbit a comet
and fly alongside it as it headed towards the inner Solar System. It was also the first
to closely examine the activity of a comet as it was warmed by the Sun, enhancing our
understanding of comet dynamics. Rosetta deployed the Philae lander on the surface
of comet 67P/Churyumov-Gerasimenko, providing the first images from the surface of a
comet. The mission lasted almost two years before the spacecraft deliberately crashed on
the comet’s surface to maximize its scientific return. With this mission, 44 new cometary
molecules were detected,5 including one isomer of glycine (Altwegg et al., 2016), thus
almost doubling the number of known cometary molecules and unveiling a chemistry
much more complex than what is observed from telescopes.

The future Comet Interceptor mission aims to study a comet that has never entered
the inner Solar System. This will reveal the chemical composition of a comet’s ices before
any perturbation from the Sun’s radiation since its formation and storage in its reservoirs.
Its launch is planned for 2029.

In situ measurements allow to probe materials that are invisible to spectroscopic obser-
vations, as demonstrated by the Deep Impact, Stardust and Rosetta missions. Addition-
ally, they introduce less bias in the analysis since they represent "direct" measurements.
This is particularly important for comets, which are highly dynamic objects. Spectroscopy
techniques capture only shots of a comet at one or a few points in time. However, strong
evidence has been found on the influence of heliocentric distance on the volatile com-

5http://www.astrochymist.org, Credits: D. E. Woon.
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(a) Halley comet photographed by the Giotto spacecraft in
1986.

(b) 9P/Tempel 1 comet 67 seconds after Deep Impact col-
lision on July 4, 2005.

(c) Examination of the aerogel from the Stardust mission
in 2006.

(d) Photo of comet 67P taken by Rosetta on August 6,
2014.

Figure 1.5: In situ measurement missions for the investigation of comets in our Solar System. Credits:
(a) Halley Multicolor Camera Team, Giotto Project, ESA ; (b) NASA/JPL-Caltech/UMD ; (c) NASA ;
(d) ESA.

position of the coma, making it di�cult to draw strong conclusions about the chemical
composition of their ices (Biver et al., 2022).

The limitation of in situ measurements for studying molecules in comets is that mass
spectrometry, the technique employed for detection, cannot di�erentiate between isomers.
This technique works by ionizing chemical compounds to produce charged molecules or
molecular fragments and then measuring their mass-to-charge ratio (m/z). While this
allows for precise identification of a molecule’s atomic constituents, it cannot distinguish
between di�erent isomers. For instance, the detection of ’glycine’ (Elsila et al., 2009;
Altwegg et al., 2016) cannot be definitively attributed to the amino acid itself, as many
isomers of glycine exist, including the conformer remotely observed by Rivilla et al. (2023).
Although spectroscopy has its own limitations, it is a more sensitive technique that can
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Figure 1.6: Newly detected molecules over the years. Only confirmed detections have been included. It
has been updated in September 2024 from McGuire (2022) based on downloadable Python 3 package
astromol (McGuire & mcguiregroup, 2021), accessible at https://github.com/bmcguir2/astromol.

identify specific molecules rather than just their atomic composition. Thus, these two
approaches are complementary.

1.2 Chemistry in Space

1.2.1 The Molecular Inventory: From Atoms to Life?

To date, over 310 molecules have been detected in the ISM or circumstellar shells (updated
in September 2024).5 The detection rate per year has been strongly increasing over the
past four years, as seen in Figure 1.6. Currently, approximately 20 new molecules have
been detected per year since 2020, with a record of 42 new detections in 2021. As of
September 2024, 17 new detections have been reported for this year.

These detections include simple molecules, such as diatomic and triatomic molecules
like H2 (Carruthers, 1970), CO (Wilson et al., 1970), N2 (Knauth et al., 2004), CO2

(D’Hendecourt & Jourdain de Muizon, 1989), and NH2 (van Dishoeck et al., 1993). More
complex molecules are also detected including long-carbon chains such as cyanopolyyenes
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HCnN (with n odd 2 [3; 11]), Polycyclic Aromatic Hydrocarbons (PAHs) with the detec-
tion of (1 and 2)-C10H7CN and C9H8, fullerenes (carbon cages) with C60 and C70 (Cami
et al., 2010), and C+

60 (Berné et al., 2013).
Last year, the first isomer of glycine, NH2C(O)CH2OH, has been detected in a star-

forming region (Rivilla et al., 2023). This is so far the closest the astrochemical commu-
nity has come to detect an amino acid in the ISM. This detection is significant because
amino acids are considered the first building blocks of life, as they are the fundamental
components of proteins, from which DNA can be built.

In cometary comae, 104 molecules have been detected through both in situ and re-
mote spectroscopic observations,5 including hydrocarbons like CH4 and C2H6, simple
organic molecules (e.g., H2CO, H2CS, NH3) but also COMs (e.g., CH3OH, HCOOCH3,
NH2CHO). The abundances of the most common molecules relative to water are shown
in Figure 1.7. Cometary atmospheres show significant diversity in their chemical abun-
dances relative to water. These variations could result from di�erent formation conditions,
which lead to varying chemical compositions of the ices. Alternatively, they may be due to
the comets being observed at di�erent heliocentric distances, which a�ect the outgassing
molecules based on their di�erent sublimation points (Biver et al., 2022).

The chemical species in cometary comae can be categorized into two groups: parent
molecules, directly outgassing from the nucleus ices, and daughter species, which are
products of the parent molecules. Di�erentiating between parent species and products is
crucial for inferring the chemical composition of the ices. However, the origins of some
observed molecules remain unclear (e.g., SO, CS, Sn) and, in some cases, are simply
unknown (e.g., NS) (Biver et al., 2022).

1.2.2 The Three Axes of Astrochemistry

As new astromolecules were discovered, the question about the chemical processes form-
ing/destroying these molecules emerged. Astrochemists started to build out chemical
networks to match the observed molecular abundances and predict future detections.
Many predicted molecules were detected, and many were not. The models are constantly
refined accordingly, also fed by reference data generated by the laboratory astrophysics
community.
Astrochemistry is by nature a strongly interdisciplinary field. As illustrated in Figure 1.8,
it relies on three main axes:
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Figure 1.7: The range of abundances relative to water for commonly observed molecules in cometary
comae, as detected by remote observations, is shown. The number of comets in which each molecule has
been detected is indicated to the right. This Figure was taken from Biver et al. (2022).

• Observations, aiming at answering the questions of which molecules are present
in space and their respective abundances,

• Astrochemical modeling, studying how these molecules form and are de-
stroyed by reproducing their observed abundances,

• Laboratory astrophysics, which produces both experimental and theoretical
reference data on which the previous axes rely on,

All three axes are strongly interdependent. For example, new detections must be
based on comparisons with laboratory spectra. Astrochemical models require reaction rate
constants for the formation and destruction of all species included in the chemical network

14
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Figure 1.8: The three interdependent axes of astrochemistry.

to accurately reproduce the observed abundances of chemical species. However, a reliable
determination of these abundances requires a robust interpretation of the observations
using excitation models based on accurate molecular data.

This thesis focuses on this latter aspect. Accurate interpretation of observations of-
ten depends on detailed excitation models, as Local Thermodynamic Equilibrium (LTE)
conditions are typically not maintained in most astrophysical environments. Therefore,
determining the population of energy levels requires considering all energy transfer mecha-
nisms, so the competition between collisional and radiative processes. However, collisional
data are not available for all detected molecules, which limits the accuracy with which
observations can be interpreted. This thesis aims to generate the missing collisional rate
coe�cients and develop new methodologies to facilitate the production of these data for
future studies.

Laboratory astrophysics must respond to the needs of both observational astronomy
and astrochemical models, focusing on key species since not all data can be produced as
quickly as observations are made. Therefore, having a comprehensive understanding of
astrochemistry is crucial for prioritizing the most significant issues, potentially unlocking
multiple insights rather than just focusing on a single isolated molecule.
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1.3 Interpreting Observations

Interpreting observations to determine molecular abundances is crucial for understanding
the chemistry and physical conditions in astrophysical media. This process typically
involves using radiative transfer models, which, based on a given set of physical conditions,
calculate line intensities that can then be compared to observations.

1.3.1 Beyond the LTE Approximation

To simulate the emission or absorption lines from molecular species, the radiative trans-
fer equations—governing how radiation propagates through a medium—must be solved.
However, the interaction of molecules with radiation depends on the populations of their
energy levels.

In regions where the density is high enough for Local Thermodynamic Equilibrium
(LTE) conditions to prevail—where collisions dominate molecular excitation—the popu-
lation of energy levels will simply follow a Maxwell-Boltzmann distribution.

However, the density in astrophysical media is generally insu�cient to maintain LTE
conditions. Therefore, the populations of the energy levels of molecules are determined
by solving the statistical equilibrium equations. These equations describe the balance
between energy transfer mechanisms based on physical conditions such as kinetic temper-
ature, gas density, and the background radiation field.

In astrophysical media, molecules move due to the temperature and collide with each
other, exchanging energy through these collisions. In addition, they can absorb photons
emitted by surrounding radiation fields, originating from nearby stars, the cosmic mi-
crowave background (CMB), or emitted by other molecules. These interactions change
the population of energy levels, which in turn changes the background radiation field.
Therefore, these statistical equilibrium and radiative transfer sets of equations must be
solved iteratively until convergence is reached.

The population of molecular levels is governed by the competition between collisional
and radiative processes. These processes are illustrated in a two-level system example in
Figure 1.9.

To accurately model the population of energy levels, both the Einstein coe�cients �#⌫,
�⌫# , and ;⌫# describing radiative processes, and collisional rates D#⌫ and D⌫# , describing
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Figure 1.9: Processes involved in the distribution of population in a two-level system. �;D, �D;, and
;D; are the Einstein coe�cients for absorption, stimulated emission, spontaneous emission of photons,
respectively; D;D and DD; are the temperature-dependent collisional rates for transitions between levels #

and ⌫ due to collisions with gas particles.

collisional processes, must be known.
Einstein coe�cients are available for most detected molecules, including some isotopo-

logues, in databases such as the CDMS database6 (Müller et al., 2001; Müller et al., 2005;
Endres et al., 2016), and Jet Propulsion Laboratory (JPL) database7 (Pickett et al., 1998).
These coe�cients are often derived from experimental measurements. State-to-state rate
coe�cients are available for about 70 detected molecules and some of their isotopologues
in databases such as BASECOL8 (Dubernet et al., 2024), the Leiden Atomic and Molec-
ular Database (LAMDA)9 (Schöier et al., 2005), and Excitation of Molecules and Atoms
for Astrophysics database (EMAA)10 (Faure et al., 2021). These datasets, however, are
often incomplete in terms of collisional partners and temperature ranges.

Interpreting observations using the LTE approximation can lead to inaccurate esti-
mates of molecular abundances. In Faure et al. (2018), the 9⇠0⇠2 = 110 ! 9

0
⇠
0
0⇠

0
2
= 111

transition of methanimine (CH2NH) was modeled using radiative transfer models based
on detailed excitation models with accurate radiative and collisional data. The best fit
was obtained for an abundance of methanimine that was four to ten times lower than
what was predicted based on LTE assumptions by Halfen et al. (2013). If this accurate
abundance is used, a spectrum modeled with LTE would completely fail to reproduce the
observed methanimine spectrum, as shown in Figure 1.10.

6https://cdms.astro.uni-koeln.de/cdms/portal/
7https://spec.jpl.nasa.gov
8https://basecol.vamdc.eu
9https://home.strw.leidenuniv.nl/~moldata/

10https://emaa.osug.fr/
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Figure 1.10: Observational and model spectra of methanimine 9:0:2 = 110 ! 9
0
:00:02

= 111 transition at 5.29
GHz towards Sgr B2(N) from (Faure et al., 2018). Relative intensities of the (partially resolved) hyperfine
structure in the optically thin limit are shown at the bottom (in blue). The LTE model spectrum (in
green) has been multiplied by a factor of 10 for the sake of clarity.

This study clearly emphasizes the need of using non-LTE excitation models in radia-
tive transfer calculations to accurately model the abundance of molecules in the ISM.

If molecular collisional data are not available in the literature, less robust excitation
models can be used to avoid assuming LTE. One such approach, considered a pseudo-LTE
method, is the Rotational Diagram method (Blake et al., 1987; Bockelee-Morvan et al.,
1994). In this method, a fixed excitation temperature (⇢:)) for all transitions is estimated
based on the relative intensities of multiple lines. ⇢:) represents a fictive temperature
that would reproduce the distribution of populations among energy levels.11 However, in
reality, each transition has its own excitation temperature, and it does not take a unique
value for all transitions. Therefore, this approach is insu�cient for accurately determining
the populations of energy levels.

For cometary observations, where very few data are available, the impact of using ro-
bust excitation models has not been well investigated. However, applying the rotational
diagram method rather than LTE assumptions led to a re-estimation of the D/H ratio by
a factor of 2 in the study by Meier et al. (1998), which analyzed H2O and HDO abun-
dances in cometary comae. This finding suggests that cometary spectra exhibit strong

11This notion will be detailed in Chapter 4
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non-LTE signatures, indicating that accurate non-LTE models could significantly improve
the estimation of molecular abundances in comets. Therefore, it is crucial to provide the
missing collisional rate coe�cients to properly interpret observations from both the ISM
and cometary comae.

The accurate evaluation of molecular abundances is crucial for astrochemical models,
as these models are validated by their ability to reproduce observed molecular abundances.
The abundances of isotopologues are particularly important for assessing the formation
and destruction pathways of molecular species. Studies by Takano et al. (1998), Sakai
et al. (2007), and Taniguchi et al. (2016) have shown that the formation pathways of
molecules can be inferred from the abundances of their 13C isotopologues, where the 13C
atom can occupy di�erent positions in the molecule, such as in XCC13Y or X13CCY,
where X and Y stands for any atomic composition. Therefore, a reliable estimation of
molecular abundances greatly benefits to astrochemical models.

1.3.2 State-to-state Rate Coe�cients

State-to-state rate coe�cients represent the probability that a collision between two chem-
ical species will result in a given transition. These data are obtained for one target
molecule and one colliding projectile. The target molecule is the observed molecule for
which the abundance has to be determined, and the colliding partner should be the most
abundant molecules in the observed medium. Therefore, for interstellar molecules, H2, H
or He should be considered as collisional partners, while for cometary comae, H2O, CO
and CO2 should be considered.

As most molecules are detected through rotational transitions, this work focuses on
the determination of state-to-state rate coe�cients involving molecules that can be con-
sidered as rigid rotors. These data will be useful for analyzing observations from all
radiotelescopes mentioned in Section 1.1.3. However, with new observational facilities in
the IR, such as the JWST, ro-vibrational state-to-state rate coe�cients are also starting
to be required by the astrophysical community.

Theoretical Studies

Rate coe�cients are typically computed within the Born-Oppenheimer approximation,
which allows for the decoupling of electronic and nuclear motions. First, the electronic
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Schrödinger equation is solved using ab initio quantum chemistry methods to determine
the electronic interaction energy between the colliding species. The objective is to ob-
tain a Potential Energy Surface (PES) that accurately represents all possible configura-
tions of the two chemical species. The gold standard for this type of calculation is the
Coupled-Cluster Single, Double, and perturbative Triple excitations [CCSD(T)] method
(Fortenberry, 2024b). The accuracy of the computed PESs can be assessed by compar-
ing theoretical quantities derived from these PESs with corresponding experimental data,
such as bound-state transition frequencies, Integral Cross Sections (ICS), or Pressure
Broadening Cross Sections (PBCS), as these quantities are highly sensitive to the quality
of the PES. Typically, the agreement between experimental and theoretical results based
on these methods is very good, as demonstrated in the work of Faure et al. (2016a) and
Hays et al. (2022) for example.

The numerical cost for such calculations will increase with the number of electrons in
the system (it increases as 4

7 for the CCSD(T) method, with 4 the number of correlated
electrons) and with the number of degrees of freedom that describe the system (i.e., the
number of points to compute). Therefore, for highly symmetric molecules composed of
first and second row elements (e.g., H2, C2, CO2), the calculations will be cheaper than
for complex and higher-row element molecules (e.g., CS, CH3OH). Consequently, any
PES involving the He atom as a collider will be less expensive to compute than if the H2

collider is considered, as two additional dimension will be added. If CO is considered,
more points would be necessary because contrary to H2, it is an asymmetric molecule. If
H2O is the collider, one additional dimension would be required.

Then, scattering calculations are performed by solving the coupled equations that arise
from the nuclear Schrödinger equation, based on the previously computed PES. The exact
solution of these equations, known as the Close-Coupling (CC) approach, was developed
by Arthurs & Dalgarno (1960) for a closed-shell rigid rotor in collisions with a structureless
atom. These equations can be modified to account for the collision of two rigid rotors
(Davison, 1962), and the collision of a rigid rotor by an asymmetric top (Phillips et al.,
1995; Valiron et al., 2008). By solving these equations, cross sections as a function of
collisional energies are obtained, and by thermally averaging them, the state-to-state rate
coe�cients as a function of temperature are derived. The two most employed scattering
code that implements the CC equations are molscat (Hutson & Green, 1994; Hutson &
Le Sueur, 2019; Hutson & Green, 2022) and hibridon (Alexander et al., 2023).
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The excellent agreement between theoretical and experimental results for small molec-
ular systems relevant to astrophysical applications demonstrates that this state-of-the-art
quantum approach for evaluating collisional rate coe�cients is highly robust (Chefdev-
ille et al., 2015; Labiad et al., 2022). Therefore, the full CC approach is the preferred
and most widely employed method due to its accuracy. It has been applied to large
molecules, such as cyclopentadiene (C5H6) in collision with He (Demes et al., 2024), and
methanol (CH3OH) in collision with ortho and para–H2 (Dagdigian, 2023). Full quantum
approaches can also be combined with the Coupled-States (CS) approximation to han-
dle larger molecules while maintaining good accuracy, as demonstrated with benzonitrile
(C6H5CN) in collisions with He (Ben Khalifa & Loreau, 2023), which is, to my knowledge,
the largest molecule treated with a purely quantum approach to date.

The numerical cost of scattering calculations increases with the number of quantum
states �, later called channels, of the molecular system (target and projectile) during the
collision that the calculation needs to account for (all open and some closed channels).12

For full CC calculation, this numerical cost scales as �
3 for the time, and as �

2 for the
memory. Therefore, the heavier the colliders are, the more quantum numbers need to be
included in the calculation, and the more computationally demanding the calculation will
be.

Currently, full quantum scattering approaches are limited to relatively simple molecules
in collision with light collisional partners, such as He or H2. It remains the preferred
method when feasible due to its great accuracy, especially at low temperatures where
quantum e�ects are significant and di�cult for alternative methods to account for. How-
ever, it is by far the most computationally expensive method. With the increasing avail-
ability of computational resources, rate coe�cients now exist for more than 70 of the
detected molecules in space. To illustrate the growth in the number of rate coe�cient
sets over the years, the BASECOL database included datasets for 38 detected molecules
in Dubernet et al. (2013), and now includes datasets for 57 detected molecules in Duber-
net et al. (2024).13

As increasingly complex molecules are detected in the ISM, approximate methods
need to be developed to calculate rate coe�cients for COMs with He and H2 projectile,
given their complex geometry and internal structure. New approaches are also required

12Open channels are quantum states that are energetically accessible, whereas closed channels are not.
13Some additional sets of rate coe�cients have been recently added, and a few complementary ones

are available in the EMAA database10
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for studying cometary systems, where the primary colliders are H2O, CO, and CO2.
Because these molecules are much heavier than He and H2, quantum approaches become
impractical due to the dramatic increase in the number of channels to consider, which
significantly raises computational costs. Additionally, the higher temperature ranges of
comae typically lead to an increased number of channels needed in calculations, as more
energy levels become accessible. Therefore, full quantum approaches are often impractical.

Quantum approaches with the Coupled-States approximation have still been employed
to compute collisional data for HCN in collisions with para–H2O (not fully converged) by
Dubernet & Quintas-Sánchez (2019) and for CO-CO by Øó≥towski et al. (2022). However,
these calculations were extraordinarily expensive.

Classical approaches are renowned for their e�ciency, but they are expected to be more
accurate at high temperatures, where quantum e�ects become negligible. Therefore, the
Mixed Quantum/Classical Trajectory (MQCT) approach has been developed to be faster
than CC calculations while improving the accuracy of Quasi-Classical Trajectory (QCT)
methods. This approach allows for the computation of data for very heavy systems,
such as H2O-H2O (Mandal & Babikov, 2023b; Mandal & Babikov, 2023a). This method
has been benchmarked on systems where quantum approaches are feasible, such as the
H2O-H2 system, and an agreement better than a factor of two at temperatures as low as
100 K has been observed (Joy et al., 2024). This suggests that it could be a promising
method for cometary applications where H2O is the dominant projectile (CO and CO2

are dominant at larger heliocentric distances where the temperature in the coma is . 50
K).

Statistical approaches have recently emerged as another promising alternative for
calculating state-to-state rate coe�cients. The Statistical Adiabatic Channel Model
(SACM), introduced in the 1970s by Quack & Troe (1974) and Quack & Troe (1975),
relies on the statistical counting of the system’s adiabatic states. This method was further
refined by Loreau et al. (2018b), who used the full PES to compute the adiabatic chan-
nels, rather than considering only the isotropic potential. In their study, they compared
state-to-state rate coe�cients calculated using this approach with quantum calculations,
demonstrating excellent agreement across temperatures ranging from 10 K to 300 K. As
a result, SACM is now considered an accurate method for calculating state-to-state rate
coe�cients, particularly for heavy systems relevant to cometary studies. However, this
method relies on the assumption that the intermediate complex lives long enough for its
energy to be statistically redistributed, requiring a deep potential well to be applicable.
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Fortunately, complexes involving heavy colliders, such as CO and H2O, often meet this
requirement. This method has already been applied to compute collisional data for the
CO-H2O (Loreau et al., 2018a; Faure et al., 2020) and HF-H2O systems (Loreau et al.,
2022).

In total, state-to-state rate coe�cients are available for only five collisional systems
of interest for cometary applications: H2O-H2O (Mandal & Babikov, 2023b; Mandal &
Babikov, 2023a), CO-H2O (Loreau et al., 2018a; Faure et al., 2020), HCN-H2O (Dubernet
& Quintas-Sánchez, 2019), HF-H2O (Loreau et al., 2022), and CO-CO (Øó≥towski et al.,
2022). As this state-of-the-art suggests, for cometary systems it is still necessary to de-
velop new methodologies that ensure su�cient accuracy for the reliable use of collisional
data in radiative transfer models while maintaining a reasonable Central Processing Unit
(CPU) usage time.

Another way to avoid the LTE assumption that is widely used for interpreting cometary
observations is to use a global cross section for all collisional transitions. This method was
initially employed for excitation models of H2O-H2O by Bockelee-Morvan (1987), using
the experimental pressure broadening cross section of 5 ⇥ 10�14 cm�2 from Murphy &
Boggs (1969). This value can be slightly modified for molecules with lower (or higher)
dipole moments, as collisional transitions are expected to be less (or more) e�cient in
these molecules (Biver, 1997). However, this is a crude approximation, as cross sections
are energy dependent and unique to each transition. In the work of Faure et al. (2020),
the rate coe�cients of CO-H2O computed with the SACM approach have been compared
to those derived by Biver et al. (1999) using this approach, and significant di�erences have
been found. Therefore, this approach seems insu�cient for the accurate determination of
the population of energy levels.

Experimental studies

Experimental techniques have been developed to measure collisional data that can be
compared with theoretical results. These techniques provide Di�erential Cross Sections
(DCS), Integral Cross Sections (ICS), state-to-state rate coe�cients, and Pressure Broad-
ening Coe�cients (PBC) measurements.

One of these techniques is the crossed molecular beams method, which measures DCS
and/or ICS. In this technique, a single collision occurs between two crossed beams, each
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Figure 1.11: Integral Cross-Sections for the CO rotational transition 9CO = 0 ! 9
0
CO = 1 induced by

para–H2 as function of collision energy. The corrected experimental data (Naulin & Costes, 2014) is
compared to the new theoretical ICS calculated with the CCSDT(Q) PES of Jankowski et al. (2012).
This Figure was taken from Chefdeville et al. (2015).

containing either the target or the projectile. The collisional energy can be controlled
by various techniques, such as varying the intersection angle between the two beams
(Scharfenberg et al., 2011), using an electric field for Stark deceleration (Bethlem et al.,
1999; Vogels et al., 2015), or applying an electromagnetic field for Zeeman deceleration
(Vanhaecke et al., 2007).

The small-angle crossed molecular beams experiment was employed in the work of
Chefdeville et al. (2015) to assess the validity of CO-para–H2 theoretical scattering results
and particularly the accuracy of the PES. The excellent agreement between the ICS
measurements for the 9CO = 0 ! 9

0
CO = 1 transition and theoretical predictions, as shown

in Figure 1.11, showed that theoretical calculations based on state-of-the-art methods were
of similar accuracy than experimental results.

These experimental cross sections are relative, meaning they are a good indicator
of the accuracy of theoretical cross sections only when they change rapidly with en-
ergy—typically in the low-energy range where resonances occur. In this range, theoretical
cross sections are highly sensitive to the quality of the PES. Therefore, crossed-beam
experiments are used to evaluate the quality of the PES, which is critical for computing
inelastic cross sections and rate coe�cients. Although this approach does not produce
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collisional datasets for radiative transfer models, as it only provides ’relative’ cross sec-
tions, it serves to validate the accuracy of theoretical predictions.

Another technique is the double-resonance experiment, which combines two sources
of radiation—one for pumping, causing the populations to strongly deviate from thermal
equilibrium, and one for probing the final populations. This technique was initiated
by Oka and coworkers (Oka, 1968a), who studied the propensity rules in NH3 rotational
excitation induced by collisions with multiple perturbers including He and H2 (Oka, 1968b;
Daly & Oka, 1970), but also CO and H2O (Fabris & Oka, 1983) at room temperature.
To perform these measurements at interstellar temperature, this experimental set up has
been coupled to the CRESU technique14 which uses the supersonic expansion of a bu�er
gas through convergent-divergent Laval nozzles to create a uniform supersonic flow of
cold gas. This approach allow for the measurements of state-to-state rate coe�cients at
interstellar temperatures (down to 7 K). In the work of Labiad et al. (2022), an excellent
agreement between these experimental rate coe�cients and the theoretical results for the
CO-H2 collisional system from Faure et al. (2016a), as shown in Figure 1.12, demonstrated
that state-of-the-art computational methods achieve similar accuracy to experimental
measurements.

These comparisons are valuable, as they provide a direct comparison between exper-
imental and theoretical state-to-state rate coe�cients, allowing for an evaluation of the
accuracy of the theoretical data that are directly employed in radiative transfer models.

However, these experimental approaches cannot cover all possible transitions and thus
cannot provide a complete dataset for radiative transfer models. These measurements
help benchmark theoretical approaches, ensuring reliable interpretation of spectra using
validated rate coe�cients. As ISM and cometary observations advance, new theoretical
methods are being developed, making it crucial to benchmark them against experimental
measurements. Thus, experimental and theoretical methods for producing state-to-state
rate coe�cients are complementary.

14A french acronym for Cinétique de Réaction en Ecoulement Supersonique Uniforme or Reaction
Kinetics in Uniform Supersonic Flow, a technique initially developed by Rowe & Marquette (1987)
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Figure 1.12: CO-H2 measured state-to-state rate coe�cients (squares) and theoretical state-to-state rate
coe�cients (circles), calculated using the PES of Faure et al. (2016a) for 98 = 0 ! 9 5 and 98 = 1 ! 9 5

at 5.5, 10 and 20 K. Error bars correspond to 2G. This Figure was taken from Labiad et al. (2022).

1.4 Outline of the thesis

1.4.1 The Missing Sulfur Problem

Statement of the Problem

Sulfur is the 5th most abundant chemical element in astromolecules, following C, H,
N, and O, respectively (McGuire, 2022). Currently, 41 sulfur-bearing molecules have
been detected in molecular clouds (among more than 320 detections), and 10 have been
observed by remote observations of comets (among 51 detections including tentative ones).
These sulfur-bearing molecules are listed in Table 1.1.

Although the chemistry of sulfur in the dense ISM has been extensively studied, a
puzzling issue known as the sulfur depletion problem persists (Ru�e et al., 1999). While
sulfur’s cosmic abundance is accurately represented in di�use clouds, which are primi-
tive interstellar environments, it becomes significantly depleted in denser regions such as
molecular clouds and star-forming regions, by two to three orders of magnitude (Jenkins,
1987; Ru�e et al., 1999; Vidal & Wakelam, 2018).
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2 atoms 3 atoms 4 atoms 5 atoms 6 atoms > 6 atoms
CS OCS H2CS HC3S+ CH3SH CH3CH2SH
SO H2S HNCS H2CCS C5S
SiS SO2 C3S C4S H2CCCS
NS HCS+ HSCN CH(O)SH HCSCCH
S2 H2S+ HCCS HCSCN HC4S

SO+ CCS HCCS+ NC3S NCHCCS
SH+ CS2 HCNS HC3S
SH S2H HOCS+

NS+ HCS HNSO
HSC
NCS
HSO

Table 1.1: Molecules in black (orange) have been detected in the ISM (comets) only. Molecules in bold
font have been detected in both environments. Only remote observations are taken into account as the
interpretation of remote observations is the subject of this thesis.

Where is the Missing Sulfur?

The observed depletion suggests that the primary reservoirs of sulfur remain unidentified.
It could be stored either in gas-phase species that cannot be observed because they lack a
dipolar momentum or because they are stuck onto grains. One of the prevailing hypothesis
is that sulfur primarily exists in its atomic form, which then binds to grains and forms
H2S through hydrogenation, which is the most e�cient process on grains (Garrod et al.,
2007). However, H2S has never been detected in dark cloud ices, and only upper limits
have been obtained for several detections, suggesting these levels are too low to account for
the missing sulfur problem. Indeed, only OCS (Palumbo et al., 1997) and SO2 (Boogert
et al., 1997) have been detected in the icy bulk of dense molecular clouds, and their total
abundances have been found insu�cient to explain the missing sulfur (Vidal et al., 2017).

As sulfur naturally tends to form chains and rings even at low temperatures and
densities, it has been suggested that it could be stored in sulfur allotropes (Sn chains
and/or rings, n 2 [2 ; 8]). These species would form from atomic sulfur and SH (Mihelcic
& Schindler, 1970) or S2H (Sendt et al., 2002) to produce S2, which then dimerizes to
form S4, or reacts with another sulfur atom to form S3 etc until the formation of S8

which is expected to be the most stable of all (Wakelam et al., 2005; Jiménez-Escobar
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& Muñoz Caro, 2011; Shingledecker et al., 2020; Ferrari et al., 2024). The latter has
been detected in Ryugu asteroid samples by Aponte et al. (2023), strengthening this
hypothesis. However, these species are di�cult to detect as they cannot be observed
through rotational transitions, being homonuclear and largely stuck onto grains.

Most recently, Yang et al. (2024) suggested that sulfurated PAHs could be an impor-
tant sulfur reservoir, as PAHs are known to be abundant and widespread in the Universe.

The sulfur depletion remains poorly understood, and astrochemical models struggle to
reproduce it (Vidal et al., 2017). Modern astrochemical models still predicts that the bulk
of sulfur resides as condensed H2S (Vidal et al., 2017), despite this hypothesis have been
questioned repeatedly (Smith, 1991; van der Tak et al., 2003; Jiménez-Escobar & Muñoz
Caro, 2011; Shingledecker et al., 2020). Addressing this issue requires a strong knowledge
of sulfur chemistry, which is currently poorly constrained because sulfur molecules are
often unstable, making them di�cult to study in the laboratory. Its network is incomplete,
lacking some of the detected sulfur-bearing species, along with missing reaction pathways
and significant uncertainties in reaction rate constants and branching ratios (Vidal et al.,
2017; Vidal & Wakelam, 2018).

To better understand this issue, the careful determination of sulfur-bearing molecu-
lar abundances in molecular clouds must also be considered. However, these observed
abundances are often derived from approximated approaches due to a lack of collisional
data—data that this thesis aims to compute for dark molecular clouds.

Additionally, investigating cometary ices through the analysis of comae observations
can provide insights into sulfur chemistry, as these ices are thought to behave similarly
during the formation of hot cores (Irvine et al., 2000). By providing collisional data for
the study of sulfur-bearing molecules in cometary comae, this work aims to o�er new
clues about sulfur chemistry and contribute to solving the missing sulfur problem.

1.4.2 CCS in Dark Molecular Clouds

The CCS radical is one of the dominant S-bearing molecules in the ISM and has been
detected in many dark molecular clouds (Saito et al., 1987; Suzuki et al., 1992), in cir-
cumstellar envelopes (Cernicharo et al., 1987), protostellar envelope (Velusamy et al.,
1995), and Bok Globules (Scappini & Codella, 1996). Its abundance is highly sensitive
to the physical conditions, and it is thus expected to be a good tracer of physical condi-
tions and evolution stages in molecular clouds (Suzuki et al., 1992; Velusamy et al., 1995;

28



1.4. Outline of the thesis

Wolkovitch et al., 1997; Sakai et al., 2007).
For example, the distributions of CCS and NH3 have been used to evaluate the evolu-

tionary stage of starless cores. A large survey of 49 dense cores performed by Suzuki et al.
(1992) showed that CCS tends to be depleted at the center of chemically evolved cores,
whereas NH3 becomes abundant there. CCS is expected to be easily destroyed by UV
radiation from the nascent star, while NH3 desorbs from grains due to the same radiation
(Suzuki et al., 1992; Bergin & Langer, 1997; Hirota et al., 2002).

CCS is thought to be formed from S+ + C2H2 forming HCCS+, and finally CCS by
dissociative recombination (Smith et al., 1988). However, this formation path is still un-
der debate (Sakai et al., 2007; Furuya et al., 2011; Loison et al., 2020).

Despite CCS being an ubiquitous molecule in space, no accurate collisional rate coe�-
cients exist for the CCS radical, so its abundance has been systematically determined using
approximate approaches. This involved either assuming pseudo-LTE conditions (with a
unique ⇢:)) or using rate coe�cients derived from the OCS-H2 PES and approximate scat-
tering methods. However, these scattering methods are not suitable for molecules with
large spin-orbit splitting, such as CCS, because they do not accurately account for the
internal structure of such molecules (Fuente et al., 1990; Suzuki et al., 1992; Wolkovitch
et al., 1997). Therefore, the derived abundance of CCS in these environments is expected
to su�er from significant inaccuracies.

In addition, four isotopologues of CCS have been detected in molecular clouds: 13CCS,
C13CS, CC34S (Ikeda et al., 1997), and CC33S (Fuentetaja et al., in prep.). It is one of the
few molecules to present many observable isotopologues. The isotopic ratios (12C/13C,
32S/33S, 32S/34S) derived from these isotopologues are particularly useful, as they repre-
sent some of the most e�ective tools for tracing the chemical evolution of molecular clouds
(Loison et al., 2020).

Additionally, the abundance ratios between 13C-bearing isotopologues are often used
to constrain the formation pathways of interstellar molecules (Takano et al., 1998; Sakai et
al., 2007; Taniguchi et al., 2016). In particular, the two 13C-bearing isotopologues of CCS
exhibit strong discrepancies in their abundances, with an abundance ratio [C13CS]/[13CCS]
of 4.2 ± 2.3 derived by Sakai et al. (2007), which chemical models struggle to reproduce
(Furuya et al., 2011; Loison et al., 2020). This discrepancy raises questions about the
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formation mechanism of CCS, suggesting that the parent molecule of CCS may not be
symmetric, as previously assumed in chemical models, thereby favoring one isotopologue
over the other (Sakai et al., 2007).

As the abundance ratio of CCS isotopologues has always been derived assuming the
same excitation conditions, it cannot be safely concluded that the isotopic fractionation
or the abundance ratio of the 13C isotopologues are accurate. For the latter, the anomaly
could be increased or reduced by accurate modeling of their abundances. Indeed, colli-
sional e�ects could di�er among the isotopologues leading to di�erent excitation condi-
tions, as found in the work of Dumouchel et al. (2012), Faure & Lique (2012), Flower &
Lique (2015), and Navarro-Almaida et al. (2023). Therefore, the chemistry of CCS could
be better understood by accurately modeling the abundance of its isotopologues.

Therefore, the collisional excitation of CCS and four of its isotopologues (namely
13CCS, C13CS, CC33S and CC34S) induced by the He atom have been studied to determine
the rate coe�cients necessary for the accurate modeling of these species in dark molecular
clouds.

1.4.3 CS in Cometary Atmospheres

Historically, CS was first detected in comets via UV observations (Smith et al., 1980), but
it is also often observed in comets through radio spectroscopy (Biver et al., 1999; Roth
et al., 2021a; Biver et al., 2022; Biver et al., 2024). As sulfur presents a significant chal-
lenge in astrochemistry, which is expected to be addressed by understanding its chemistry
in ices, studying sulfur-bearing molecules in cometary ices is a promising lead to address
this issue.

CS is a relatively abundant cometary molecules, between 0.03 and 0.2 % of the
cometary volatiles composition (Biver et al., 2022). The spatial distribution of CS clearly
indicates that it is a product species originating from the inner coma. This is illustrated in
Figure 1.13, which highlights the di�erences between the spatial distribution of a parent
species, here HCN as an example (shown in Figure 1.13a), and a daughter species, CS
(shown in Figure 1.13b). While the emission of HCN is concentrated around the nucleus
of the comet, the emission of CS is clumpy and extends over a broader range of distances.

Daughter species are formed through the photodissociation of their parent molecules.
However, the parent molecule of CS remains di�cult to clearly identify (Festou et al.,
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(a) HCN map. (b) CS map.

Figure 1.13: Spectrally integrated flux maps for (a) HCN, and (b) CS in Comet C/2015 ER61 on UT
2017 April 11, taken from Roth et al. (2021a).

2004; Boissier et al., 2007; Bøgelund & Hogerheijde, 2017; Roth et al., 2021a; Biver et
al., 2022; Biver et al., 2024). For a long time, CS was thought to originate from the
photodissociation of CS2 ices. However, this hypothesis has been questioned by in situ
measurements by Rosetta/Rosina, which revealed a low abundance of CS2 in comet 67P
(Calmonte et al., 2016; Rubin et al., 2019; Biver et al., 2022). Furthermore, Roth et al.
(2021a) suggested that the parent molecule of CS should have a lifetime at least four
times greater than that of CS2, adding another layer of complexity to the understanding
of CS formation.

Recent observations of CS by Biver et al. (2024) in the comets C/2021 A1 (Leonard)
and C/2022 E3 (ZTF) have determined that the photodissociation rate of the parent
molecule of CS should be approximately 4.5 ⇥ 10�4 s�1. This value is consistent with
the photodissociation rate =H2CS = 4.9 ⇥ 10�4 s�1 reported by Hrodmarsson & Van
Dishoeck (2023), implying that H2CS is a plausible candidate for the parent molecule
of CS. However, the upper limit of the H2CS abundance in both C/2021 A1 (Leonard)
and C/2022 E3 (ZTF), as evaluated by Biver et al. (2024), is estimated to be three times
lower than that of CS. This trend has also been observed in other comets, indicating that
H2CS is clearly insu�cient to be the parent molecule of CS.

Evidence has also been found that the relative abundance of CS strongly varies with
heliocentric distances in cometary comae (Biver et al., 2006; Biver et al., 2011), inversely
proportional to the heliocentric distance. This suggests the existence of a thermal thresh-
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old in the release of the parent molecule from the ices (Biver et al., 2022). Therefore, it
is important to be able to model CS in comae at all heliocentric distances.

By computing the rate coe�cients for CS in collisions with both CO and H2O, the
molecular spectra of CS in cometary comae can be analyzed at both large and short he-
liocentric distances. This will allow a comprehensive study of this molecule in cometary
comae, thus revealing clues about the origin of CS and unveiling some aspects of sulfur
chemistry in comets.

The challenge of identifying the parent molecule of CS implies that an unknown species
may be responsible for its production, which aligns with the ongoing discussion about the
missing sulfur problem. Among the molecules suggested as potential reservoirs of sulfur,
none could be identified as the parent of CS. Specifically, Sn molecules cannot photodisso-
ciate to form CS, nor can H2S. Additionally, the parent species of NS, another relatively
abundant sulfure-bearing cometary species, remains unidentified, further suggesting that
numerous unknown sulfur-bearing molecules may be abundant constituents of cometary
ices.

Thus, many questions surround the chemistry of CS and sulfur molecules in comets
in general. By accurately modeling CS in comets using the rate coe�cients developed in
this work, its abundance could be more e�ectively constrained, which could provide new
insights into its origin. Unraveling the production pathway of CS may also illuminate
the abundance of other sulfur molecules. Given that cometary ices are thought to o�er
valuable insight into the volatile composition of solar protoplanetary disks, resolving this
puzzle should yield significant clues to the missing sulfur problem.

1.4.4 Organization of the Manuscript

This thesis work aimed at producing accurate collisional data for sulfur-bearing molecules
in both dark molecular clouds and cometary comae. The focus was on the CCS radical,
which presents a very peculiar fine structure that makes the calculation of the rate co-
e�cients rather complex, and on the CS molecule for cometary atmospheres, where the
calculations are challenging as they involved heavy collisional partners, CO and H2O,
requiring to go beyond quantum scattering approaches.

In Chapter 2, the theoretical and methodological aspects employed to study the CCS-
He, CS-CO, and CS-H2O collisional systems are described.
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Chapter 3 presents the detailed work done on the collisional excitation of the molecular
systems under study. Section 3.1 focuses on the study of the collisional excitation of
CCS and its isotopologues (13CCS, C13CS, CC34S, and CC33S) by the He atom. For
this study, the first CCS-He PES was calculated using state-of-the-art methods. The
coordinates of the PES were transformed to account for the displacement of the center of
mass of each isotopologue. Then, scattering calculations were performed using a quantum
approach. The complexity of this study lay in accounting for the accurate structure of each
isotopologues. Indeed, CCS has an electronic spin, which leads to a fine structure, and
it presents an extraordinary large spin-orbit splitting. This makes approximate methods
that do not account for the exact internal structure of CCS inadequate. Additionally, three
of its isotopologues exhibit a hyperfine structure (13CCS, C13CS, and CC33S), as 13C and
33S present nuclear spins. These hyperfine structures are resolved in the observations and
thus must be considered to determine accurate collisional rate coe�cients for astrophysical
applications.

Next, Section 3.2 focuses on the study of the collisional excitation of CS involving
heavy collisional partners CO and H2O for cometary applications. Given the complexity
of these calculations, it was necessary to move beyond quantum scattering approaches.
New PESs were computed for both the CS-CO and CS-H2O systems using state-of-the-art
quantum chemistry methods, and the statistical adiabatic channel model was employed
to perform the scattering calculations. The challenge was to apply this new method to
study systems that had never been investigated before.

In Chapter 4, the rate coe�cients produced in Chapter 3 are used in a non-LTE
radiative transfer model to assess the impact of the new data on our understanding of
sulfur-bearing molecules in both dark molecular clouds and cometary comae. This chapter
begins with a brief introduction to radiative transfer model in Section 4.1. It is followed
by Section 4.2, where the importance of using accurate data in non-LTE models of CCS
isotopologues is highlighted. These new data sets have also been employed to re-evaluate
the [C13CS]/[13CCS] ratio, allowing further investigation into CCS chemistry. Finally,
Section 4.3 discuss the importance of computing data for both CO and H2O colliders,
along with the sensitivity of radiative transfer models to rate coe�cients in cometary
systems.
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Finally, conclusions are drawn, and future perspectives of this work are discussed.
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Chapter 2

THEORY AND METHODS

This chapter aims at presenting the main theories and methods used in the PhD work
presented in this manuscript. It will start with a general introduction to the theory
describing molecular collisions, including an overview of quantum treatment of molecular
systems. It is followed by a description of the methods employed to perform electronic
structure calculations. Then, the nuclear motion problem will be addressed, encompassing
both the quantum and statistical treatments of the problem.

2.1 General Aspects

In this work, collisions are always considered under the impact approximation, which
assumes that the collision occurs much faster than the time between two collisions. Hence,
collisions will be strictly binary, corresponding to the very low density of the astrophysical
media under study.

During a non-reactive collision, the two colliding species can exchange energy (either
kinetic or internal energy) but the total energy of the system remains constant. If their
internal energy remains unchanged before and after the collision, it is considered an elastic
collision; if it changes, the collision is referred to as inelastic. To determine the probability
of these two events, one needs to determine the scattering matrix, known as the S-matrix.
Various observables can be derive from it, such as inelastic cross sections from which rate
coe�cients are finally derived (but also pressure broadening cross sections etc).

In this work, the focus will be on the study of non-reactive inelastic collisions between
molecules in low energy levels (i.e. ground electronic and vibrational states) relevant to
astrophysical applications.
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2.1.1 Molecular Hamiltonian

To study quantum systems, the non-relativistic time-independent Schrödinger equation
is employed (Schrödinger, 1926). It is expressed as

f̂ = � , (2.1)

where f̂ is the Hamiltonian operator describing the molecular system, � is its energy,
and  is the stationary wavefunction also called eigenfunction, solution of this equation.

When direct analytical methods are not feasible, numerical approaches are used. In
these cases, the Hamiltonian is represented as a matrix in a chosen basis set, and this
matrix is diagonalized to obtain the eigenfunctions  and the corresponding eigenvalues � .
Due to the complexity of the systems under study, this work will employ such numerical
techniques.

The molecular Hamiltonian for system formed by 4 electrons and � nuclei is defined
as
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Â4#

+
4’

<=1

4’
9<<

:
2

4"/0 |c< � c 9 ||                       {z                       }
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where n; are nuclear coordinates, and c< are electronic ones ; >; are nuclear masses, and
V: is the mass of one electron ; 8; are nuclear charges ; : is the elementary charge, and
/0 the vacuum permittivity. ⇢̂: and ⇢̂� are the kinetic energy operators of the electrons
and nuclei, respectively. Â:: and Â�� are the repulsion operator between electrons and
nuclei, respectively, and Â:� is the Coulomb interaction operator between electrons and
nuclei.

To isolate the variables and solve the equation individually, the most famous and used
approximation in quantum chemistry is the Born-Oppenheimer approximation.
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2.1.2 The Born-Oppenheimer Approximation

The Born-Oppenheimer approximation (Born & Oppenheimer, 1927), fundamental in
quantum chemistry, asserts that nuclei move much more slowly than electrons due to
the significantly larger mass of protons compared to electrons (approximately 2000 times
heavier). Hence, the electrons are treated as moving in the mean field of nuclei. From
a mathematical point of view, it means that the Schrödinger equation can be solved in
two steps: first, the electronic part of the Schrödinger equation is solved with the nuclei
fixed, and then the nuclei are allowed to move in what they perceived as a mean field of
electrons.

The molecular Hamiltonian can thus be separated into an electronic Hamiltonian f̂:,
and a nuclear Hamiltonian f̂� as

f̂: = ⇢̂: + Â<4' , (2.3)

f̂� = ⇢̂�� , (2.4)

where Â<4' = Â:� + Â:: + Â�� is the interaction potential between the monomers that
compose the molecular system.

The wavefunction of the total system  (r,R) is thus defined as

 (r,R) =
’

⇠

�⇠ (R)+⇠ (r; R), (2.5)

where r and R refer to the overall coordinates of electrons and nuclei, respectively; �⇠ (R)
are the nuclear wavefunctions of the ⇠ adiabatic state for total energy of the system � .
These are determined by solving the nuclear Schrödinger equation

�
⇢̂� + /⇠ (R)

�
�⇠ (R) = ��⇠ (R), (2.6)

where /⇠ (R) is the potential created by the electrons and nuclei at a given geometry of the
nucleus R in the ⇠ adiabatic state. /⇠ (R) are the eigenvalues of the electronic Schrödinger
equation as

f:+⇠ (r; R) = /⇠ (R)+⇠ (r; R), (2.7)

where +⇠ (r; R) are the electronic wavefunctions. The latter, also called ⇠ adiabatic eigen-
functions, describe the motion of electrons for fixed positions of the nuclei; they thus
depend parametrically of the position of the nuclei. Solving this equation constitutes the
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electronic problem, and it will be addressed in Section 2.2.

Within the Born-Oppenheimer approximation, the Schrödinger equation can be writ-
ten as

� (r,R) = f̂ (r,R) (2.8)
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and by integration over electronic coordinates
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The Born-Oppenheimer approximation states that electrons adjust instantaneously to
nuclear motions, implying that any derivative of the electronic wavefunction with respect
to nuclear coordinates should be zero. Consequently, the two last terms of Equation (2.11),
called non-adiabatic coupling terms, are neglected.

To begin with, the electronic problem [Equation (2.7)] must be solved for each geome-
try of the nuclei {R} to obtain a Potential Energy Surface (PES) of the collisional system.
This resolution can be accomplished using ab initio methods, as discussed in Section 2.2.

Next, the Schrödinger equation for the nuclei Equation (2.6) must be solved within the
potential {/⇠ (R)}. This yields to the nuclear wavefunctions �⇠ (R), which describe the
rotation/vibration of the monomer(s) and contain all the information about the collisions
within their associated S-matrices. Based on these S-matrices, cross sections can be
calculated, from which rate coe�cients are derived.

In this work, we will always work within the Born-Oppenheimer approximation. This
approximation remains valid as long as the electronic states of the molecular system are
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well separated. However, if these states are close in energy, the non-adiabatic couplings
become significant, and more complex treatments that go beyond the Born-Oppenheimer
approximation are required to properly study the molecular system.

2.2 The Electronic Problem

This section is dedicated to the description of the ab initio methods that have been
used in this work to solve Equation (2.7), enabling the computation of the electronic
wavefunctions and electronic energy of a molecular system.

2.2.1 Hartree-Fock Method

The Hartree-Fock (HF) method (Hartree, 1928; Fock, 1930) is central in quantum chem-
istry. It approximates the electronic wavefunction as a unique Slater determinant with
each electron in the mean field of the others.

Hartree-Fock Equations

In the Hartree-Fock approximation, each electron is considered to occupy strictly one
spin-orbital C<. Consequently, the electronic wavefunction +0 for a system of 4-electrons
is given by a single Slater determinant, a formalism that ensures the satisfaction of the
Pauli exclusion principle

|+0i = |C1C2...C4i. (2.12)

Each electron is described by a function C<. It is the product of a radial function
describing the orbital occupied by the electron k< and of a spin function: i< if the spin is
up, and =< is the spin is down.
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The minimal energy of the system �0 is then given by

�0 = h+0 |f̂ |+0i (2.13)
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with c< 9 = |c< � c 9 | the distance between two electrons ; Û< 9 the Coulomb operator that
represents the average local potential ; ⌘̂< 9 the exchange operator that accounts for the
modification of the energy due to spin-e�ects. The latter arises from the antisymmetric
property of the wavefunction. -̂(<) is the operator of a single electron in the mean field
of the nuclei and is expressed as
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Without the Coulomb and exchange operators, the electrons would be considered to
be completely independent from one another.

The Hartree-Fock equations can be solved independently for each spin-orbitals C< as

 ̂ C< = /<C<, (2.17)

where /< is the energy of the electron in the C< spin-orbital and  ̂ is the Fock operator
defined as

 ̂ (1) = -̂(1) +
4’

9=1
(Û 9 (1) � ⌘̂ 9 (1)). (2.18)

The "exact" solutions to Equation (2.17) gives the exact Hartree-Fock energy of the
spin-orbitals. The spin-orbitals are described by a set of basis functions, called the basis
set. The nature of these functions will be described in Section 2.2.3.
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Restricted and Unrestricted Hartree-Fock

The HF method is capable of treating both closed-shell (where all electrons are paired)
and open-shell (where at least one electron is unpaired) systems. Typically, for closed-
shell systems, a restricted set of spin-orbitals is employed. The spatial orbitals k< are the
same for i and = spins, resulting in =/2 spatial orbitals. Within the HF framework, this
approach is known as the Restricted Hartree-Fock (hereafter RHF) method. Each spin
orbital can be expressed as

C< ()) =
8>><
>>:

C< ()) = k< (c)i(5)
C< ()) = k< (c)=(5),

(2.19)

and the restricted ground state wavefunction of the system is defined as follows

|+0i = |C1C2...l4i = |C1C1C2C2....C=/2C=/2i. (2.20)

The Fock operator given in 2.18 becomes

 ̂ (1) = -̂(1) +
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(2Û 9 (1) � ⌘̂ 9 (1)), (2.21)

and the RHF energy is given by
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The energy is calculated including only the spatial orbitals and not the spin-orbitals
anymore. With an appropriate set of basis functions, this equation can be transformed
into a set of algebraic equations which solutions can be found through matrix resolution.
The RHF method can also be extended to open-shell systems, known as the Restricted
Open-shell Hartree-Fock (hereafter ROHF) method. Simply the doubly occupied orbitals
are constrained to be the same for both spins, while they di�er for unpaired electrons
(Jensen, 2007). The energy expression is (Roos, 1994)
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where <, 9 indicate the 4
1

�33
doubly and j, 0 the 4

2

�33
singly occupied orbitals, respectively.

To treat open-shell systems, the Unrestricted Hartree-Fock (UHF) method uses a set
of unrestricted of spin-orbitals, where di�erent orbitals will be used for each electron
(Jensen, 2007). The spatial orbitals are then occupied by a single electron as
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(2.24)

one set of spin-orbitals describes the 4i electrons, and the other describes the 4= electrons
(4 = 4i + 4= ; 4i > 4=).

The total energy of the system is then
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Two sets of Hartree-Fock equations (one for each type of spin) can be obtained from
2.17 as

 ̂
G

C
G
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<
, (2.26)

where G indexes the spin functions i or =.
This method is significantly more computationally demanding than the RHF or ROHF

methods, as it requires 4 sets of spatial orbitals instead of ⇠ =/2. Additionally, the UHF
wavefunction is not an eigenfunction of the spin-operator B̂

2 due to the independent
optimization of i and = orbitals. As a consequence, the UHF method also su�ers from
spin-contamination meaning that the wavefunction may violates the spin-symmetry. It
can lead to an inadequate description of the spin correlation.

Self-Consistent Field (SCF) Procedure

In the HF method, each electron is considered in the mean field of others, a field which
is determined from their spin-orbitals. Hence, HF equations are non-linear and must be
solved iteratively with the so-called Self-Consistent-Field (SCF) procedure.

To describe the molecular orbitals, the Linear Combination of Atomic Orbitals (LCAO)
model is employed. In this model, each molecular orbital k< is constructed as the linear
combination of > atomic orbitals (⇠ from the constituent atoms within the molecule.
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k< =
>’

⇠=1
3<⇠ (⇠ . (2.27)

The choice of a basis functions to describe the atomic orbitals (⇠ will be discussed in
Section 2.2.3. Yet, we will only assume that {(⇠ } is a set of known functions.

The HF equations can be written as

q̂

>’
⇠=1

3<⇠ (⇠ = /<

>’
⇠=1

3<⇠ (⇠ . (2.28)

The HF method respects the variational principle, so the SCF procedure iteratively
minimizes the energy by modification of the 3<⇠ coe�cients. The accuracy of the results
increases with the number of atomic orbitals used, but at the expense of the computational
cost.

Within the Born-Oppenheimer approximation, the procedure determines the electronic
ground state wavefunction +0 and its corresponding electronic energy �0 for a system of
4 electrons in the mean field of the � nuclei.

In practice, the first step is to specify the nuclear coordinates of the molecular system
{RA} the atomic numbers of the nuclei {8;}, and a basis set {(⇠ }. By computing this
energy for several set of nuclear coordinates {RA}, the potential energy surface (PES) of
the system can be explored.

Limit of the Hartree-Fock Method: the Correlation Energy

The HF method relies on a single Slater determinant, treating each electrons in the mean
field of the others neglecting instantaneous interactions between the electrons. As a result,
the HF energy is overestimated compared to the real energy of the system as it does not
include the correlation energy arising from electron-electron interactions.

The correlation energy is defined as the energy di�erence between the exact solution
to the electronic non-relativistic Schrödinger equation and the HF limit, which represents
the lowest energy achievable with an HF calculation.

�3�cc = �:)j3' � �
fq #<V<'

0 . (2.29)

The exact electronic wavefunction cannot be expressed as a single Slater determi-
nant because each electron exists in a superposition of multiple orbitals simultaneously.
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Methods that overcome this limitation are called post-HF methods.

Post-Hartree-Fock Methods

Ideally, the wavefunction of the system would consider all ground and excited Slater
determinants to account for any distribution of the 4 electrons among the 2⌘ available
spin-orbitals, with ⌘ the number of molecular orbitals k<.

The Configuration Interaction (CI) methods, introduced by Coulson & Fischer (1949),
are promoting electron(s) from occupied to virtual orbitals to generate singly, doubly,
triply etc., excited Slater determinants. The resulting wavefunction is expressed as the
linear combination of all Slater determinants created, including the reference wavefunction
as

|+D�i = 30 |+0i +
’

j

’
c

|+c

j
i +

’
j<0

’
c<2

|+c2

j0
i +

’
j<0<3

’
c<2<'

|+c2'

j03
i + . . . , (2.30)

where |+c

j
i, |+c2

j0
i and |+c2'

j03
i are a singly, doubly and triply excited determinants, re-

spectively. They are generated from the promotion of electron(s) from occupied orbitals
(j, 0, 3, ...) to virtual ones (c, 2, ', ...). For example, |+c

j
i is generated by the promotion of

one electron from the occupied spin-orbital Cj to the virtual one Cc . The 3 coe�cients
(30, 3

c

j
, 3

c2

j0
, 3

c2'

j03
, etc.) are the amplitudes of the respective determinants and need to be

determined.
If the total wavefunction was including all excited determinants, it would represent

the exact wavefunction. In combination with a complete basis (i.e., an infinite number
of basis function describing each spin-orbital), the exact energy of the system would be
recovered. Consequently, Full Configuration Interaction (FCI) calculations are used as
benchmark results. However, due to the enormous number of excited determinants gener-
ated, such calculations are computationally unfeasible for almost all polyatomic molecules.
Therefore, alternative post-HF methods have been developed to address this challenge by
selecting a subset of Slater determinants, thereby reducing the computational e�ort.

With the CI approach, the excited determinants are generated from a single config-
uration, typically represented by the HF wavefunction. However, when the molecular
system is described by multiple configurations (i.e., when it is multiconfigurational), the
CI method becomes inadequate because it relies on a single reference configuration.

For such multiconfigurational systems, Multi-Configurational SCF (MC-SCF) meth-
ods are required. These methods build the reference wavefunction by combining mul-
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tiple configurations, including excited determinants, and simultaneously optimize both
the weights of these configurations (3<) and the molecular orbitals. A common MC-SCF
method is the Complete Active Space SCF (CAS-SCF) method (Hegarty & Robb, 1979).
In this approach, a subset of orbitals, known as the active space, is selected for electron
promotion, typically including the frontier orbitals (the last occupied and first unoccu-
pied orbitals). The molecular orbitals and their coe�cients are then optimized through
an SCF procedure, similar to that used in the HF method.

Further excited determinants can be included using the Multi-Configurational CI
(MRCI) method, which generates additional excited determinants based on the CAS-SCF
reference wavefunction. Unlike traditional CI methods, which generate excited determi-
nants from a single reference configuration, MRCI uses the multiconfigurational reference,
involving at least two Slater determinants, to capture a more accurate description of the
system.

2.2.2 Coupled-Cluster Method

In this work, all systems under study are monoconfigurational and one of the most e�cient
methods to compute the correlation energy for such systems are the Coupled-Cluster
methods. The coupled-cluster method is a post-HF method developed by �íûek (1966)
and �íûek (1969). The general idea is to include all corrections of a given type to infinite
order.

The Coupled-Cluster Operator

The electrons are promoted from occupied orbitals Cj to virtual ones Cc by the excitation
operator T

T = ⇢1 + ⇢2 + ⇢3 + ... + ⇢4, (2.31)

where ⇢< converts the reference Slater determinant of the reference wavefunction +0 into
a linear combination of all <

'- excited Slater determinant by promoting < electron(s) from
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occupied spin-orbitals (j, 0, 3, ...) to virtual ones (c, 2, ', ...).
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, (2.32)
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where '
c

j
are the amplitudes of the C

c

j
determinants.

In our work, the reference wavefunction +0 will always be an HF wavefunction (re-
stricted or not). The coupled cluster wavefunction is defined as

+DD = :
⇢

+0, (2.35)

where the exponential operator is developed following a Taylor-series expansion
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The electronic Schrödinger equation becomes

f̂::
⇢

+0 = �:
⇢

+0. (2.38)

The coupled-cluster energy is expressed as

�DD = h+0 |f̂::
⇢ |+0i. (2.39)

According to the expansion of the excitation operator in 2.36, the calculation of the
energy of the system will quickly becomes manageable only for the smallest system. By
taking into account all excitation operators up to ⇢4, all possible excited Slater deter-
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minants will be constructed. The resulting wavefunction is then equivalent to the FCI
wavefunction.

The great description of the electronic correlation is enabled by the exponential form
of the cluster operator. Through the Taylor-series expansion, higher-order correlation
e�ect can be accounted for, such as those captured by the ⇢

2
2 operator. These e�ects can

be important and would be missed with a restriction to the ⇢2 operator only (Jensen &
Bunker, 2000; Shavitt & Bartlett, 2009).

One limitation of the CC method is its monoconfigurational nature, since it relies on
a single Slater determinant. To assess the validity of this restriction, the ⇢1 diagnosis
evaluates the extent of single excitation contributions to the wavefunction

⇢1 =

q
('c

<
)2 + ('2

9
)2 + ... + (''

⇠
)2 + ...

p
4

, (2.40)

which must be < 0.02 for closed-shell system, and < 0.04 for open-shell system. This
diagnosis tool is implemented in molpro V15.1 to provide an insight into the monocon-
figurational assumption.

Truncated Coupled-Cluster Method

In practice, the CC method is employed with a truncated excitation operator ⇢̂ to limit
the computational cost of the calculation.

In the CCSD method, the excitation operator is restricted to single (S) and double
(D) excitations only, represented as ⇢ = ⇢1 + ⇢2. This method typically recovers 95% of
the correlation energy (Purvis & Bartlett, 1982), and its computational cost scales as ⌘

6,
with ⌘ the number of orbitals (Jensen & Bunker, 2000; Jensen, 2007).

The CCSDT method includes triple (T) excitations in addition to single and double
excitations. This methods recovers 99% of the correlation energy (Noga & Bartlett, 1987;
Noga & Bartlett, 1988) and its computational cost scales as ⌘

8 (Jensen, 2007).
To improve e�ciency, some methods have been developed to compute high-order CC

terms using perturbative theories (less expensive than variational ones), as these are
the most computationally expensive terms. The most significant technique is CCSD(T)
(Raghavachari et al., 1989) which includes a non-iterative, perturbative correction for the
e�ect connected to triple excitation (thus parenthesis). Its computational cost scales as
⌘

7 (Jensen, 2007). Referred to as the "gold-standard" method, CCSD(T) is often used to
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benchmark more approximate methods.

Restricted and Unrestricted Coupled-Cluster

To treat open-shell systems using CC methods, adjustments are necessary from the treat-
ment described above. The simplest approach to treat open-shell molecules at the CC
level is to use a UHF wavefunction as the reference wavefunction, but it is computationally
expensive. The CC method typically scales as ⌘

6 � ⌘
8, and using a UHF wavefunction

doubles the number of required orbitals ⌘.
An unrestricted approach also exists for the CCSD(T) method, known as UCCSD(T),

where the wavefunction is not required to be an eigenfunction of B̂
2, so i and = orbitals

are optimized independently as for the UHF method (Section 2.2.1), so the computational
cost is much larger.

Knowles et al. (1993) introduced a partially spin-restricted approach to the CCSD(T)
method, denoted RCCSD(T). This method requires the wavefunction to be an eigenfunc-
tion of B̂

2, resulting in a reduced spin-contamination and more accurate description of the
electronic structure. In their study, they demonstrated that RCCSD(T) results were very
similar to those of UCCSD(T), with a computational time reduced by a factor of 3.

In molpro V2015.1, both RCCSD(T) and UCCSD(T) are implemented as described
in Knowles et al. (1993) and Knowles et al. (2000). However, only a preliminary im-
plementation of the ROHF-RCCSD(T) is available yet, no CPU time is saved by using
RCCSD(T) compared to UCCSD(T). In both cases, the calculations is based on ROHF
calculation described in Section 2.2.1.

Explicitly Correlated Approaches

The challenge of accurately describing electrons arises from the electron-electron repulsion
operator 1/A12, where the motion of electrons becomes correlated. If this correlation could
be ignored, the Schrödinger equation could be solved with a single Slater determinant
composed of orbitals.

This operator becomes infinite when c12 = 0 resulting in a cusp in the wavefunction.
The convergence in this region is challenging due to the discontinuous derivative. To im-
prove the description of this cusp, an explicit dependence on the electron-electron distance
can be included in the electronic wavefunction, leading to explicitly correlated methods.
Therefore, computationally expansive calculations at short distances are reduced.
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For the R12 methods, a linear form is used for the dependence of the electronic distance
(Jensen, 2007)

+(c12) = ; + 1
2c12, (2.41)

where A is a constant. However, some more sophisticated form can be used.
A more convenient approach is to consider the correlation factor q̂12 as a Slater func-

tion, known to describe accurately the wavefunction at short distances, as suggested by
Ten-no (2004). The CCSD(T)-F12 methods have been developed for closed (Adler et al.,
2007) and open-shell molecules (Knizia et al., 2009) with the correlation factor defined as

q̂ (c12) = �1
W

exp(�Wc12) ⇡
’

<

3< exp(�i<c
2
12), (2.42)

where W has an optimum value for each molecules and basis set. In practice, Slater
functions are inferred by a linear combination of Gaussians, as indicated by right term of
the equation.

Some benchmark calculations performed by Adler et al. (2007) and Knizia et al. (2009)
with the CCSD(T)-F12 approximation exhibited better accuracy for computational times
reduced by two to three orders compared to CCSD(T) with a large basis set. This allows to
compute better results with smaller basis, thus drastically reducing computational time.
However, there is a risk of overestimating the interaction energy, and thus its use must be
benchmarked and restricted to a rather small basis set. CCSD(T)-F12, RCCSD(T)-F12
and UCCSD(T)-F12 are implemented in molpro V15.1 (Werner et al., 2012).

2.2.3 Basis Set

To solve the electronic Schrödinger equation, a set of basis functions to describe the
molecular orbitals of the system must be chosen. These are atom-centered functions used
to describe the atomic orbitals, and the basis set is the collection of these functions.

Molecular Orbitals (MO)

As presented in Equation (2.27), the MO are linear combination of > atomic orbitals. In
principle, > should be infinite to exactly describe the molecular orbitals and reach the
"exact" energy within the limit of the computational method employed. Including more
functions in the basis improves the accuracy of the calculation, but this number needs to
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remain appropriate so the computational cost stays reasonable. Therefore, the choice of
a basis set is critical step toward electronic structure calculations.

Expanding the basis set involves calculating integrals over this set. In practice, the
methods to calculate these integrals depends on the nature of the orbitals. Therefore, the
e�ciency of a calculation can be enhanced by a wise choice of functions. Various type of
functions have been developed to meet that need.

Nature of the Basis Functions

There are two main types of orbitals: Slater-type orbitals (STO) and Gaussian-type
orbitals (GTO). STOs are expressed as follows (Slater, 1930)

lZ ,4,#,V (c, \, C) = �.#,V (\, C)c4�1
:
�Zc

, (2.43)

where � is a normalization factor, .#,V represents spherical harmonic functions and Z are
numerical coe�cients that determines the spatial extension of the orbital.

The radial dependence :
�Zc factor mimics the behavior of the exact hydrogen orbitals

as the distance between the nucleus and electrons varies, ensuring a good representation
of the electrons at short distances. However, electron integrals involving three or four
centers cannot be solved analytically with this description, leading to the replacement of
STOs with GTOs.
GTO are defined as follow (Boys, 1950)

lZ ,4,#,V (c, \, C) = �.#,V (\, C)c24�2�#

:
�Zc

2
. (2.44)

GTO integrals are relatively easy to compute, but the description of the electron’s
radial behavior is less accurate. GTOs do not exhibit a cusp at short distances as they
should, and they decrease too rapidly with increasing distance c. Therefore, to properly
describe electron behavior, multiple Gaussian functions must be combined. However,
adding more functions increases computational time and memory requirements, making
the switch from STOs to GTOs less advantageous.

To overcome this problem, contracted GTOs, hereafter noted CGTOs, have been de-
veloped. CGTO are linear combination of primitive GTO (hereafter PGTO).

l(c) =
⇠’

<=1
3<)

=8
H
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I

X8
:
�i8c

2
, (2.45)
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where 3< are contraction coe�cients that are optimized to reproduce STOs as much as
possible ; =<, W<, X< are positive integers that depends of the symmetry of the orbital
(2, ?, 1) and i< a positive real number. The contraction degree ⇠ represents the number
of PGTO used for each CGTO.

Di�erent type of functions to enhance some properties of the basis can be included:

• Polarization functions: they describe orbitals of angular quantum # greater than the
largest value of valence orbitals. They are empty orbitals that polarize occupied
orbitals.

• Di�use functions: they describe the electron density far from its maximum (Kendall
et al., 1992). They have the same angular momentum # as valence orbital, and
a small radial exponent to make them more di�use at longer distances. Di�use
functions are crucial because the outer part of the electron density is the most
a�ected by polarization. Basis sets that include di�use functions are denoted with
the aug- prefix.

• Correlation-consistent functions can also be included to improve the description of
electronic-correlation e�ects (Dunning, 1989). This basis set is denoted with the cc-
prefix for correlation consistent.

Basis Set of Common Use

Among the most commonly used basis sets are the ones denoted as STO-4G basis sets,
where 4 contracted Gaussian-type orbitals (CGTOs) are used to approximate Slater-type
orbitals (STOs). The STO-3G basis set for instance employs 3 CGTOs to mimic one STO
orbital.

Pople basis sets are also widely employed, denoted as k-. 8G, where k indicates the
number of PGTOs used to construct each CGTO of core orbitals, and . and 8 indicate
the number of PGTOs used for each valence CGTO. Additional di�use functions are
indicated by "+" or "++" if they are added to only heavy atoms (> H, He) or all atoms,
respectively. Similarly, polarization functions are denoted by "⇤" and "⇤⇤" if they are added
to only heavy atoms or all atoms.

Among the most commonly used basis sets are Dunning cc-pVkZ basis sets (Dunning,
1989; Woon & Dunning, 1993; Kendall et al., 1992). These are correlation-consistent (cc)
basis sets that include polarization (p) functions and use k basis functions to describe the
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valence zeta orbitals. These basis sets can also include di�use functions, denoted by the
aug- prefix, leading to well-known jA k8 basis sets.

Mid-Bond Functions

Mid-bond functions are atomic orbitals centered between the nuclei of atoms within a
molecule. There were originally suggested by Rothenberg & Schaefer (1971) to replace
additional polarization functions centered on atoms, i.e. a larger basis set, since they
greatly describe polarization e�ects. As a result, the convergence of the calculations is
faster compared to the use of a larger basis set that would include more polarization
functions and give similar results. It is then possible to save computational time while
the accuracy is maintained. However, these functions do not have physical meaning and
can lead to an overestimation of the correlation energy; thus, they must be used with
a limited basis set to avoid this problem. The energy obtained using an aVTZ basis
with mid-bond functions is often comparable to the energy obtained through basis set
extrapolation (Lique et al., 2005).

Several sets of mid-bond functions were developed, including a set by Cybulski &
Toczy≥owski (1999) employed in this work. These functions, established through van
der Waals complex interaction energy calculations, demonstrated an accuracy within 1%
compared to experimental values.

Basis Set Superposition Error (BSSE)

When dealing with interaction energy calculations, the basis set superposition error
(BSSE) must be considered.

The issue arises because in the calculations of the A + B system, the orbitals of A
can be used to minimize the energy of B, leading to an overestimation of the energy of
the monomer B, and vice versa. As a consequence, the computed energies are lower than
the "true" values of the calculations due to this numerical artifact.

To address that problem, Boys & Bernardi (1970) suggested a counter procedure to
minimize this error. The principle is simple: to obtain the correct interaction energy, the
energy of the individual monomers must be computed with the full basis set �;+� (;) and
�;+� (�). These energies are then subtracted from the total energy of the system in the
full basis set, denoted as �;+� (; + �)

A (; + �) = �;+� (; + �) � �;+� (;) � �;+� (�). (2.46)
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(c) Diatom-asymmetric top.

Figure 2.1: Representation of Jacobi coordinates for atom-linear molecule (left), linear-linear molecules
(center), and asymmetric top-linear molecule (right).

This procedure should be applied on all computed points. The BSSE is greater for
a limited basis set, but also depends on the method employed. The correction of such
errors increases computational time as the energy of each monomers must be computed
with a full basis set at each geometry.

2.2.4 Analytical Representation

Fitting Procedure

The interaction energy between the two colliding species must be evaluated for a grid of
ab initio points that must be carefully chosen to e�ciently capture interaction between
the two colliding species and build up the PES.

Typically, the relative orientations of the non-reactive colliding species are expressed
in Jacobi coordinates, as represented in Figure 2.1. In this frame, the origin is fixed on
the center of mass of the target molecule. The distance separating the centers of mass of
the two colliding species is denoted by n, while \ (⌘ \1) represents the angle between the
internuclear axis of the target molecule and n, describing the orientation of the target
molecule with respect to its collider. If the collider is a linear molecule (center panel),
\2 represents the angle between the internuclear axis of the collider and n, and ( (⌘ (1)
describes the rotation of the collider around the n axis. Additional orientation can be
considered for more complex colliders, such as asymmetric-top molecule (right panel)
where the (2 angle is introduced to describe the rotation of the asymmetric-top around
an inertia axis.

The interaction between species can be divided into three main regions. First, the

53



Partie , Chapter 2 – Theory and Methods

short-range where the two species are very close resulting in a high interaction energy
due to strong nuclear repulsion. Second, the intermediate region, characterized by the
stabilization of the van der Waals complex, that typically exhibits global and local(s)
minima in the PES. Last, the long-range of interaction, where the distance n increases
until a zero interaction energy is reached. It is important not to neglect the accuracy of
the long-range region, as the S-matrix is evaluated based on the asymptotic behavior of
the total wavefunction of the system.

Once all ab initio points describing the interaction potential between the two colliding
species are obtained using the chosen method and basis set, it becomes necessary to
create an analytical function capable of reproducing not only all computed points but
also additional points through a fitting procedure. A typical course of action is to fit
the data to a “model” dependent on adjustable parameters. The model could be just a
convenient class of flexible functions (such as Gaussians, or polynomials) and the fit only
provides the optimal values of the flexible coe�cients. The approach is similar in most
cases: one designs (or simply chooses) a “merit function” that quantifies how close the
agreement is between the data and the model with a particular set of parameters. The
merit function is defined such that small values represent close agreement. The parameters
of the model are then adjusted to achieve a minimum in the merit function, obtaining the
best-fit parameters as a result (Dawes & Quintas-Sánchez, 2018).

The fitting procedure for van der Waals (vdW) systems is especially di�cult because
a large region of configuration space with multiple local minima is accessible. The full
range of angular coordinates must be described, and the variation along the n coordinates
is of large amplitude.

Typically, the convergence criterion is set to a few percent for all ab initio points,
and the root-mean-square value must be minimized. It is a very important step of the
work since the quality of the fit will impact the accuracy of the collisional data computed
computed as described in Section 2.3.

Expansion in Functions

In most numerical code, the PES is implemented through a potential expansion of the
following form

A (n, i) =
’

_

E_ (n)  _ (i), (2.47)

where i is a set of angular coordinates describing the monomers; E_ (n) are radial coe�-
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cients, and  _ (i) are functions describing the angular part of the potential expression.

In this thesis work, I produced one PES for an atom-linear molecule system, for which
the general analytical representation of the potential is given by an expansion over _

Legendre polynomials %_ (cos \) as given in the procedure suggested by Werner et al.
(1989)

A (n, \) =
’

_

E_ (n)%_ (cos \), (2.48)

where _ is determined based on the number of \ angles chosen in the potential description.
It can be constrained to even values if the molecule exhibits a symmetry according to its
center of mass.

The E_ (n) radial coe�cients represents the behavior of the potential as a function of
n, with a distinct expression for each set of Jacobi angles. For a neutral species colliding
with a rare-gas atom, these coe�cients are fitted to the following functional form
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where j
_

4
are the expansion coe�cients, and the coe�cients of the n

�4 terms are denoted
by D

_

4
. These coe�cients are used for the long-range extrapolation. The hyperbolic

tangent factor provides a smooth transition between the short-range (0 < R < Rref) and
the long-range regions (R > Rref). The value of nref depends on _ and is optimized along
with other fitting parameters.

The number of coe�cients _ used in the expansion must be chosen to be su�ciently
large so the PES is correctly reproduced, but as small as possible because the computa-
tional cost, both memory and CPU time, will increase with it.

2.3 Nuclear Motion

Now that the electronic problem is solved, the PES obtained through the methods dis-
cussed in the previous section can be employed to solve the nuclear Schrödinger equation.
From the nuclear wavefunction obtained through this resolution, we will be able to derive
S-matrices, and thus, calculate cross sections and rate coe�cients.
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2.3.1 Collisional Hamiltonian

The general expression of the Hamiltonian for two monomers in collision is

f̂ = � \2

2>1
r2

1 �
\2

2>2
r2

2 + f̂1 + f̂2 +Aint(n, i), (2.50)

where \2

2>1
r2

1, \2

2>2
r2

2 are the kinetic operators of the monomers with >1, >2 the mass
of the monomers; f̂1, f̂2 are their internal Hamiltonian; Aint(n, i) in the interaction
potential between the two colliding species calculated with the methodology described in
Section 2.2.

The complexity of f< varies depending on the internal structure of the species under
consideration. Each monomer can range from a structureless atom with no internal Hamil-
tonian to a vibrating or rotating molecule with electronic and/or nuclear spins. During
this thesis work, we neglected vibrational e�ects and focused solely on rotational, fine,
and hyperfine excitations. The complexity of these structures can also vary depending on
the molecule’s complexity, such as whether it is a linear molecule or an asymmetric top.
While we will address briefly each specific case through the manuscript, general equations
will be presented for collisions between two linear molecules.

If we consider that the two colliding systems are two closed-shell rigid linear molecules,
the Hamiltonian of Equation (2.50) becomes

f̂ = � \2

2>1
r2

1 �
\2

2>2
r2

2 +
9̂
2
1

2�1
+

9̂
2
2

2�2
+Aint(n, i), (2.51)

where i would refer to (\1, \2, () angles in the center panel of Figure 2.1 ; 9̂1, 9̂2 are
the rotational operators or monomer (1) and (2), respectively ; �< = `<c

2
<

is the principal
inertia axis of the molecule < that depends on its reduced mass `< and equilibrium bond
length c<.

2.3.2 Coordinate Systems

In Section 2.2.4, the position of the colliders was introduced in Jacobi coordinates, which
belong to the Body-Fixed (BF) coordinate system. This frame is more natural to de-
scribe the electronic interaction between the two monomers and the PESs are generally
computed in this coordinate system. However, it does not allow the direct calculation of
the S-matrices from the nuclear wavefunction since it does not have the proper asymp-
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Figure 2.2: Two rigid rotor in the space-fixed (X,Y,Z) coordinate system.

totic behavior. Therefore, the Space-Fixed (SF) coordinate system (X, Y, Z) must be
introduced.

In the SF coordinate system represented in Figure 2.2, the origin is placed at the
center of mass of the target molecule just as in the BF frame. The coordinates of the
target molecule [monomer (1)] will be given by 11 ⌘ (⇥1,�1) and the colliding monomers
[monomer (2)] coordinates are given by 12 ⌘ (⇥2,�2), and their relative motion is given
by R ⌘ (n,⇥,�).

The kinetic energy operator of the collisional system is given by

⇢̂ (11, 12) =
\2

2>1
r2

1 �
\2

2>2
r2

2. (2.52)

If the frame is placed to the relative motion of the two monomers, the expression
becomes

⇢̂ (Rcom,R) = \2

2>

r2
Rcom

� \2

2>

r2
R, (2.53)

where > = >1 + >2, ` = (>1>2)/(>1 + >2) are the total and the reduced mass of
the collisional system, respectively ; R represents the relative position of the monomers,
and Rcom = (>1n1 + >2n2)/> represents the position of the center of mass (referred as
com) of the collisional system. In the SF frame, the translational energy of the collisional
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system is neglected, so the kinetic operator becomes

⇢̂ (R) = � \
2

2>

r2
R (2.54)

= � 1
2`

1
n

m
2

mn
2 n + #̂

2

2`n
2 , (2.55)

where #̂ is the angular momentum between the two colliders.

Therefore, the collisional Hamiltonian Equation (2.51) becomes

f̂ = � \
2

2`

m
2

mn
2 + #̂

2

2`n
2 +

9̂
2
1

2�1
+

9̂
2
2

2�2
+Aint(n, i). (2.56)

To solve the Schrödinger equation with the collisional Hamiltonian (2.56), di�erent
approaches can be employed. In this work, we focused on well-known quantum approaches
(detailed in Section 2.3.3) and explored statistical approaches (discussed in Section 2.3.4)
to address this problem.

2.3.3 Quantum Approaches

Given the low temperatures of the media under consideration, quantum e�ects play a
significant role. Therefore, despite their considerable computational complexity and cost
compared to (semi)classical and statistical approaches, quantum methods are more suit-
able.

The Coupled Equations

The formal equations to the partial waves were originally developed by Percival & Seaton
(1957) for the H + :

� collision in the perceptive of new computational developments
enabling intensive calculations. Building on this foundation, Arthurs & Dalgarno (1960)
developed similar formal equations to treat collisions between an atom and a rigid linear
molecule. Later, Davison (1962) and Green (1975) presented a straight forward extension
of these equations to address inelastic collision between two rigid rotors.

The equations are developed in a SF frame, so the eigenfunctions of the rotational
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operators 9̂
2
<

are spherical harmonics .98V 98
( 1̂i) like

9̂
2
1.91V 91

( 1̂1) = \2
91( 91 + 1).91V 91

( 1̂1), (2.57)

9̂
2
2.92V 92

( 1̂2) = \2
92( 92 + 1).92V 92

( 1̂2), (2.58)

where 11 ⌘ 11(⇥1,�1); 12 ⌘ 12(⇥2,�2) specify the orientation of the internuclear axis
of the molecules with respect to axis in the SF frame ; 91, 92 are the rotational quantum
number of molecule (1) and (2) and V 91 ,V 92 are their respective projections along the 8

axis of the SF frame. The expression of the spherical harmonics are given by

.98V 98
( 1̂i) = (�1)V 98

 (2 9< + 1) (#< � V 98 )!
4"(#< + V 98 )

� 1/2

%

V 98
98

(cos⇥<):<V 98�8
, (2.59)

where < = 1, 2 ; %

V 98
98

(cos⇥<) is an associated Legendre polynomial ; #< the individual
angular momentum of each molecules.

By including the spherical harmonics of the whole complex .#V; , the angular solutions
YU>

W
(R̂, 1̂1, 1̂2) of the collisional Hamiltonian (2.51) are

YU>

W
(R̂, 1̂1, 1̂2) =

’
V1V2V12V;

D
912V12
91V1 92V2

D
U>

912V12#V;
.91V 91

( 1̂1).92V 92
( 1̂2).#V; (R̂), (2.60)

where W ⌘ 91 92 912# ; # the relative angular momentum of the molecules and V# its projec-
tion of the 8-axis of the SF frame ; 912 takes all integer values between | 91� 92 | and 91+ 92

the rotational angular momentum of both molecules ; V12 = V1 + V2 ; > = V12 + V# ;
D

912V12
91V1 92V2

and D
U>

912V12#V;
are Clebsh-Gordan coe�cients.

Therefore, YU>

W
(R̂, 1̂1, 1̂2) are eigenfunctions of all angular operators, namely 9̂1, 9̂2

and #̂, so they satisfy Equations (2.57), (2.58), and

#̂
2YU>

W
(R̂, 1̂1, 1̂2) = \2

# (# + 1)YU>

W
(R̂, 1̂1, 1̂2). (2.61)

This wavefunction describes a system of total angular momentum U that will take all
integer values between | 912 � # | up to 912 + # and which is conserved during the collision.
The projection of U along the 8-axis of the SF frame is noted >. This wavefunction
encompasses the complete angular dependence of both colliding molecules and is rela-
tively straightforward to construct as it relies on well-established spherical harmonics and
Clebsch-Gordan coe�cients derived from Wigner’s symbols.
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The total solution of the collisional Schrödinger equation �U>

W
(R̂, 1̂1, 1̂2) must also

include a radial dependence UU

W
0;W (n) and is given by

�U>

W
(R̂, 1̂1, 1̂2) =

1
n

’
W
0
UU

W
0;W (n)YU>

W
0 (R̂, 1̂1, 1̂2). (2.62)

Each column of the UU

W
0;W (n) matrix defines the expansion coe�cients for collisions in

which the colliding partners are in a given initial state whose index corresponds to the
selected column. Therefore, all channels W

0 are connected to all other possible W chan-
nels. The solutions �U>

W
(R̂, 1̂1, 1̂2) are called partial-waves since they correspond to a

solution at a given value of the total angular momentum U and for a given parity of the
wavefunction / = (�1) 9+# = ± 1. The parity is a good quantum number that ensures that
the inversion of the coordinates of all particles in the SF coordinate systems leaves the
Hamiltonian invariant.

By substitution of the suitable total wavefunction (2.62), Hamiltonian (2.56), using
Equation (2.57), Equation (2.58) and Equation (2.61), the Schrödinger equation becomes


� \

2

2`

m
2

mn
2 + \

2
#
0(#0 + 1)
2`n

2 +
\2

9
0
1( 9

0
1 + 1)

2�1
+
\2

9
0
2( 9

0
2 + 1)

2�2
+Aint(n, i)

�
�U>

W
(R̂, 1̂1, 1̂2)

= ��U>

W
(R̂, 1̂1, 1̂2), (2.63)

which can be simplified to

� \

2

2`

m
2

mn
2 + \

2
#
0(#0 + 1)
2`n

2 � ⇠
2
9
0
1 9

0
2
+Aint(n, i)

�
�U>

W
(R̂, 1̂1, 1̂2) = 0, (2.64)

with ⇠
2
9
0
1 9

0
2

the wavenumber, defined as

⇠
2
9
0
1 9

0
2
=

2`

\2
�
� � �1 9

0
1( 9

0
1 + 1) � �2 9

0
2( 9

0
2 + 1)

�
(2.65)

=
2`

\2
�
� � � 9

0
1
� � 9

0
2

�
, (2.66)

where �< = \2

2�8
are the rotational constants of the monomers.

Equation (2.64) is reduced by using the orthonormality properties of the basis functions
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YU>⇤
W
0 (R̂, 1̂1, 1̂2) as

ª
YU>⇤

W
0 (R̂, 1̂1, 1̂2)


� \

2

2`
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2

mn
2 + \

2
#
0(#0 + 1)
2`n

2 � ⇠
2
9
0
1 9

0
2
+Aint(n, i)

�

⇥�U>

W
(R̂, 1̂1, 1̂2)1R̂1 1̂11 1̂2 (2.67)

=

� \

2

2`

m
2

mn
2 + \

2
#
0(#0 + 1)
2`n

2 � ⇠
2
9
0
1 9

0
2

�
UU

W
0;W (n)

+
’
W
00
UU

W
00;W0 (n)

ª
YU>⇤

W
0 (R̂, 1̂1, 1̂2)Aint(n, i)YU>⇤

W
00 (R̂, 1̂1, 1̂2)1R̂1 1̂11 1̂2 = 0. (2.68)

The notation of the coupling elements of the potential are simplified as

hW0
U |Aint |W00

Ui =
ª

YU>⇤
W
0 (R̂, 1̂1, 1̂2)Aint(n, i)YU>⇤

W
00 (R̂, 1̂1, 1̂2)1R̂1 1̂11 1̂2, (2.69)

so Equation (2.68) becomes the set of coupled equations:

\2

2`

✓
m

2

mn
2 � #

0(#0 + 1)
n

2 + ⇠
2
W
0;W

◆
UU

W
0;W (n) =

’
W
00
hW0

U |Aint |W00
UiUU

W
00;W0 (n). (2.70)

Solving the scattering problem involves solving Equation (2.70) for each set of {/U>}.
To accomplish this task, powerful numerical techniques have been developed and im-
plemented in various computational packages. Currently, two of the most widely used
packages are molscat (Hutson & Green, 1994; Hutson & Le Sueur, 2019; Hutson &
Green, 2022) and hibridon (Alexander et al., 2023), both used during my thesis work.
In the following sections, di�erent quantum approaches to solve these sets of coupled
equations will be presented.

Close-Coupling (CC) Approach

The close-coupling approach is the most exact approach to solve the coupled equations
(2.70). The S-matrices are obtained from the asymptotic behavior of the radial part
UU

W
0;W (n) of the solutions. Indeed, the wavefunction should vanish when n ! 0 so

lim
n!0

UU

W
0;W (n) = 0, (2.71)

and for the total wavefunction (2.62) to represents the scattering of an incoming spherical
wave, the radial functions must respect the following asymptotic behavior
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lim
n!+1

UU

W
0;W (n) = XWW

0:
�<⇠Wn � <

�#�#
0

s
⇠W

⇠W
0
B

U (W; W
0):<⇠W0n

, (2.72)

where B
U (W; W

0) are elements of the complex scattering matrix that provide all information
necessary for a complete description of the collision. B

U (W; W
0) is diagonal in U, and

independent of >.
While this approach is the most precise, it is also the most expensive one. Its cost

scales as �
3 in CPU time and �

2 in memory, where � represents the number of channels.
Typically, the maximum number of channels for close-coupling calculations is around
10,000. To reduced the computational cost of quantum approaches, the idea is to use
approximations that will reduce the number of channels involve in the calculations.

Coupled-States Approximation (CS)

The centrifugal decoupling approximation has thus been introduced simultaneously by
Pack (1974) and McGuire & Kouri (1974). The idea is that

#̂
2

2`n
2 =

# (# + 1)
2`n

2 \
2
, (2.73)

and all # (# + 1) terms are then approximated by U (U + 1) in Pack (1974) so the collisional
Hamiltonian (2.51) becomes

f̂ = � \
2

2`

m
2

mn
2 + U (U + 1)

2`n
2 \2 +

9̂
2
1

2�1
+

9̂
2
2

2�2
+Aint(n, i). (2.74)

With this approximation, the couplings between 912 and # are completely neglected
and thus, the number of channels will not increase with the total angular momentum U,
but remains the same U when it explodes with the CC approach. For small U collisions,
the CPU time saved is already of about two orders of magnitude (Pack, 1974), and is
supposed to be better and better when large U systems are considered. It is also worth to
notice that this approximation is much more adapted to the BF formalism, saving about
two orders of magnitude of CPU time when CS is implemented in the BF formalism
compared to SF due to the size that the matrix to diagonalize (Pack, 1974).

By definition, this approximation is expected to work better for heavy collisional
system where the coupling between the relative motion of the monomers and their own
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rotation will be weak. It is also expected to work better at high collisional energies.

Infinite-Order-Sudden Approximation (IOS)

The approximation have been introduced by Goldflam et al. (1977). The CS approxi-
mation neglects the coupling the internal angular momenta of the monomers ( 912) and
their relative orbital momentum #, i.e. the centrifugal coupling. The Infinite-Order-
Sudden (IOS) approximation goes even further by neglecting the angular motion of the
monomers. Thus, the wavenumber is given by

⇠
2
91 92

= 2`

⇥
� � � 91 � � 92

⇤
⇠ 2`� , (2.75)

so the collision Hamiltonian (2.51) becomes

f̂ = � \
2

2`

m
2

mn
2 + # (# + 1)

2`n
2 \

2 +Aint(n, i). (2.76)

The set of coupled equations (2.70) becomes a set of fully uncoupled equations

\2

2`

✓
m

2

mn
2 � \

2
#
0(#0 + 1)
n

2 + ⇠
2
W
0

◆
UU

W;W0 (n) = Aint(n, i)UU

W;W0 (n). (2.77)

To hold, this approximation must be applied when the collisional energy is greater
than the relative energy spacing between the two monomers energetic structure. As for
the CS approximation, the larger the energy is, the better the approximation is expected
to work. Therefore, along the quantum approaches, only the CC approach is valid at low
energy.

Cross Sections and Rate Coe�cients

Once the coupled-equations are solved, the S-matrices are obtained for all set of {/U>}
quantum numbers and collisional data, as cross sections and rate coe�cients, can finally
be calculated.

State-to-state integral cross sections are computed as the sum of the partial-waves

G91 92! 9
0
1 9

0
2
=

"

6162⇠
2
91 92

’
U

(2U + 1)
’
##
0

��
XWW

0 � B
U (W; W

0)
��2
, (2.78)

with 6< = 2 9< + 1 the degeneracy of the rotational level of monomer <.

63



Partie , Chapter 2 – Theory and Methods

The inelastic state-to-state rate coe�cients at a given temperature ⇢ are obtained by
calculating the thermal average of the cross sections over kinetic energies

⇠ 91 92! 9
0
1 9

0
2
(⇢⇠ ) =

s
8

"`⇠
3
�
⇢

3
⇠

π 1

0
G91 92! 9

0
1 9

0
2
(�⇠ )�⇠ exp

✓ ��⇠

⇠�⇢⇠

◆
1�⇠ , (2.79)

where �⇠ = � � � 91 � � 92 is the kinetic energy of the transition, and ⇢⇠ is the kinetic
energy of the media.

The state-to-state rate coe�cients defined in Equation (2.79) must follow the detailed
balance principle as

⇠ 91 92! 9
0
1 9

0
2
(⇢⇠ ) =

6
0
16

0
2

6162
exp

✓
��

⇠�⇢⇠

◆
⇠ 9

0
1 9

0
2! 91 92 (⇢⇠ ), (2.80)

with �� = � 91 92 �� 9
0
1 9

0
2

the di�erence in energy between the initial and final levels involve
in the transition.

The state-to-state rate coe�cients thus obtained are required to evaluate the compe-
tition between radiative and collisional processes, thus deriving the population of energy
levels in radiative transfer models. Once the population of energy levels is known, theoret-
ical spectra of molecules can be obtained and compared to observations to derive physical
conditions of the media and abundance of molecules.

Propagators

To numerically solve the coupled-equations (2.70), the wavefunctions are propagated along
the n coordinate, which represents the distance between the two monomers. Over the
years, several propagators have been developed for this purpose. A good propagator must
possess two key qualities: numerical stability, ensuring that errors are not amplified during
solution propagation, and e�ciency in terms of CPU time.

In its matrix form, the coupled-equations (2.70) can be represented as

+
00(n) + W(n)+(n) = 0, (2.81)
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where

W(n) = 2`

\2 A (n) � ⇠
2
,

+
00(n) = m

2

mn
2 +(n), (2.82)

where A (n) is the potential matrix including the centrifugal term #
0(# 0+1)

n
2 ; ` is the reduced

mass of the system ; ⇠ is a diagonal matrix of asymptotic channel wave number and +(n)
is a square matrix containing each linear independent solutions of the problem in each
column.

Johnson (1973) introduced a log-derivative propagator, which propagates a log-derivative
matrix instead of the matrix of solutions +(n). This approach exhibited better e�ciency
and numerical stability, so it is now a commonly used approach for propagators. The
log-derivative matrix Y(n) is define as

Y(n) = +
0(n)+�1(n). (2.83)

The integration of Y(n) at certain value of n might be impossible due to its possible
divergence for certain values of n. Indeed, as n ! 0, +(n) must tend to 0, and the only
restriction on +

0(n) at these distances is that it must lead to linear independent solutions.
Therefore, Y(n) can diverge in the classically forbidden region. However, this issue can
be easily avoided by propagating Y(n) using an invariant embedding (Johnson, 1973).
The embedding propagator Y(n) on an interval [R’, R”] is defined as

 
+
0(n0)

+
0(n00)

!
=

 
Y1(n0

, n
00) Y2(n0

, n
00)

Y3(n0
, n

00) Y4(n0
, n

00)

!  
�+

0(n0)
+
0(n00)

!
.

The propagator matrix may also be undefined on certain [R’, R”] intervals. However,
contrary to the propagation of Y(n), it does not cause any stability problem because the
propagator matrix is defined at the ends of the interval. Thus, it will not be a�ected by
any singularity present in Y(n) within the [n0

, n
00] interval.

The integration range will be split into [n0
, n

00] intervals called sectors. The propaga-
tion matrix Y(n) will be constructed for each sector and the log-derivative of matrix is
propagated through the following recursion relation

Y(n00) = Y4(n0
, n

00) �Y3(n0
, n

00)
Y(n0) + Y1(n0

, n
00) Y2(n0

, n
00). (2.84)
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The two most used log-derivative propagators are the locally adiabatic Airy propaga-
tor (hereafter denoted as the Airy propagator) and the log-derivative diabatic modified
propagator (hereafter LDMD).

The Airy propagator, initially introduced by Gordon (1969) and modified by Alexander
(1984) and Alexander & Manolopoulos (1987) to accommodate the log-derivative propa-
gation, uses a potential-following method. It is specifically designed to handle long-range
integration, where the potential matrix W(n) varies slowly. At each midpoint within the
interval, the potential matrix W(n) is diagonalized using a transformation matrix T4,
where 4 represents the number of intervals. As a result, the states in this region become
locally quasiadiabatic. One advantage of the Airy propagator is its ability to e�ciently
handle long-range distances, allowing for a rapid increase in step size with separation.

The LDMD propagator, developed by Manolopoulos (1986), employs a solution-following
using a reference potential Wref(n), which is constructed as the diagonal part of the inter-
action matrix W(n) defined at the mid-position of each sector. Unlike other propagators,
LDMD does not require diagonalization of W(n) at each step, making it highly e�cient.
However, its e�ectiveness is contingent upon keeping the sectors relatively small compared
to the local wavelength, rendering it less suitable for long-range interactions.

In both the works of Manolopoulos (1986) and Alexander & Manolopoulos (1987), the
authors suggested to use an hybrid propagator using LDMD propagator in the short-range
of interactions and the Airy propagator in the long-range of interactions. As a result, these
complementary propagators are often employed together as a hybrid approach.

Both of the Airy and LDMD propagators are implemented in molscat (Hutson &
Green, 2022) and hibridon (Alexander et al., 2023).

Propagation Parameters

The numerical resolution of the coupled-equations (2.70) involves a propagation of the
wavefunction from a minimal distance nMIN to a maximum distance nMAX with a prop-
agation step ?.

The grid of total energy � for which the scattering calculations are performed is usually
an irregular grid. It is very narrow at low energy when channels opens to properly describe
the resonances, and it can be increased at higher energies where cross sections exhibit a
flatter behavior.

The best sets of these propagation parameters {nMIN, nMAX, ?} must be determined
through convergence tests. The objective is to identify the least computationally expensive
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values for these parameters without sacrificing the accuracy. The convergence test for each
parameter is performed at each energy range.

While nMIN is typically set at the shortest distance for which the potential is defined,
nMAX is determined separately for each energy range. nMAX should correspond to the
distance at which the potential couplings become su�ciently small, such that the channels
are no longer coupled.

The step of propagation ? should be as large as allowed by the converge. In hibridon

(Alexander et al., 2023), ? is directly fixed. However, in molscat (Hutson & Green,
2022), ? is defined by the number of intervals STEPS as

"

p
\p

2`�⇠ STEPS
, (2.85)

where the STEPS parameter must be fixed by the user. As the step of propagation ?

varies at the inverse of the square-root of the � , the STEPS parameter, also evaluated
through convergence tests, can be lowered at higher energies.

Basis Parameters

Matrix operations, including inversion, scalar products, but mainly diagonalization, are
responsible for the high cost of coupled-equations resolution. Consequently, CPU time
increases proportionally to �

3, where � represents the number of channels included in
the calculations. These channels can be classified as either open or closed, depending on
whether their energy is higher or lower than the total energy of the system � .

It is important to notice that in quantum approaches, even closed channels must be
accounted for to ensure a proper convergence of the results, as they are coupled to open
channels through the potential matrix elements.

In practice, � will be reduced to include only channels that are of interest, or to
the number that can be possibly taken into account due to numerical limitations. The
size of � is fixed by the basis set, so the number of rotational levels included for each
monomers (fixed by 9

MAX
1 and 9

MAX
2 ) and by the total angular momentum U over which

the S-matrices are summed to obtain cross sections.
As for propagation parameters, convergence tests can be performed to reduce 9

MAX
1

and 9
MAX
2 without loss of accuracy at each energy range. At higher energies, more channels

are open, so the basis should be larger. Also, the size of the basis depends on the well-
depth since more closed channels will coupled with the open ones in the potential well.
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Figure 2.3: Representation of a convergence test of the 9
MAX
2 parameter for few 91, 92 ! 9
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sections at � = 150 cm�1 and for U = 0, with CO as monomer 1, and CS as monomer 2.

The deeper the potential well is, the larger the rotational basis needs to be to converge the
calculation. Figure 2.3 illustrates the evolution of CS-CO cross sections with the value of
the 9

MAX
2 parameter which corresponds to the highest rotational state of CS to include

in the basis. The convergence is reached for 9
MAX
2 = 22.

In principle, to compute cross sections, an infinite number of partial waves U should
be included in the sum of Equation (2.78). However, in practice, this number is truncated
to a maximum value U

MAX, that corresponds to the most significant partial waves. U
MAX

is also determined through convergence tests to minimize the computational cost without
loss of accuracy. As the energy � increases, U

MAX also increases. It is because, at higher
energies, the centrifugal barrier (associated with the angular momentum #) needs to be
larger for channels to close.

In molscat, the maximum total angular momentum JTOT (⌘ U
MAX) taken into

account is converged automatically by the software and the convergence criteria are chosen
by the user with DTOL and OTOL, indicating the maximum deviation of elastic and
inelastic transitions, respectively, compared to the reference cross sections in Å2.

The numerical parameters we want to optimize to reduce the computational cost

68



2.3. Nuclear Motion

(?, nMAX, 9
MAX
1 , 9

MAX
2 , U

MAX) are mostly independent of each other. It means that
when conducting convergence test for one parameter, other parameter can be set to a
minimal values. However, this minimal value should still capture the essential physics
of the system. For example, the convergence tests for propagation parameters should be
performed with the minimum basis, ensuring that all open channels at the given energy
are included.

2.3.4 Statistical Approaches

When dealing with heavy molecular systems that involve heavy collisional partners like
CO, CO2 or H2O, the number of channels can quickly escalate, easily exceeding the 10,000
channels limit of quantum approaches. This presents a significant challenge not only in
terms of CPU time but also memory usage; so other approaches must be employed.

Typically, when quantum approaches cannot be employed, (semi)classical methods are
considered. However, these methods are generally restricted to high temperatures, where
quantum e�ects become less pronounced and mostly negligible. As a result, they might
not be suitable to treat heavy systems at low temperature. To overcome this limitation,
statistical approaches have been developed. Both approaches are complementary, since
statistical methods provide a more accurate representations of some quantum e�ects (not
all, resonances for example cannot be accounted for), making them suitable for low-
temperature conditions.

In statistical approaches, it is assumed that the intermediate complex formed by the
colliders lives enough for the energy to be statistically redistributed within the complex.
Therefore, the limitation of this method is that it can work only on strongly bond systems.

Statistical Adiabatic Channel Model (SACM)

This method, initially proposed by Quack & Troe (1974) to address reactive collisions and
produce reactive state-to-state rate coe�cients, was later extended to include inelastic
collisions by Quack & Troe (1975). The goal of their series of papers was to develop a
statistical approach capable of treating inelastic and reactive scattering processes involving
strongly bound intermediate complexes.

It is assumed that the complex forms and stabilizes within the minima of an adiabatic
curve. Then, the energy within the complex is redistributed, causing it to lose memory
of its entrance channel. Finally, the complex dissociates into any energetically accessible
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(open) channel. Consequently, the final states of the colliding species are independent
of their initial states. However, for this assumption to hold, the interaction between the
colliding species must be strong enough to ensure a su�ciently long lifetime for proper
energy redistribution. Hence, this method will perform better as the strength of the in-
teraction increases and the collisional energy decreases, as it will maximize the lifetime of
the complex.

The SACM model operates under the straightforward assumption that all open chan-
nels have equal probabilities, while closed channels have zero probability. The probability
of any channel %

U>

W” (�) (with W” ⌘ 9”1 9”2#”) is expressed as

%
U>

W” (�) =
8>><
>>:

0, for closed channels
1

� (� ,U,>) , for open channels,
(2.86)

where � (� , U, >) is the total number of open channels given by

� (� , U, >U) =
’
W”

%
U>

W” (�). (2.87)

An open channel is defined as a channel that exhibits a minimum along its adiabatic
curve A (n) (see Figure 2.4), and where the energy between this minimum and its asymp-
totic value is always lower than the total energy � of the collision. Conversely, a closed
channel is one that fails to meet one of these requirements; either it lacks a minimum, or
its centrifugal barrier or asymptotic value exceeds � .

The probability of the transition from ( 91, 92) ! ( 9
0
1, 9 02) is the square modulus of the

corresponding S-matrix element and is expressed as

|BU>

W,W
0 (�) |2 =

%
U>

W
(�)%U>

W
0 (�)Õ

W” %
U>

W” (�)
⌘ %

U>

W,W
0 (�). (2.88)

According to the definition of the S-matrix in the SACM model (2.88), the cross
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Figure 2.4: Representation of the potential energy A (n) of the adiabatic curves as a function of the n

distance between the monomers. At the total energy � , j, 0 channels are open, and 3, 1 channels are
closed.

sections (2.78) are then computed as

G91 92! 9
0
1 9

0
2
(�) = "

6162⇠ 91 92

’
U

(2U + 1)
’
##
0

%
U>

W
(�)%U>

W
0 (�)Õ

W” %
U>

W” (�)
(2.89)

=
"

6162⇠ 91 92

’
U

(2U + 1)
� (� , U, 91, 92)� (� , U, 9

0
1, 9

0
2)

� (� , U) , (2.90)

with � (� , U, 9”1, 9”2) =
Õ

#” %
U>

W” (�).

In their work, Quack & Troe (1974) and Quack & Troe (1975) employed analytical
formula to generate the adiabatic curves. Inspired by their work, Loreau et al. (2018b)
applied this statistical method but employing accurate potential adiabatic curves that are
obtained from diagonalization of the W(n) matrix defined in Equation (2.81) between
nMIN and nMAX, which includes the matrix elements of the potential and the centrifugal
barrier. Huge amount of computational e�ort is then saved, since the wavefunction is
propagated only once (and not at each energy) and with less closed-channels. Then, the
S-matrices are constructed by attribution of a statistical weight to each channels.
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The significant advantage of this statistical method over approximate semi- or quasi-
classical approaches is its e�ectiveness at low temperatures, where these methods would
fail (this statement is also true with approximated quantum as CS and IOS). Therefore,
it o�ers a valuable tool for studying strongly-bound systems at low temperatures, where
neither quantum nor semi/quasi-classical approaches are suitable.

The adiabatic states (sometimes referred as adiabats) can be generated with hibridon

by a simple specification on the input, and with molscat by a slight modification of the
backbone code. The counting part, which involves assigning the statistical weight to each
channel, has been implemented in a script.
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Chapter 3

SCATTERING CALCULATIONS AND RATE

COEFFICIENTS

This chapter aims at presenting the scattering calculations performed to obtain rate co-
e�cients for the sulfur-bearing molecules of interest in this work. The first part of the
chapter is devoted to the case of the CCS radical and its isotopologues in collision with He,
for which state-of-the-art full quantum approaches were used. The second part focuses on
the study of CS is collision with both CO and H2O. These latter studies are pioneering
in scattering calculations of collisional systems for cometary systems.

3.1 Beyond Simple Rotational Structure: CCS Iso-
topologues in Dark Clouds

3.1.1 The Peculiar Fine Structure of CCS Isotopologues

Rotational Spectroscopy

CCS is a linear open-shell molecule (also known as a radical) whose ground electronic
structure is given by (Xie & Schaefer, 1992)

1G
22G

23G
24G

25G
21"

46G
27G

22"
48G

29G
23"

2
. (3.1)

As the isotopic substitution of either the 12C, or 32S is not a�ecting the electronic
ground state, all the following description holds for all CCS isotopologues studied in this
work, namely 12C12C32S, 13C12C32S, 12C13C32S, 12C12C33S, and 12C12C34S. Hereafter,
these isotopologues are noted CCS, 13CCS, C13CS, CC33S, and CC34S, respectively.

The CCS radical has a total electronic angular momentum B = 1, and its orbital
angular momentum ⇤ = 0. Therefore, the molecular spectroscopic term for describing
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Spectr. const. CCS 13CCS C13CS CC34S CC33S
B 0.2160745 0.2064124 0.2150476 0.2113423 0.213630

D ⇥ 108 5.7610 5.2436 5.7103 5.5182 [5.763988]
W0 ⇥ 104 �4.9071 �4.690 �4.880 �4.7987 [�4.9157]

_0 3.2420979 3.24238 3.24313 3.24208 3.24293
0q ⇥ 104 – 6.20 -6.40 – 7.91
c ⇥ 104 – �17 �5.3 – �21.5

eQq ⇥ 104 – – – – �1.7169

Table 3.1: Spectroscopic constants of CCS isotopologues from McGuire et al. (2018) for CCS, 13CCS,
C13CS and CC34S, and from Fuentetaja et al. (in prep.) for the CC33S isotopologue. The values in
brackets are theoretical values.

this system is 3⌃. Due to the coupling between the electronic spin B and the rotational
quantum number �, the total angular momentum 9 is given by

9̂ = �̂ + B̂, (3.2)

with |� � B |  9  � + B. Consequently, all rotational levels of CCS are split into three
fine structure levels for 9 � 1. The Hamiltonian of the molecule f̂V�# is given by

f̂V�# = f̂c�' + f̂2c + f̂22, (3.3)

where f̂c�' , f̂2c , and f̂22 denote respectively for the rotational, spin-rotation, and spin-
spin terms of this Hamiltonian. They are expressed as

f̂c�' = ��̂
2 � ⇡�̂

4
, (3.4)

f̂2c = W0(�̂ · B̂), (3.5)

f̂22 =
2
3_0(3B̂

2
I
� B̂

2), (3.6)

where � is the rotational constant, ⇡ is the centrifugal distortion constant, W0 is the
spin-rotation interaction constant, and _0 is the spin-spin interaction constant given in
Table 3.1 for each CCS isotopologues.

The fine structure of linear molecules are treated according to Hund’s classification,
which is based on five idealized molecular models, denoted as Hund’s cases (a) through (e),
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⌃

B

�

9

; �

(a) Diagram illustrating Hund’s case (a).

; �

9

�

B

(b) Diagram illustrating Hund’s case (b).

Figure 3.1: Representation of the coupling between the electronic spin B, the rotational angular momen-
tum �, the angular momentum of the molecule ! and the internuclear axis of a 2(+1⌃ molecule in (a)
Hund’s case (a) and (b) Hund’s case (b).

depending on the strength of the coupling between the electronic spin B, the rotational
angular momentum �, the angular momentum of the molecule ! and the internuclear
axis of the molecule. A general description of Hund’s cases can be found in Townes &
Schawlow (1975).

In Hund’s case (a), the strongest coupling is between the electronic spin B and the
internuclear axis of the molecule. The total angular momentum 9 is then the vectorial sum
of ⌃, the projection of B over the internuclear axis, and the rotational angular momentum
�, as illustrated in Figure 3.1a.

In Hund’s case (b), the strongest coupling is between B and �. The addition of these
two vectors yields the total angular momentum 9 , as illustrated in Figure 3.1b.

For high values of �, the coupling between � and B is predominant, so the fine struc-
ture of CCS radical can be accurately described by a pure Hund’s case (b). However, for
low � values, this coupling is comparable to the coupling between B and the internuclear
axis. Therefore, the description of the fine structure of CCS radicals over all � values
must be done by accounting for both Hund’s case (a) and (b), which is called the inter-
mediate coupling scheme. The rotational wave function of CCS for j � 1 it thus expressed
as (Tatum & Watson, 1971; Alexander & Dagdigian, 1983)
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|q1 9Vi = cos i |� = 9 � 1, B 9Vi + sin i |� = 9 + 1, B 9Vi,
|q2 9Vi = |� = 9 , B, 9Vi, (3.7)

|q3 9Vi = � sin i |� = 9 � 1, B 9Vi + cos i |� = 9 + 1, B 9Vi,

where |� , B 9Vi denotes pure Hund’s case (b) basis functions, and i is the mixing angle.
This angle is obtained by diagonalization of the molecular Hamiltonian. It depends on j,
B0, W0, and _0.

In a pure Hund’s case (b), f̂c�' and f̂2c are diagonal as (Corey et al., 1986)

h�0
B 9

0
V

0|��̂
2 + W0(�̂ · B̂) |�B 9Vi = X��

0X 9 9
0XVV

0
�
�� (� + 1) (3.8)

+
✓
W0
2

◆ ⇥
9 ( 9 + 1) � B(B + 1) � � (� + 1)

⇤ 
, (3.9)

and the pseudo-spin-dipolar f̂22 term mixes the states

h�0
B 9

0
V

0|3B̂
2
I
� B̂

2 |�B 9Vi = X 9 9
0XVV

0 (�1) 9+B
⇥
3(2� + 1) (2�

0 + 1)
⇤ 1/2

⇥ B(B + 1) (2B + 1)
(

� 2 �
0

0 0 0

) (
B B 1
2 1 B

) (
9
0

�
0

B

2 B �

)
, (3.10)

where
(
· · ·
· · ·

)
denotes Wigner 6-j symbols.

The energy of the fine structure levels of CCS isotopologues within the intermediate
coupling scheme are thus calculated as

�q1 =
1
2
�
D + �

�
+ 1

2
p
(D � �)2 + 4q

2
, (3.11)

�q2 = � 9 ( 9 + 1) � ⇡ 9
2( 9 + 1)2 � W0 +

2
3_0, (3.12)

�q3 =
1
2
�
D + �

�
� 1

2
p
(D � �)2 + 4q

2
, (3.13)
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where q1, q2, and q3 label fine-structure levels, and

D = � 9 ( 9 � 1) � ⇡ 9
2( 9 � 1)2 � W0( 9 � 1) +

✓
2
3 � 2 9

2 9 + 1

◆
_0, (3.14)

� = � 9 ( 9 + 1) ( 9 + 2) � ⇡ ( 9 + 1)2( 9 + 2)2 � W0( 9 + 2) +
✓
2
3 � 2( 9 + 1)

2 9 + 1

◆
_0, (3.15)

q = 2
p

9 ( 9 + 1)
2 9 + 1 _0, (3.16)

with �, ⇡, _0, and W0 the spectroscopic constants in Table 3.1.
In a pure Hund’s case (b) limit, i ! 0, and the q1, q2, q3 levels correspond to

� = 9 � 1, � = 9 , and � = 9 + 1 levels, respectively. The first 31 �9 fine structure levels of
all five CCS isotopologues can be found in Table 3.2, where they have been labeled with
the �9 labeling, as if they were pure Hund’s case (b) levels.

The strength of the mixing between Hund’s case (a) and (b) representation as a func-
tion of the rotational quantum number � is illustrated by the 1,F1, the 5,F1 and 10, F1

levels. Their rotational wavefunctions are described by

12 ⌘ 1, |q1 9Vi = 0.75 |� = 9 � 1, B 9Vi + 0.66 |� = 9 + 1, B 9Vi,
56 ⌘ 5, |q1 9Vi = 0.90 |� = 9 � 1, B 9Vi � 0.44 |� = 9 + 1, B 9Vi, (3.17)

1011 ⌘ 10, |q1 9Vi = 0.96 |� = 9 � 1, B 9Vi � 0.29 |� = 9 + 1, B 9Vi,

for which the mixing angle i values are of 41�, 26�, and 17�, respectively. This shows that
a low � levels, the mixing between two pure Hund’s case (b) are strong, as their weights
are almost equal. At � = 10, a pure Hund’s case (b) representation is almost reached.

The strength of the intermediate coupling scheme in the CCS radicals is due to the
fact that the spin-spin spectroscopic constant _0 is approximately one order of magnitude
larger than the rotational constant � of the radicals. Therefore, the energy levels are not
grouped strictly by � values, but are mixed up to �  9, as shown in Figure 3.2. This is
di�erent from typical 3⌃, where � is usually one order of magnitude larger than _0 (e.g.,
NH). This behavior has also been observed, to a lesser extent, for the SO molecule, where
the "classical" structure is reached for � > 5 (Lique et al., 2005).

The di�culties arising from the nature of this internal structure in scattering calcula-
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Label �9

Energy (cm�1)

CCS 13CCS C13CS CC34S CC33S

10 0.00000 0.00000 0.00000 0.00000 0.00000
01 0.37091 0.35707 0.36947 0.36416 0.36744
12 1.11623 1.07412 1.11184 1.09569 1.10568
23 2.24206 2.15627 2.23310 2.20018 2.22054
34 3.75575 3.60982 3.74048 3.68447 3.71909
45 5.66471 5.44124 5.64128 5.555450 5.60851
11 6.48371 6.48429 6.48579 6.48368 6.48537
21 6.54495 6.54005 6.54640 6.54220 6.54518
22 7.34800 7.30994 7.34596 7.32905 7.33989
32 7.52821 7.47429 7.52440 7.50141 7.51598
56 7.97569 7.65656 7.94216 7.81965 7.89535
33 8.64444 8.54841 8.63624 8.59710 8.62166
43 8.99526 8.86907 8.98369 8.93300 8.96466
44 10.3730 10.1997 10.3566 10.2878 10.3307
67 10.6944 10.2610 10.6488 10.4824 10.5852
54 10.9387 10.7181 10.9170 10.8302 10.8842
55 12.5337 12.2638 12.5071 12.4012 12.4670
65 13.3512 13.0149 13.3171 13.1859 13.2673
78 13.8256 13.2589 13.7659 13.5483 13.6827
66 15.1266 14.7407 15.0876 14.9373 15.0305
76 16.2259 15.7533 16.1773 15.9939 16.1074
89 17.3730 16.6538 17.2971 17.0211 17.1916
77 18.1515 17.6304 18.0982 17.8960 18.0212
87 19.5571 18.9283 19.4918 19.2485 19.3991
910 21.3396 20.4486 21.2455 20.9035 21.1147
88 21.6086 20.9329 21.5388 21.2774 21.4392
98 23.3400 22.5354 23.2560 22.9453 23.1375
99 25.4978 24.6482 25.4095 25.0814 25.2843

1011 25.7277 24.6456 25.6133 25.1980 25.4545
109 27.5710 26.5710 27.4662 27.0806 27.3190
1010 29.8191 28.7762 29.7102 29.3080 29.5567

Table 3.2: List of fine structure energy levels of the CCS, 13CCS, C13CS, and CC34S istopologues, based
on the spectroscopic constants from McGuire et al. (2018), and of CC33S from Fuentetaja et al. (in prep.),
as exhibited in Table 3.1
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Figure 3.2: Purely rotational (left) and fine structure (right) energy levels of the CCS radical. It can be
observed that for low � 9 levels, the fine structure levels are not grouped by � values, whereas they are
grouped for � 9 � 10.

tions are of two natures: first, the equations need to be adapted to fit this new structure
and account for the intermediate coupling scheme; second, the computational cost of the
scattering calculations increases as the number of levels is approximately tripled (only
the ground rotational level is not split). To limit the increasing CPU cost, approximate
approaches (including the the IOS approximation described in Section 2.3.3) have been
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employed in previous work (Fuente et al., 1990; Suzuki et al., 1992; Wolkovitch et al.,
1997) to evaluate the rate coe�cients for CCS in collisions with a spherical H2( 9 = 0).

However, Lique et al. (2005) found in their work about the SO-He collisional system
that the IOS approximation fails to produce accurate collisional data because it intrinsi-
cally assumes a pure Hund’s case (b) fine structure, which is not valid for any SO level
with � < 5 and for any of the CCS levels with � < 10. Additionally, by assuming a pure
Hund’s case (b) fine structure, many excitation transitions are incorrectly considered as
de-excitation transitions (and vice-versa). Specifically, transitions from �9 ! �

0
9
0, with �

> �
0 should be de-excitation transitions in a pure Hund’s case (b) limit. However, due to

the entanglement of energy levels, this is not the case for many transitions. For example,
the transitions 10! 01, 23 ! 11, 34 ! 11, 45 ! 11, etc., should be de-excitations, but
they are actually excitations. Therefore, only the CC approach (or another approach that
exactly accounts for the energetic structure of CCS such as the Coupled-States approach)
can be employed to produce accurate state-to-state rate coe�cients for CCS isotopologues
at low temperatures.

PES of the CCS-He Complex

The separation between electronic states of the CCS-He complex is expected to be large
enough that only the ground electronic state needs to be considered in the evaluation of
the electronic interaction. According to the work of Murakami (1990) and Xie & Schaefer
(1992), the most stable geometry of the complex is linear (rather than cyclic), and it is also
the detected structural isomer of CCS (Saito et al., 1987). The potential energy surface
(PES) for the CCS-He complex was computed within the Born-Oppenheimer approxima-
tion. The He atom is a structureless atom, and the CCS molecule was approximated as
a rigid rotor, despite the presence of a low-lying doubly-degenerate bending mode at a2

= 134 cm�1 (McGuire et al., 2018).
The internuclear distances of CCS were set as rD�B = 2.96j0 and rD�D = 2.47j0, based

on experimental measurements of Yamamoto et al. (1990). The interaction potential
between CCS and He was described using Jacobi coordinates (n, \), where n represents
the distance between the CCS center of mass and the helium atom, and \ describes the
angle between n and CCS internuclear axis. The CCS-He collisional system in Jacobi
coordinates is shown in Figure 3.3.

The PES was computed with the partially spin-restricted Hartree-Fock and spin-
unrestricted coupled-cluster single double and perturbational triple excitations ab initio
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(a) 13CCS and C13CS coordinate systems.
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(b) CC33S and CC34S coordinate systems.

Figure 3.3: Schematic representation of the 12C12C32S-He (black), 12C13C32S-He (green), 12C13C32S-
He (blue), 12C12C33S-He (red) and 12C12C34S-He (pink) collisional systems in Jacobi coordinates. The
isotopologues have been separated into isotopic substitution of (a) 12C and (b) 32S for the sake of clarity.
The displacement of center of mass have been exaggerated for the sake of clarity.

method [RHF-UCCSD(T)] (Knowles et al., 1993; Knowles et al., 2000) with the aug-
mented correlation consistent quadruple-zeta basis set of Woon & Dunning (1993) (here-
after aVQZ) and additional mid-bond functions of Cybulski & Toczy≥owski (1999). All
ab inito points were computed with molpro 2010 package (Werner et al., 2012).

Calculations have been performed for 44 values of n that have been chosen to ac-
curately describe all ranges of interactions: n 2 [4.5,30]j0 with a step of 0.25j0 for R 2
[4.5,13]j0, a step of 0.5j0 for R 2 [13,15]j0, a step of 2j0 between 16 and 20j0, and finally,
a step of 5j0 between 20 and 30j0. \ was taken 2 [0,180] � with a regular step of 5�. The
Basis Set Superposition Error (BSSE) have been corrected at each geometry R ⌘ n, \

according to Equation (2.46), following the procedure of Boys & Bernardi (1970). The
average CPU time required for each point was approximately 5,600 seconds, leading to a
total of 2,532 CPU hours for the entire PES calculation.

Only 1,351 ab initio points were included in the fitting procedure out of the 1,628
computed. Indeed, to get rid of Gibbs oscillations (numerical artifacts that manifest as
non-physical oscillations in the potential between ab initio points), \ angles were selected
as a 10� increment 2 [0 ; 20], and 2 [140 ; 170], and with a 5� increment 2 [25 ; 135]
and 2 [175 ; 180]. Additionally, at short distances where the potential is high, a few
points did not converge properly due to the presence of an electronic state. The 1�

excited electronic state of CCS, predicted by Xie & Schaefer (1992) to lie at approximately
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4,000 cm�1, interfered with these calculations. Therefore, ab initio points with a T1

diagnostic value below the threshold of 0.04 were retained. Since the UCCSD(T) method
is monoconfigurational and cannot handle excited states, 57 points with convergence issues
due to the excited state were manually excluded from the grid.

The global fit of the potential was performed using an expansion over Legendre poly-
nomials %_ (cos \) as

A (n, \) =
_<0G’
_=0

E_ (n)%_ (cos \), (3.18)

where _Vj) was taken equal to 31 according to the numbers of \ angles chosen for the fit.
The radial coe�cients E_ (n), that defines the dependence of the potential as a function
of n, have been fitted for each set of Jacobi angles according to the procedure of Werner
et al. (1988) as

E_ (n) = :
�j
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, (3.19)

where j
_

4
are the expansion coe�cients, and the coe�cients of the n

�4 terms are denoted
by D

_

4
. These coe�cients are used for the long-range extrapolation. The hyperbolic

tangent factor provides a smooth transition between the short-range (0 < R < Rref) and
the long-range regions (R > Rref). The value of nref , which lies in the range [7.77 ; 12.3]a0,
depends on _ and is optimized along with other fitting parameters.

The fitted potential reproduces all of our ab initio points at better than 2%. The root-
mean-square (hereafter RMS) deviation is 3.513 cm�1 but is mostly due to the deviation
at short distances for angles between 140 and 180�. The RMS is about 0.016 cm�1 in
the potential well region [V(n, \) < �1 cm�1)], and about 9.3 ⇥ 10�4 in the long-range
of interactions [0  V(n, \)  �1 cm�1]. The minimum distance for which the PES is
defined is 4.36a0, making the PES valid for a scattering energy �  1,500 cm�1, which
corresponds to the lowest value of the potential at this distance.

The isocontours and 3D representation of the PES computed in this work at the
RHF-UCCSD(T)/aVQZ level of theory with additional mid-bond functions are presented
in Figure 3.4. The PES has a global minimum of A = �37.12 cm�1 for the T-shape
complex (\ = 97.72�) at n = 6.70a0, and one local minimum of A = �31.85 cm�1 for the
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Figure 3.4: Isocontours (left panel) and 3D representation (right panel) of the PES for the CCS-He van
der Waals complex.

linear-shape complex, with the He atom facing the sulfur of the CCS radical (\ = 0�)
at n = 8.35a0. These two minima are separated by a low barrier of about 16 cm�1 with
respect to the global minimum. Additional details about the topology of the PES can be
found in Godard Palluet & Lique (2023a) presented in Appendix A.2.

As the PES is computed within the Born-Oppenheimer approximation, the electronic
PES can be used for all CCS isotopologues. However, a correction of the coordinates
is needed to account for the displacement of the center of mass, Xc, which is illustrated
in Figure 3.3 for each isotopologue. The new coordinates (n

0, \
0) for the PES of each

isotopologue were adjusted to account for the shift in the center of mass according to the
following formula

n
0 =

p
n

2 + Xc
2 � 2nXc cos \, (3.20)

\
0 = sin�1

✓
n sin \

n
0

◆
, (3.21)

with Xc = c
Vj<4

CCS - c
<2�

CCS denotes the di�erence in the position of the center of mass along the
CCS internuclear axis between the main isotopologue (12C12C32S) and the secondary iso-
topologue of CCS (any CCS isotopologue where one of the atom of the main isotopologue
have been substituted by one rarer isotope as 13C, 33S or 34S), respectively.

These adjusted coordinates (n
0, \

0) are directly applied in the PES (VRTP) routine
of molscat for implementing the potential for the scattering calculations.
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Scattering Calculations

As the temperature will determine how the scattering calculations are performed, the
astrophysical environments of interest for this study must be defined. CCS isotopologues
have primarily been detected in dark molecular clouds, where the temperature can vary
from a few Kelvin to around a dozen Kelvin. The main isotopologue of CCS has also been
detected in warmer environments, such as the core of B335—a typical example of a young
protostellar region—and the outer part of the circumstellar envelope of IRC+10216. In
these environments, the temperatures are typically around 25 K for B335 and 50 K for
the outer part of the circumstellar envelope of IRC+10216.

Therefore, fine structure levels with energies  100 cm�1 must be included in the
scattering calculations to produce rate coe�cients applicable for astrophysical media up
to 50 K. Consequently, levels up to �9 = 2020 are considered, which is approximately at
95 cm�1 for all isotopologues. This results in a total of 61 energy levels that need to be
accounted for in the scattering calculations.

The eigenfunctions |q< 9 #U>i of the total angular momentum U in the intermediate
coupling scheme are defined as

|q< 9 #U>i =
’
VV;

h 9 #VV# |U>i |q< 9Vi, (3.22)

where |q< 9Vi are the rotational wavefunction within the intermediate coupling scheme, as
defined in Equation (3.7); h 9 #VV# |U>i are the Clebsh-Gordan coe�cients; # is the relative
angular momentum, and V# its projection on the I-axis of the Space-Fixed frame defined
in Section 2.3.2.

Thus, the total wavefunction of the collisional system �U>

q8 9 #U>
(R) is given by

�U>

q8 9 #U>
(R) = 1

n

’
q
0
8 9

0
#
0
Uq

0
8 9

0
#
0;q8 9 # (n) |q0

<
9
0
#
0
U>i. (3.23)

With the CC approach, described in Section 2.3.3, the S-matrices B
U ( 9q<# ; 9

0
9q

0
<
#
0) are

obtained from the boundary conditions on the wavefunction components Uq8 9 #;q 0
8 9

0
#
0 (n),

according to Equation (2.72). The components Uq8 9 #;q 0
8 9

0
#
0 (n) are obtained by solving the

set of coupled di�erential equations given in Equation (2.70), using the appropriate total
wave function �U>

q8 9 #U>
(R), as detailed in Orlikowski (1985).

The inelastic cross sections between fine structure levels �9 were computed as (Or-
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likowski, 1985)

G9q8! 9
0
q
0
8
=

"

(2 9 + 1)⇠2
9q8
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U##

0
(2U + 1)

��
X��

0X 9 9
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U ( 9q<# ; 9

0
q
0
<
#
0)
��2
. (3.24)

The scattering calculations were performed using the CC approach, implemented
through a modified version of the molscat code. This modified version allows for the
scattering calculation of a 3⌃ molecule, with a description of the fine structure with the
intermediate coupling scheme, in collisions with a structureless atom. Currently, no open-
source codes account for the scattering of a 3⌃ molecule by a 1

B atom. The calculations
were performed similarly for all five CCS isotopologues.

The calculations were conducted for total energy � ranging from 0.5 to 600 cm�1,
with varying energy steps to accurately capture the resonances in the cross sections.
The propagation parameters n

MAX, STEPS, and the basis parameter �
MAX (referred as

9
MAX in Section 2.3.3) were optimized to ensure that the inelastic cross sections converged

to better than 2% at all energies. More details about the scattering calculations (e.g.,
propagation parameters) can be found in Godard Palluet & Lique (2023a) presented in
Appendix A.2.

From the computed cross sections, the rate coe�cients were obtained by averaging
over collisional energies assumed to follow a Maxwell-Boltzmann distribution of kinetic
energies

⇠� 9!�
0
9 0
(⇢) =

✓
8⇠�⇢

"`

◆1/2 ✓ 1
⇠�⇢

◆2 π 1

0
G� 9!�

0
9 0
(�⇠ )�⇠ exp

✓��⇠

⇠�⇢

◆
1�⇠ , (3.25)

with ⇠� the Boltzmann constant.

For these scattering calculations, the highest number of channels considered was 2,379
and 2,418 channels for parities / = �1, 1, respectively, which were reached from U = 39
when the largest rotational basis was employed, corresponding to �

MAX = 39. These
calculations, which are the most computationally expensive, required approximately 300
MB of memory and less than 2 CPU hours per core per calculation. Therefore, a total of
approximately 30,000 CPU hours was needed to generate rate coe�cients for the 5–50 K
temperature range for one CCS isotopologue in collision with a He atom. It therefore a
total of 150,000 CPU hours to generate the fine-structure resolved sets of rate coe�cients
for all five CCS isotopologues in collision with He for the 5-50 K temperature range.
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Figure 3.5: Excitation rate coe�cients (in cm3 s�1) as a function of temperature (in K) for �� = � 9 =
1 (black), 2 (blue), 3 (magenta) transitions from the (a) 1 9 levels and (b) 10 9 levels.

3.1.2 E�ect of the Complex Fine Structure

As the nature of the fine-structure levels evolves with the rotational quantum number �,
the behavior of the rate coe�cients is expected to vary according to the � values of the
levels involved. To discuss the impact of the structure, it is important to examine the
behavior of the rate coe�cients for similar types of transitions within two distinct regimes:
the lowest �9 levels, which need to be described by an intermediate coupling scheme, and
higher �9 � 10 9 levels, for which a pure Hund’s case (b) representation would have been
su�cient.

The dominant transitions are within levels of the same nature, i.e. within q1 levels (or
within q2 or q3 levels). These type of transitions are called q<-conserving transitions. If
the fine structure levels are labeled using Hund’s case (b) notations, these transitions occur
within levels where �,�0 = 9 , 9 0 - 1, � , �

0 = 9 , 9
0, and � , �

0 = 9 , 9
0 + 1. Consequently,

for this type of transitions, �� = �
0 � � = � 9 = 9

0 � 9 .
The rate coe�cients as a function of temperature for the dominant transitions, where

�� = � 9 (q<-conserving transitions) are represented in Figure 3.5. Specifically, the tran-
sitions within the lowest �9 levels are depicted in Figure 3.5a, and those within �9 � 10 9

0

levels are also illustrated in Figure 3.5b.
By comparing these rate coe�cients, it is observed that their behavior varies signifi-

cantly depending on the nature of the �9 levels within which the transitions occur. For
transitions within the lowest �9 levels (Figure 3.5a), the behavior of �� = � 9 transitions
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di�ers significantly if � = 9 �1 (q1–conserving), � = 9 (q2–conserving), or � = 9 +1 (q3–
conserving). In other words, q1-conserving, q2-conserving and q3-conserving transitions
exhibit distinct behaviors and values.

In contrast, when transitions occur within �9 � 10 9
0 levels (Figure 3.5b), the behavior

and values of the rate coe�cients for � = 9 � 1 (q1–conserving), � = 9 (q2–conserving),
and � = 9 � 1 (q3–conserving) transitions become nearly identical across the full temper-
ature range.

From this analysis, it can be concluded that the nature of the �9 levels involved in
the transitions significantly impacts the behavior of the rate coe�cients. However, as
previously noted, the unique fine structure of CCS has never been accurately accounted
for in producing CCS rate coe�cients. Further discussion about the influence of the fine-
structure on the propensity rules can be found in Godard Palluet & Lique (2023a) (see
Appendix A.2).

To date, three sets of approximated rate coe�cients have been produced for the CCS
radical in the studies by Fuente et al. (1990), Suzuki et al. (1992), and Wolkovitch et al.
(1997).

Fuente et al. (1990) used the purely rotational (spin-free) rate coe�cients calculated
with the Coupled-States approximation by Green (1978) for the OCS-H2 collisional sys-
tem. They incorporated spin-dependence to generate fine-structure-resolved rate coef-
ficients using the IOS approximation, as presented by Alexander & Dagdigian (1983)
assuming a pure Hund’s case (b) for the description of the fine structure levels of CCS.
The exact same methodology was employed by Suzuki et al. (1992).

Within the IOS approximation, the spin-dependent cross sections G� 9!�
0
9 0

are de-
scribed by (Corey & McCourt, 1983)

G� 9!�
0
9 0
(�⇠ ) =

⇠
2
0

⇠
2
� 9

’
_

(2� + 1) (2�
0 + 1) (2 9

0 + 1) (3.26)

⇥
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�
0

� _

0 0 0

)2 (
_ 9 9

0

B �
0

�

)2

G0!_ (�⇠ ), (3.27)

where G0!_ are the rotational cross sections out of the fundamental rotational level �

= 0. Therefore, within the IOS approximation, the cross sections are independent of the
energy of the initial state, except for the factor ⇠

2
0

⇠
2
#9

. As a result, the IOS approximation
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is expected to poorly reproduce cross sections near the level threshold, particularly for
strongly mixed energy levels.

The IOS approximation is generally applicable when the collisional energy is large com-
pared to the level spacing, and the closed channels do not play a significant role (Corey &
McCourt, 1983). However, CCS isotopologues have been detected in low-temperature en-
vironments, where the energies involved cannot be strictly considered "large" compared to
the energy level spacings. Moreover, if only quantum numbers are considered, some tran-
sitions might be incorrectly classified as excitations when they are, in fact, de-excitations,
and vice versa. This misclassification is expected to have a significant impact on the rate
coe�cients, as their behavior will be di�erent if they are excitation or de-excitation.

The most sophisticated set of approximated rate coe�cients was produced by Wolkovitch
et al. (1997). They employed the OCS-H2 PES computed by Green (1978) and calculated
rotational rate coe�cients for the CCS-H2 system using the CC approach. Their re-
sults di�ered by approximately 10% compared to the OCS-H2 rate coe�cients provided
by Green (1978). Based on the spin-free set of CCS-H2 rate coe�cients, Wolkovitch
et al. (1997) applied the IOS approximation to incorporate the spin-dependence using
the Hund’s case (b) coupling scheme for the fine-structure levels, due to di�culties in
implementing the intermediate coupling scheme. They provided a set of approximated
fine-structure rate coe�cients at 10 K and 20 K for the CCS-H2 system for transitions
within the �9  12 9 levels that they validated by reproducing Suzuki et al. (1992) inter-
pretation of observations.

It is important to note that in these studies, H2 was consistently treated as a struc-
tureless particle. Additionally, in the work of Green (1978), on which all these studies
are based, the PES was computed for the OCS-He complex, with only the long-range
interactions being considered with the H2 molecule as a projectile.

To discuss the validity of the IOS approximation for systems with a large spin-spin in-
teraction, such as CCS, a comparison between the rate coe�cients produced by Wolkovitch
et al. (1997) and those obtained in this work is presented in Figure 3.6.

To assess whether the deviations could significantly impact non-LTE models where
these data will be employed, the Weighted Mean Error Factor (WMEF), as defined in
Equation (3.28), has been evaluated by considering de-excitation rate coe�cients of tran-
sitions between all 61 fine-structure levels included in the scattering calculations. The
WMEF represents the deviation between the CC rate coe�cients computed in this work
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Figure 3.6: Systematic comparison between the fine-structure resolved rate coe�cients produced by
Wolkovitch et al. (1997) (x-axis) and those obtained in this work (y-axis) at 10 K (red diamonds) and 20
K (black circles). The solid line represents perfect agreement between the two sets of data (x = y); the
dashed, dashed-dotted, and dotted lines delimit the regions where the rate coe�cients di�er by less than
a factor of two, 10, and 100, respectively.

and the IOS rate coe�cients computed by Wolkovitch et al. (1997), weighted by the
highest rate coe�cients.

WMEF =

Õ
<
⇠

ref

<
c<Õ

<
⇠

ref

<

, (3.28)

where c< = max(⇠ref

<
/⇠<, ⇠</⇠

ref

<
) � 1, where ⇠

ref

<
and ⇠< are the rate coe�cients for the

<
'- transition computed with the CC approach in this work (considered as the reference),

and with the IOS approximation by Wolkovitch et al. (1997), respectively. Therefore,
⇠

ref

<
⌘ ⇠

CC

<
and ⇠< ⌘ ⇠

IOS

<
.

A large deviation between the two sets of rate coe�cients is observed at both tem-
peratures. The rate coe�cients are sparsely distributed around the ) = H axis, and they
tend to be slightly larger in the work of Wolkovitch et al. (1997) than the ones computed
in this work. Most of the rate coe�cients agree within a factor of 10, although for some
transitions, the deviation can be as large as two orders of magnitude. The agreement for
dominant transitions is slightly better; however, the WMEF still indicates a global devia-
tion of a factor 3.13 and 2.27 at 10 K and 20 K, respectively. The agreement improves at
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20 K compared to 10 K, suggesting that at higher temperatures, the IOS approximation
aligns better with the CC results; nevertheless, the deviations remain significant.

The largest deviations are coming from q1–q3 transitions that are generally underes-
timated by the IOS approximation, for which the WMEF is as high as 5.28 and 4.24 at
10 K and 20 K, respectively. Fuente et al. (1990) predicted that using a Hund’s case (b)
description of the fine structure would overestimate that the rate coe�cients for q1–q2

transitions due to Equation (3.26). These rate coe�cients are also overestimated by the
IOS approximation, and a large WMEF is also exhibited, with a value of 3.39 and 3.68 at
10 K and 20 K, respectively. These are the only type of transitions for which the WMEF
increase with temperature, suggesting the overestimation of q1–q2 transitions will not get
better at higher temperature, where the IOS approximation is expected to work better.
Such large deviations in the rate coe�cients are expected to impact the modeling of CCS
spectra in dark molecular clouds, where the temperature ranges from about 10 to 20 K.
Indeed, the sensitivity threshold of such models for interstellar applications have been
estimated by Roue� & Lique (2013) at a factor of two on the rate coe�cients, which is
greatly exceeded here.

As the large deviation could originate from di�erences in the spin-free rate coe�cients
rather than from the IOS approximation itself, spin-free (purely rotational) rate coe�-
cients were computed in this work based on the CCS-He PES calculated here, providing
rotational rate coe�cients at 10 K and 20 K. These spin-free rate coe�cients were com-
pared to the CCS-H2 spin-free rate coe�cients from Wolkovitch et al. (1997). These rate
coe�cients were computed as

⇠�!�
0 (⇢) =

’
9 9

0
⇠� 9!�

0
9 0
(⇢), (3.29)

where ⇠� 9!�
0
9 0
(⇢) are the spin-dependent rate coe�cients, which are available in the paper

of Wolkovitch et al. (1997).
A systematic comparison of the two sets of data for transitions from the ground state

� = 0 is shown in Figure 3.7, as the IOS spin-dependent cross sections are constructed
from the cross sections out of the fundamental rotational level � = 0 according to Equa-
tion (3.26).

The agreement between the two sets of rotational rate coe�cients is generally good,
with most of the rate coe�cients agreeing within a factor of two. The WMEF is of
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Figure 3.7: Systematic comparison between excitation the spin-free rate coe�cients ⇠0!# 0 of CCS-He
computed in this work (x-axis) and for the CCS-H2 computed by Wolkovitch et al. (1997) (y-axis) at 10
K (green triangles), and 20 K (black circles).

1.54 and 1.46 at 10 K and 20 K, respectively, which is significantly lower than the WMEF
observed when comparing the rate coe�cients computed using the CC and IOS approaches
in Figure 3.6. Additionally, the WMEF decreases less with temperature compared to
the trend observed in the previous comparison. Therefore, the large deviation observed
between the rate coe�cients from Wolkovitch et al. (1997) and those computed in this
work can be attributed to the IOS approach.

The limitations of the IOS approximation for systems with fine-structure levels that
have large spin-spin interaction were previously noted by Lique et al. (2005) in their study
of SO (3⌃) excitation induced by He atoms at low temperatures. This issue arises because
the IOS approximation assumes a pure Hund’s case (b), which poorly describes the low-
lying �9 levels of molecules with large spin-spin interaction, such as SO and CCS. This
inaccurate representation not only leads to an incorrect evaluation of the wavefunctions of
the states involved but also mischaracterizes the nature of the transitions. As previously
mentioned, by neglecting the intermediate coupling between Hund’s cases (b) levels, some
transitions within the low-lying levels may be incorrectly classified as excitations when
they are actually de-excitations, and vice versa, thus introducing significant errors into
the rate coe�cients.

Therefore, only the CC approach (or the Coupled-States approach), which accounts for
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the intermediate coupling scheme, can be used to accurately determine the rate coe�cients
of CCS and its isotopologues.

3.1.3 E�ect of the Isotopic Substitution

In radiative transfer models, the excitation conditions of isotopologues are often assumed
to be identical. To evaluate the validity of this assumption for CCS isotopologues, the
e�ect of isotopic substitution on the rate coe�cients is investigated.

To study this e�ect, a systematic comparison of the fine-structure resolved rate coe�-
cients for CCS isotopologues has been performed, as shown in Figure 3.8a for the isotopic
substitution of one of the 12C atoms by 13C, and in Figure 3.8b for the isotopic substitu-
tion of 32S by 33S or 34S. Only de-excitation transitions between the first 31 fine-structure
levels are represented for clarity.

The WMEF, as defined in Equation (3.28), was calculated to evaluate the impact of
the deviations on the non-LTE modeling of CCS isotopologues, where dominant transi-
tions have a greater influence. The rate coe�cients of the secondary isotopologues are
compared to the ones of the main isotopologue, considered as the reference. Therefore,
⇠

ref

<
⌘ ⇠

main

<
and ⇠< ⌘ ⇠

sec

<
.

For the isotopic substitution of one 12C by 13C, the sets of fine-structure resolved
rate coe�cients of both C13CS and 13CCS agree very well with the set of CCS rate
coe�cients at both 10 K and 50 K. The global deviation, indicated by the WMEF, is
lower than a factor 1.01 for C13CS, and lower than a factor 1.03 for 13CCS at both
temperatures, and slightly decreases with increasing temperatures. As the temperature
increases, the threshold e�ect, or the influence of the energy of the fine-structure levels,
becomes less significant. The features of the PES will also have a reduced influence
on the cross-sections. Since the di�erences between the collisional systems of the two
isotopologues arise from the shift in the PES (XcC13CS = 0.0205a0 and Xc13CCS = 0.0640a0)
and di�erences in the spectroscopic constants (by a few percent), it is not surprising that
the isotopic substitution of one 12C does not have a strong e�ect on the rate coe�cients.

It is noteworthy that the deviation is greater for the comparison between CCS and
13CCS rate coe�cients compared to the comparison between CCS and C13CS, which can
be simply explained by a larger shift of the center of mass. A larger shift of the center of
mass will a�ects more the moments of inertia, which modifies the spectroscopic constants,
leading to greater di�erences in the energy levels. A larger shift also implies more changes
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Figure 3.8: Systematic comparison of the de-excitation rate coe�cients (in cm3 s�1) of the CCS-He
collisional system and rate coe�cients of (a) C13CS-He (upper panel) and 13CCS-He (lower panel); (b)
CC33S-He (upper panel) and CC34S-He (lower panel) collisional systems, at 10 K (colored diamonds)
and 50 K (black circles).

in the PES. Therefore, this explains why the deviation is slightly larger for 13CCS than
for C13CS.

For the isotopic substitution of 32S by either 33S or 34S, the deviation in the rate
coe�cients is also small, with a WMEF lower than 1.02 for CC33S, and lower than 1.03
for CC34S at both temperatures. Similar to the isotopic substitution of 12C, the larger
the shift of the center of mass, the greater the deviation (although it remains small).
However, in contrast to the WMEF calculated for the isotopic substitution of 12C, the
WMEF increases with temperature. Nonetheless, the changes are minimal and could be
considered potential numerical artifacts.
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For all sets of rate coe�cients at all temperatures, the WMEF is always lower than
1.05 for all isotopologues at both 10 K and 50 K. This indicates that the e�ect of isotopic
substitution of either 12C or 32S leads to a global deviation of less than a factor 1.05 on
the fine-structure resolved rate coe�cients.

From this comparison, it can be concluded that the sets of rate coe�cients are very
similar for all CCS isotopologues. Therefore, for future studies, restricting the calcula-
tions to only one isotopologue should be su�cient, allowing for a significant reduction
in computational e�ort while ensuring high accuracy in the non-LTE modeling of CCS
isotopologues. Further details about the e�ect of isotopic substitution on the rate coe�-
cients of CCS isotopologues can be found in Godard Palluet & Lique (2023b) presented
in Appendix A.3.

3.1.4 Nuclear Spins and Hyperfine Structure of 13CCS, C13CS
and CC33S

Rotational Spectroscopy

When a molecule contains atoms with non-zero nuclear spin, a coupling between this
nuclear spin � and the nuclear spin-free total angular momentum 9 occurs. As a result,
each fine-structure level is split into hyperfine structure levels. The appropriate quantum
number to describe these levels is q, which is defined as

q̂ = 9̂ + �̂, (3.30)

with | 9 � � |  q  9 + �.
In this work, two types of isotopic substitutions involve isotopes with non-zero nuclear

spins: 13C (� = 1/2) and 33S (� = 3/2). Consequently, each fine-structure level of 13C-bearing
isotopologues is split into two hyperfine levels for 9 � 1, and into four hyperfine levels for
9 � 2 in 33S-bearing isotopologues (for the latter, only three hyperfine levels arise from
fine-structure levels with 9 = 1).

The molecular Hamiltonian f̂V�# is then defined as

f̂V�# = f̂  <4: + f̂-  2, (3.31)

with f̂  <4: = f̂c�' + f̂2c + f̂22 defined in Equations (3.4) to (3.6); f̂-  2 represents
the hyperfine structure Hamiltonian, defined as the sum of f̂& (the quadrupole interac-
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tion Hamiltonian), f̂
�̂ · 9̂ (the magnetic hyperfine interaction Hamiltonian), and f̂

B̂· �̂ (the
spin-spin interaction Hamiltonian, also known as the Fermi contact interaction). These
Hamiltonians are expressed as

f̂& =
:&@

2� (2� � 1) 9 (2 9 � 1)
h
3( �̂ · 9̂)2 + 3

2 ( �̂ · 9̂) � �̂
2 · 9̂

2
i
, (3.32)

f̂
�̂ · 9̂ = 3( �̂ · 9̂), (3.33)

f̂
B̂· �̂ = 0q ( �̂ · 9̂), (3.34)

where 3, 0q , and :&@ are the nuclear spin-rotation, Fermi contact, and quadrupolar
coupling constants, respectively. The quadrupolar coupling constant is non-zero only for
� � 1, hence only :&@(CC33S) < 0. The values of these constants can be found in
Table 3.1.

Scattering Calculations

To account for the hyperfine structure of 13CCS, C13CS, and CC33S in the scattering
calculations and to produce hyperfine-structure resolved rate coe�cients, the recoupling
method was employed.

Since the potential is independent of the nuclear spin involved in the collision, � can
be considered a spectator in the collision process. This approximation is considered valid
due to the weak coupling between the di�erent angular momenta, which results in small
hyperfine splittings between hyperfine structure levels. Typically, the energy di�erence
between two hyperfine levels within the same fine-structure level is approximately 10�3

cm�1. Therefore, it is assumed that the energy di�erences between the hyperfine levels
involved will not play a significant role in the collision, so that this approximation will
not significantly a�ect the rate coe�cients.

In the recoupling approach, which is the most accurate method aside from the full
CC approach, the hyperfine cross sections are inferred from the nuclear spin-free S-matrix
B

U ( 9q<# ; 9
0
q
0
<
#
0) obtained using the full CC approach as described in Alexander & Dagdi-

gian (1985)

G9q8 ,q! 9q8 ,q
0 (�⇠ ) =

"

⇠
2
9q8

(2q
0 + 1)

’
⌘

(
9 9

0
⌘

q
0

q �

)2

%
⌘ ( 9q< ! 9

0
q
0
<
), (3.35)
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with
%

⌘ ( 9q< ! 9
0
q
0
<
) = 1

2⌘ + 1
’
##
0
|⇢⌘ ( 9q<# ; 9

0
q
0
<
#
0) |2, (3.36)

and

⇢
⌘ ( 9q<# ; 9

0
q
0
<
#
0) = (�1)� 9�#

0 (2⌘ + 1)
’

U

(�1)U (2U + 1) (3.37)

⇥
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#
0

9
0
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9 # ⌘

) ⇥
Xqq
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0 � B
U ( 9q<# ; 9

0
q
0
<
#
0)
⇤
, (3.38)

with |q � q
0|  ⌘  q + q

0.
Within this approximation, the hyperfine-structure levels 9q<, q are assumed to be

degenerate and have the same energy than the corresponding fine-structure level 9q<.
Consequently, the kinetic energy for the cross sections integration is computed as �⇠ =

� � � 9q8 .
Since the 13CCS, C13CS, and CC33S isotopologues have been detected only in dark

molecular clouds, it was decided to restrict the calculation of hyperfine rate coe�cients
to the 5–15 K temperature range to limit the computational cost. Therefore, hyperfine
levels up to �9 , q  1010, q were considered, which includes all hyperfine levels with
internal energies lower than approximately 30 cm�1. Cross sections were computed using
the recoupling approach for total energies  120 cm�1. By integrating over the kinetic
energies, the hyperfine-structure resolved rate coe�cients for the 5–15 K temperature
range were obtained for the 13CCS, C13CS, and CC33S isotopologues.

Propensity Rules

To study the propensity rules induced by the hyperfine structure, Figure 3.9 presents
the hyperfine-structure resolved de-excitation rate coe�cients of 13CCS (blue) and C13CS
(green) as a function of �� at 10 K for various transitions out of the 45, q hyperfine
levels. Since the rate coe�cients have been computed based on the fine-structure resolved
S-matrices B

U ( 9q<# ; 9
0
q
0
<
#
0), only the propensity rules regarding the hyperfine quantum

number q will be discussed here.
The rate coe�cients for both isotopologues appear to follow the same propensity rules,

so all following conclusions hold for both isotopologues. Also, these propensity rules are
shown at 10 K, but are generally respected over the whole range of temperatures.
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Figure 3.9: Propensity rules for hyperfine-structure resolved excitation rate coe�cients at 10 K for 13CCS
(blue) and C13CS (green) isotopologues from the 45,q hyperfine-structure levels as a functions of �� =
�

0 - �. Rate coe�cients for �� = � 9 (q8-conserving, left panel) and �� < � 9 (q8-changing, right panel)
transitions.

For �� = � 9 (q<-conserving, left panel) transitions and �� < � 9 (q<-changing, right
panel) transitions, a propensity rule in favor of � 9 = �q transitions (solid and dashed-
dotted lines) is observed, which is typical of systems with hyperfine structure due to the
Wigner 6- 9 symbol. These rules were predicted by Dixon & Field (1979) and Alexander
& Dagdigian (1985) and confirmed experimentally by Alexander & Dagdigian (1985).
This behavior has also been observed in other systems (Daniel et al., 2004; Dumouchel
et al., 2012; Kalugina et al., 2012; Bu�a, 2012; Lique et al., 2016; Dumouchel et al., 2017;
Dagdigian, 2018; Ndaw et al., 2021; Pirlot Jankowiak et al., 2023b; Pirlot Jankowiak
et al., 2023a). However, �� = � 9 = �q transitions are favored over �� < � 9 = �q

transitions. For the � 9 = �q propensity rule, the values of q and q
0 do not significantly

matter, and rate coe�cients are nearly identical for q, q
0 = 9 , 9

0 � 0.5 (solid lines) and
q, q

0 = 9 , 9
0 + 0.5 (dashed-dotted lines) across both �� = � 9 (left panel) and �� < � 9

(right panel) for the entire range of ��.
Transitions with � 9 < �q lead to similar hyperfine-structure resolved rate coe�cients

for �� = � 9 (left panel) and �� < � 9 (right panel) transitions. However, hyperfine rate
coe�cients with q = 9+0.5 and q

0 = 9
0�0.5 (dotted lines) are slightly dominant compared

to those with q = 9 � 0.5 and q
0 = 9

0 + 0.5 (dashed lines) for �� = � 9 transitions, and
the opposite behavior is observed for �� < � 9 transitions.

For �� < � 9 transitions, the deviation between the rate coe�cients of 13CCS and
C13CS is slightly larger compared to �� = � 9 transitions. However, the di�erences
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Figure 3.10: Propensity rules for hyperfine-structure resolved rate coe�cients of CC33S isotopologue at
10 K from the 45, q levels. Rate coe�cients for �� = � 9 (right panel) and � 9 = �q (right panel)
transitions are investigated.

remain reasonable.

The rate coe�cients seem to favor even �� = � 9 = �q over odd �� = � 9 = �q, but
this behavior appears to originate from the PES rather than from the quantum number
q, so it will not be further discussed here.

The hyperfine-structure excitation rate coe�cients of the CC33S isotopologue from the
45, q hyperfine levels at 10 K are presented in Figure 3.10. The left panel discusses the
impact of �q on �� = � 9 transitions, while the right panel examines the impact of q, q

0

values on � 9 = �q transitions.

Similar to 13CCS and C13CS, the dominant transitions in CC33S are those for which
� 9 = �q, with �� = � 9 = �q (black lines) transitions being the most prominent.

Due to the larger nuclear spin of CC33S (� (33S) = 3/2 > � (13C) = 1/2), more values of
q are allowed, enabling a more detailed discussion of the impact of �q. As observed in
the left panel, for a fixed �� = � 9 , the rate coe�cients decrease as �q increases. This
trend is consistent for all q<–conserving and q<–changing transitions.

For � 9 = �q transitions (right panel), it is observed that transitions with q, q
0 =

9 , 9
0± 1.5 are nearly identical and slightly dominant compared to transitions with q, q

0 =

9 , 9
0 ± 0.5, which are also very similar.
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Figure 3.11: Systematic comparison of dominant de-excitation hyperfine-structure resolved rate coe�-
cients at T = 10 K of the 13CCS (x-axis) and C13CS (y-axis) isotopologues.

E�ect of the Isotopic Substitution

The hyperfine-structure resolved rate coe�cients of both 13CCS and C13CS isotopologues
are systematically compared in Figure 3.11 to discuss the isotopic e�ect induced by the
position of the 13C on the collisional rate coe�cients. In the WMEF calculation, 13CCS
was arbitrarily considered as the reference, so ⇠

ref

<
⌘ ⇠

13
DDB

<
and ⇠< ⌘ ⇠

D
13

DB

<
.

The similarities between the datasets are quite pronounced, with overall agreement
better than 10-15% for the dominant transitions and better than 40% for any transitions.
This result is not surprising, as the deviation between the two sets of data appeared to be
quite low when comparing the fine-structure rate coe�cients. The WMEF was evaluated
at 1.025 at 10 K when comparing the two sets of fine-structure rate coe�cients. Therefore,
the deviation slightly increased when the hyperfine-structure was taken into account, but
the two sets of rate coe�cients remain very similar.

3.1.5 Discussion

The e�ect of the peculiar fine structure of CCS was investigated, and it was found to
have a significant impact on the rate coe�cients. Therefore, scattering approaches that
accurately account for this fine structure, described by an intermediate coupling scheme,
must be employed. When comparing our datasets with those obtained in previous work,

99



Partie , Chapter 3 – Scattering Calculations and Rate Coe�cients

discrepancies of up to two orders of magnitude were found, suggesting that the non-LTE
modeling of CCS should be performed using the new rate coe�cients provided in this work.

The e�ect of the isotopic substitution on the fine-structure rate coe�cients was found
to be weak. Thus, if the sets of rate coe�cients wanted to be extended (in temperature
or to other collisional partners, for example), one set of rate coe�cients should su�ce for
the non-LTE modeling of all CCS isotopologues. However, for the hyperfine structure,
the nuclear spin di�ers for 13C isotopologues and 33S, necessitating at least three sets
of data: one set of fine-structure rate coe�cients for all fine-structure levels, one set for
all isotopologues containing one 13C (and no other atoms with a nuclear spin), and one
set for isotopologues containing 33S with no other atoms with a nuclear spin. If doubly
substituted CCS isotopologues were to be detected, their non-LTE modeling could be
analyzed according to these requirements. Only 13CC33S or C13C33S would require the
calculation of a new set of data, but this could be based on the fine S-matrices computed
for any of the CCS isotopologues.
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3.2 Beyond Quantum Approaches to Study Heavy
Collisional Systems: CS in Comets

When quantum approaches are no longer applicable due to high computational costs or
memory allocation limitations in quantum scattering programs, alternative methods must
be employed. In this section, the study of collisional excitation of CS induced by CO and
H2O, the most abundant molecules in cometary comae, is presented. The complexities
that arise from considering such heavy colliders, and the strategies to handle them, are
discussed. The accuracy of the rate coe�cients obtained in this work is also discussed.

3.2.1 The Challenge of Heavy Projectiles

The CO Projectile

Usually, rate coe�cients are computed for the study of the ISM where H2 is dominant, and
thus most of the collisional system involves H2 as a projectile. Using CO adds a number of
additional complexities compared to the H2 projectile. With a rotational constant (�CO

= 1.931 cm�1, Le Floch (1991)) more than 30 times lower than that of H2 (�H2 = 60.85
cm�1, Huber & Herzberg (1979)), the rotational structure of CO is significantly denser
than that of H2. This density introduces a numerical challenge, as the cost of scattering
calculations increases with the number of levels included in the scattering calculations.

To date, the only system of astrophysical interest studied with CO as a projectile is
the CO-CO collisional system. Initially, it was studied by Ndengué et al. (2015) using
the Multi-Configuration Time-Dependent Hartree (MCTDH) quantum approach, but the
calculations were limited to transitions between the first four rotational levels, which is
not su�cient for radiative transfer applications above 20 K. Later, it was studied by
Øó≥towski et al. (2022), who computed rate coe�cients for transitions within the first
11 rotational levels of both colliders up to 100 K using the Coupled-States quantum
approach. They reported using over 2 million CPU hours for the scattering calculations
alone and encountered many problems due to memory limitations, as the calculations
were performed at the edge of what current quantum scattering programs can handle
(Øó≥towski, 2023).

The rotational constant of CS (�DB = 0.817 cm�1, Bustreel et al. (1979)) is half that
of CO, meaning that the density of rotational levels of CS is nearly twice that of CO, as
exhibited in Table 3.3. The more the temperature increases, the more the computational
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CS CO
9CS � 9CS 9CO � 9CO

0 0.000 0 0.000
1 1.634 1 3.845
2 4.902 2 11.54
3 9.804 3 23.07
4 16.34 4 38.45
5 24.51 5 57.67
6 34.32 6 80.74
7 45.75 7 107.6
8 58.82 8 138.4
9 73.53 9 173.0
10 89.86 10 211.4
11 107.8 11 253.7
12 127.4 12 299.8
13 148.7 13 349.7
14 171.5 14 403.5
15 196.0 15 461.1
16 222.1 16 522.5
17 249.9
18 279.3
19 310.3

Table 3.3: Energy (in cm�1) of the lowest rotational levels of CS and CO. The rotational levels of CS
and CO are labeled with the quantum number 9CS and 9CO.

cost of scattering calculations will increase if CS is considered as the target molecule
compared to CO.

Additionally, the dipole moment of CS (1.98 D) is much larger than that of CO (0.112
D),1 resulting in stronger interactions between the colliders, leading to a deeper potential
well. As the rotational basis required to converge quantum calculations increases with
potential depth, the rotational basis needed to converge CS-CO quantum calculations
is expected to be much larger than for CO-CO. Combining the two factors, performing
quantum calculations for the CS-CO collisional system is unlikely to be feasible, even
using the Coupled-States approximation as done for the CO-CO system by Øó≥towski
et al. (2022).

1https://kida.astrochem-tools.org
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The H2O Projectile

Considering H2O as a collider also introduces additional complexities compared to using
H2 as a projectile in the determination of the collisional rate coe�cient. H2O is an
asymmetric top molecule, so its rotational Hamiltonian is defined as

f̂c�' = ; 9̂
2
j
+ � 9̂

2
0
+ D 9̂

2
3
, (3.39)

where ; = 27.877 cm�1, � = 14.512 cm�1, D = 9.285 cm�1, are the rotational constants
taken from Herzberg (1966) corresponding to the moments of inertia along the j, 0, and 3

axes, respectively, with �j < �0 < �3. The rotational levels of an asymmetric top are often
labeled using 9⇠0⇠2 , where ⇠j and ⇠3 are the projections of the angular momentum on
the j and 3 axes. This results in a complex rotational structure for H2O, as exhibited in
Table 3.4. Since the rotational constants of H2O are larger than those of CO, its rotational
structure is less dense than that of CO.

A significant advantage of H2O over CO is that, due to the nuclear spin states (� = 1
2)

of its two protons and symmetry considerations, it can be separated into para– and ortho–
H2O. In para–H2O (hereafter referred to as p–H2O), the nuclear spins are antiparallel,
resulting in a total nuclear spin of 0, which allows only even |g | = |⇠j � ⇠3 | rotational
levels. In ortho–H2O (hereafter referred to as o–H2O), the nuclear spins of the two hy-
drogen atoms are parallel, resulting in a total nuclear spin of 1, which allows only odd
|g | rotational levels. Since collisional (and radiative) transitions are forbidden between
ortho and para species, o–H2O and p–H2O can be treated as separate species, as they are
not connected through inelastic collisions. Consequently, scattering calculations are per-
formed for two distinct systems: CS-p–H2O and CS-o–H2O. While this requires producing
two sets of data, the density of states for each system is significantly reduced compared
to a scenario where they were connected through inelastic transitions.

The PES of the CS-H2O system is expected to be more complex than that of the
CS-CO system due to an extra dimension required, necessitating more expansion coef-
ficients and, consequently, additional memory in the scattering calculations. Therefore,
for an identical rotational basis, calculations for the CS-H2O system are expected to be
more computationally demanding than for the CS-CO system. More importantly, the
dipole of H2O (1.85 D)1 is much larger than the one of CO (0.112 D), which lead to
stronger interaction with other colliders, and thus to deeper potential well. However, as
already mentioned, deeper well means more channels required to converge CC calcula-
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p–H2O o–H2O
9 ⇠j ⇠3 � 9⇠0⇠2 9 ⇠j ⇠3 � 9⇠0⇠2

0 0 0 0.000 1 0 1 23.80
1 1 1 37.16 1 0 42.39
2 0 2 70.13 2 1 2 79.53

1 1 95.21 2 1 135.3
2 0 136.6 3 0 3 136.9

3 1 3 142.4 1 2 173.5
2 2 206.7 2 1 212.6

4 0 4 222.4 4 1 4 225.1
1 3 276.0 3 3 0 287.5

3 3 1 287.3

Table 3.4: Energy (in cm�1) of the lowest rotational levels of p–H2O and o–H2O. The rotational levels
are labeled with 9 , ⇠0, ⇠2 quantum numbers.

tions. Therefore, the computational e�ort required to converge CC calculations with H2O
as the projectile is expected to be greater than when CO is used as the projectile.

3.2.2 The Collisional Excitation of CS Induced by CO

CS-CO Interaction Potential

The PES of the CS-CO system have been computed in collaboration with Pr. Richard
Dawes and Dr. Ernesto Quintas-Sánchez (Missouri University of Science and Technology,
USA).

The ground state of the CS-CO system being well isolated from excited states, the
Born-Oppenheimer and Coupled-Clusters theories are appropriate for its description, and
so for the calculation of its interaction potential. The rigid rotor approximation was
employed, fixing the intramolecular distances within the two monomers. This approxi-
mation is usually adequate when low temperatures are considered, as vibrational states
are expected to be closed. In this case, the first vibrational state of CS is a1 = 1,272.13
cm�1, and for CO, a1 = 2,143.53 cm�1, so the rigid rotor approximation can be safely
applied. The intramolecular distances were fixed at cC-O = 2.13a0 (Le Floch, 1991), and
cC-S = 2.90a0 (Bogey et al., 1982), the equilibrium geometry of the CS and CO molecules,
respectively.
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Figure 3.12: Representation of the CS-CO collisional system in Jacobi coordinates (n, \1, \2, and ().

The description of the interaction energy between the colliders forming the complex
is based on four Jacobi coordinates (n, \1, \2, and (). The radial parameter n defines
the distance between the centers of mass of each monomer, while \1 and \2 define the
angles between n and the internuclear axes of CO (denoted rCO) and CS (denoted rCS),
respectively. ( defines the out-of-plane (dihedral) torsional angle, which is the angle
between the planes defined by R and rCO, and R and rCS. A representation of the CS-CO
collisional system in Jacobi coordinates as employed in this study is shown in Figure 3.12.

The PES was computed using the autosurf package, designed to assist in the creation
of accurate PESs, as described by Quintas-Sánchez & Dawes (2019). This code interfaces
with molpro (Werner et al., 2020). The procedure starts with a sparse distribution of
ab initio seed points, from which a fitted PES is computed over a range of energies and
coordinates defined by the user. If the desired accuracy (evaluated by a RMS error) is not
reached, additional data points are added in regions of low accuracy, and the procedure
repeats until the desired global accuracy is achieved.

The fitting algorithms implemented in the code are based on the local interpolating
moving least-squares (L-IMLS) methodology, as detailed in Dawes et al. (2010) and Dawes
& Quintas-Sánchez (2018).

A total of 3,991 single-point ab initio energies were calculated for various geometries of
the CS-CO complex, spanning the entire range of interaction. The CCSD(T)-F12b/aug-
cc-pVTZ level of theory was employed, as this ab initio method is well-suited for accurate
interaction potential calculations. The BSSE was corrected for all interaction energies at
each geometry using the procedure of Boys & Bernardi (1970) [see Equation (2.46)]. The
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potential was evaluated for n ranging from 1.6 Å (' 3.024a0) to 20 Å (' 37.79a0), and
was extended by an analytic form using dispersion coe�cients D=

n
= until the interaction

energy between the monomers reaches zero. Energies were computed for \1 and \2 angles
between 0� and 180�, and ( angle between 0� and 180� only due to symmetry consid-
erations. Additionally, a maximum repulsive potential energy was set at approximately
2,100 cm�1 in the short-range region. As long as the total energy for the study of the
collisional excitation of CS induced by CO remains below this value, this restriction will
not impact the validity of the results.

For an illustration of the features of the PES, contour plots and their corresponding
3D representations are shown in Figure 3.13. In Figure 3.13a, the radial dependence of
the potential with respect to \2 at fixed \1 and ( is displayed. In this figure, the radial
dependence is quite pronounced, characterized by a large energy gradient. The Global
Minimum (GM) of the PES is located at n = 9.1a0, \1 = 180�, \2 = 180�, ( = 0�, with
a value of -235.57 cm�1.

In Figure 3.13b, the angular dependence of the potential with respect to \1 and \2 is
exhibited at fixed n = 9.1a0 and ( = 0�. For both angles, the angular dependencies are
strong with large energy gradients. The angular dependence on \2 is weaker, though the
energy gradient remains substantial. The GM of the PES is also visible in this figure, in
addition to two Local Minima (LM) for the \1 = 101�, \2 = 0� geometry at -223.14 cm�1,
and for the \1 = 0�, \2 = 180� geometry at -140.67 cm�1.

From Figure 3.13, the PES of the CS-CO system appear to be highly anisotropic. For
example with respect to \1 when the potential varies from over 1,000 cm�1 to -223.14
cm�1 by only a rotation of approximately c/2.

Scattering Calculations

Statistical approaches, such as the Statistical Adiabatic Channel Model (SACM) devel-
oped by Quack & Troe (1974), Quack & Troe (1975), and Loreau et al. (2018b), are
particularly beneficial for the study of collisional excitation for the modeling of cometary
atmospheres. Indeed, the collisional systems are too heavy for quantum approaches to be
practical for this purpose, and the SACM method has demonstrated high accuracy at low
temperatures [< 300 K, Loreau et al. (2018b)]. Given that comae temperature typically
ranges from 10 to 150 K, this method represents a reasonable compromise between com-
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Figure 3.13: Representation of the PES for the CS-CO collisional system for (a) \1 = 180� ; ( = 0�; (b)
n = 9.1j0 and � = 0�. The global minimum lays at -235.57 cm�1 for the \1 = \2 = 180� geometry. Two
local minima lay at -223.14 cm�1 and -140.67 cm�1, located at \1 = 101� ; \2 = 0�, and \1 = 0� ; \2 =
180�, respectively.

putational cost and accuracy for studying the CS-CO collisional excitation.

For the SACM approach, the first step is to compute the adiabatic channels of the
complex. The basis for the adiabatic channels calculations should be chosen according to
the temperature of interest. First, the most significantly populated energy levels of each
monomer at the medium’s temperature are identified, assuming a Maxwell-Boltzmann
distribution of the populations. Then, the highest total energy for the scattering cal-
culations is then determined by summing the energy of the last populated level of each
monomer and adding the kinetic energy range corresponding to the medium’s tempera-

107



Partie , Chapter 3 – Scattering Calculations and Rate Coe�cients

ture, assuming a Maxwell-Boltzmann distribution for the kinetic energies. Finally, the
adiabatic channels are computed by accounting for all adiabatic states with an asymptotic
value lower than the highest total energy of the collision, i.e. all rotational levels of CS
and CO that are open at this maximum energy.

For the CS-CO system, the adiabatic channels were computed using the open mp/mpi

molscat.2 This version of the original molscat code allows access to more memory to
support calculations with a very large number of channels � by eliminating the E_ (n)
storage for out-of-core operation. This means the program can work with datasets that
exceed the available memory capacity by breaking the data into smaller chunks that can
be loaded, processed, and then written back to disk in sequence. This code also uses
the F02ABF and F02AAF routines from the NAG library to diagonalize matrices more
e�ciently, as matrix diagonalization is a significant portion of the computational cost in
adiabatic state calculations. Once the adiabatic states are computed, they are counted
following the procedure described in Section 2.3.4, which I implemented in a script.

In this study, the main objective is to model CS in CO-dominated comets at large
heliocentric distances where coma temperatures is below 30 K. Therefore, energy levels
with internal energy lower than 75 cm�1 were considered, which should allow a correct
distribution the population among the energy levels at this temperature. Therefore, CS
levels up to 9CS = 9 should be included, corresponding to an energy of 73.54 cm�1, and
CO levels up to 9CO = 5, corresponding to an energy of 57.47 cm�1. The maximum total
energy is estimated as the sum of � 9CS=9, � 9CS=5 and the kinetic energy range at 30 K,
so the maximum total energy of the system will be of 311 cm�1. This leads to a basis of
9CS  19 (� 9CS=19 = 310.3 cm�1), 9CO  12 (� 9CO=12 = 299.8 cm�1) for the calculations
of the adiabatic channels.

However, for this basis, the calculations were too expensive to run on the available
machines, as the memory required exceeded the 200 GB memory available on the machines
of the Institute of Physics of Rennes from J = 7. For this partial wave, 18,452 channels
were required for parity / = 1, and 18,192 for / = �1. As J  6 were insu�cient to
converge the scattering calculations, the basis for the adiabatic channel calculations was
re-estimated by reducing the maximum total energy of the collision to the sum of � 9CS=9,
� 9CS=5 and only 120 cm�1 for the kinetic energy range. This results in a maximum total
energy of 250 cm�1, reducing the basis to 9CS  16 , 9CO  10. The 9CS = 17 level at 249.94

2available at: https://ipag.osug.fr/~faurea/molscat/index.html
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Figure 3.14: Comparison between state-to-state de-excitation rate coe�cients (in cm3 s�1) calculated
from adiabatic channels computed with full basis 9CS  19 , 9CO  12 (x-axis), and with truncated basis
9CS  16 , 9CO  10 (y-axis) to evaluate the impact of this basis on the rate coe�cients.

cm�1 was ignored because the basis was still too large as the memory required exceed the
200 GB limitation. To ensure that this basis was su�cient to converge the calculations,
a systematic comparison of state-to-state de-excitation rate coe�cients calculated from
adiabatic states computed with full and truncated bases for J  6 is represented in
Figure 3.14. For this comparison, the rate coe�cients are considered for all de-excitation
transitions between all energy levels that are significantly populated at 30 K for both
monomers, so transitions within 9CS  9 and 9CO  5 levels. The rate coe�cients have
been computed with both basis for total energy  250 cm�1 to ensure that the basis is
the only parameter that influences the compared rate coe�cients.

In this systematic comparison, no deviation is observed between the two sets of rate
coe�cients, suggesting that the truncated basis is su�cient to ensure a nearly perfect
accuracy within the SACM method. However, the comparison is done only for low J.
Nevertheless, the higher 9CS and 9CO adiabatic channels ignored in the truncated basis
will be the first one to close when U increases. Therefore, if the agreement is nearly perfect
at low U, it is expected to be still excellent at higher U. It can thus be safely concluded
that the truncated basis employed for the adiabatic channels calculation, including all
levels for 9CS  16 and 9CO  10, is su�cient for the calculation of state-to-state rate
coe�cients using the SACM approach.
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between CS and CO for di�erent value of the total angular momentum J. Only the first 50 adiabatic
states are represented for the sake of clarity. For J = 0 (left panel), 40 (center panel) and 80 (right
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max
tot = 250 cm�1 is

the highest total energy considered in the scattering calculations.

Now that it has been ensured that the collisional rate coe�cients can be computed
with this basis, they were computed with an increasing number of partial waves J for
both parity / = �1, 1, until a convergence of the cross sections is reached. The number of
channels increases significantly with the total quantum number J, reaching a maximum
for J = 26 with 17,391 and 17,578 channels for parity / = �1, and 1, respectively. As
U increases, the centrifugal barrier will rise, causing the energy of the centrifugal barrier
in the adiabatic channels to progressively exceed the total energy and thus be considered
closed channels with zero probability. This is illustrated in Figure 3.15 where the first 50
adiabatic states are represented at di�erent value of J.

The number of partial waves J included in the calculations have been increased until a
convergence of the cross sections for transitions involving 9CS  9 and 9CO  5 is reached.
The convergence criteria for inelastic transitions was set at 5%.

Finally, the cross sections were all converged at J = 102. Calculations of the adiabatic
states with U � 26 (at which the maximum number of channels is reached) required 175
GB of memory and approximately 100 CPU hours per processor. Each calculation needed
10 to 14 processors (depending on availability). Therefore, the calculation of the adiabatic
states using quantum approaches required about 100,000 CPU hours. The statistical part
of the calculations was run of a MacBook Pro M1, 2020 and lasted 184 CPU seconds
per J considering 1,236 points of energy. Therefore, the statistical part of the scattering
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Figure 3.16: Representation of the rate coe�cients ⇠ 91 92! 901 902
(in cm3) compared to their expected values

according to the detailed balance principle.

calculations lasted only 5.22 CPU hours on a common laptop.

The cross sections were then averaged over the collisional energy for each transition
to obtain state-to-state rate coe�cients according to Equation (2.79). To verify that the
thermal average over the collisional energies is accurate, i.e. enough energy points have
been considered, the principle of detailed balance should be respected. In Figure 3.16,
the rate coe�cients ⇠ 91, 92! 91, 92 for all transitions are systematically compared to their
expected values according to the detailed balance principle given in Equation (2.80). In
this figure, it can be observed that the detailed balance is well respected, with a deviation
of less than a factor of 1.01 at both 10 K and 30 K. Therefore, the energy grid is dense
enough to ensure that the thermal average is correctly done, and that the cross sections
are properly averaged over the kinetic energies for the rate coe�cients calculations.

Accuracy of the Rate Coe�cients

To assess the accuracy of the rate coe�cients produced with the SACM approach, they
should be compared to rate coe�cients computed with a full quantum approach. There-
fore, we performed CC calculations for the CS-CO collisional system.
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E (cm�1) 9
max
CS 9

max
CO Rmax STEPS DNRG

1.65 - 20 19 13 80 70 0.1
20 - 50 21 14 95 30 0.2
50 - 100 21 14 95 12 0.2
100 - 150 21 15 85 10 0.2
150 - 200 23 15 75 10 0.2

Table 3.5: molscat parameters used in the CC scattering calculations and the energy step DNRG used
to span the energy grid from 1.65 cm�1 to 200 cm�1. The minimum value for both 9CS and 9CO was set
at 0, their ground rotational level.

Considering the expensive cost of this type of calculations for the CS-CO system, the
CC calculations were limited to a minimal number of partial wave, so U = 0. The cross
sections were computed with molscat V22 (Hutson & Le Sueur, 2019). Ideally, the cross
sections should be computed for total energies up to 250 cm�1. However, convergence at
this energy was not achieved due to memory limitations of molscat V22. Indeed, to
reach convergence at 200 cm�1, the 9CO = 15 and 9CS = 23 basis is required, leading to
4,784 channels (mostly closed channels). This calculation required 20 CPU hours, and
15.6 GB of memory out of the 16 GB limit of the molscat V22. As a larger basis is
required to converge cross sections at 250 cm�1, the energy range was cut at 200 cm�1 to
avoid poorly converged cross sections from 200 to 250 cm�1.

Most of the inelastic cross sections between the 9CS  9 and 9CO  5 levels were
converged at better than 5% up to 200 cm�1 (the convergence for all transitions was
always better than 20%). Therefore, rate coe�cients were calculated from cross sections
computed at U = 0 for total energies ranging from 1.65 to 200 cm�1.

The equivalent calculation with the SACM approach has cost 0.43 CPU hours and
2.36 GB of memory, adiabatic channels and statistical counting together (the statistical
part was only 2.43 CPU seconds). The set of molscat parameters employed for the CC
calculations can be found in Table 3.5.

The state-to-state rate coe�cients computed with the CC approach are compared
to the ones obtained with the SACM approach in Figure 3.17. Only de-excitation rate
coe�cients are represented for the sake of clarity.

To evaluate if the deviation would a�ect significantly the non-LTE models in which
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Figure 3.17: Comparison between state-to-state rate coe�cients (in cm3 s�1) of the CS-CO collisional
system computed with the CC (x-axis) and SACM (y-axis) approaches for a unique partial wave U = 0
at both 10 K (pink cross) and 30 K (black circles). Cross sections were computed up to 200 cm�1 with
both method for a rigorous comparison.

these data will be employed and where dominant transitions will have more impact, the
WMEF were calculated using Equation (3.28), with ⇠

ref

<
⌘ ⇠

CC
<

, and ⇠< ⌘ ⇠
SACM
<

.

The two sets of data present a good agreement, especially the dominant transitions that
are reproduced at better than a factor of two. At both temperature, all rate coe�cients
are reproduced within a factor of 10 (except one transition at 10 K).

The WMEF shows that the global deviation between the rate coe�cients, weighted by
the dominant transitions, is approximately a factor of 1.53 at 10 K and a factor of 1.49 at
30 K. This indicates that the rate coe�cients produced by the SACM method reasonably
reproduce those produced by the CC approach.

The temperature-dependent trend might seem counterintuitive, as the accuracy ap-
pears slightly better at 30 K than at 10 K. Indeed, the SACM method is expected to have
better accuracy at low temperatures because the lifetime of the complex should be longer
at 10 K than at 30 K. Nevertheless, quantum e�ects, which are significant at very low
collisional energies, are neglected by statistical approaches (e.g., tunneling e�ects, reso-
nances). Since low-collisional-energy cross sections contribute more at 10 K than at 30 K,
this explains why the agreement slightly improves at 30 K. This behavior has also been ob-
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Figure 3.18: Comparison between thermalized rate coe�cients (in cm3 s�1) of the CS-CO collisional
system computed with the CC (x-axis) and SACM (y-axis) approaches at both 10 K (black bullet) and
30 K (red circles).

served in other systems where the SACM method was benchmarked (Loreau et al., 2018b).

In non-LTE models, thermalized rate coe�cients are usually employed, which means
that the population of the projectile is assumed to be thermalized. The thermalized rate
coe�cients are obtained by averaged over a thermal distribution over the projectile as

⇠ 91! 9
0
1
(⇢) =

’
92

4 92 (⇢)
’

9
0
2

⇠ 91 92! 9
0
1 9

0
2
(⇢), (3.40)

with

4 92 (⇢) =
(2 92 + 1) exp( � ⇢ 92/:⌫) )Õ
9
0
2
(2 9

0
2 + 1) exp( � ⇢ 902/:⌫) )

. (3.41)

The thermalized rate coe�cients for the CS-CO system were computed using Equa-
tion (3.40) based on the state-to-state rate coe�cients exhibited in Figure 3.17. Thus,
thermalized rate coe�cients computed with the CC and the SACM approaches are com-
pared in Figure 3.18.

The sets of thermalized rate coe�cients exhibit excellent agreement at both tempera-
tures. The WMEF is now lower than a factor of 1.19 at 10 K and about a factor of 1.12
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Figure 3.19: Representation of propensity rules for the CS-CO state-to-state rate coe�cients (in cm3 s�1)
from the 9CS, 9CO = 6, 3 level for transitions with 0  9

0
CS  9 and 9

0
CO = 2, 3, 4 at 10 K (black bullet)

and 30 K (blue bullets).

at 30 K, indicating that the small inaccuracies due to the SACM approach are expected
to have a very limited impact on non-LTE models.

From this comparison, a good accuracy for the CS-CO rate coe�cients produced in
this work with the SACM approach for all U values can be expected. It can thus be
concluded that the rate coe�cients for the CS-CO collisional system produced in this
work are expected to provide a reliable tool for evaluating the abundance of CS in CO-
dominated comets.

Propensity Rules

The propensity rules of the state-to-state rate coe�cients obtained with the SACM ap-
proach for the CS-CO collisional system have been analyzed.

In Figure 3.19, rate coe�cients from the 9CS, 9CO = 6, 3 rotational levels to 0  9
0
CS 

9, � 9CO = 9
0
CO � 9CO = -1, 0, 1 are analyzed at both 10 K and 30 K. The rate coe�cients

present a very similar behavior at both temperatures. Their values are also quite similar
for low-lying levels, but become significantly larger at 30 K when higher rotational energy
levels ( 9

0
CS � 6 or 9CO � 4) are involved due to the significant energy gap compared to

the temperature at 10 K.
At fixed 9

0
CO, the rate coe�cients simply follow the exponential energy-gap behavior,

meaning that the more energy there is between the initial and final rotational levels,
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the less e�cient the collisional transition will be. Therefore, � 9CS = 9
0
CS � 9CS = ± 1

transitions are favored. The same behavior is observed if � 9CS is fixed and 0  9
0
CO  5

(not shown here).
The rate coe�cients are generally following the exponential energy gap behavior. Few

exceptions have been noticed for transitions involving particularly high � 9CS � 5 and/or
� 9CO � 3, where the amplitude of the rate coe�cients drops to particularly low values,
lower than what exponential energy gap behavior would have predicted.

3.2.3 The Collisional Excitation of CS Induced by the H2O Pro-
jectile

PES of the CS-H2O Complex

As for previous systems, the study of inelastic transitions starts with evaluating the elec-
tronic interaction between the colliders. The PES has been calculated in collaboration
with Dr. Dariusz KÍdziera (Nicolaus Copernicus University, ToruÒ, Poland), and Dr.
Jacek K≥os (University of Maryland, USA).

The ground electronic state is considered to be well-separated from the excited states,
so the Born-Oppenheimer approximation can be used. Both species have been treated
as rigid rotors, which is justified because the lowest vibrational frequency of H2O is the
bending mode, a2 = 1,595 cm�1 (Herzberg & Herzberg, 1987). Therefore, the internuclear
distances of the two monomers were fixed at their equilibrium geometries. For H2O, the
distances between the hydrogen and the oxygen atoms were fixed at cO-H = 1.81a0, and
the angle ö

f$f was set to 104.45� (Herzberg, 1966). For CS, the internuclear distance
has been fixed at cC-S = 2.90a0 (Bogey et al., 1982), the same internuclear distance as
used in the CS-CO PES.

The electronic interaction was computed for several geometries denoted by R ⌘ n, \1,
(1, \2, (2, as represented in Figure 3.20. The H2O molecule is fixed in body-fixed frame
(1) and lies in the )1I1 plane, while the CS molecule is fixed in body-fixed frame (2) and
is initially placed along the I2 axis. The origins of these frames are placed at the centers
of mass of the two molecules. Here, n defines the distance between the centers of mass
of the two monomers. The angles \1 and (1 describe the position of CS’s center of mass
relative to H2O. The rotation of CS relative to its body-fixed frame (2), which is parallel

116



3.2. Beyond Quantum Approaches to Study Heavy Collisional Systems: CS in Comets

Figure 3.20: Representation of the CS-H2O Collisional System in Jacobi Coordinates.

to body-fixed frame (1), is defined by the polar and azimuthal angles \2 and (2.
The electronic energy at each geometry was computed using the Symmetry Adapted

Perturbation Theory (SAPT) approach (Jeziorski et al., 1994) coupled with the Density
Functional Theory (DFT) (Jansen, 2014) and an aVTZ basis set (Dunning, 1989). The
accuracy of the SAPT-DFT method has recently been demonstrated to be comparable to
that of CCSD(T), but with a computational cost that scales as 4

5, compared to 4
7 for

CCSD(T) approaches, with 4 the number of electrons (Taylor et al., 2016). Additionally,
the SAPT approach is free of BSSE, as it is already a fragment-based method, treat-
ing each monomer individually. Consequently, at each geometry, only one calculation is
required instead of three [see Equation (2.46)], reducing the computational time by an
additional factor.

The autopes code was employed to automatically generate the PES, as implemented
according to Metz et al. (2016). The procedure used by autopes is similar to that of
the autosurf package but interfaces with SAPT packages (Garcia et al., 2020) instead,3

and it employs a di�erent fitting method.

The procedure begins by defining a grid of points, which is expected to represent the
most important regions of interaction in the van der Waals complex. Ab initio points are
then computed at these geometries using the chosen method. Next, ab initio energies at
asymptotic values are calculated to model the long-range of interactions of the PES. All
the ab initio points are combined, and a fit is performed by optimizing the parameters of

3The autopes package also interfaces with the CCSD(T) method.
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the PES.

The fitting approach in the autopes package uses a site-site potential as (Metz et al.,
2016)
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where j, 0 are the sites on monomer A and B, respectively. The set of sites include all
atoms of both monomer, and can also include o�-atomic sites to improve the accuracy if
needed; nj0 is the distance between the sites; @j, @0 are the partial charges on each site;
;

j0

12 coe�cients are constrained to be positive and ensure the correct repulsive behavior
of the potential at short range; D

j0

4
are  4 (Xj0

, nj0) is the damping function of Tang &
Toennies (1984) of the form

 4 (Xj0

, nj0) = 1 � :
�X

01
n01

4’
V=0

(=j0
nj0)V

V! , (3.44)

and jV, ij0 and =j0 are adjustable parameters.

This fitting approach is very e�cient as it is capable of producing accurate fit based
on a very small number of ab initio points despite the highly anisotropic character of the
PES. In total, only 2,209 ab initio points were computed to obtain the first 5-dimension
PES of the CS-H2O van der Waals complex. It is however a very technical approach,
which is not easy to use. This procedure does not inherently avoid holes in the PES;
therefore, the autopes package includes a step to fix them. In contrast, the autosurf

package employs an L-IMLS procedure for fitting, which intrinsically avoids these holes.
If the desired accuracy is not achieved, additional ab initio points are automatically added
by the software, and the fit is refined until a convergence is reached.

For scattering calculations, it is however needed to expand the angular dependence
of the potential into spherical harmonics. Therefore, the PES was expanded using a
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bispherical harmonic expansion as defined by Phillips et al. (1994)

A (R) =
’

#1V1#2#

E#1V1#2# (n) '̄#1V1#2# (\1, \2, (1, (2), (3.45)

where '̄#1V1#2# (\1, \2, (1, (2) is a normalized spherical tensor

'̄#1V1#2# (\1, \2, (1, (2) = i#1V1#2# (1 + XV10)�1
’
c1c2

 
#1 #2 #

c1 c2 c

!
.#2c2 (\2, (2) (3.46)

⇥ .#c (\1, (1)
⇥
XV1c1 + (�1)#1+V1+#2+#

X�V1c1

⇤
, (3.47)

with the normalization of Valiron et al. (2008) as

i#1V1#2# = [2(1 + XV10)�1(2#1 + 1)�1]� 1
2 , (3.48)

with #1 and #2 denote the angular momenta of each monomer, while # represents the an-
gular momentum between the monomers. The quantity V1 is the projection of #1 onto
the I1 axis, and . denotes the spherical harmonics. The variables c1, c2, and c are the
magnetic quantum numbers corresponding to #1, #2, and #, respectively.

For an illustration of the features of the PES, a contour plot and its corresponding
3D representation is shown in Figure 3.21, where the dependence of the potential with
respect to n and \1 is displayed at fixed \2, (1, and (2.

The GM of the PES, visible in this figure, is located at -1,171.82 cm�1 for n = 7.9a0,
\1 = 252�, \2 = 0�, (1 = 90�, (2 = 0�, which corresponds to the geometry where one
hydrogen atom of H2O faces the carbon atom of the CS molecule. A LM is also visible at
-635.48 cm�1 for the n = 6.6a0, \1 = 37�, (1 = (2 = 0�, \2 = 90� geometry. The energy
gradient with respect to \1 is quite large, and the PES exhibits strongly anisotropic
behavior. Indeed, the energy can vary by about 2,000 cm�1 with only a rotation of "

4 .
The GM geometry of the CS-H2O system is very similar to the one of the CO-H2O

system, suggesting comparable chemical behavior between CS and CO molecules when
interacting with H2O. However, the well depth of the CO-H2O system is shallower, at
-646 cm�1, indicating a weaker interaction compared to CS-H2O. This is expected, as the
dipole moment of CO is weaker than that of CS. Consequently, the collision e�ciency
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(a) \2 = 90� ; (1 = 0� ; (2 = 0�

Figure 3.21: Representation of the PES for the CS-H2O collisional system for \2 = 90� ; (1 = (2 = 0�.
The global minimum lays at -1,171.82 cm�1 for the \1 = 252�, (1 = (2 = 0�, \2 = 90� geometry. A local
minimum lays at -635.48 cm�1 for the n = 6.6a0, \1 = 37�, (1 = (2 = 0�, \2 = 90� geometry.

between CS and H2O is likely to be higher than that between CO and H2O, which should
result in larger rate coe�cients for the CS-H2O system.

For other van der Waals complexes involving linear molecules and H2O, such as HF-
H2O (Loreau et al., 2020), H2O-HNC, and H2O-HCN (Øó≥towski, 2023), the GM geometry
occurs when the oxygen atom of H2O faces the hydrogen atom of HF, HCN, or HNC. The
GMs for these systems are deeper (-3,059 cm�1 vs -2,649 cm�1 vs -1,814 cm�1, respectively)
due to the larger dipole moments (`HNC > `HCN > `CS)1, or in the case of HF, due to the
significant polarization of the HF bond caused by the extremely high electronegativity
of fluorine. This indicates that CS and CO do not behave chemically like HF, HCN,
or HNC when interacting with H2O, even though HCN and HNC are isoelectronic to
CO. Therefore, their respective sets of rate coe�cients are expected to show significant
di�erences.

Scattering Calculations

In this work, the objective is to produce rate coe�cients for the CS-H2O collisional system
from 5 K to 100 K. Given the well depth (' �1, 172 cm�1) and the low rotational constant
of CS (�DB = 0.817 cm�1), employing quantum approaches to produce rate coe�cients is
not expected to be feasible. Therefore, the SACM method was employed as an alternative
approach. This method has already been used to study collisional systems involving H2O
as a projectile, such as the collisional excitation of CO, HF, HCN, and HNC induced by
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H2O for temperatures up to 100–150 K, depending on the system (Loreau et al., 2018a;
Loreau et al., 2022; Øó≥towski, 2023). The same methodology has also been employed to
study the collisional excitation of CS induced by CO up to 30 K in this thesis work.

The wavefunction of an asymmetric top ,
91
g,V

(i, =, W) can be represented as a combi-
nation of the symmetric top eigenfunctions ⇡

91
⇠ ,V

(i, =, W) (Phillips et al., 1995)

,
91
g,V

(i, =, W) =
’

⇠

j
9

g,⇠

r
2 9 + 1
8"

2 ⇡
91
⇠ ,V

(i, =, W), (3.49)

where ⇡
91
⇠ ,V

(i, =, W) are the Wigner rotation matrices, 91 is the rotational quantum number
of the asymmetric top (here, H2O), ⇠ is its projection on the space-fixed 8-axis, and
g = ⇠j � ⇠3; the j

9

g,⇠
coe�cients are obtained by diagonalization of the asymmetric top

Hamiltonian (3.39) (see Phillips et al. (1995) for more details). The (i, =, W) angles
corresponds to the alignment of the body-fixed axis system with the space-fixed one.

Therefore, the angular part of the total wavefunction for the CS-H2O collisional sys-
tem, defined in Equation (2.60) for linear molecule-linear molecule collisions, becomes

YU>

W
(R̂, 1̂2, i, =, W) =

’
V1,V2
`,V;

h 91V1 92V2 | 912`ih 912`#V# |U>i

⇥ ,
91
g,V

(i, =, W).92V 92
( 1̂2).#V; (R̂), (3.50)

with W ⌘ 91, g1, 92, 912, `; with ` ⌘ V 912 is the projection of 912 on the 8-axis of the
space-fixed frame; h· · | · ·i are Clebsch-Gordan coe�cients.

Therefore, the CC equations (2.70) can be solved by replacing the total wavefunc-
tions given in Equation (2.62) with the proper expression of its angular part given in
Equation (3.50).

The hibridon scattering code (Alexander et al., 2023) was used to compute the adi-
abatic states of the systems. As the adiabatic state calculations does not require many
closed-channels, any channels with an energy larger than the highest total energy under
consideration is useless, and unnecessarily increase the computational cost of the calcula-
tion. To get rid o� these levels, the EMAX option was employed. Originally, this option
excluded from the basis the rotational levels of monomer 1 (in this case, H2O) that exceed
EMAX. The option was thus modified to be applied on any channels of the system, not
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just those of H2O.4 This modification drastically reduced the number of adiabatic chan-
nels. For example, with the 9CS = 36 and 9⇠0⇠2 � 10⇠0⇠2 basis, the number of channels
was reduced from nearly 15,000 channels to 4,000 for CS-p–H2O at U = 0.5

The e�ort was focused on determining rate coe�cients up to 100 K, although, ideally,
rate coe�cients up to 150 K would be necessary. Therefore, the highest rotational level of
CS considered is � 9CS = 18 = 279.41 cm�1. For H2O, �220 = 136.56 cm�1 for p–H2O and
�303 = 136.91 cm�1 for o–H2O were accounted for, as they represent a significant portion
of their respective populations.

In principle, more rotational levels of H2O should be included in the rate coe�cient
calculations. However, due to the high computational cost, the rotational basis has to be
reduced. Since mostly thermalized rate coe�cients are used in non-LTE models of CS,
reducing the rotational basis of H2O is expected to have less impact on the accuracy of
the modeled spectra than reducing the rotational basis of CS. Therefore, the chosen basis
is expected to ensure reliable modeling of CS in comets while keeping the calculations
computationally feasible.

As a result, the highest total energy was set to 817 cm�1, and the EMAX parameter
was adjusted accordingly. As in the previous CS-CO study, the basis for the adiabatic
state calculation was reduced to fit within the memory limitations of the hibridon soft-
ware. The final basis set for the adiabatic states calculation included 9CS  31, and
9⇠0⇠2  3⇠0⇠2 for CS-p–H2O, and 9CS  26, and 9⇠0⇠2  3⇠0⇠2 .

To validate the basis set used for the adiabatic state calculations, the rate coe�cients
derived from cross sections calculated using the adiabatic states with the full basis ( 9CS

= 36, and 9⇠0⇠2  10⇠0⇠2) were compared to those calculated from the truncated basis
( 9CS = 31, and 9⇠0⇠2  3⇠0⇠2 for CS-p–H2O in Figure 3.22a, and 9CS = 26, and 9⇠0⇠2 
3⇠0⇠2 for CS-o–H2O in Figure 3.22b) for temperatures up to 100 K. The calculation of the
cross sections was limited to a total energy of �  817 cm�1 and U  1 partial waves, as
the number of channels for the adiabatic state calculations with the full basis was already
too large to be handled by the hibridon program (Alexander et al., 2023).

In this comparison, only rate coe�cients of transitions between CS levels with 9CS 
18, and the levels of p–H2O up to 9⇠0⇠2 = 220, and the ones of o–H2O up to 9⇠0⇠2 = 303

4The modified code for the asymmetric top-diatom collision (basis hiba30_astp3.F90) is available at:
https://github.com/AmelieGodard/EMAX_hib30.

5A similar reduction was observed for other U values, both parities / = �1, 1, and o–H2O.
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(b) Convergence of the basis for CS-o–H2O.

Figure 3.22: Systematic comparison between state-to-state de-excitation rate coe�cients calculated from
adiabatic channels computed for U  1 with full basis 9CS = 36, and 9H2O  10 (x-axes) and truncated
basis for the (a) CS-p–H2O; 9CS = 31, and 9:0:2  3:0:2 (y-axis) (b) CS-o–H2O; 9CS = 26, and 9:0:2 
3:0:2 (y-axis).

are included.
The data sets computed with the full and truncated bases are very similar, demon-

strating good agreement at both temperatures for both p–H2O and o–H2O projectiles.
For CS-o–H2O, all transitions are reproduced within a factor of two, with much better
agreement observed for the dominant transitions. The global deviation, indicated by the
WMEF, is estimated to be less than a factor of 1.02 at both temperatures. For CS-p–H2O,
almost all rate coe�cients are reproduced within a factor of two, except for a few tran-
sitions with low magnitudes; however, the dominant transitions are also well reproduced.
The global deviation indicated by the WMEF is less than a factor of 1.04 at 50 K and
less than a factor of 1.06 at 100 K. Consequently, the overall agreement between the full
and truncated bases is very good for both CS-p–H2O and CS-o–H2O rate coe�cients.

The rate coe�cients derived from the truncated basis are slightly overestimated, which
is expected since some levels are omitted from the sum. This omission will cause an artifi-
cial overestimation of the weight of the remaining levels when the basis is truncated. The
WMEF slightly increases with temperature, as anticipated, because the omitted levels
are high-energy levels that contribute more at higher temperatures. Nevertheless, the
agreement between the datasets remains very good, allowing the truncated bases to be
confidently used for computing accurate rate coe�cients for CS-p–H2O and CS-o–H2O
from 5 to 100 K.
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(a) Adiabatic states for CS-p–H2O.
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(b) Adiabatic states for CS-o–H2O.

Figure 3.23: Potential energy A (in cm�1) of the adiabatic states as a function of the distance n (in a0)
between CS and (a) p–H2O (b) o–H2O for di�erent value of the total angular momentum J for parity /

= 1. Only the first 50 adiabatic states are represented for the sake of clarity. For J = 0 (left panels), 60
(center panels), 120 (right panels), the number of adiabatic channels is of (a) 600, 16,298, and 16,298 (b)
556, 15,675 and 15,675, respectively.

Now that the bases for the adiabatic states calculation have been selected, the adiabatic
states were computed with an increasing number of partial waves U for both parities /

= �1, 1. The maximum number of channels is of 16,298 (/ = 1) reached at U � 31 for
p–H2O, and of 15,675 (/ = 1) reached at U � 29 for o–H2O. The energy of the adiabatic
states computed with these bases are represented as a function of the distance between the
colliders n in Figure 3.23 at di�erent U so the rising centrifugal barrier can be observed.
Only the first 50 adiabatic states with / = 1 have been represented for the sake of clarity
for the CS-p–H2O system in Figure 3.23a and for the CS-o–H2O in Figure 3.23b.

Based on these adiabatic states, the cross sections were calculated using the method-
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Figure 3.24: Comparison between rate coe�cients ⇠ 91 ,:0 ,:2 , 92! 901 ,:
0
0 ,:

0
2 , 9

0
2

(in cm3s�1) and their value ob-
tained from ⇠ 901 ,:

0
0 ,:

0
2 , 9

0
2! 91 ,:0 ,:2 , 92 (in cm3s�1) according to the detailed balance principle.

ology described in Section 2.3.4 up to �tot = 817 cm�1. The adiabatic states and cross
sections were computed for an increasing number of partial waves U until a convergence
better than 5% in the inelastic cross sections is reached.

The convergence is reached for U  153 for CS in collision with p–H2O, and for U  149
for o–H2O. A total of 1,400,000 CPU hours have been used to produce adiabatic states at
all partial waves for both parity / = �1, 1 for both CS-p–H2O and CS-o–H2O collisional
systems. The statistical part was run a common laptop and required 2.75 CPU hours per
collisional system. Based on these calculations, the first sets of rate coe�cients for the
CS-p–H2O and CS-o–H2O collisional systems were computed from 5 to 100 K.

The detailed balance has been checked to ensure that the thermalization over collisional
energies has been done properly, and a WMEF lower than a factor 1.02 have been found,
justifying that the energy grid was dense enough for both CS-p–H2O and CS-o–H2O, as
illustrated in Figure 3.24.

Results

Now that a full set of rate coe�cients have been obtained for the collisional excitation
of CS induced by both p–H2O and o–H2O, the e�ect of the spin of H2O is discussed.
Thermalized rate coe�cients calculated according to Equation (3.40) as a function of
� 9CS = 9

0
DB

� 9CS from 9CS are represented in Figure 3.25 for both p–H2O and o–H2O at
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Figure 3.25: Comparison between thermalized rate coe�cients (in cm3 s�1) computed for CS-p–H2O
(solid lines) and CS-o–H2O (dashed lines) as a functions of � 9CS from 9CS = 12 (black), 8 (blue) and 4
(green) at 50 K (left panel) and 100 K (right panel).

50 K and 100 K.
The behavior of the collisional excitation of CS induced by either p–H2O or o–H2O is

similar at both 50 K and 100 K. Their relative intensity depends on the initial level. For
example, p–H2O has slightly larger rate coe�cients than o–H2O from 9CS = 8, but it is
the other way around when 9CS = 4. For 9CS = 12, it varies according to � 9CS.

From 9CS = 4, the rate coe�cients with both projectiles tend to decrease with increas-
ing |� 9CS |. However, for 9CS = 8 and 12, the behavior of the rate coe�cients is not that
straight forward. The rate coe�cients starts by increasing with increasing with |� 9CS |, to
finally follow the usual exponential energy gap behavior by rapidly decreasing with |� 9CS |
for larger |� 9CS | values (from � 9CS = -3 and -5 for 9CS = 8 and 12, respectively).

The e�ect of the nuclear spin of H2O appears to be weak, as the di�erences between
the CS-p–H2O and CS-o–H2O datasets are rather small. When systematically comparing
their sets of thermalized rate coe�cients, the WMEF indicates a global deviation of a
factor of 1.09 at 50 K and 1.06 at 100 K (not shown here). Therefore, the two sets of rate
coe�cients are very similar.

3.2.4 Discussion About the SACM Method

One objective of this work is to produce rate coe�cients for systems relevant to the
study of cometary atmospheres, particularly those involving heavy colliders such as CO
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and H2O. The scattering treatment of these systems is predicted to be computationally
challenging using a full quantum approach due to the dense distribution of rotational
levels and the large well depth of the PESs. Consequently, the SACM approach, which
has proven to be very e�cient for producing rate coe�cients at low temperatures, was
employed in this study. This discussion focuses on the SACM approach for non-reactive
systems. However, it is worth mentioning that this method has also been used to study
reactive systems (Konings et al., 2021; Pirlot Jankowiak, 2024).

The SACM approach, based on adiabatic channels computed with full quantum meth-
ods, was benchmarked in the work of Loreau et al. (2018b). In their study, the authors
systematically compared the data produced with the SACM approach to equivalent CC
data across five collisional systems: OH+ + H; OH+ + He; CN� + H2; CO + H2; and
CO + He. These systems represent di�erent ranges of lifetimes for their intermediate
complexes, with lifetimes increasing with the strength of the interaction, ranging from
covalently bonded complexes (OH+ + H) to strongly bonded van der Waals complexes
(OH+ + He; CN� + H2) and weakly bonded van der Waals complexes (CO + H2; CO +
He).

This study found that the accuracy of the SACM rate coe�cients improves as the
lifetime of the intermediate complex increases, aligning with theoretical expectations for
the method. The relative lifetime of intermediate complexes can be estimated based
on the well depth of their PES, which reflects the stability of the complex, and from
temperatures. Higher temperatures lead to shorter lifetimes for the complexes.

For the OH+-H system, which features a covalent intermediate complex with a well
depth of approximately 4,000 cm�1, most SACM rate coe�cients were reproduced with
50% accuracy at 300 K, and the WMEF deviation was less than a factor of 1.4 at 500
K, which is satisfactory for most astrophysical applications. For weaker intermediate
complexes, the agreement remained good but was limited to lower temperatures. However,
strong van der Waals intermediate complexes exhibited good accuracy up to 100 K.

Therefore, the substantial gains in computational time and memory achieved with
the SACM approach, compared to CC or Coupled-States methods, along with its good
accuracy for covalent to intermediate van der Waals complexes at temperatures below
300 K, demonstrate that the SACM approach is highly promising for the study of heavy
collisional systems. In these systems, the well depth is typically large, the density of states
is high, and quantum approaches are prohibitive.
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In the last few years, this method have been employed to study few other non-reactive
systems, such as CO-H2O (Loreau et al., 2018a), HF-H2O (Loreau et al., 2022), N2H+-
H2 (Balança et al., 2020), and most recently, CO-CO (Øó≥towski et al., 2022; Øó≥towski,
2023). A summary of previously studied systems using the SACM approach is provided
in Table 3.6.

For the CO-CO system, the SACM approach yielded a low WMEF of less than 1.7
up to 100 K. However, the SACM rate coe�cients were compared to Coupled-States rate
coe�cients, not CC ones. In addition, the authors suspect that this good agreement with
SACM results is due to a fortunate compensation of errors between the Coupled-States
approximation and the SACM method. Thus, they expect the SACM approach to be
accurate only at very low temperatures (T < 50 K) for this system (Øó≥towski, 2023).

The CS-CO system is a weakly bound van der Waals complex, but its well depth is
relatively deep compared to the temperatures under consideration in this study. Addi-
tionally, the rotational constants of both CS and CO are small, leading to a very dense
distribution of energy levels. It is therefore reasonable to assume a statistical distribu-
tion among these levels, supporting the use of the SACM approach to produce accurate
rate coe�cients for the CS-CO system up to 30 K. Moreover, the comparison of the rate
coe�cients for this system with CC calculation were good, with a WMEF of approxi-
mately 1.5 at all temperatures considered. Even though this comparison was done only
for U = 0, it is expected to realistically represent the error over all U values. However, at
higher temperatures, the collision time may become too short to assume the formation of
a long-lived complex, reducing the accuracy of the rate coe�cients.

For the CS-H2O rate coe�cients produced in this work, a comparison with close-
coupling data, even at the lowest U, seems unreasonable given the well depth and density
of states. In the case of HF-H2O, HCN-H2O, and HNC-H2O, SACM-derived rate coef-
ficients could not be compared with those computed using a quantum approach due to
computational expense.

The CO-H2O system was studied by Loreau et al. (2018a), who obtained rate coe�-
cients using the SACM approach for temperatures from 5 to 100 K, including CO levels
up to 9CO = 8 and H2O levels up to 9⇠0⇠2 = 220. In their work, they compared their
results with rate coe�cients computed using a hybrid CC and Coupled-States approach
at higher energies for U  2. They reported that the deviation rarely exceeded a factor of
3, and that the SACM rate coe�cients reproduced the CC results within a factor of 1.5
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up to approximately 100 K.

For the CS-H2O system, the density of states is much greater than for the CO-H2O
system, as 19 levels of CS were considered instead of nine for the same temperature range.
Thus, the system is expected to behave more statistically. Additionally, the potential well
of the CS-H2O PES is deeper than that of CO-H2O, indicating a stronger intermediate
complex and a longer lifetime. Therefore, the SACM approach is expected to be more
accurate for the CS-H2O system than for the CO-H2O system. Since Loreau et al. (2018a)
estimated an accuracy within a factor of 1.5 up to 100 K, at least the same accuracy can
be assumed for the CS-H2O rate coe�cients produced in this work up to 100 K.

Even if the SACM approach is assumed to be valid, a significant limitation encoun-
tered in this work—and one that will continue to be an issue if the rate coe�cients for
both the CS-CO and CS-H2O systems are to be improved—is the calculation of adiabatic
states using quantum approaches. As discussed in Section 3.2.2 and Section 3.2.3, one
limitation is the size of the basis for the adiabatic state calculations, which can hardly ex-
ceed 20,000 channels. Due to the very dense distribution of rotational levels in the CS-CO
and CS-H2O systems, enormous basis sets are required, and the calculations were thus
limited by the memory limitations of the scattering softwares molscat and hibridon.
Therefore, a future improvement would be to compute adiabatic states using a method
that requires less memory, but without loss of accuracy.

In the future, it will be necessary to evaluate the accuracy of the SACM method for
cometary systems as it seems to be one of the most promising method for getting such
data. For these systems, a comparison with full CC calculations over the entire range
of partial waves required to converge the calculations is impossible. Therefore, accuracy
can only be definitively assessed by comparing these data with equivalent experimental
results. However, since the cross sections do not reproduce resonances at low collisional
energies, any comparison with crossed-beam experiments would be inconclusive, as the
cross sections computed using the SACM method are not expected to exhibit the cor-
rect behavior. Nevertheless, double-resonance experiments, coupled with the CRESU
technique, would enable the assessment of the accuracy of the SACM method for state-
to-state rate coe�cients in cometary systems, such as those computed in this work. This
approach could be used to validate the SACM method for both CS-CO and possibly CS-
H2O over a wide range of temperatures, providing a benchmark for validating the SACM
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method for studying the excitation of in cometary molecules.
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Chapter 4

ASTROPHYSICAL APPLICATIONS

In this chapter, the applications and impacts of the collisional rate coe�cients presented
in Chapter 3 on radiative transfer modeling of CCS and CS in astrophysical media will be
discussed. Section 4.1 provides a brief introduction to radiative transfer modeling, which
are necessary to understand how molecular spectra are interpreted. Then, in Section 4.2,
the rate coe�cients computed for CCS and its isotopologues presented in Section 3.1,
will be used to model emission spectra of CCS isotopologues in Dark Molecular Clouds.
The new abundance ratio between 13CCS and C13CS led to an investigation of the 13C
anomaly, prompting a discussion on the chemistry of CCS. Next, Section 4.3 presents
the impact of the new rate coe�cients introduced in Section 3.2.1 on the modeling of
CS emission spectra from comae. This includes a discussion about the sensitivity of rate
coe�cients regarding the colliders involved in the system, and an investigation of the
sensitivity of radiative transfer models regarding these data.

4.1 Radiative Transfer

In astrophysical media, molecules can be excited by absorbing photons from external
radiation fields, such as those emitted by nearby stars, from the Cosmic Microwave Back-
ground (CMB), or emitted by other molecules. They can also be (de)excited through
collisions with other molecules. Moreover, these molecules can also emit photons, and
the ones that escape the astrophysical medium contribute to an observable signal cap-
tured by telescopes. If this signal is properly interpreted, the physical conditions of the
medium, including molecular abundances which is the ultimate goal of this study, can be
derived. Finally, many conclusions can be drawn from these physical conditions, whether
related to the molecule’s chemistry, the evolutionary stage of the molecular clouds, or the
composition of ices in cometary nuclei.
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4.1.1 Radiative Transfer Equations

The journey of photons through astrophysical media is complex. When a photon is emit-
ted by a molecule, it can either escape and be detected by observational instruments, or be
absorbed by another molecule, which may re-emit it, continuing the cycle. This compli-
cated behavior of photons makes interpreting observations highly challenging. Therefore,
the first problem is understanding how photons travel through a medium to determine
how many contribute to the detected signal of the observer. However, this problem will
not be addressed in this work. The second challenge is that the probability of absorption
and emission depends on the population of the molecules, i.e. depends on the state the
molecules are in before interacting with the photon.

The transfer equation for radiation propagating over a distance d2 can be expressed
as

d�ad2 = 9a � ia�a, (4.1)

with �a the intensity of the radiation of frequency a; 9a and ia are the local emission and
extinction coe�cients, respectively. These terms for the ⌫ ! # transition are defined as

9a =
-a⌫#

4"

4⌫ ;⌫#(a, (4.2)

ia =
-a⌫#

4"

�
4# �#⌫Ca � 4⌫�⌫# la

�
, (4.3)

where a ⌘ a⌫# , the ⌫ (#) label designate the upper (lower) level; ;⌫# , �#⌫ and �⌫# are the
Einstein coe�cients for the spontaneous emission, absorption and stimulated emission,
respectively, and (a, Ca, and la are their respective line profiles.

The source function Ba can be defined as the ratio between local emission and extinc-
tion coe�cients

Ba =
9a

ia

, (4.4)

and thus represents the radiation of frequency a emitted from the source.
The optical depth of a media at a given frequency ga is defined as the extinction of a

line as it goes through the media, so it is equivalent to iad2. Therefore, the intensity of
the detected line, emerging from the media, is given by

�a (ga) = �a (0):�ga +
π

ga

0
Ba (g0a):�(ga�g

0
a)

1g
0
a
, (4.5)
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where �a (0) is the background radiation field entering the medium, and �a is the intensity
of the radiation field that escape from the media. The di�culty in solving this equation
lies in the fact that it depends on the spatial variation of Ba, which is related to the
structure of the medium. In the simplest case, the medium is assumed to be spherical
and homogeneous, so Ba remains constant throughout the space. Therefore, the intensity
escaping from the medium can be expressed as

�a (ga) = �a (0):�ga + Ba (1 � :
�ga ). (4.6)

The optical depth ga, also called opacity, represents the optical thickness of the media.
If ga � 1, the photon will not be able to escape the media, so the medium is called
optically thick; on the opposite, if ga ⌧ 1, the photon will escape the media and be
detected, in which case the medium is then called optically thin. In the optically thick
case, the spectral line is di�cult to interpret, as the intensity of the radiation �a ⇠ Ba.
This means that only the outer layers of the medium are probed, since photons from
the inner layers are absorbed before reaching the surface. However, when the medium is
optically thin, the spectral line is well-observed and ready for interpretation.

4.1.2 Statistical Equilibrium Equations

In regions where the density is high enough for Local Thermodynamic Equilibrium (LTE)
conditions to prevail—where collisions dominate molecular excitation—the population of
the <

'- energy level 4< follows a Boltzmann distribution determined using

4< =
6<

&(⇢) exp
✓
� �<

⇠�⇢

◆
, (4.7)

where &(⇢) = Õ
<
6< exp(⇢8/:⌫) ) is the partition function, and 6< the degeneracy of level <,

given by (2 9< + 1) for rotational levels with 9< being the rotational quantum number.

However, in astrophysical media, the density is generally too low to maintain LTE
conditions. Consequently, the population of molecular levels is governed by the competi-
tion between collisional and radiative processes, a state known as statistical equilibrium.
To accurately model the statistical equilibrium, the time-dependent equation for the pop-
ulation of energy levels must be solved
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14<

1'

= 0 = �4<

’
9<<

;< 9 +
’
9<<

�
�< 9 Ua + D< 9

� �
+ 4⇠

’
⇠><

;⇠< +
’
⇠<<

�
�⇠<Ua + D⇠<

� �
, (4.8)

where ;< 9 , �< 9 and �9< are the Einstein coe�cients for spontaneous emission, stimulated
emission, and absorption of photons, respectively; D< 9 = ⇠<! 9 4gas are the temperature-
dependent collisional rates for transitions between levels < and 9 due to collisions with
gas particles; ⇠<! 9 are the collisional rate coe�cients as computed in Chapter 3; 4gas

is the density of the colliding gas particles (which can be a sum if multiple gases are
dominant); and Ua is the local radiation field, encompassing all components such as CMB,
gas emission, and/or solar radiation.

The radiative transfer equations must be solved to determine the local radiation field
Ua. Then, the populations are evaluated, Ua is re-evaluated, and this process continues
iteratively until convergence between the two is achieved. The complexity in solving
radiative transfer problems arises from the interdependence of the population distributions
and the local radiation field.

4.1.3 Escape Probability

The escape probability = is the probability that a photon escapes the medium where it
was created without being absorbed. The expression of = depends on the geometry of the
source and the optical depth, but is independent of the radiation field.

In methods using the escape probability formalism, the medium is assumed to be
homogeneous, which allow to limit the number of free parameters, so basic physical con-
ditions (T, 4 ⌘ 4gas, �) can be constrained.

If the medium is assumed to be spherically symmetric and homogeneous, the escape
probability =sphere is given by (Osterbrock & Ferland, 2006)

=sphere =
1.5
ga


1 � 2

g
2
a

+
✓

2
ga

+ 2
g

2
a

◆
:
�ga

�
. (4.9)

If the medium is assumed to be contracting or expanding such that the Doppler shifts
of the emission lines are significant, the Large Velocity Gradient (LVG) model can be
employed. The escape probability =LVG for an expanding spherical shell can be expressed
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as (Mihalas, 1978; De Jong et al., 1980)

=LVG =
1
ga

π
ga

0
:
�g

0
adg

0
a
=

1 � :
ga

ga

. (4.10)

The optical depth in the escape probability formalism is expressed as

ga =
3

3

8"a
3
⌫#

;⌫# �V�#

1.064�a


)#

6⌫

6#

� )⌫

�
, (4.11)

where �V�# is the column density of the molecule which represents the number of molecules
along the line-of-sight in the object, �a is the half-width at half-maximum of the line
profile in velocity units, )< the fraction of the population of level <.

In practice, the populations are first obtained by solving the SE equations in the
optically thin case with only the unshielded background radiation field as the external
radiation field (as if the medium was empty of molecules) for a set of fixed physical
conditions {⇢ , �V�# , 4gas}. From these populations, the optical depth of the lines is calcu-
lated using Equation (4.11). The populations are then re-estimated with the new optical
depth. The iteration stops once the a convergence on the optical depth or the populations
is reached.

4.1.4 Useful Quantities

Here, useful quantities are described, which can either serve as good indicators or can
be compared to equivalent observational data, thus allowing to evaluate the accuracy of
set of physical conditions set by the user {⇢ , �V�# , 4gas}. For example, the excitation
temperature ⇢:) is often used to highlight the non-LTE characteristics of a medium. It
is defined as a ’fictional’ temperature that the medium would have to reproduce the
distribution of the populations among the energy levels ⌫, #. It is defined as

4⌫

4#

=
6⌫

6#

exp
�(�⌫ � �#)

⇠�⇢:)

�
, (4.12)

with 4⌫, and 4# are previously determined by solving the radiative transfer equations. If
⇢:) = ⇢⇠<4, it indicates that the line is thermalized, meaning that the LTE assumption
holds for this specific transition. It is important to note that these excitation tempera-
tures are unique to each line, as the populations of energy levels can be thermalized under
di�erent physical conditions.
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The brightness temperature ⇢� represents the temperature of a black body that would
produce the same specific intensity �a. It is defined as the temperature that produces the
corresponding Planck function intensity in the Rayleight-Jeans limit (-a ⌧ ⇠�⇢:)). In
this work, ⇢� is determined assuming an homogeneous temperature, volume density, and
column density in the medium. It is thus given by

⇢� =
3

2

2⇠�a
2 �a . (4.13)

This brightness temperature can be compared to the line intensity measured by tele-
scopes, taking into account factors such as beam dilution.

4.2 The New Rate Coe�cients to Study the Chem-
istry of CCS

As CCS is of particular interest in the study of molecular clouds, this discussion focuses
on the modeling of CCS in dark molecular clouds, where the temperature is typically of
about 10 K, and the volume density between 103 and 105 cm�3.

4.2.1 CCS in Dark Molecular Clouds: Non-LTE E�ects

A way to determine if the new collisional data a�ects the interpretation of observations
is to check the excitation temperature ⇢:) values of the observed lines. Changes in ⇢:)

would reflect variations in the populations of the energy levels involved in the transitions,
and consequently, in the brightness temperature ⇢� of the line. Since ⇢� can be compared
to observational data, any variation in ⇢� is expected to lead to changes in the derived
physical conditions of the medium.

Additionally, evaluating ⇢:) as a function of the density of the gas 4gas provides an
estimate of the density range for the non-LTE domain. At very low densities, collisions
are rare, and molecules can only be excited by the background radiation field, leading to
⇢:) = ⇢06. At very high densities, molecular excitation is dominated by collisions, causing
the population of energy levels to follow a Maxwell-Boltzmann distribution, with ⇢:) =
⇢⇠<4, where the LTE assumption holds. In intermediate density ranges, the competition
between collisional and radiative de-excitation must be considered. This is the non-LTE
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domain, where ⇢06 < ⇢:) < ⇢⇠<4.1

Therefore, to evaluate the impact of the new data, the ⇢:) as a function of the gas
density (4gas ⌘ 4H2 as H2 represents 90% of the ISM composition) is represented for the
most observed lines in molecular clouds of CCS, CC34S, 13CCS and C13CS isotopologues.

To be used in radiative transfer models, the rate coe�cients computed in this work
need to be adapted. Since the most abundant molecule in the ISM is H2, and considering
the low temperatures relevant to this study, it can be assumed that only the ground state
of H2 is populated. Therefore, the main projectile would be para–H2 (hereafter, noted
p–H2) in its ground rotational state 9 = 0. To derive CCS-p–H2( 9 = 0) rate coe�cients
from the CCS-He rate coe�cients computed in this work, the following relation can be
applied (Schöier et al., 2005)

⇠k�p–H2 '
✓

`k-He
`k�p–H2

◆1/2

⇠k�He, (4.14)

with k ⌘ CCS, CC34, 13CCS, or C13CS; ⇠k�p–H2 are the rate coe�cients for k in collisions
with p–H2( 9 = 0); `k�He and `k�p–H2 are the reduced mass of the k-He and k-H2

collisional systems, respectively.
This approach is useful because the computational cost of determining rate coe�cients

with He as the projectile is much lower than with p–H2. It is based on the idea that p–
H2( 9 = 0) behaves similarly to a large He atom. Indeed, both species have a spherical
shape, and they are isoelectronic, each having a total of two electrons. The validity
of this approximation has been debated extensively, and it remains unclear under which
conditions it is applicable. However, it strongly depends on the strength of the interaction
between the colliders. A significant di�erence in the interaction strength when considering
He instead of p–H2 will induce notable changes in the PES and, consequently, in the rate
coe�cients. This can be evaluated based on two factors: the nature of the interaction
between the colliders and the dipole moment of the target molecule.

For ions, the interaction between the dipole of the ion and the quadrupole of H2

stabilizes the intermediate complex much more than the dipole-polarizability interaction
present in ion-He interactions. It has also been observed that for light molecules, such
as hydrides, this approximation is not ideal and should only be used temporarily while

1Exceptions can occur in specific cases: ⇢4G < ⇢16 can be encountered for absorption or maser
emission, and ⇢4G > ⇢:8= can be encountered for supra-thermal e�ect or maser emission.
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awaiting more accurate data. For heavier molecules, however, the work of Wernli et al.
(2007) on HC3N showed that the largest discrepancy between HC3N-He and HC3N-p–
H2( 9 = 0) was a factor of 1.5, which is a reasonable agreement considering the di�erences
in computational e�ort between the two systems.

Additionally, if the dipole moment of the target molecule is large, the dipole-quadrupole
interaction between the target and p–H2( 9 = 0) should be significantly stronger than the
dipole-polarizability interaction between the target and He. Therefore, the larger the
dipole moment of the target molecule, the greater the di�erence between the two sets of
rate coe�cients is expected to be.

In the case of CCS, its dipole moment is 2.88 D (Pascoli & Lavendy, 1998), and its
molecular weight is 55.97 amu. When compared to HC3N, for which the approximation
worked reasonably well, its dipole moment is 3.6 D,1 and its molecular weight is 51.01
amu. It is therefore reasonable to assume that if the approximation worked for HC3N,
it could also work for CCS, since CCS is heavier and has a lower dipole moment. Thus,
while the sets of rate coe�cients for the CCS molecule should ideally be extended to the
H2 projectile, the rate coe�cients provided in this work are expected to o�er su�cient
accuracy as a first approximation for the study of CCS in cold molecular clouds.

Therefore, the data sets produced in this thesis have been scaled by the square root
of the ratio between the reduced masses of the k-He and k-H2 collisional systems, which
corresponds to approximately a factor 1.4 for all CCS isotopologues.

The radiative transfer equations were solved as implemented in the radex software
(van der Tak et al., 2007) by assuming a homogeneous spherical medium. Only the CMB
was considered as the background radiation field, with the background temperature set
to ⇢CMB = 2.73 K. The kinetic temperature of the medium was set to 10 K to represent
typical dark molecular clouds, and the line width �a was set to 1 km s�1. The column
density was fixed at � = 1 ⇥ 1013 for all isotopologues, even though, in practice, it should
vary from one isotopologue to the other. However, since the focus is on collisional e�ects
and the influence of volume density, this assumption will not impact the analysis. The
Einstein coe�cients were taken from the CDMS (Müller et al., 2001; Müller et al., 2005;
Endres et al., 2016) and JPL (Pickett et al., 1998) databases.

In Figure 4.1, the excitation temperature ⇢:) (in K) of CCS and CC34S isotopologues
is shown as a function of the 4H2 density (in cm�3) for the most commonly observed �9 !
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Figure 4.1: Excitation temperature (in K) as a function of the H2 density of the gas (in cm�3) for the most
observed � 9 ! �

0
90 transitions of CCS in dark molecular clouds. The excitation temperatures are given

for CCS (black solid lines), CC34S (magenta dashed lines), and for CCS based on the rate coe�cients
produced by Wolkovitch et al. (1997) (black dotted lines, indicated by WLK).

�
0
9
0 transitions of these isotopologues in molecular clouds. The excitation temperatures for

these transitions were also computed using the rate coe�cients provided by Wolkovitch
et al. (1997) for comparison. Indeed, as significant discrepancies were found between
their set of rate coe�cients and ours, the impact of these deviations on the excitation
models—and consequently on the interpretation of observations—should be evaluated.

The excitation temperature obtained for the CCS and CC34S isotopologues, based on
their respective sets of rate coe�cients computed in this work, are nearly identical for
all transitions. This behavior was expected, as both isotopologues exhibit very similar
Einstein coe�cients (that di�er by 11% at best, but most of the Einstein coe�cients
agree within 5%), and only very small variations were observed in the rate coe�cients, as
discussed in Section 3.1.3.
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For three transitions–34 ! 23 (left upper panel), 33 ! 22 (left lower panel), and
43 ! 32 (right lower panel)– the typical behavior of the ⇢:) with 4H2 is followed. In the
low-density regime, ⇢:) = ⇢CMB. As the density increases, the system enters the non-
LTE regime, where ⇢:) increases until it reaches the LTE regime, where ⇢:) = ⇢⇠<4. The
non-LTE regime occurs between 103-105 cm�3 for the 34 ! 23 and 43 ! 32 transitions,
and between 103-106 cm�3 for the 33 ! 22 transition. As the typical density ranges of
dark molecular clouds if of 103-105 cm�3, interpreting observations of these emission lines
in such media likely requires detailed excitation models and accurate collisional data for
proper interpretation.

For the 12 ! 01 (right upper panel), the excitation temperature exhibits a peculiar
behavior within the non-LTE regime known as a maser (microwave amplification by stim-
ulated emission of radiation) e�ect. This is characterized by a strong variation in the
excitation temperature, which can exceed the kinetic temperature of the medium and
drop to negative values over a narrow density range. This behavior is explained by a pop-
ulation inversion and could result in an exceptionally bright emission line. Apart from
detailed excitation models with accurate collisional data, no other approach accounts for
such e�ects. The maser e�ect in the 12 ! 01 emission is expected to be observable in
dark molecular clouds, as it covers the 103-106 cm�3 density range, which encompasses
the typical densities of these clouds.

The excitation temperatures of CCS calculated with the rate coe�cients from this
work, compared to the excitation temperature computed with the data provided by
Wolkovitch et al. (1997), show some deviations. For the 33 ! 22 (left lower panel),
and 43 ! 32 (right lower panel) transitions, the deviations reach up to 1 K in the 104-105

cm�3, which matches with typical dark molecular cloud densities. For the 33 ! 22 tran-
sitions, the ⇢:) derived using Wolkovitch et al. (1997)’s data is higher, while the opposite
tendency occurs for the 43 ! 32 transition. Therefore, predicting how these ⇢:) di�er-
ences will a�ect CCS modeling in molecular clouds is challenging. The most significant
di�erence is that the maser e�ect in the 12 ! 01 transition is not reproduced when using
Wolkovitch et al. (1997)’s rate coe�cients.

The two most commonly used lines in the radiative transfer models of CCS from
previous studies are the 34 ! 23 transition, which is very intense and systematically
detected, and the 12 ! 01 transition. For the 34 ! 23 transition, di�erences in ⇢:) can
be up to 0.7 K, while for the 12 ! 01 transition, discrepancies in ⇢:) can reach up to
three orders of magnitude, as the maser e�ect is not reproduced when using the data
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from Wolkovitch et al. (1997). Since these two lines are the most frequently detected,
determining CCS column densities often relies on them (Saito et al., 1987; Fuente et al.,
1990; Suzuki et al., 1992; Wolkovitch et al., 1997). Therefore, due to strong discrepancies
between the ⇢:) values obtained with accurate and approximate data sets, using these
lines with the approximate rate coe�cients may lead to inaccuracies in determining the
physical conditions under which CCS is detected.

The analysis of the ⇢:) for the four most commonly observed transitions of CCS obser-
vations revealed that it is essential to model CCS spectra using detailed excitation models
and accurate collisional data. Nevertheless, as discussed in Section 3.1.3, using the same
set of rate coe�cients for the modeling of CCS and CC34S is not expect to impact the
accuracy of their derived column density.

The same analysis of ⇢:) as a function of the H2 density has been conducted for the
13C-bearing isotopologues to evaluate the validity of the LTE assumption. Therefore,
the excitation temperature for the most observed lines of the two 13CCS and C13CS
isotopologues are presented in Figure 4.2. Unlike the main isotopologues, the spectra of
13C-bearing isotopologues have typically been interpreted using the LTE assumption or
the rotational diagram method, which is a pseudo-LTE approach. This is justified by
the lack of collisional data for either of the CCS isotopologues before the data produced
during this thesis work.

The Einstein coe�cients for both isotopologues generally agrees within 20%, but they
can be quite di�erent, with di�erences up to two orders or magnitude for a few transitions.
For the observed transitions, the Einstein coe�cients di�er by about 15%. The Einstein
coe�cients of C13CS being generally higher than those of 13CCS.

The most commonly observed lines are the hyperfine components of the 23 ! 12 (q
= 7/2 – 5/2; 5/2 – 3/2) (upper panels) and 12 ! 01 (q = 5/2 – 3/2; 3/2 – 1/2) (lower
panels) transitions. The excitation temperatures of both 13CCS (in blue) and C13CS (in
green) isotopologues are shown. As they exhibit very similar behavior and values for all
transitions, which was expected given their similar sets of rate coe�cients as discussed in
Section 3.1.3, all following conclusions hold for both 13C-bearing isotopologues.

For the two hyperfine components of the 23 ! 12 transition (q = 7/2 – 5/2; 5/2 –
3/2), a small supra-thermal e�ect is observed. This e�ect is characterized by an exci-
tation temperature that slightly exceeds the kinetic temperature before thermalization.
The excitation temperature in the supra-thermal e�ect reaches about 11 K. This e�ect

143



Partie , Chapter 4 – Astrophysical applications

 n
H

2

 (cm-3)

100 102 104 106 108

0.5

0.75

1 2
3
  1

2

 F = 7/2 - 5/2

13CCS

C13CS

100 102 104 106 108

0.5

0.75

1 2
3
  1

2

 F = 5/2 - 3/2

100 102 104 106 108
-4

-2

0

2

4

1
2
  0

1

 F = 5/2 - 3/2

100 102 104 106 108
-4

-2

0

2

4

1
2
  0

1

 F = 3/2 - 1/2

Figure 4.2: Excitation temperature (in K) as a function of the H2 density of the gas (in cm�3) for the
most observed hyperfine components (F–F’) of the � 9 ! �

0
90 transitions of 13C-bearing isotopologues of

CCS in dark molecular clouds. The excitation temperatures are given for 13CCS (blue solid lines), C13CS
(green dashed lines).

could be observed, as it occurs in the density range of 4H2 2 [104, 105] cm�3, which
is the typical density range of molecular clouds. Such e�ects, similar to maser e�ects,
can only be accounted for if collisional data are employed. Within the two hyperfine
components, the excitation temperatures behave very similarly, with a maximum devi-
ation of 0.1 K between the excitation temperatures of the two hyperfine components of
the same fine-structure transition.Therefore, assuming the same excitation temperature
for both hyperfine components is expected to be a good approximation and should not
significantly impact the modeling of this transition.

More importantly, the hyperfine components of the 12 ! 01 transition (q = 5/2 –
3/2; 3/2 – 1/2) exhibit maser e�ects in the 103-106 cm�3 density range. This has also
been observed for this fine transition in the CCS and CC34S isotopologues, as shown in
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Figure 4.1. These findings suggest that using the LTE approximation to model the spectra
of the 13C-bearing isotopologues of CCS would lead to inaccurate abundance estimates.

Therefore, for an accurate interpretation of the emission lines of the 13CCS and C13CS
isotopologues, reliable excitation models based on accurate collisional data are required.
This underscores the importance of using robust collisional rate coe�cients and detailed
excitation models to derive precise column densities for CCS isotopologues in molecular
clouds. Nevertheless, as discussed in Section 3.1.3, using the same set of rate coe�cients
for the modeling of 13CCS and C13CS is not expect to impact the accuracy of their derived
column density.

4.2.2 Impact on the Brightness Temperature

The e�ect of the rate coe�cients produced by Wolkovitch et al. (1997) on the brightness
temperature ⇢� of CCS lines can be investigated. As the ⇢� can be compared to equiv-
alent observational data, this is the most direct way to evaluate the impact of the rate
coe�cients on the derived molecular column density.

In Figure 4.3, the brightness temperatures ⇢� of all �9 ! �
0
9
0 observed emission lines

by Fuentetaja et al. (in prep.), along with the 12 ! 01 transition, are exhibited.2

The media is assumed to be a uniform homogeneous sphere, and the calculations were
performed using the radex software (van der Tak et al., 2007). The set of physical
parameters {⇢ , �V�# , 4gas} has been chosen as determined from the analysis of CCS emis-
sion spectra in Taurus Molecular Clouds 1 (hereafter TMC-1) at the cyanopolyyne peak
(noted, CP) by Fuentetaja et al. (in prep.). Thus, the kinetic temperature have been fixed
at 10 K, the H2 density at 1.3 ⇥ 104 cm�3, CCS column density at 3.4 ⇥ 1013 cm�2, and
the linewidth �a at 0.6 km s�1. The excitation models are based on the set of accurate
rate coe�cients computed in this thesis work, the set of approximate rate coe�cients
produced in the work of Wolkovitch et al. (1997), as well as based the LTE assumption.3

First, the agreement between the brightness temperatures calculated with LTE and
non-LTE models is discussed. Generally, the agreement between brightness tempera-
tures computed with the LTE and non-LTE models—based on either the rate coe�cients

2The 12 ! 01 @22.344 GHz emission cannot be detected by the Yebes 40m telescope due to its
frequency range limitations, but it has been observed by other telescopes, such as the Green Bank
Telescope (GBT) and the Nobeyama Radio Observatory (NRO).

3The LTE assumption was simulated by multiplying the set of rate coe�cients by a large factor of
106 to ensure that collisions dominate and ⇢4G = ⇢:8= for all transitions.
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Figure 4.3: Brightness temperatures ⇢⌫ (in K) as a function of the � 9–�
0
90 observable lines. The tempera-

tures are obtained using the LTE approximation (green triangles), based on the rate coe�cients computed
in this work (black circles), and based on the rate coe�cients from Wolkovitch et al. (1997) (red crosses).
The physical parameters used are those from the observations of TMC-1 (CP) by Fuentetaja et al. (in
prep.).

produced in this work or those from Wolkovitch et al. (1997)—is better for dominant
transitions, i.e., for transitions where ⇢� is the largest. This is explained because these
lines are the closest to LTE, with excitation temperature > 6 K. Additionally, the LTE
approximation tends to overestimate the brightness temperatures ⇢� of the lines, meaning
that this approximation will tend to underestimate the abundance of CCS. Indeed, if the
value computed based on our data is considered as the refrence value, LTE models would
need to reduce the number of CCS molecules to match the reference ⇢�. Furthermore,
the higher the fine-structure levels involved in the transition, the larger the deviation be-
tween LTE and non-LTE brightness temperatures, with di�erences exceeding one order of
magnitude. For all transitions, the brightness temperatures predicted by the LTE model
are generally around 1 K, except for the 76 ! 66 and 87 ! 77 transitions for which
the Einstein coe�cients are particularly low (⇠ 10�7 s�1). In contrast, when non-LTE
models are employed, the brightness temperatures for the di�erent lines span four orders
of magnitude. This shows that LTE approximation will tend to consider a wide spread
distribution among the energy levels, while the non-LTE distribution of the population
will be more focused on few levels.

The agreement between the two sets of brightness temperatures calculated using non-
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LTE models is significantly better than the agreement for temperatures computed under
the LTE assumption. The non-LTE models exhibit similar ⇢� for all transitions, which
usually di�er by less than a factor of 1.5, except for the 12 ! 01, 76 ! 66 and 87 ! 77

transitions. Additionally, the ⇢� based on Wolkovitch et al. (1997) data are sometimes
higher and sometimes lower than those estimated from the data produced in this work,
making it di�cult to predict their impact on column density estimation. However, for
dominant transitions, the brightness temperatures derived from Wolkovitch et al. (1997)
are generally lower, suggesting a tendency to overestimate the column density of CCS.
Indeed, an increased number of CCS molecules would lead to a higher brightness temper-
ature.

As expected, the brightness temperature of the 12 ! 01 transition, anticipated to be
the brightest with ⇢� = 4.7 K, is not well reproduced by either the LTE model or the non-
LTE model based on the data of Wolkovitch et al. (1997). The brightness temperature of
this transition is 2.5 times higher when using the accurate collisional data produced in this
work, compared to its intensity when the rate coe�cients from Wolkovitch et al. (1997)
are employed. It is four times lower when the LTE model is used. This discrepancy is
explained by the fact that this transition, as shown in Figure 4.1, exhibits a maser e�ect
that the rate coe�cients produced by Wolkovitch et al. (1997) or the LTE approximation
fail to reproduce.

For all transitions, deviations between the brightness temperatures computed with
di�erent models are observed. The use of the LTE approximation results in the most
significant deviations and is expected to be insu�cient for providing reliable abundances of
CCS in molecular clouds. Additionally, some deviations observed between the brightness
temperatures calculated using Wolkovitch et al. (1997) data and those derived from our
data are quite significant, especially for the 12 ! 01 transition, which is anticipated to be
one of the brightest lines. Therefore, robust modeling of CCS in dark molecular clouds
requires the use of non-LTE models that rely on detailed excitation models and accurate
collisional data. Otherwise, the brightness temperature, which can then be compared to
equivalent observational data, cannot be properly interpreted.

4.2.3 Revision of CCS Abundances in TMC-1 (CP)

The new CCS rate coe�cients have been employed to model new observations of CCS
and its isotopologues in TMC-1 in a collaboration with R. Fuentetara, Dr. Marcelino
Agúndez, and Pr. José Cernicharo from the Instituto de Física Fundamental. As a result
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Figure 4.4: Taurus Molecular Cloud observed by ESA’s Herschel Observatory in the far-IR and sub-mm
wavelengths between 2009 and 2013. The darker, blue-hued areas correspond to colder, less dense regions
of the cloud, while brighter, red-hued regions are the densest environment, where the star-forming activity
is the most intense. Credits: ESA/Herschel/NASA/JPL-Caltech, CC BY-SA 3.0 IGO; Acknowledgment:
R. Hurt (JPL-Caltech).

of this collaboration, a paper will be submitted to a peer-reviewed journal (Fuentetaja
et al., in prep.).

Dark molecular clouds are self-gravitating molecular clouds that are very opaque to
visible light, which is why they are depicted as ’dark’: visible light is completely scat-
tered and absorbed by the dust within the cloud. Consequently, these clouds are observed
using infrared and radio telescopes. To understand the processes leading to planet and
star formation within these clouds, their initial physical and chemical conditions must be
investigated. TMC-1, shown in Figure 4.4, is a nearby (140pc ; Onishi et al. (2002)) well
studied dark molecular cloud complex located in the Taurus Constellation. It is thought
to be an early stage cloud, estimated to be a few million years old.

The observational data employed in our work are part of the QUIJOTE project (Cer-
nicharo et al., 2022), a spectral line survey of TMC-1 (CP) in the Q-band carried-out
with the Yebes 40m telescope. The line identification was performed using the madex

148



4.2. The New Rate Coe�cients to Study the Chemistry of CCS

�V�# (in cm�2) Model Ref.

CCS

8 ⇥ 1013 rot. diag. (⇢c�' = 6 K) Saito et al. (1987)
3.9 ⇥ 1013 rot. diag. (⇢c�' = 7 K) Fuente et al. (1990)
1.26 ⇥ 1014 rot. diag. (⇢c�' = 4.19 K) Gratier et al. (2016)
2.3 ⇥ 1013 LVG Fuente et al. (1990)
6.6 ⇥ 1013 LVG Suzuki et al. (1992)
3.4 ⇥ 1013 LVG Fuentetaja et al. (in prep.)

CC33S 3.5 ⇥ 1011 LVG Fuentetaja et al. (in prep.)
CC34S 1.5 ⇥ 1012 LVG Fuentetaja et al. (in prep.)
13CCS 8.4 ⇥ 1010 LVG Fuentetaja et al. (in prep.)
C13CS 5.7 ⇥ 1011 LVG Fuentetaja et al. (in prep.)

Table 4.1: Column densities (in cm�2) of CCS isotopologues in TMC-1 (CP) derived from interpretation
of observations. The model indicated as "rot. diag." refers to the rotational diagram approach (Blake
et al., 1987; Bockelee-Morvan et al., 1994), assuming a single excitation temperature for all transitions.

catalog (Cernicharo et al., 2012), and complementary data were taken from the CMDS
(Müller et al., 2001; Müller et al., 2005; Endres et al., 2016), and JPL (Pickett et al.,
1998) catalogs. The emission lines have been modeled using a LVG approach, which ba-
sic principle have been described in Section 4.1. A kinetic temperature of 10 K, and a
linewidth �a of 0.6 km s�1 have been set for all emission lines of all CCS isotopologues.
The rate coe�cients computed for CCS isotopologues in collisions with He ⇠k-He in this
work were adapted using Equation (4.14) to infer the rate coe�cients with the p–H2( 9 =
0) projectile.

The column densities of CCS isotopologues have been determined based on a l
2 anal-

ysis of the fine and hyperfine emission lines detected for each isotopologue. A summary
of the column densities evaluated for CCS isotopologues in TMC-1 (CP) can be found in
Table 4.1. The estimated column densities of CCS from previous work are also presented.
The model employed for the interpretation of observations is specified, along with the
assumed excitation temperature for all transitions when applicable.

To the best of my knowledge, the column density of no secondary isotopologues of
CCS has been reported to date. Therefore, the discussion about the impact of the LTE
assumption and approximate collisional data on the evaluation of CCS isotopologues’ col-
umn densities will solely focus on the main isotopologue. Unfortunately, the observations
conducted in the work of Wolkovitch et al. (1997) were directed towards the deuterium
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peak of TMC-1 [noted as TMC-1 (D)], which is a di�erent region than the one probed
during our survey. Therefore, the e�ect of the new data on the column densities cannot
be directly assessed.

The column densities of CCS in TMC-1 (CP) can vary by over a factor of five de-
pending on the studies (Saito et al., 1987; Fuente et al., 1990; Suzuki et al., 1992; Gratier
et al., 2016; Fuentetaja et al., in prep.). The value deduced in this work is among the
lowest and will be considered the reference for this discussion. Indeed, it is based on the
most sensitive spectral survey and the accurate radiative transfer model, utilizing the LVG
approach and the accurate collisional rate coe�cients produced in this thesis. Therefore,
the column density of CCS is evaluated as �CCS = 3.4 ⇥ 1013 cm�2 in TMC-1 (CP).

From the column density of CCS reported in Table 4.1, it can be noticed that the use
of the rotational diagram approach tend to overestimate the abundance of CCS in TMC-1
(CP) (Saito et al., 1987; Fuente et al., 1990; Gratier et al., 2016). In the work of Fuente
et al. (1990), they derived CCS column density based on both the rotational diagram
approach and the LVG model using an approximate set of collisional rate coe�cients.
The column density of CCS they derived was reduced by almost a factor of two when the
LVG approach was employed. However, it is interesting to note that the value derived
under the LTE assumption is actually the closest to the reference, with the values di�ering
by less than 15%.

Moreover, Gratier et al. (2016) based their analysis on the observations of Kaifu et
al. (2004) and derived the excitation temperature of CCS using the rotational diagram
approach based on eight transitions. However, the CCS abundance was overestimated
by almost a factor of four, which shows that even using multiple lines, the rotational
diagram approach fails to reproduce the accurate column densities of the CCS molecule.
This discrepancy is explained by the fact that many non-LTE e�ects a�ect the emission
lines of CCS, so a unique ⇢:) for all transitions cannot accurately represent the actual
distribution of the populations among the energy levels. The column density they derived
is, however, the suggested one by the ISA database.4 This highlights that this pseudo-
LTE approach cannot accurately reproduce the abundance of CCS in TMC-1 (CP) and
probably in other molecular clouds, as discussed in Section 4.2.1.

The column densities derived using the LVG approach vary less. The column density
proposed by Suzuki et al. (1992) is almost twice as large as the one found in this work,
while the one derived by Fuente et al. (1990) is lower by a factor of 1.5. However, these two

4https://isa.astrochem-tools.org
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studies were expected to yield similar results, as they employ the same approach to derive
the set of CCS rate coe�cients using the LVG method. This discrepancy is explained
by the fact that the study of Fuente et al. (1990) is based on the 34 ! 23 line because
the observations were done using the Yebes telescope 13.7 m,2 while Suzuki et al. (1992)
observations were done with NRO, and also included the 12 ! 01 line in their analysis.5

However, this line has been found to exhibit a maser e�ect that is not reproduced with
the approximate set of collisional data, as discussed in Section 4.2.1.

This suggests that employing accurate sets of CCS rate coe�cients in future observa-
tions of CCS in other regions of TMC-1 or in other dark molecular clouds could signifi-
cantly revise its abundance in these environments.

For secondary CCS isotopologues studied in this work (13CCS, C13CS, CC33S and
CC34S), a comparison between column densities with previous studies was not possible.
For 13CCS, C13CS, only abundance ratios have been reported, and the comparison is done
further in the manuscript in the context of the 13C-anomaly; the column density of CC34S
has never been documented to the best of my knowledge, and this study represents the
first detection of CC33S. However, CCS and its isotopologues have been found to be very
sensitive to non-LTE e�ects, and it thus strongly recommended to employ accurate rate
coe�cients to interpret their emission spectra. Nevertheless, the e�ect of the isotopologue-
specific rate coe�cients on the brightness temperature has been found to be weak, as
further discussed in Godard Palluet & Lique (2023b) presented in Appendix A.3.

4.2.4 Impact on the Chemistry of CCS

The Formation Paths of CCS

The primary formation pathway of CCS was proposed by Smith et al. (1988) to occur
via acetylene (C2H2) following Reaction (4.15). It has since been adopted as the main
mechanism in chemical models (Millar & Herbst, 1990).

S+ + C2H2 ! HC2S+ + H, (4.15)

! HC2S+ + e� ! CCS + H.

Additional formation pathways were proposed by Suzuki et al. (1992) [Reaction (4.16)],
and by Yamada et al. (2002), who performed ab initio calculations for Reactions (4.17) –

5They employed the NRO telescope, so they can detect the 12 ! 01 @22.344 GHz emission line.
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(4.23).

S+ + CCH ! CCS+ + H, (4.16)

! CCS+ + H2 ! HCCS+ + H,

! HCCS+ + e� ! CCS + H,

CCH + S ! CCS + H, (4.17)

SH + C2 ! CCS + H, (4.18)

CH + CS ! CCS + H, (4.19)

C + HCS ! CCS + H, (4.20)

CH + HCS ! CCS + H2, (4.21)

C2 + HCS ! CCS + H2, (4.22)

C2 + H2S ! CCS + H2. (4.23)

In their work, Yamada et al. (2002) emphasized on the importance of using all forma-
tion paths, as they are all possible at the low temperatures of cold molecular clouds. To
date, however, the temperature-dependent rate constants and branching ratios for none of
these reactions are known, so it is di�cult to assess which paths are the most important.

The 13C-Anomaly

The 13C anomaly refers to a phenomenon where two non-equivalent 13C-bearing isotopo-
logues, such as 13CCS and C13CS, exhibit di�erent abundances. This was first identified
by Sakai et al. (2007), who observed significant di�erences between the line intensity of
the two 13CCS and C13CS isotopologues in TM-1 (CP), as illustrated Figure 4.5a. The
phenomenon has also been noted in the work of Fuentetaja et al. (in prep.) toward the
same region of TMC-1, as illustrated in Figure 4.5b.

Two hypotheses have been proposed to explain the origin of the anomaly: either
C13CS is significantly more abundant than 13CCS due to the chemistry of CCS, or the
two isotopologues experience di�erent excitation conditions, influenced by distinct sets
of rate coe�cients, resulting in very di�erent line intensities. It is also possible that the
reality lies somewhere between these two hypotheses.

The second hypothesis was investigated in this thesis, and it was concluded in Sec-
tion 3.1.3 that the sets of rate coe�cients for 13CCS and C13CS are very similar. Addi-
tionally, Section 4.2.1 demonstrated that both isotopologues undergo the same excitation
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(a) Line intensities of C13CS and 13CCS from Sakai et al. (2007)

(b) Line intensities of C13CS and 13CCS from Fuentetaja et al. (in prep.)

Figure 4.5: C13CS (left panels) and 13CCS (right panels) observed hyperfine components of the (a) � 9

= 12 – 01 transitions by Sakai et al. (2007) (b) � 9 = 23 – 12 transitions by Fuentetaja et al. (in prep.).

conditions. Thus, the anomaly cannot be compensated or amplified by collisional e�ects.
Consequently, the 13C anomaly likely originates from the molecule’s chemistry.

To investigate the chemistry of CCS based on this anomaly, the first step is to de-
termine the abundance ratio between the two species. Sakai et al. (2007) derived this
ratio from the integrated intensities of the �9 = 12 - 01 hyperfine components, and they
determined an abundance ratio of [C13CS]/[13CCS] = 4.2 ± 2.3. This was the first time
such a large disparity in the abundance of two 13C isotopic species of the same molecule
had been observed. It was particularly surprising given that the main formation path of
CCS was still thought to be Reaction (4.15), which should produce both isotopologues in
a 1:1 ratio, as acetylene is a symmetric molecule.
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In their work, Sakai et al. (2007) reconsidered all formation pathways of CCS and
ruled out any reactions that would result in a 1:1 ratio of 13CCS and C13CS. As a result,
reactions involving symmetric molecules such as C2H2 or C2—namely Reactions (4.15),
(4.18), (4.22), and (4.23)—were excluded. The remaining potential formation pathways
were Reactions (4.16), (4.17), (4.19), (4.20), and (4.21). However, reactions involving HCS
were also ruled out due to the low interstellar abundance of HCS, which is insu�cient
to be the parent molecule of a widespread species like CCS. Thus, only Reactions (4.16),
(4.17), (4.19) remained.

For the reactions involving CCH, the formation of the two 13C-bearing CCS isotopo-
logues should occur as

13CCH + S ! C13CS + H, (4.24)

C13CH + S ! 13CCS + H. (4.25)

However, since the [C13CH]/[13CCH] abundance ratio is greater than unity [estimated
as 1.6 ± 0.4 by Sakai et al. (2010)], 13CCS should be favored over C13CS. Thus, if Reactions
(4.17) and (4.16) were to be significant formation paths for CCS, the 13C-anomaly in CCH
should compensate for the 13C-anomaly in CCS. Therefore, only Reaction (4.19) remains,
which proceeds as

CH + 13CS ! C13CS + H, (4.26)
13CH + CS ! 13CCS + H, (4.27)

leading to the two non-equivalent 13C-based isotopologues of CCS.
Both CH and CS are known to be abundant in TMC-1, making this a plausible forma-

tion path for CCS. However, to explain such a large abundance ratio between 13CCS and
C13CS, 13CH needs to be significantly diluted compared to 13CS, thus favoring Reaction
(4.26) over Reaction (4.27).

The Interconversion Solution

To fully understood this 13C-anomaly in CCS, it needs to be noticed that C13CS is more
stable than 13CCS by 18.9 K, as illustrated in Figure 4.6.

Another possible explanation for the 13C-anomaly involves exchange reactions that
could swap the positions of the two carbon atoms, thereby favoring the formation of

154



4.2. The New Rate Coe�cients to Study the Chemistry of CCS

Figure 4.6: Diagram representing the relative stability of CCS, 13CCS, and C13CS. The relative energy
are given are zero-point energy di�erence, accounting for anharmonic corrections, computed at the M06-
2X/aug-cc-pVTZ level of theory by Talbi (2018).

C13CS, the more stable isotopologue. Furuya et al. (2011) proposed an exchange reaction
catalyzed by H atoms, as follows

13CCS + H ⌦ C13CS + H + �� , (4.28)

where �� represents the di�erence in zero-point energy (hereafter, ZPE) between the two
isotopologues. The ZPE represents the energy di�erence between the lowest energy of the
electronic states and the energy of the ground vibrational state. It is evaluated as the
di�erence between the minimum of the potential well and the dissociation energy. This
concept is illustrated in Figure 4.7.

This interconversion reaction would convert the less stable isotopologue (13CCS) into
the more stable one (C13CS), but only if no activation barrier is present. Indeed, as the
media under consideration are cold dark molecular clouds, any activation barrier would
be di�cult to be overcome. Fortunately, Talbi (2018) studied this reaction and found
that it proceeds without an activation barrier, following the path shown in Figure 4.8.

Talbi (2018) found Reaction (4.28) to be exothermic, with �� = 18.9 K. They con-
cluded that this reaction should consume the 13CCS into C13CS, thereby confirming the
hypothesis of Furuya et al. (2011).
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Figure 4.7: Schematic representation of the Zero-Point Energy (ZPE). �0(AB) represents the energy of
the AB molecule in its ground vibrational state; �0(A) and �0(B) represent the energy of each individual
monomers A, and B. The dissociation energy is defined as ⇡0 = �0(AB) - �0(A) - �0(B); the binding
energy ⇡4 is given as the energy di�erence between the the bottom of the potential well and the individual
monomers A + B. Finally, the ZPE = ⇡4 - ⇡0.

Figure 4.8: Energy profile of the H + CCS reaction calculated at the RCCSD(T)/aug-cc-pVQZ//M06-
2X/aug-cc-pVTZ level of theory, taken from Talbi (2018). The relative energies corrected for the ZPE
are given in kcal mol�1.

The interconversion has also been suggested to occur through collisions with carbon or
sulfur atoms (Sakai et al., 2007; Sakai et al., 2010). However, since hydrogen is much more
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abundant, the interconversion involving CCS and H is more likely to have a significant
impact on the abundances of 13CCS and C13CS.

If the exchange reaction (4.28) is indeed governing the chemistry of the 13C-based
isotopologues of CCS, it implies that thermodynamics, rather than kinetics, is driving
the chemistry of CCS. Consequently, the abundance ratio between the two isotopologues
should be expressed as follows

[C13CS]
[13CCS]

= exp
✓
��

⇢

◆
, (4.29)

with ⇢ the temperature of the media; �� = ZPE(13CCS) - ZPE(C13CS) the energy dif-
ference between the ZPE of the two isotopologues.

Recent observations by Fuentetaja et al. (in prep.) in the same region as Sakai et al.
(2007) led to a revision of the [C13CS]/[13CCS] ratio using the column densities provided
in Table 4.1. The revised abundance ratio in TMC-1 (CP) is now 6.79, significantly
larger than the prediction by Sakai et al. (2007). Since both isotopologues experience
the same excitation conditions, the integrated intensity method used by Sakai et al.
(2007) should be equivalent to the column density method, as discussed in Appendix A
of Cernicharo et al. (2021) (which is also true for the observations in Fuentetaja et al. (in
prep.)). Thus, the discrepancy between the two measurements can be attributed to the
substantial advancements in observational facilities over the past 15 years.

If Equation (4.29) is employed to evaluate this abundance ratio in TMC-1 (CP) where
the temperature is of 10 K, then

[C13CS]
[13CCS]

=
� (C13CS)
� (13CCS)

= 6.79 ± 0.7; [C13CS]
[13CCS]

= exp
✓
��

⇢

◆
= 6.62. (4.30)

The agreement between the abundance ratio predicted by the thermodynamics of CCS
chemistry and the observed abundance ratio derived from the column densities of C13CS
and 13CCS—using a sensitive survey and a robust LVG model based on the accurate rate
coe�cients computed in this thesis—suggests that the 13C-anomaly of the CCS isotopo-
logues has finally found a satisfying solution.
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The Anomaly in Chemical Models

The most recent model attempting to reproduce the carbon fractionation in molecular
clouds was conducted by Loison et al. (2020). In their work, they developed a new gas-
grain model with updated 13C fractionation reactions. This model considers Reaction
(4.17) as the main formation path of CCS and accounts for the 13C exchange reaction
catalyzed by the H atom [Reaction (4.28)], assuming �� = 18 K.

Their chemical model predicts the [C13CS]/[13CCS] ratio to be less than a factor of two
in TMC-1 (CP); however, the observed abundance ratio between the two isotopologues
is approximately a factor of seven. They expect to correct their model by reducing the
e�ciency of the CCH + S pathway [Reaction (4.17)] while increasing that of the CH +
CS [Reaction (4.19)] formation pathway. Indeed, as mentioned earlier, the anomaly in
CCH should favor 13CCS over C13CS, which is the opposite behavior of what is observed.
However, these adjustments may not be su�cient to account for the anomaly, given that
the revised [C13CS]/[13CCS] abundance ratio provided in this work is even larger than
that of Sakai et al. (2007), which they attempted to reproduce.

To correct this behavior in chemical models, a few things could be tried. First, using
the �� = 18.9 K (instead of 18 K), as computed by Talbi (2018) might help improving
the observed [C13CS]/[13CCS] abundance ratio. Also, the formation path of CCS through
Reaction (4.17) is probably only a minor production path of CCS and should be much
less e�cient than the exchange Reaction (4.28). Considering other catalyst for the inter-
conversion (C or S atoms or cations) are not expected to solve this issue as, even if the
reactions were found to be much faster (with C+ or S+ ions for example), these species
are significantly less abundant than H atoms, and it has not been proven that they do
not occur without an activation barrier, contrary to Reaction (4.28).

4.2.5 What About Other 13C-Anomaly?

While CCS is a particular case with a notably large observed abundance ratio between
its two 13C-bearing isotopologues, other molecules also exhibit this 13C-anomaly. These
include CCH, C3S, and c–C3H2, which present the largest anomaly.6 If the interconversion
is the solution for all these molecules, then their observed abundance ratios and estimated
values based on Equation (4.29), as represented in Figure 4.9, should match perfectly.

6HC3N and C4H could also be added to the list, but the anomaly is less significant so they are
excluded from this analysis.
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Figure 4.9: Abundance ratio of 13C-based isotopologues of CCS, CCH, C3S and c–C3H2 based on ob-
servations of TMC-1 (CP) (black circles) and L483 (black crosses) and ZPE energy di�erences (blue
diamonds). The �� for CCH, CCS, C3S and c–C3H2 have been taken from Sakai et al. (2010), Talbi
(2018), Sakai et al. (2007), and Loison et al. (2020), respectively. The observed abundance ratio for CCH,
CCS, C3S, and c–C3H2 have been taken from Sakai et al. (2010), Fuentetaja et al. (in prep.), Sakai et al.
(2013) and Agúndez et al. (2019). Observations made through TMC-1 (CP) are denoted by black circles,
and through L483 are denoted by black crosses.

In Figure 4.9, the agreement between the observed isotopic ratio and the one evaluated
from ZPE di�erences is good for some molecules, but large discrepancies can also be
observed. For CCS, CCH, c–C3H2, and one of the isotopic ratio of C3S, the agreement is
good, so the interconversion could be the solution of the anomaly. However, for two C3S
isotopic ratio, the discrepancies indicates that the solution might be somewhere else.

CCH

In the work of Sakai et al. (2010), the abundance ratio of [C13CH]/[13CCH] = 1.6 ± 0.4
in TMC-1 (CP). To justify this anomaly, Sakai et al. (2010) proposed the interconversion
solution as

13CCH + H⌦ C13CH + H + �� , (4.31)

with �� = 8.1 K (Furuya et al., 2011).
The agreement between the observed abundance ratio reported by Sakai et al. (2010)

and the calculated values using Equation (4.29) is quite good, with a deviation of ap-
proximately 40%. This suggests that exchange reactions could explain the 13C anomaly
in CCH.
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(a) c-13C\CHCH (b) c-C\13CHCH (c) c-C\CH13CH

Figure 4.10: Representation of the isotopologues of c–C3H2, noted c-C\CHCH, with C\ the carbon
without hydrogen atoms, namely (a) c-13C\CHCH (b) c-C\13CHCH, and (c) c-C\CH13CH. Note that
(b) and (c) are equivalent, so only c-C\13CHCH is used in the text.

The observed abundance ratio provided by Sakai et al. (2010) was evaluated based
on the assumption that 13CCH and C13CH were undergoing the same excitation condi-
tions. However, new hyperfine-structure resolved rate coe�cients for 13CCH and C13CH
in collision with p–H2 have been produced by Pirlot Jankowiak et al. (2023b), revealing
a global deviation of about 30% in the rate coe�cients between the two isotopologues.
Therefore, the abundance ratio between these isotopologues is expected to be revised if
these new data are employed in reliable radiative transfer models. This could lead to
either improved or worsened agreement between the observed abundance ratio and the
one derived from ZPE di�erences, making it di�cult to draw strong conclusions about
the origin of the 13C anomaly in CCH.

c–C3H2

For c–C3H2, the three 13C isotopologues are represented in Figure 4.10 and will be noted
c-C\CHCH, where the carbon without hydrogen atom attached to it is indicated as C\.
The two c-C\13CHCH and c-C\CH13CH isotopologues are strictly equivalent. Therefore,
the [c-13C\ CHCH]/[c-C\13CHCH] obtained from Equation (4.29) was divided by two
to account for the fact that the interconversion can lead to both isotopologues in an
equivalent manner.

For this molecule, the observed abundance ratio in L483 [c-13C\ CHCH]/[c-C\13CHCH]
= 4.23 ± 0.1 according to Agúndez et al. (2019).

In the work of Loison et al. (2020), they suggest that the 13C-anomaly could be
explained by an interconversion reaction occurring as

H + c-13C\CHCH ⌦ H + c-C\13CHCH + �� , (4.32)
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with �� = 26 K (Loison et al., 2020).
The value of the [c-C\13CHCH]/[c-13C\CHCH] abundance ratio calculated from Equa-

tion (4.29) reproduces the observed ratio by slightly more than a factor 1.5. The di�erence
between the observed value and the one inferred from ZPE di�erences is moderate, and
it is possible that a revision of the isotopologue abundances using more sophisticated
approaches (such as LVG with accurate collisional data) would yield to an improved
agreement between the two values. Therefore, the interconversion reaction could explain
the 13C anomaly in c–C3H2, suggesting that the chemistry of c–C3H2 might be governed
by thermodynamics. However, there is currently no evidence that Reaction (4.32) is
barriereless.

C3S

The observed abundance ratio for C3S isotopologues have been taken from observations
of Sakai et al. (2013), who detected all three isotopologues, and of Fuentetaja et al. (in
prep.), which observed 13CCCS and C13CCS isotopologues only. Indeed, the CC13CS
isotopologue could not be detected by Fuentetaja et al. (in prep.) because of the near
coincidence between the rotational constant of C3S and CC13CS. Thus, their transitions
di�er by less than 0.1 MHz, which is not resolved in the QUIJOTE data.

The [CC13CCS]/[C13CCS] abundance ratio measured by Sakai et al. (2013) agrees well
with the abundance ratio computed using Equation (4.29). However, the two other abun-
dance ratio [CC13CS]/[13CCCS], measured by Sakai et al. (2013), and [C13CCS]/[13CCCS]
measured by Fuentetaja et al. (in prep.), strongly disagree with the predictions based on
the ZPE di�erences.

An explanation for the 13C anomaly in C3S proposed by Sakai et al. (2013) is that the
anomaly in C3 would come from the anomaly in c–C3H2 as they are chemically connected
Reaction (4.33) (Millar & Herbst, 1990)

S+ + (c-C3H2, l-C3H2) ! HCCCS+ + H, (4.33)

! HCCCS+ + e� ! CCCS + H.

The S+ would be more likely to attach the terminal carbon (the one without hydro-
gen). Therefore, if c-13C\CHCH is diluted compared to c-C\13CHCH, then the CC13CS
isotopologues should be the less abundant, which is the opposite of what is observed. In
addition, Reaction (4.33) should lead to an equivalent ratio of CC13CS and C13CCS as
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the two non-terminal carbons (the ones with an hydrogen atom) are equivalent, which
does not corresponds to observations.

Another possible explanation is that the position of the 13C on the carbon chain would
be exchange through interconversion reaction catalyzed by hydrogen atoms as suggested
by Sakai et al. (2013)

13CCCS + H⌦ C13CCS + H + ��1, (4.34)
13CCCS + H⌦ CC13CS + H + ��2, (4.35)

C13CCS + H⌦ CC13CS + H + ��3, (4.36)

with ��1 = 21 K, ��2 = 27 K, ��3 = 6 K, computed using the CCSD(T)-F12b/aug-cc-
pVTZ levels of theory by Sakai et al. (2013).

There is no evidence that these interconversion paths occur without a barrier, or that
they are all equivalent. Indeed, the interconversion could di�er among the isotopologues:
Reaction (4.36) might be barrierless, while Reactions (4.34) and (4.35) could present
an activation barrier. It would explain why the [CC13CCS]/[C13CCS] abundance ratio
measured by Sakai et al. (2013) agrees well with the abundance ratio computed using
Equation (4.29), but not [CC13CCS]/[13CCCS] nor [CC13CCS]/[13CCCS].

Furthermore, the abundance ratio obtained by Sakai et al. (2013) is based on the as-
sumption that all isotopologues undergo the same excitation conditions, and thus could
su�er from some inaccuracies. The [C13CCS]/[13CCCS] from Fuentetaja et al. (in prep.)
was evaluated based on the analysis of CCCS isotopologues column densities using the
LVG approach based on the collisional rate coe�cients of HC3N-p–H2 provided by Faure
et al. (2016b) as the collisional data available for CCCS-He (Sahnoun et al., 2020) were
not covering enough levels of C3S. Therefore, some uncertainties remain in the observed
abundance ratio derived using the LVG approach. However, it is not expected to revised
the abundance ratio by over a factor of two, which would be necessary for the hypothesis
of the interconversion driving 13C anomaly of C3S to hold.

Yet the 13C-anomaly has been found in more and more molecules. The 13C-anomaly
of CCS is the first and the largest to date. Smaller abundance ratio have been observed,
such as for CCH, C3S, and it has also been suggested to be observed for longer carbon-
chains like HCnN (n = 3, 5, 7) and C4H, but to a less extend. These anomaly represents
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great clues on chemical models to constrain the chemistry of these molecules. However,
they are not well understood. In this study, we propose a plausible solution for the 13C
anomaly in CCS.

Currently, the exchange reactions seem to work for molecules where the carbon chain
is composed of only two carbons, like CCS or CCH, or for molecules with only two 13C
configurations, like c–C3H2. For C3S, however, these exchange reactions are not fully
convincing, as they are insu�cient to explain the observed 13C-anomaly. Therefore, it is
suggested that the 13C-anomaly in C3S more likely originates from the molecule’s forma-
tion pathway. Further investigation would require a re-evaluation of the abundance ratios
of these molecules by producing accurate state-to-state rate coe�cients for all isotopo-
logues and using them to reinterpret observations.
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4.3 Cometary Applications: CS in Comae

In this section, the collisional data computed in Section 3.2 are analyzed in the context
of modeling the emission spectra of CS in comae. First, the impact of the new sets of
rate coe�cients on the excitation conditions of CS in comets is investigated. Second, the
di�erences between the sets of rate coe�cients produced for CS and those for cometary
applications in the literature are discussed. Finally, the sensitivity of radiative transfer
models to these sets of rate coe�cients is examined.

4.3.1 Impact of the Gas Composition

In this work, rate coe�cients for CS in collisions with both CO and H2O have been
determined, enabling the study of CS emission spectra from cometary comae at various
heliocentric distances. Comae are often composed of a mixture of CO and H2O in di�erent
proportions, depending on the comet and its heliocentric distance. The objective of this
section is to discuss how gas composition a�ects the population of CS energy levels.
It begins with a comparison of CS-CO and CS-H2O rate coe�cients, followed by an
evaluation of the populations of CS energy levels as a function of gas density, assuming
di�erent CO and H2O mixtures in the coma.

The Rate Coe�cients of CS for Cometary Applications

To assess whether CS emission spectra are sensitive to the gas composition, and whether
both CS-CO and CS-H2O rate coe�cients are necessary for accurately modeling CS emis-
sion spectra in comets, a comparison of the thermalized sets of rate coe�cients is presented
in Figure 4.11.

From Figure 4.11a, where the thermalized rate coe�cients for CS-CO are compared
to those for CS-p–H2O, it is obvious that the excitation of CS is consistently more e�-
cient when induced by collisions with p–H2O than with CO. The rate coe�cients show a
reasonably sparse distribution centered around the line H = 1

2), indicating that the data
for CS-p–H2O are approximately two times larger at both temperatures.

This trend is also observed when comparing the thermalized rate coe�cients for CS-
CO and CS-o–H2O in Figure 4.11b. However, the distribution around the H = 1

2) axis is
much narrower, suggesting that multiplying the CS-CO thermalized rate coe�cients by a
systematic factor of two could provide a good approximation for estimating the CS-o–H2O
data.
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Figure 4.11: Comparison between the rate coe�cients (in cm3 s�1) of CS in collision with H2O (x-axis)
(p–H2O in the left panel and o–H2O in the right panel) and CO (y-axes) at 10 K (magenta cross) and
30 K (black circles).

A common method for approximating the rate coe�cients of target molecule k in
collision with p–H2 from k-He rate coe�cients involves a proportional law based on the
reduced mass of the systems, as shown in Equation (4.14) (Schöier et al., 2005). If this
relation is adapted to estimate CS-p–H2O or CS-o–H2O rate coe�cients from CS-CO data
(or vice versa), it would be expressed as

⇠
k�o/p–H2O '

✓
`k�CO

`
k�o/p–H2O

◆1/2

⇥ ⇠k�CO, (4.37)

with k the target molecule, k�CO the sets of rate coe�cients with CO as a projectile,
and k�o/p–H2O the sets of rate coe�cients with o/p–H2O as a projectile; `k�CO and
`

k�o/p–H2O are the reduced mass of the two collisional systems.
However, the square root of the reduced mass ratio is 1.16, which is insu�cient to

reproduce the observed systematic deviation between the rate coe�cients for CS-CO and
those for CS-o/p–H2O. Hence, this approximation is not appropriate to infer CS-CO rate
coe�cients based on CS-o/p–H2O (and reciprocally).

The Population of CS Energy Levels

To assess the impact of discrepancies between the two sets of CS-CO and CS-H2O rate
coe�cients on the population of CS energy levels, the coupled radiative transfer and SE
equations were solved using the LVG approach implemented in the radex code (van der
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Tak et al., 2007).
In this analysis, the volume densities are considered for pure CO, pure H2O, and two

CO:H2O mixtures with ratios of 0.7:0.3 and 0.3:0.7.
The volume density of the gas 4gas was chosen according to the density range of comae

2 [10�3 , 1013] cm�3, which corresponds to nucleocentric distance c 2 [1 ; 106] km. As the
column density of CS was not directly available in the literature, it was derived from the
column density of CO. In their work, Lupu et al. (2007) estimated the column density of
CO at 1 ⇥ 1014 cm�2 at c ' 1000 km for a CO abundance of 10%. As CS is typically 0.03
to 0.2% of the gas composition (Biver et al., 2023), the column density of CS was set at 1
⇥ 1012 cm�2. The linewidth �a = 2a:)?, with a:)? = 0.51 taken from Roth et al. (2021a)
assuming an isotropic outgassing.

The background radiation field have been taken as the CMB combined with the solar
radiation field. The latter was considered as a diluted blackbody of 5770 K with the
dilution factor , = ⌦B/4", where ⌦B is the solid angle of the Sun at an heliocentric
distance cf of 1 au. Its value was set at ' 6.79⇥10�5 sr (Faure et al., 2020). The Einstein
coe�cients have been taken from the CDMS database (Müller et al., 2001; Müller et al.,
2005; Endres et al., 2016), and the collisional rate coe�cients for CS-CO and CS-H2O
are the one computed in Section 3.2. They have been thermalized using Equation (3.40),
with an o/p ratio equal to three for CS-H2O rate coe�cients.

Figure 4.12 shows the evolution of the population of the lowest and most populated
CS energy levels ( 9CS  5) as a function of gas density (4gas) for di�erent gas composi-
tions. Although CO2 should ideally be included, as it is one of the main constituents of
cometary comae, no rate coe�cients are currently available for CS in collisions with CO2.
Therefore, this analysis only considers CO and H2O.

The observed e�ects of gas composition are consistent across both temperatures, so
the following conclusions apply to both 10 K and 30 K.

First, the gas composition significantly a�ects the population of CS energy levels in
the non-LTE regime. A higher proportion of H2O in the gas causes the LTE regime to be
reached at lower densities. Conversely, a higher concentration of CO in the gas shifts the
non-LTE regime to higher densities. Therefore, LTE conditions for CS will be maintained
farther from the nucleus in H2O-dominated comae, compared to CO-dominated comae.
This e�ect can be attributed to the fact that the rate coe�cients for the CS-H2O system
are approximately a factor of two higher than those for the CS-CO system, as shown in
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Figure 4.12: Relative population of CS energy levels as a function of the density of gas (in cm�3) for
di�erent CO:H2O composition of the gas at 10 K (left panel), and 30 K (right panel). The solid lines
represent a CO:H2O gas with a 1:0 ratio, the dashed lines represent a 70:30 ratio, the dashed-dotted lines
represents a 30:70 ratio, and the dotted lines a 0:1 ratio.

Figure 4.11. As the collisions are more e�cient when induced by the H2O projectile, the
LTE domain is reached at lower gas density.

It is important to note that di�erent mixtures can be distinguished; for example, a
CO-H2O mixture with a ratio of 0.3:0.7 will a�ect the CS populations di�erently than a
0.7:0.3 ratio. Consequently, the rate coe�cients could be considered as a potential tool
to help constrain the gas composition in the coma.

The impact of gas composition on CO excitation has been discussed in terms of the
excitation of CO across a density range of 102-107 cm�3 in Øó≥towski et al. (2023), but
the e�ects were found to be relatively small, particularly at low temperatures. For CS,
however, di�erences can be observed even at low temperatures on the population of en-
ergy levels, and for all di�erent gas mixture. This suggests that the sensitivity of the
modeling to gas composition may vary significantly from one molecule to another. There-
fore, it should be tested on additional cometary molecules by producing HCN-CO and
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HF-CO collisional data to complement the existing sets of HCN-H2O and HF-H2O rate
coe�cients.

Given the significant e�ects of gas composition, it is important to employ rate coef-
ficients for the CS with both CO and H2O as projectiles to model CS emission spectra.
Moreover, considering both colliders in various reliable proportions is likely necessary to
derive accurate physical conditions in the coma.

The rate coe�cients computed for CS-CO and CS-H2O in this study can be employed
in the modeling of emission spectra of CS in comae for various temperature and gas
compositions. In this thesis work, sensitive tools for the study of CS in comets have been
provided, and it is expected to lead to the accurate estimation of CS production rates in
future cometary observations.

4.3.2 Sensitivity of Rate Coe�cients to the Colliders

Due to the lack of state-to-state or thermalized rate coe�cients for studying comae, it is
important to evaluate the sensitivity of these data sets to the colliders.

Currently, only seven systems have been studied for cometary applications, including
two systems computed during this work. Five of these systems involve H2O as one of the
collisional partners: HCN-H2O (Dubernet & Quintas-Sánchez, 2019), CO-H2O (Loreau
et al., 2018a; Faure et al., 2020), HF-H2O (Loreau et al., 2022), H2O-H2O (Mandal &
Babikov, 2023b; Mandal & Babikov, 2023a),7 and finally, the CS-H2O system studied in
this work. The remaining two systems consider CO as the projectile: CO-CO (Øó≥towski
et al., 2022), and CS-CO, also studied in this work.

In cometary studies, collisional rate coe�cients for k-H2 (e.g. CS-H2), originally
computed for ISM studies, are sometimes used as a substitute for k-CO and/or k-H2O,
where k represents the observed molecule in the coma. This approach allows molecular
spectra to be modeled using accurate excitation models, albeit with approximate rate
coe�cients (Cordiner et al., 2023). Another common approximation, sometimes employed
in ISM studies (and potentially applicable to cometary studies), is to use collisional data
for a similar target molecule (Fuente et al., 1990; Fuentetaja et al., in prep.).

Since cometary data are rare because challenging to compute, evaluating the sensi-
tivity of rate coe�cients with respect to colliders is crucial. Hence, it is important to

7This system will not be discussed here, as the target molecule H2O does not have the same internal
structure as the others, making comparison irrelevant.
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Figure 4.13: Comparison between the de-excitation rate coe�cients (in cm3 s�1) computed for CS with
di�erent projectiles as a function of � 9CS = 9

0
CS - 9CS from 9CS = 9 for T = 20 K (left panel), and 100

K (right panel).

discuss whether these sets of rate coe�cients di�er significantly (1) from interstellar rate
coe�cients and (2) from each other.

In the following, only thermalized rate coe�cients, computed based on Equation (3.40),
will be discussed, as these are the ones most commonly employed in radiative transfer
models.

Cometary vs Interstellar Data

In this work, the sets of rate coe�cients for CS in collisions with CO, p–H2O, and o–H2O
have been produced. These data complement the existing sets of rate coe�cients for CS-
He (Lique et al., 2006) and CS-p-H2 and CS-o–H2 (Denis-Alpizar et al., 2018). In theses
previous studies, the rate coe�cients were computed using the Close-Coupling (hereafter,
CC) approach. To investigate the relative behavior and magnitude of these di�erent sets
of rate coe�cients, the de-excitation rate coe�cients from CS ( 9CS = 9) induced by colli-
sions with these projectiles are compared in Figure 4.13 at both 20 K and 100 K.

The projectiles considered in the sets of rate coe�cients can be divided into two
categories: light projectiles, useful for interstellar studies (He, p–H2, o–H2) and heavy
projectiles, useful for cometary studies (CO, p–H2O, o–H2O).

For small |� 9CS |, the CS-He and CS-o/p–H2 rate coe�cients present significant dif-
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ferences, but as |� 9CS | increases, their rate coe�cients tend to become more and more
similar, until they become nearly identical for |� 9CS | � 5. The values of the rate coe�-
cients with light projectiles decrease rapidly with increasing |� 9CS |.

The magnitude of the rate coe�cients involving heavy projectiles remain relatively
consistent across di�erent values of � 9CS. Additionally, the rate coe�cients do not sys-
tematically decrease with increasing |� 9CS |, particularly for CS-CO, where the rate coef-
ficients for |� 9CS | = 3 exceed those for |� 9CS | = 1 or 2. At 20 K, the behavior of the rate
coe�cients for CO and H2O projectiles is very similar; however, the CO rate coe�cients
exhibit a lower magnitude. This have already been observed in Figure 4.11, where the
rate coe�cients for the CS-CO have been found approximately lower by a factor of two
compared to CS-p–H2O and CS-o–H2O.

The di�erences in the sets of rate coe�cients, particularly their magnitudes, can be
attributed to the strength of the electronic interaction between CS and its projectiles. The
stronger is the interaction, the deeper is potential well, resulting in larger rate coe�cients.
The deepest well is for the CS-H2O complex, with a well depth of approximately 1,172
cm�1, followed by CS-CO with a well depth of 236 cm�1, CS-H2 with a well depth of 173
cm�1 (Denis-Alpizar et al., 2012), and finally, CS-He with a well depth of 22 cm�1 (Lique
et al., 2006). This trend in PES depths corresponds to the decreasing magnitude of the
rate coe�cients, with CS-o/p–H2O data exhibiting the largest coe�cients, followed by
CS-CO, CS-o/p–H2, and finally, CS-He data.

Since the rate coe�cients for light projectiles exhibit di�erent behavior compared to
those for heavy projectiles, using a systematic factor to infer the rate coe�cients for
heavy projectiles (CO, p–H2O, o–H2O) from those for light projectiles (p–H2, o–H2, He)
is unlikely to yield accurate results. This approach is expected to overestimate the rate
coe�cients for dominant transitions while underestimating them for weaker transitions.

To test the validity of the assumption of using the CS-H2 collisional data to mimic
CS-CO and CS-H2O data, the sets of rate coe�cients are systematically compared in
Figure 4.14, and Figure 4.15.

In Figure 4.14, the thermalized rate coe�cients of CS-CO and CS-p–H2 and CS-o–H2

collisional data are systematically compared at 10 and 20 K.

Significant deviations are observed between the sets of rate coe�cients for CS in col-
lisions with CO and o/p–H2. The dominant transitions tend to be larger when H2 is the
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Figure 4.14: Comparison between the rate coe�cients (in cm3 s�1) of CS in collision with CO (x-axes)
and H2 (y-axis) (p–H2 in the left panel and o–H2 in the right panel) at 10 K (blue crosses) and 20 K
(black circles).

projectile, whereas the opposite trend is seen for weaker transitions. As illustrated Fig-
ure 4.13, the rate coe�cients for CS-o/p–H2 vary significantly with the quantum numbers,
while the CS-CO data tend to vary weakly with quantum numbers. The global deviation
indicated by the WMEF is approximately 2.8 at 10 K for both o/p–H2, slightly decreasing
at 20 K to a factor 2.6 for p–H2, but remaining nearly constant for o–H2. This substantial
deviation between the two sets of data suggests that using CS-o/p–H2 rate coe�cients to
infer CS-CO coe�cients could lead to significant inaccuracies in the modeling CS emission
spectra in comae.

In Figure 4.15, the thermalized rate coe�cients for CS in collision with o/p–H2O are
also compared to those computed by Denis-Alpizar et al. (2018) for the CS-o/p–H2 sys-
tems, at 20 K and 100 K.

The deviations observed between the two sets of rate coe�cients considering H2O
and H2 as a projectile are quite significant. As for the comparison between CS-CO and
CS-o/p–H2, the dominant transitions tend to be larger for CS-o/p–H2, but the weaker
transitions tend to be stronger for CS-o/p–H2O. Indeed, it was observed that for light
projectile such as H2, the rate coe�cients were rapidly decreasing with increasing � 9CS,
but stayed relatively stable for heavy colliders such as o/p–H2O.

The deviations between the sets of rate coe�cients are even more pronounced than
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Figure 4.15: Comparison between the rate coe�cients (in cm3 s�1) of CS in collision with H2O (x-axes)
and H2 (y-axis) (p–H2/p–H2O in the left panel and o–H2/o–H2O in the right panel) at 10 K (blue crosses)
and 20 K (black circles).

those observed in the comparison of CS-CO and CS-H2 data. This trend aligns with the
observations in Figure 4.13. This was expected from their PES, where the well depth
di�er more significantly for CS-H2O and CS-H2 (1,172 cm1 vs 173 cm�1) compared to
CS-CO and CS-H2 (236 cm�1 vs 173 cm�1). In contrast to the comparison with CS-CO,
the agreement between the two sets of data improves significantly with temperature. At
20 K, a global deviation indicated by the WMEF of about 13.7 for p–H2O vs p–H2, and of
8.07 for o–H2O vs o–H2 is observed. These deviations decrease to approximately a factor
4 for both o/p-H2O vs o/p–H2 at 100 K. This improvement can be attributed to the fact
that, at higher temperatures, the rate coe�cients involving H2 as a collider tend to vary
less with quantum numbers, thus reducing the deviation.

However, it is obvious that the sets of o/p–H2 rate coe�cients would not be a reliable
approximation for inferring CS-o/p–H2O rate coe�cients. Relying on these data instead
of the appropriate ones is expected to lead to significant inaccuracies in the derived phys-
ical conditions when modeling CS emission spectra in comae.

For CS, it appears that the interstellar rate coe�cients CS-H2 and CS-He would not
be a good approximation for both the CS-CO and CS-H2O rate coe�cients. However,
collisional data with H2 as the projectile are often used when data with CO or H2O are
unavailable (Cordiner et al., 2023). This analysis highlights that more accurate data sets
are needed to reliably model the spectra of molecular species in cometary atmospheres.
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Figure 4.16: Comparison between the thermalized rate coe�cients (in cm3 s�1) of CS (x-axes) and CO
(y-axes) in collision with CO at 10 K (blue crosses) and 30 K (black circles).

Impact of the Target

Now that it has been highlighted that interstellar data cannot be safely employed to model
the emission spectra of CS in comae, a discussion of the di�erences and similarities among
the existing sets of rate coe�cients for cometary studies—involving heavy projectiles like
CO and H2O—would be instructive. Therefore, the sets of collisional rate coe�cients
with the same projectile (CO or H2O) but di�erent target molecules (CS, CO, HCN, HF)
are compared.

The only other collisional system of interest for cometary studies where CO has been
considered as a projectile (and not as a target) is the CO-CO collisional system by Øó≥-
towski et al. (2022) and Øó≥towski (2023). The scattering calculations were performed
using the Coupled-States approximation and were based on the (CO)2 PES of Vissers
et al. (2003). In their work, they produced rate coe�cients for the first 11 energy levels
of both CO molecules at temperatures ranging from 5 to 100 K. In our work, the CS-CO
rate coe�cients were computed for the 5 - 30 K temperature range, and included the first
10 levels of CS and the first six levels of CO. Thus, the two sets of rate coe�cients are
compared for transitions with 9target  9 and 9projectile  5. The CO-CO rate coe�cients
were provided by the authors.

The thermalized rate coe�cients, calculated according to Equation (3.40), are shown
in Figure 4.16.

In Figure 4.16, the agreement between the thermalized rate coe�cients of both species
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is relatively good, with all transitions being reproduced at better than a factor of two.
The CO-CO rate coe�cients are generally higher than those for CS-CO at both tem-
peratures, particularly for dominant transitions, contrary to expectations based on their
dipole moments. Indeed, since the dipole moment of CS is larger and its potential well is
deeper when interacting with CO, this would typically suggest stronger rate coe�cients
for CS-CO. The unexpected behavior likely comes from the homo-molecular nature of the
CO-CO system, which leads to resonant e�ects that enhance (de)excitation probabilities,
leading to higher rate coe�cients for many transitions. The di�erences between the data
sets are however relatively low, with the WMEF showing a deviation of less than a factor
1.3 at both temperatures. Nevertheless, it is important to note that both sets of rate
coe�cients were computed using approximate approaches (Coupled-States and SACM for
the CO-CO and CS-CO systems, respectively), so the "real" deviations could vary.

The relatively small di�erences between the two sets of thermalized rate coe�cients are
not expected to influence radiative transfer models, but it will be checked in Section 4.3.3.
Therefore, using CO-CO rate coe�cients as an initial approximation for CS-CO rate co-
e�cients appears to be a reasonable approach.

The rate coe�cients computed for CS with the p–H2O and o–H2O projectiles in this
work are now compared to rate coe�cients using the p–H2O and o–H2O projectiles, but
for di�erent target molecules, such as CO, HCN, and HF.

Rate coe�cients for the CO-p–/o–H2O systems were produced by Faure et al. (2020)
for temperatures from 5 to 100 K. The rate coe�cients were computed with the SACM
approach based on the PES of Kalugina et al. (2018). They include CO levels up to
9CO = 10, accounting for the first eight levels of both p–H2O and o–H2O (up to 9⇠0⇠2 =
3⇠0⇠2). These thermalized rate coe�cients, taken from the EMAA database (Faure et al.,
2021), are compared with those of CS-p–H2O and CS-o–H2O in Figure 4.17.

The rate coe�cients of CS are generally higher than those of CO, which was expected
since the dipole moment of CS is larger than that of CO. As a result of this di�erence
between their dipole moment, the potential well of the CS-H2O PES is much deeper
than the one of the CO-H2O PES (1,172 cm�1 against 646 cm�1), making the collisional
excitation of CS more e�cient than that of CO when induced by H2O. This explains the
overall trend seen in the data sets for both o– and p–H2O at 50 K and 100 K.
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Figure 4.17: Comparison between the rate coe�cients (in cm3 s�1) of CS (x-axes) and CO (y-axes) in
collision with thermalized p–H2O (left panel) and o–H2O (right panel) at 50 K (red crosses) and 100 K
(black circles).

The overall deviation between the thermalized rate coe�cients for CO and CS in colli-
sions with p–/o–H2O is however moderate, and less than a factor of two for all transitions
is observed. Deviations are slightly larger for dominant transitions, but tend to decrease
as the temperature increases. The deviation is similar for both p–H2O and o–H2O which
is not surprising as these sets of data are usually similar. The WMEF is around 1.3 at
both 50 K and 100 K, showing slight improvement at higher temperatures, as seen with
the CS-CO and CO-CO data. The global deviation between CO-H2O and CS-H2O data
is comparable to that observed in the CO-CO and CS-CO comparison.

The good agreement between CO and CS data (with both CO and H2O projectiles)
can be explained by the fact that both species are diatomic, and have the same electronic
structure. This suggests that using CO data as a first approximation for CS data is a
reasonable approach (and vice-versa).

The rate coe�cients of the HCN-p–H2O system have been computed by Dubernet
& Quintas-Sánchez (2019) for temperature ranging from 5 K to 150 K. This set of rate
coe�cients have been computed using the coupled-states approximation based on the
HCN-H2O PES of Quintas-Sánchez & Dubernet (2017). The data include transitions be-
tween the first eight levels of HCN ( 9HCN  7) and the p–H2O levels up to 9⇠0⇠2 = 4⇠0⇠2 .
The thermalized rate coe�cients for HCN-p–H2O data were taken from the BASECOL
database (Dubernet et al., 2024), and are compared to CS-p–H2O data in Figure 4.18.
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Figure 4.18: Comparison between the rate coe�cients (in cm3 s�1) of CS (x-axes) and HCN (y-axes) in
collision with thermalized p–H2O at 50 K (cyan crosses) and 100 K (black circles).

Significant deviations are observed between the thermalized rate coe�cients for the
HCN-p–H2O and CS-p–H2O systems. Dominant transitions show deviations exceeding
a factor of two, and weaker transitions are more accurately reproduced. The HCN rate
coe�cients are generally larger than those of CS. It was expected from their relative
dipole moments (`HCN = 2.99 D > `CS = 1.98 D)1, which leads to a deeper potential
for the HCN-H2O PES, compared to the one of CS-H2O (1,814 cm�1 vs. 1,172 cm�1).
The deviations increase significantly with temperature, with a WMEF of 1.73 at 50 K
and 2.28 at 100 K. It is known that the accuracy of the SACM approach decreases with
increasing temperature. Nevertheless, such an increase for still relatively low temperature
is surprising and may not be entirely due to the use of the SACM approach. This behavior
could also be justified by the partial convergence of the HCN-p–H2O cross sections at
higher collisional energies, which are expected to have more impact in the rate coe�cients
at higher temperature.

In their work, Dubernet & Quintas-Sánchez (2019) achieved only partial convergence
of the rate coe�cients due to numerical limitations. They computed cross sections with
a rotational basis that includes 9HCN  15, and 9p–H2O  4. However, Øó≥towski (2023)
attempted to converge cross sections for the HCN-p–H2O system with the CC approach,8

and did not succeed with 9HCN  40, and 9p–H2O  8. It is thus surprising that Dubernet
& Quintas-Sánchez (2019) concluded that the accuracy on the rate coe�cients was better

8The rotational basis to converge cross sections is expected to be similar with both the CC approach
and the Coupled-States approximation.
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Figure 4.19: Comparison between the rate coe�cients (in cm3 s�1) of CS (x-axes) and HF (y-axes) in
collision with thermalized p–H2O (left panel) and o–H2O (right panel) at 50 K (green crosses) and 100
K (black circles).

than 20%. Therefore, using the present HCN-p–H2O collisional rate coe�cients to esti-
mate CS-p–H2O coe�cients is unlikely to be a reliable approximation, but more accurate
data for HCN-H2O collisional system should be provided to confirm this preliminary re-
sult.

While the sets of CS and CO rate coe�cients show great similarities, those of HCN
exhibit significant discrepancies. This is surprising as CO and HCN molecules are iso-
electronic, so a similar behavior in the rate coe�cients could be expected. However, the
geometry at the GM for the HCN-H2O system appeared to be di�erent than those of
CO-H2O and CS-H2O, suggesting a di�erent chemical behavior.

The last comparison is regarding the rate coe�cients of HF in collision with p–H2O
and o–H2O, which were produced by Loreau et al. (2022) for temperatures ranging from
5 K to 150 K. The rate coe�cients were computed using the SACM approach based on
the HF-H2O PES of Loreau et al. (2020) by including HF levels up to 9HF = 6, and H2O
up to 9⇠0⇠2 = 6⇠0⇠2 for both p–H2O and o–H2O. The thermalized rate coe�cients they
provided, taken from the BASECOL database (Dubernet et al., 2024), are compared to
the thermalized rate coe�cients of CS-p–H2O and CS-o–H2O computed in this work in
Figure 4.19.

The data distribution is quite sparse. A significant deviation is observed between the
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HF-H2O and CS-H2O rate coe�cients, with only about half of the rate coe�cients agree-
ing within a factor of two. Rate coe�cients involving HF as the target are generally higher
than those for CS, due to HF’s larger dipole moment, which leads to a deeper potential
well (3,000 cm�1 vs. 1,172 cm�1). The deviations are slightly larger with p–H2O than with
o–H2O at both temperatures, and like the trend seen with CS and HCN, the deviation
increases with the temperature. The WMEF indicates a global deviation of about 1.90 at
50 K and 1.96 at 100 K for p–H2O, and about 1.68 at 50 K and 1.80 at 100 K for o–H2O.
Therefore, using HF-H2O rate coe�cients to estimate CS-H2O rate coe�cients (or vice
versa) is expected to significantly impact the modeling of these molecules in cometary
comae.

From the comparison of the rate coe�cients for CS with those of CO, HCN, and HF,
relevant for studying cometary atmospheres, several conclusions can be drawn. First,
the collisional rate coe�cients between CO and CS for collisions with CO, p–H2O, and
o–H2O showed reasonable deviations. Thus, using CO collisional data to model CS, and
vice versa, is expected to be a reasonable approximation. This similarity is not surprising
given that CO and CS are chemically similar.

However, larger deviations are observed when comparing the rate coe�cients for HCN
and CS, even though they were expected to be similar. Indeed, HCN has a similar elec-
tronic structure to both CS and CO. Moreover, it presents a similar rotational constant
to CO [�HCN = 1.481 cm�1 (Maki, 1974) vs �CO = 1.931 cm�1 (Le Floch, 1991)]. Nev-
ertheless, the geometry of the GM in the PES of HCN-H2O di�ers from that of CS-H2O
and CO-H2O, indicating di�erent chemical behavior. Additionally, the scattering calcula-
tions performed for the HCN-H2O system were only partially converged; thus, the "real"
deviation between the two sets of data could di�er if convergence were achieved.

In addition, the comparison between HF and CS rate coe�cients exhibited that HF
is not a good template for CS, and vice-versa. This can be explained by the much larger
dipole of HF compared to CS, and deeper well depth. In addition, hydrides such as
HF have been noticed to be peculiar species when determining their rate coe�cients in
interstellar studies.

Therefore, using HF or HCN collisional data to model CS is unlikely to yield accurate
results and is not recommended.
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4.3.3 Sensitivity of Radiative Transfer Models to Rate Coe�-
cients

Now that the di�erent sets of rate coe�cients have been discussed, the e�ect of the
deviations on the derived populations of CS energy levels will be investigated. Indeed,
the deviations between the sets of rate coe�cients employed to compute the population
of CS energy levels are expected to result in discrepancies in the modeling of CS.

Therefore, the impact of using interstellar data (CS-H2, CS-He) to model cometary
observations (where CS-CO and CS-H2O data should be employed) will be discussed.
Moreover, the impact of using collisional data with another target but the same collider
will also be discussed, e.g., CO-CO to infer CS-CO data, or HCN-H2O to mimic CS-H2O
data.

Cometary vs Interstellar Data

This section tests the impact of di�erent sets of collisional data for CS in collisions with
various colliders. The objective is to determine whether using interstellar data instead
of cometary data significantly a�ects the population of CS energy levels. Therefore, the
population of CS energy levels has been evaluated using thermalized rate coe�cients
for CS-H2O, CS-CO, CS-H2, and CS-He systems. For CS-H2O and CS-H2 systems, the
rate coe�cients were thermalized assuming an o/p ratio of three. The radiative transfer
equations are solved using the same approach as described in Section 4.3.1 to produce the
population of CS energy levels at both 20 K and 100 K.

The populations of CS energy levels involved in the most observed transitions—namely,
9 = 3 ! 2 ; 5 ! 4 ; and 7 ! 6 (Roth et al., 2021a; Cordiner et al., 2023; Biver et al., 2023;
Biver et al., 2024)—are represented as a function of gas density. Therefore, the deviations
observed are expected to be the one a�ecting the most significantly the modeling of CS
emission spectra from the coma.

In Figure 4.20, the population of CS energy levels as a function of density appears to
be quite sensitive to the sets of rate coe�cients employed. While the behavior of the CS
energy level populations with volume density is relatively similar across all sets of rate
coe�cients, their magnitudes at a given density can exhibit significant deviations.

As indicated by the behavior of their respective rate coe�cients, the population of CS
reaches the LTE regime at lower densities when computed using the CS-H2O data com-
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Figure 4.20: Relative population of CS energy levels as a function of the density of gas (in cm�3) using
di�erent CS-H2O (solid lines), CS-CO (dashed lines), CS-H2 (dashed-dotted lines) and CS-He (dashed
lines) thermalized rate coe�cients. For H2O and H2, the rate coe�cients have been thermalized with
a fixed o/p ratio of three. At 100 K, the even (upper panel) and odd (lower panel) 9 levels have been
separated for the sake of clarity.

pared to any other set. This observation is justified by the fact that the rate coe�cients
for CS-H2O are generally higher than those for CS-H2, which are also higher than those
of CS-He. As the rate coe�cients increase, the density at which the population of CS
thermalizes decreases. Consequently, the LTE regime is reached at lower densities when
using CS-H2O than when employing CS-CO, CS-H2, and CS-He data.

The substitution of CS-H2O rate coe�cients with either CS-H2 or CS-He interstellar
rate coe�cients leads to significant deviations in the population of energy levels within
the non-LTE density range. This outcome was anticipated due to the strong discrepancies
observed between these sets of rate coe�cients, as shown in Figure 4.13 and Figure 4.15.
The di�erences are more pronounced when CS-He is used, resulting in a deviation by up
to a factor of two to three in the populations of some energy levels. For CS-H2, which is
usually the one employed to substitute CS-H2O data, the deviations remain substantial,
with di�erences approaching nearly a factor of two in the population of some levels. The
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deviations are generally larger for the lower energy levels, such as 9 = 2, 3. However, a
deviation up to a factor of 1.5 is also observed on the higher levels 9 = 6, 7. This trend is
consistent at both temperatures, with deviations remaining relatively constant between
20 K and 100 K. Although an improvement was anticipated at 100 K due to the decreasing
deviation between the two sets of rate coe�cients, this improvement is not significantly
reflected in the modeling of the population of CS energy levels.

These large discrepancies between the populations calculated using CS-H2O and CS-
H2 data were anticipated, as the WMEF indicated a global deviation of over a factor of
eight at 20 K and over a factor of 3.5 at 100 K between their rate coe�cients, with some
transitions di�ering by three orders of magnitude. Therefore, the significant deviations
in the population of CS energy levels when using CS-H2 compared to CS-H2O data are
not surprising. Consequently, using CS-H2 collision rate coe�cients as a substitute for
CS-H2O data is not recommended, as it is likely to induce substantial inaccuracies in the
modeling of CS emission spectra in comae.

Nevertheless, the agreement between the populations computed using CS-CO and CS-
H2 data is surprisingly good. Although some deviations are observed and the populations
are still a�ected, the deviations between the populations are relatively small considering
the significant discrepancies between the two sets of rate coe�cients, as shown in Fig-
ure 4.14. Specifically, a global deviation indicated by the WMEF of nearly a factor of
three was noted, but the populations only di�er by about 10%. Therefore, using CS-H2

data to infer CS-CO data represents a reasonable first approximation.

The di�erence between CS-H2O and CS-CO data, as well as their impact on the pop-
ulation of CS energy levels, have already been discussed in Section 4.3.1, and will not be
further discussed here.

In conclusion, substituting CS-H2 rate coe�cients for CS-H2O rate coe�cients in H2O-
dominated comae is expected to result in significant inaccuracies. These deviations are
crucial, particularly because only a few lines of CS in comae can be detected simulta-
neously by observational facilities. Utilizing a l

2 analysis based on such deviations can
greatly impact the derived production rates and abundances of CS in the coma. Therefore,
it is essential to use the appropriate sets of rate coe�cients for CS to accurately derive
the physical conditions in cometary comae where CS is observed. However, substituting
CS-H2 rate coe�cients for CS-CO rate coe�cients in CO-dominated comae is expected
to lead to reasonably accurate results.
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Impact of the Target

The sensitivity of radiative transfer models when using the proper projectile (CO or H2O)
but di�erent target molecules (CO or HCN) is explored.9 For example, what if CS emis-
sion lines were interpreted using the collisional rate coe�cients of CO-H2O? Is this a
better approximation than using CS-H2 data? These are the kind of e�ects explored here.
The population of CS energy levels has been modeled using the same methodology as the
previous section, but the rate coe�cients have been replaced by those of di�erent target
molecules.

The problem with this comparison is that the sets of CS-CO, CO-CO, CS-H2O, CO-
H2O, and HCN-H2O rate coe�cients do not include the same number of levels for the
target molecule. Therefore, the data sets of the two compared species have been truncated
to include the same number of rotational levels, ensuring that the comparison is based
solely on the deviations between the rate coe�cients.

The population of CS energy levels computed using CS-CO and CO-CO rate coe�-
cients is compared in Figure 4.21 at both 10 K and 30 K.

The deviations between the populations of CS energy levels computed with both sets
of rate coe�cients are moderate. The deviations are slightly larger for low 9 levels and
tend to decrease as these levels become less populated with increasing 9 . The di�erences
in the observed population are up to about 20% at 10 K, and 30 K.

Since only a few rotational levels are significantly a�ected by using di�erent sets of
rate coe�cients, this suggests that CO-CO rate coe�cients can be employed to infer those
of CS-CO as a reasonable approximation. This was already suggested in Section 4.3.2,
where the global deviation indicated by the WMEF was found to be better than a factor
of 1.3, implying a moderate impact on the accuracy of CS modeled spectra from this ap-
proximation. Consequently, this comparison confirms that this approximation is expected
to yield reliable results for modeling CS emission spectra in comae.

The comparison of the population of the rotational levels of CS as a function of gas
density, using either CS-H2O or CO-H2O, is shown in Figure 4.22 at 50 K and 100 K.

9HF has not been included in the discussion because it presents no real structural similarities with
CS. Therefore, it is obvious that it cannot be employed as a template for CS.
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Figure 4.21: Relative population of CS energy levels (2  9CS  7) as a function of the density of gas (in
cm�3) using CS-CO (solid lines), CO-CO (dotted lines) sets of thermalized rate coe�cients.

When the populations of CS energy levels are compared using CS-H2O or CO-H2O rate
coe�cients, the deviations in the CS energy level populations are relatively small. Indeed,
for all rotational levels of CS, over the entire range of densities and at both temperatures,
the agreement is good. Unlike the e�ect observed in the comparison between CS-CO and
CO-CO data, here the deviations between the sets of rate coe�cients a�ect the population
of all levels similarly. Some small deviations, of about 15%, can be observed in the non-
LTE regime, but they are minor enough that they are not expected to significantly impact
the modeling of CS emission spectra. This can be explained by the strong similarities
between the two sets of rate coe�cients, as the WMEF indicated a global deviation of
about a factor of 1.3 at both temperatures. As a result, the modeling of CS populations
does not appear to be sensitive to such relatively small deviations in the rate coe�cients.

Consequently, the sets of CO-H2O data could be employed to model CS-H2O data with
good confidence.However, one limiting factor is that the CO-H2O data includes only the
first eleven levels of CO, which is likely insu�cient for modeling CS at 100 K. Neverthe-
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Figure 4.22: Relative population of CS energy levels (2  9CS  7) as a function of the density of gas (in
cm�3) using CS-H2O (solid lines), CO-H2O (dotted lines) sets of thermalized rate coe�cients.

less, this means that CS-H2O data could be used to approximate CO-H2O data without
encountering this problem, ensuring reliable accuracy when modeling CO emission spec-
tra in H2O-dominated comae using CS-H2O data.

In Figure 4.23, the populations of CS energy levels were computed at both 50 K and
100 K using the CS-H2O and HCN-H2O sets of thermalized rate coe�cients. In the cal-
culations by Dubernet & Quintas-Sánchez (2019), only p–H2O was considered in their
calculations so the medium was assumed to be composed solely of p–H2O.

Significant di�erences between the populations of CS energy levels can be observed
when computed using HCN-H2O rate coe�cients instead of CS-H2O rate coe�cients. In
the non-LTE regime, the populations di�er by about 15% to 40% at 50 K and by about
20% to 55% at 100 K. The increasing deviations at higher temperature is likely due to
the fact that the rate coe�cients for CS and HCN in collisions with H2O di�er more at
100 K than at 50 K. Indeed, the WMEF indicated a global deviation of a factor 1.7 at 50
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Figure 4.23: Relative population of CS energy levels (2  9CS  7) as a function of the density of gas (in
cm�3) using CS-p–H2O (solid lines), HCN-p–H2O (dotted lines) sets of thermalized rate coe�cients.

K, and of a factor 2.3 at 100 K in Figure 4.18. These di�erences between the populations
of CS energy levels using CS-H2O or HCN-H2O rate coe�cients are high enough to ex-
pect that it will impact the modeling of CS emission spectra in H2O dominated comae.
Consequently, it is not recommended to use CS-H2O data to model HCN-H2O data, or
vice versa.

From these comparisons, several conclusions can be drawn.

It was observed that using CO as a template for CS, and vice versa, is a good approx-
imation with both CO and H2O as projectiles. In both cases, a good correlation between
the data sets was anticipated due to the chemical similarities of CO and CS. Nevertheless,
the excellent agreement between the sets of data is surprising, as the well depths of the
CS-CO and CS-H2O PESs are almost twice as deep as those of CO-CO and CO-H2O,
respectively.

The use of CO data when CS ones are unavailable is thus recommended. This could
help address the temperature limitation of CS-CO data, which were computed only up to

185



Partie , Chapter 4 – Astrophysical applications

30 K, while CO-CO data are available up to 100 K. However, it is crucial to ensure that
the energy levels included in the sets of rate coe�cient are su�cient to account for all
significantly populated CS energy levels. Since CS has a lower rotational constant than
CO, fewer rotational levels of CO are typically included in the rate coe�cient calculations
at the same temperature. Thus, the CO-CO data covers only eleven levels, which is
insu�cient for CS at this temperature. Therefore, CO-H2O and CO-CO data would be
di�cult to use to compensate for a lack of CS data, but using CS-CO and CS-H2O data
to model CO-CO and CO-H2O is feasible. Therefore, computing CS-CO2 rate coe�cients
would be more interesting (but also more challenging) than CO-CO2 if a choice had to
be made.

Additionally, it was observed that using HCN-H2O data for inferring CS-H2O data and
vice versa was not expected to be a good approximation to model CS emission spectra
in H2O-dominated comae, and is thus not recommended. In comparison with CO, it
is surprising to observe such disagreement between CS and HCN data, as these species
present chemical similarities. However, the HCN-H2O data discussed in this work were
obtained with the Coupled-States approximation, which is a di�erent scattering method
then the one we employed for the CS-H2O calculations, and only partial convergence was
achieved. This might justified the discrepancies observed, but calculations of HCN-H2O
rate coe�cients with the SACM approach, or fully converged Coupled-States cross sections
(or ideally with the CC approach) would be necessary to drawn strong conclusions.

In this section, the use of interstellar data (CS-H2, CS-He) to infer cometary data (CS-
H2O, CS-CO) for modeling CS emission spectra was also investigated. It appears that
using interstellar data for the correct target molecule (like CS-H2 or CS-He) is actually
a less accurate approximation than using rate coe�cients with a similar target molecule
and the correct collider (as CO-CO for CS-CO, or CO-H2O for CS-H2O). Therefore, the
sets of CS-H2O and CS-CO data produced in this work could be used to approximate
cometary data for other chemically similar linear molecules detected in comets, like OCS
for example.

Regarding the sensitivity of radiative transfer models to the sets of rate coe�cients,
it seems that a global deviation lower than a factor of 1.5 does not lead to significant dis-
crepancies and could be considered a sensitivity threshold. For instance, when comparing
CS-CO and CO-CO data, as well as CS-H2O and CO-H2O data, the WMEF values for
these sets of rate coe�cients were lower than 1.5, and the deviations between the mod-

186



4.3. Cometary Applications: CS in Comae

eled populations were relatively small. However, when comparing CS-H2O to HCN-H2O
data, the WMEF values exceeded 1.5, and the resulting populations were quite di�erent.
Additionally, the WMEF for HCN-H2O was significantly larger at 100 K than at 50 K
(rising from 1.7 at 50 K to 2.3 at 100 K), which was reflected in larger discrepancies in
the populations of energy levels.

The next step would be to investigate how uncertainties in the rate coe�cients prop-
agate through the interpretation of observations. Indeed, interpreting cometary observa-
tions is a complex task that encompasses many sources of uncertainty.

The first source of uncertainty arises from the signal-to-noise ratio, which depend on
the activity of the comet.

Another source of uncertainties is coming from the di�erent outflow components of
the coma. The outgassing of ices from the nucleus is usually divided into activity regimes,
as regions of the nucleus can be thermally activated or enhanced by spatially confined
vents or jets, particularly on the sunward-facing side of the nucleus. To better constrain
the model, only two regions are typically considered (Festou, 2001; Gunnarsson, 2003;
Bockelée-Morvan et al., 2004; Cordiner et al., 2020; Roth et al., 2021a; Roth et al., 2021b;
Cordiner et al., 2022). In each region, the gas is assumed to expand in a conical shape,
with a constant production rate and velocity component.

Additional uncertainties arise from the kinetic temperature of the coma, which is
often assumed to be constant within the delimited regions (Biver et al., 2018). This
temperature is estimated from CH3OH emission lines analyzed using either the rotational
diagram approach.

Moreover, the derived production rates of molecules depend on their assumed pho-
todissociation rates, which are not available or precisely known for all molecules.

It has been shown that radiative transfer models are sensitive to di�erences between
sets of rate coe�cients, but to what extent does this sensitivity impact the interpreta-
tion of observations? Would it lead to a significant revision of the production rates or
the abundance of CS in comae? Answering these questions would require analyzing the
emission spectra of CS in comae using di�erent sets of collisional data.

187



CONCLUSION

This PhD thesis was devoted to the collisional excitation of sulfur-bearing molecules
induced by both light and heavy colliders, with applications to the ISM and comae. The
main objective was to provide rate coe�cients for the study of sulfur-bearing species,
enabling more accurate modeling of their abundances in astrophysical media. This work
o�ers additional insights into sulfur chemistry in space and contributes to new perspectives
on the missing-sulfur problem.

Two sulfur-bearing species were selected for this study: CCS for interstellar molecular
clouds applications and CS for cometary comae applications. Both molecules are abun-
dant in their respective environments, and significant uncertainties remain regarding their
chemistry. Therefore, accurately modeling their abundances in these media would be a
valuable step towards unraveling the complexities of their chemical behavior.

CCS in Dark Molecular Clouds

Summary and Conclusions

The first accurate sets of fine-structure and hyperfine-structure resolved rate coe�cients
were provided for the CCS-He system and four of its secondary isotopologues: 13CCS,
C13CS, CC33S, and CC34S. The scattering calculations were performed using the Close-
Coupling approach, which is the most accurate method for solving the scattering equa-
tions. These calculations were based on the CCS-He PES computed using state-of-the-art
methods, which is the first PES calculated for the CCS molecule with any collisional part-
ner. The fine-structure, and hyperfine-structure resolved rate coe�cients for CCS and
its isotopologues are now available in the BASECOL (Dubernet et al., 2024), LAMDA
(Schöier et al., 2005), and EMAA (Faure et al., 2021) databases.

For the collisional excitation of CCS, the He projectile was chosen as a proxy for p–
H2( 9 = 0), the most abundant molecule in molecular clouds, where CCS is ubiquitous.
This approximation, as suggested by Schöier et al. (2005), is expected to work well for CCS
because of its heavy mass and moderate dipole moment. During this thesis work, many

189



CCS isotopologues were detected in TMC-1 (CP) with the QUIJOTE project (Cernicharo
et al., 2022). As a result, our collaboration with the group of Dr. M. Agúndez and
Pr. Cernicharo led to the first accurate modeling of CCS isotopologues in interstellar
environments. This marks the first time CCS was modeled using radiative transfer models
based on accurate collisional rate coe�cients, and the first time the column densities of
CC34S, CC33S, and 13C-substituted CCS isotopologues were derived.

The study of the rate coe�cients has been published in two peer-reviewed articles:
Godard Palluet & Lique (2023a), which presents the PES of the CCS-He van der Waals
system, scattering calculations, and a comparison with approximate rate coe�cients from
Wolkovitch et al. (1997), and Godard Palluet & Lique (2023b), which discusses the ef-
fect of isotopic substitution for the four CCS isotopologues—C13CS, 13CCS, CC34S, and
CC33S—on rate coe�cients and non-LTE radiative transfer models. These articles are
presented in Appendix A.2 and Appendix A.3, respectively. A third article, Fuentetaja
et al. (in prep.), will be submitted for peer review soon, focusing on the detection and
modeling of CCS isotopologues in TMC-1 (CP) through the QUIJOTE survey.

Throughout this study, I had the opportunity to visit my collaborators at the Instituto
de Física Fundamental in Madrid. During that stay, we worked together to investigate
the 13C-anomaly, using the newly modeled abundance ratios based on the updated rate
coe�cients. This anomaly has puzzled researchers for many molecules, but especially for
CCS, where the anomaly is the most pronounced. The abundance ratio [C13CS]/[13CCS]
was evaluated at 6.8, which is larger than the previously estimated value of 4.2 ± 2.3 by
Sakai et al. (2007).

For years, the formation pathway of CCS was thought to be at the origin of this
anomaly. However, our preliminary study suggested that the interconversion of 13CCS
into C13CS, catalyzed by hydrogen atoms, could perfectly explain the observed abundance
ratio. This interconversion mechanism has been suggested as a likely explanation for the
13C-anomaly in CCH, and c–C3H2, but it fails for the anomaly of C3S.

Perspectives

The data produced in this work could be employed to further analyze CCS observations in
many other sources. CCS has been detected in 27 dark cloud cores in the study of Suzuki
et al. (1992), and has also been observed in Sagittarius B2 (Saito et al., 1987), in the outer
part of the circumstellar envelope of IRC+10216 (Cernicharo et al., 1987), and in B335, a
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typical example of a young protostellar core (Velusamy et al., 1995). The interpretation
of observations in these media has been done using a rotational diagram method, which
has proven to lead to inaccurate results for the interpretation of CCS emission spectra in
TMC-1 (CP). This suggests that using these new collisional data may lead to a significant
revision of CCS abundance in these environments.

To improve the accuracy of the state-to-state rate coe�cients computed in this work,
H2 should be considered as a projectile instead of He. To assess the impact of this
approximation on the collision rate coe�cients produced, energy curves for the CCS-p–
H2 system could be computed. The closer the well depths of the two systems are, the
more confidently the CCS-He rate coe�cients can be used to approximate the CCS-p–H2

collisional rate coe�cients.

CCS is a ubiquitous molecule that often serves as a tracer of physical conditions. It
is easily observed through many transitions, making it an excellent target for studying
astrophysical environments. As it is detected in regions where temperatures can be as
high as 100 K, o–H2 can no longer be ignored, and considering only p–H2( 9 = 0) would
be insu�cient. Thus, collisional rate coe�cients for CCS in collisions with both p–H2 and
o–H2 are necessary. Consequently, a new PES must be developed using H2 as the pro-
jectile. Furthermore, the doubly degenerate a2 bending level at 134 cm�1 should also be
accounted for in both the PES and the scattering calculations. To this end, the new PES
should include the bending coordinates [e.g., the vibrational excitation of HCN induced by
He, Denis-Alpizar et al. (2013)]. However, the scattering equations for the collisional ex-
citation of a bending molecule induced by another molecule are not implemented in either
molscat or hibridon. herefore, extending these calculations would present significant
methodological and numerical challenges, as new equations would need to be developed
and implemented.

Throughout this study, we learned a few things about CCS that would be useful for
future studies. It has been demonstrated that the internal structure of CCS must be prop-
erly accounted for to compute accurate rate coe�cients. Additionally, it has been found
that the rate coe�cients of the primary isotopologue 12C12C32S can be applied to other
isotopologues with the same structure, such as CC34S. Furthermore, the S-matrices com-
puted for the primary isotopologue can also serve for computing the hyperfine-structure
rate coe�cients of any CCS isotopologue presenting a nuclear spin, using the recoupling
approach with minimal concern over isotopic substitution e�ects. This approach would
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significantly reduce computational time while preserving the precision of the isotopologue
datasets.

The 13C-anomaly have been analyzed and it was suggested that the large discrepan-
cies between the two 13CCS and C13CS isotopologues might be due to thermodynamics
rather than kinetics. In previous studies, multiple pathway have been excluded because
they were producing both isotopologues in equal quantities. If our hypothesis is true,
then these production paths of CCS are viable again. This suggests that the chemistry of
CCS might need to be re-studied. Its primary formation path was thought to be via the
HCCS+ intermediate, which was recently detected by Cabezas et al. (2022) in TMC-1 and
found to be relatively abundant. The observed rotational lines of this cation are not ther-
malized, indicating a need for collisional rate coe�cients. However, these rate coe�cients
are not yet available and would need to be computed. Given that the internal structure
of HCCS+ is similar to that of CCS, with a large spin-spin spectroscopic constant, its in-
ternal structure should also be treated accurately using an intermediate coupling scheme.
Moreover, the approximation proposed by Schöier et al. (2005) is not e�ective for ions, so
H2 must be considered as the projectile. Thus, the first set of HCCS+-H2 rate coe�cients
should be computed to enable accurate modeling of this cation in TMC-1 and advance
the investigation of CCS chemistry in molecular clouds.

Finally, further investigations of the 13C-anomaly in other molecules, such as CCH,
c–C3H2, and C3S would require re-analyzing the observations revealing the anomaly based
on accurate radiative transfer models that use reliable sets of collisional data. For the
CCH molecule, both 13CCH and C13CH collisional rate coe�cients with the p–H2 collider
have been recently provided by Pirlot Jankowiak et al. (2023b). Hence, future obser-
vations should be conclusive regarding this hypothesis. For C3S and c–C3H2, new rate
coe�cients would be necessary, along with a reinterpretation of the observations of these
13C-isotopologues to draw strong conclusions about the 13C-anomaly and the chemistry
of these molecules.
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CS in Cometary Atmospheres

Summary and Conclusions

The CS molecule was studied because it is one of the most abundant S-bearing molecules
in cometary atmospheres. However, the origin of CS in comae is not well understood.
By accurately determining the abundance of CS, it is expected that its chemistry can be
better understood. Since the chemistry in comae is highly sensitive to the heliocentric
distance of the comets, the goal of this work was to provide tools that enable the study
of CS in comets at both short and large heliocentric distances. To achieve this, rate
coe�cients for collisions between CS and CO, as well as between CS and H2O, were
necessary.

During this work, two additional sets of collisional data were added to the five existing
datasets for cometary systems: CS-CO and CS-H2O. As a result, five molecules—CO,
H2O, HCN, HF, and CS—can now be modeled in cometary comae. It also marks only
the second collisional system for which CO was considered as a projectile (and not only
a target, so CO-H2O is not included). Hence, these studies represent pioneering e�orts in
computing collisional rate coe�cients for cometary applications.

The rate coe�cients for both systems studied in this work were computed using the
Statistical Adiabatic Channel Model (SACM) approach, with "exact" Close-Coupling ap-
proaches used to compute the adiabatic states. These calculations were based on PESs
computed for these systems using state-of-the-art quantum chemistry methods. The PES
for the CS-CO system was developed in collaboration with Pr. R. Dawes and Dr. E.
Quintas-Sánchez (University of Missouri, USA), and the PES of the CS-H2O system was
developed in collaboration with Dr. Dariusz KÍdziera (Nicolaus Copernicus University,
ToruÒ, Poland), and Dr. Jacek K≥os (University of Maryland, USA). The PESs and col-
lisional rate coe�cients for both systems are expected to be published in two separate
peer-reviewed articles.

The accuracy of the SACM method for the CS-CO rate coe�cients was evaluated.
The results were compared with CC calculations, although the latter were restricted
to a minimal number of partial waves. The comparison showed great accuracy in the
CS-CO collisional data produced with the SACM approach. However, no comparison
with CC calculations has yet been performed for the CS-H2O system. Nevertheless, the
accuracy for this system is expected to be similar to that of CS-CO, based on results
from previously studied systems that also used the SACM approach that were validated
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against CC calculations.
When comparing di�erent sets of rate coe�cients computed for cometary applications,

the CO target molecule was found to be a reasonably good template for the CS molecule.
However, using any other target molecule produced significantly di�erent results, indicat-
ing that they cannot be used to infer CS rate coe�cients, or reciprocally. The impact
of the projectile was also analyzed. Interestingly, the use of CS-H2 collisional data to
approximate CS-CO data is expected to be a reasonable approximation while awaiting
accurate collisional data. In contrast, using CS-H2 data in place of CS-H2O data is likely
to lead to significant inaccuracies in the derived abundances and production rates of this
molecule. Therefore, using interstellar data to infer cometary data in H2O-dominated
comae is not expected to yield reliable results.

Perspectives

The next step in this work is to use the CS-CO and CS-H2O collisional data to inter-
pret CS observations in comets and determine its accurate abundance. This task will be
conducted in collaboration with Dr. M. Cordiner, whom I visited at the NASA Goddard
Space Flight Center in Greenbelt, USA. During that visit, he introduced me to the SUB-
LIME1D code to model CS in cometary comae. Although the results are too preliminary
to be presented here, this collaboration laid the groundwork for future work.

For future calculations of rate coe�cients involving heavy colliders like CO or H2O, the
SACM method, as applied in this work, appears to be a good compromise. This approach
can be extended to compute rate coe�cients for linear target molecules, such as OCS,
NS, or S2 (the latter detected via vibrational transitions, with SACM also applicable to
ro-vibrational transitions), using CO and H2O as projectiles.

One limitation of the SACM approach lies in the computation of adiabatic states. The
diagonalization of matrices with over 20,000 channels is computationally expensive and
requires extreme memory resources. As demonstrated in this work, such large numbers of
channels are easily exceeded when heavy colliders are involved, limiting the calculations
to lower temperatures. For example, the CS-CO calculations were limited to 30 K, and
extending to higher temperatures would be challenging using the same method. Moreover,
the SACM approach becomes less accurate at higher temperatures, indicating the need
for alternative methods. Therefore, a di�erent approach to computing adiabatic states
would be necessary for studying higher temperatures or heavier colliders, like OCS for
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example.
Another promising approach to produce collisional data for cometary applications is

the Mixed Quantum-Classical Trajectories (MQCT) method, developed by Semenov et al.
(2020), and Mandal et al. (2024). It has been tested against full quantum calculations,
showing reasonably good accuracy with agreement within a factor of two for H2O-H2

state-to-state rate coe�cients down to 100 K (Joy et al., 2024). This suggests that
the validity domains of the SACM and MQCT methods overlap around 100 K, making
the two approaches complementary for producing rate coe�cients to accurately interpret
observational data from comae.

In this work, the e�ect of electrons on the excitation of CS has been neglected. How-
ever, it should be accounted for as comae exhibit large electronic fractionation, especially
on molecules like CS that present a large dipole moment (Biver et al., 2022). Fortunately,
rate coe�cients for CS in collisions with electrons were produced by Varambhia et al.
(2010) and are available for the 5 - 5000 K, so the impact of electrons on CS in CO- and
H2O-dominated comae can be investigated.

Finally, it is essential to evaluate the impact of the di�erent sets of rate coe�cients on
the accuracy of CS production rates in comets. Considering the small sample of collisional
rate coe�cients existing for cometary applications, the conclusions drawn on this work
cannot be general yet. Moreover, since only approximate methods, such as SACM or
MQCT, are feasible for computing rate coe�cients for cometary applications, it is crucial
to assess how inaccuracies in these data propagate through radiative transfer models and
a�ect the interpretation of observations.

What is Up in Astrochemistry

The launch of the James Webb Space Telescope (JWST), along with the operating ALMA,
marks the beginning of what is often called the ’golden age’ of astronomy, astrophysics,
and, by extension, astrochemistry. Future observatories are also in development, such as
the Square Kilometer Array (SKA) and the PRobe far-Infrared Mission for Astrophysics
(PRIMA), as well as in situ missions like the Comet Interceptor mission. These advanced
observatories will provide an unprecedented amount of data, leading to exponential growth
in the detection of new molecules and in our understanding of astrophysical environments.
This influx of data represents vast opportunities for astrochemical modelers and for re-
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searchers who develop the laboratory and theoretical reference data needed for accurate
interpretation of observations.

In the field of collisional data, there is still significant work to be done, but we are
approaching the computational limits of what can be achieved with current methodologies
and computational resources. Questions arise about heavy target molecules, such as
COMs, heavy colliders, as CO, CO2 and H2O for cometary applications, but also N2 for
planetary applications. In this thesis work, only rotational excitation was considered but
ro-vibrational rate coe�cients will be more and more necessary with new IR observational
facilities such as JWST.

Of the approximately 320 molecules currently detected in space, only about 70 have
collisional data available in databases. Moreover, these data are not applicable in all envi-
ronments and are often limited in their temperature range. Given the expected evolution
of astrochemistry, with many more molecules likely to be detected in the coming decades,
it is clear that the pace of new detections will far outstrip the speed at which collisional
data can be calculated. Consequently, exploring innovative approaches for calculating
collisional data should be pursued to keep up with the rapidly increasing observational
data and to support astrochemical modelers.
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Appendix A

PEER-REVIEWED ARTICLES

A.1 Rotational Excitation of CO2 Induced by He:
New Potential Energy Surface and Scattering
Calculations

The work on the collisional excitation of CO2 induced by He began during my master’s
studies. During a three-month internship, I joined the COLLEXISM team led by François
Lique at the Laboratory of Waves and Complex Media in Le Havre, France. I computed
the PES of the CO2-He collisional system using the CCSD(T) method and an extrapola-
tion of the basis set.

The following year, I returned for a second internship of five months in François’s
group, which had moved to the Institute of Physics of Rennes, to continue the work I
started in Le Havre. During that internship, I ran scattering calculations using the Close-
Coupling approach to produce state-to-state rate coe�cients for CO2 collisions with He
at temperatures ranging from 5 to 300 K.

Finally, in the early months of my thesis, we collaborated with Dr. Franck Thibault
from the Institute of Physics of Rennes on calculating pressure broadening cross sections
that can be compared to experimental measurements. This work was published in a
peer-reviewed journal during the first year of my thesis. The CO2-He rate coe�cients are
currently available in the BASECOL database (Dubernet et al., 2024).

During this work, I learned to use various tools that will be applied in my PhD research,
such as the quantum chemistry software Molpro (Werner et al., 2015) and the quantum
scattering code Molscat (Hutson & Green, 1994). Consequently, this experience has
been very valuable for my future thesis work.
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ABSTRACT
The CO2 molecule is of great interest for astrophysical studies since it can be found in a large variety of astrophysical media where it interacts
with the dominant neutral species, such as He, H2, or H2O. The CO2–He collisional system was intensively studied over the last two decades.
However, collisional data appear to be very sensitive to the potential energy surface (PES) quality. Thus, we provide, in this study, a new PES
of the CO2–He van der Waals complex calculated with the coupled-cluster method and a complete basis set extrapolation in order to provide
rotational rate coefficients that are as accurate as possible. The PES accuracy was tested through the calculations of bound state transition
frequencies and pressure broadening coefficients that were compared to experimental data. An excellent agreement was globally found. Then,
revised collisional data were provided for the 10–300 K temperature range. Rate coefficients were compared to previously computed ones and
are found to be up to 50% greater than previously provided ones. These differences can induce non-negligible consequences for the modeling
of CO2 abundance in astrophysical media.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0085094

I. INTRODUCTION

Interacting systems that include the CO2 molecule are of great
interest for astrophysical studies. Indeed, CO2 can be found in var-
ious astrophysical media, such as the interstellar medium (ISM),1
protoplanetary disks,2 and planetary and cometary atmospheres.3
It is also a major component of interstellar and cometary ice
mantles.4

In these media, in situ measurements are very complicated if
not impossible. Therefore, the analysis of their chemical composi-
tions and physical conditions is made through the interpretation of
spectra captured by telescopes.

The spectral analysis requires knowledge of the population of
the molecular energy levels.5 Most of the astrophysical media are not
at the local thermodynamic equilibrium (LTE) so the population of
molecular energy levels is no longer following a Maxwell–Boltzmann
distribution. It is then evaluated by a radiative transfer model

analysis, taking into account both radiative and collisional
(de)excitations. Radiative processes are characterized by Einstein
coefficients, for which an analytical formula exists, and collisional
processes are characterized by the so-called rate coefficients, which
are collisional-system-specific.5 Such rate coefficients are obtained
from scattering calculations based on a potential energy surface
(PES) describing the interactions between the two colliders.

The CO2 molecule is detected through rovibrational transitions
due to its lack of dipole moment.4 Since a non-LTE distribution of
the rovibrational energy levels is expected to occur in cold astro-
physical media, collisional data for both rotational and rovibrational
transitions are needed. Note that, despite the absence of electric
dipole moment, non-LTE effects are still predicted to occur at low
density (n < 104 cm⌐3) for the lowest rotational states in the funda-
mental vibrational level.2 As a first estimate, rovibrational data can
be estimated from pure rotational ones.6 It is then crucial to provide
accurate collisional data for the CO2 molecule.
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Helium is an important collider in astrophysical media and rate
coefficients involving helium can be used to infer those for para-
H2 ( j = 0) through an adequate scaling factor involving the reduced
mass.5

CO2–He rate coefficients were provided for only five rota-
tional levels (up to j = 8) by Yang and Stancil7 based on the PES
described by Ran and Xie.8 The latter computed their PES with
the coupled-cluster single double and perturbative triple excita-
tions method [hereafter CCSD(T)] and the augmented correlation-
consistent quadruple-zeta (hereafter aVQZ) basis set with additional
mid-bond functions. Despite an already accurate PES, larger basis
sets are now reachable in terms of computational times. Moreover,
mid-bond functions as used for the computation of the PES of Ran
and Xie8 can introduce an overestimation of the potential energy and
an inhomogeneous accuracy.9 As collisional data are very sensitive
to the PES, especially at low energy,7,10,11 it is of the utmost impor-
tance to provide a PES as accurate as possible. Therefore, we decided
to compute a new one with the gold standard CCSD(T) method and
an extrapolation to the complete basis set (CBS).12

This new PES was then used to run scattering calculations using
a full close-coupling (CC) approach in order to provide new highly
accurate rotational state-to-state rate coefficients involving 21 rota-
tional levels (up to j = 40) for the 10–300 K range of temperature of
great interest for astrophysical modeling of the CO2 molecule.

The presentation of this work starts in Sec. II by a summary
of the previous studies on the CO2–He collisional system from a
theoretical and experimental point of view. Section III presents the
computational methods used to obtain the PES (Sec. III A), bound
states (Sec. III B), and scattering data (Sec. III C).

In Sec. IV, a description of the PES is included and its compar-
ison with previously computed PESs will be discussed. The accuracy
of the surface is then validated in Sec. V through a comparison
between computed and experimental bound state transition fre-
quencies and pressure broadening coefficients in Secs. V A and V B,
respectively. New collisional data, such as inelastic cross sections and
rate coefficients, are presented in Sec. VI A. In addition, the sen-
sitivity of collisional data with respect to the PES will be discussed
through the comparison of rate coefficients previously published
by Yang and Stancil7 based on the PES of Ran and Xie.8 Further-
more, the cross sections described in this work will be compared
(see Sec. VI B) to the ones described by al-Qady et al.,13 who studied
cold collisions between helium and highly rotationally excited CO2.
Finally, conclusions are drawn.

II. PREVIOUS WORK ON CO2–He INTERACTING
SYSTEM

During the 1970s, the success of the simple electron gas
model14–16 renewed the interest in interaction energy calculations
in vdW complexes. In order to investigate the angular dependence
on such energies in these systems, Parker et al.17 used this method
to obtain the earliest realistic 2D-PES of the CO2–He collisional
system, where vibrational motions were ignored.

Based on this surface, Parker and Pack18 performed vibrational
close-coupling rotational infinite order sudden (VCC-IOS) scatter-
ing calculations. They obtained rate coefficients that were assumed
to be accurate for temperatures above 300 K.

The empirical PES for the CO2–He system was then established
by Keil et al.19 It was obtained through central field and anisotropic
parameterizations based on deconvolution of molecular-beam total
differential cross sections.

Later, Stroud and Raff20 provided a full ab initio PES com-
puted with the self-consistent field (SCF) method. The CO2 molecule
was considered as a rigid rotor with a C–O bond set to 2.1942a0.
This PES was in reasonable agreement with the two former ones. In
order to study its accuracy, Stroud and Raff20 computed rate coef-
ficients, state-to-state cross sections, and differential cross sections
with about 28 500 quasiclassical trajectories on their ab initio PES,
and the ones of Parker et al.17 and Keil et al.19 It was then highlighted
that long-range attractive forces are of crucial importance on scatter-
ing processes at low collisional energy. However, at high energy, the
potential well is no longer an important topological feature, unlike
the curvature and slope of the repulsive wall.

In 1982, Clary21 provided the first PES taking into account the
symmetric and asymmetric stretch and the bending normal vibra-
tional mode. Based on this surface computed with the SCF method,
vibrational relaxation rate coefficients for the 50–373 K temperature
range were obtained with the VCC-IOS approach.

With increasing quality of experimental collisional data along
the years, new and improved (semi)empirical PESs were provided,
such as the two-dimensional ones of Keil et al.22,23 and of Beneventi
et al.,24 which were obtained by simultaneous analysis of different
scattering properties.

In 1994, Weida et al.25 provided the very first infrared spectra
of the CO2–He vdW complex and, thus, strong validation criteria
for the PESs. It was recorded in the region of the ω3 asymmetric
stretch on the 12C16O2 isotopologue. Later, studies by Xu and Jäger26

and McKellar27 were also devoted to experimental spectra of this
system. Xu and Jäger26 reported experimental spectra of pure rota-
tional transitions for seven CO2 isotopologues, including 12C16O2,
13C16O2, 12C18O2, and 13C18O2. McKellar27 presented experimental
infrared spectra obtained on three CO2 isotopologues in the ω3 band,
including 13C16O2 and 13C18O2.

In order to interpret the recently obtained IR spectra, new PESs
were established, such as the one of Yan et al.28 in 1998 and the one
of Negri et al.29 in 1999. Both these surfaces were computed using
the fourth-order Møller–Plesset (MP4) perturbational theory with a
large basis set containing mid-bond functions.

The so-called mid-bond functions are functions centered at half
distance of the vdW bond, i.e., between the molecule and the rare
gas atom. Such functions are often used since it has been shown to
improve the accuracy of the potential well when limited basis sets are
used. However, these orbitals have no physical meaning, and thus,
they can also introduce an overestimation of the interaction energy
in some regions of the PES.9

In the work of Thibault et al.,10 experimental pressure broad-
ening coefficients were provided for various R and Q spectroscopic
lines in the 123–760 K temperature range. They also computed such
coefficients using the PESs of Negri et al.,29 Beneventi et al.,24 and
Yan et al.28 in order to evaluate the quality of these PESs. After run-
ning scattering calculations with the CC and the coupled-state (CS)
approaches, they deduced that the PES of Negri et al.29 was the most
accurate of the three.

In 2001, Korona et al.30 published a new PES computed
with a symmetry-adapted perturbational theory (SAPT). The CO2
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molecule was considered as a rigid rotor and its bond length was
set to 2.1944a0. The rovibrational energy levels computed from vari-
ational calculations on their SAPT potential lead to an excellent
agreement with experimental data of Weida et al.,25 indicating that
the potential well is well described. The pressure broadening coeffi-
cients that they obtained with scattering calculations are also in the
experimental error bars of the measurements of Boissoles et al.31 and
Thibault et al.,10 suggesting the great quality of this PES.

Li and Le Roy32 and Ran and Xie8 included the effect of the
antisymmetric-stretch Q3 normal mode in the 3D-PESs that they
computed with the CCSD(T) method in conjunction with an aVQZ
basis set and additional mid-bond functions. Potential wells of both
surfaces were validated through a comparison between computed
spectroscopic values and experimental measurements.

In 2009, two additional CO2–He studies were published. Deng
et al.11 provided new experimental pressure broadening coefficients
for the R(10) and P(2) lines in the ω3 band at several temperatures
between 100 and 300 K. They compared them to the ones they
obtained by scattering calculations performed on the PES described
by Korona et al.30 These coefficients were found between experimen-
tal error bars for almost all temperatures, which prove the accuracy
of the repulsive wall on the PES of Korona et al.30 Yang and Stancil7

provided relaxation cross sections and quenching rate coefficients
for rotational levels j = 2, 4, 6, and 8 in the temperature range from
10⌐5 K up to 3000 K using the PES of Ran and Xie.8

Two years later, al-Qady et al.13 published a study of cold col-
lisions of highly rotationally excited CO2 with helium. Based on the
PES of Ran and Xie8 with a mix of the CC and the CS approaches,
they computed cross sections for j up to 200.

Recently, Selim et al.33 presented a new computational method
to compute state-to-state rate coefficients of rovibrational transi-
tions within this vdW complex. It is based on the CC approach
for rotational transitions and a multi-channel distorted-wave Born
approximation for vibrational ones. They computed ab initio three-
dimensional PES, including Q1 and Q3, the normal modes cor-
responding, respectively, to the symmetric and asymmetric CO2
stretching ω1 and ω3. They used a CCSD(T) method and an aVQZ
basis set with additional mid-bond functions.

III. METHODS
A. Ab initio calculations

CO2 is considered here as a rigid rotor. Its internuclear C–O
distance is taken at 2.1944a0, the experimental average length over
the ground vibrational wavefunction.34 The interaction potential
between CO2 and He was described using Jacobi coordinates (R, ϵ)
as presented in Fig. 1.

The major attractive contributions to the PES in rare-
gas–neutral-molecule complexes are dispersion energies.28,29 Hence,
a correlated method and a large basis set must be used to compute
the intermolecular interaction of such systems.35 The PES was thus
calculated using the CCSD(T) method with an empirical extrapola-
tion to the complete basis set (CBS) limit. This extrapolation is based
on calculations using an augmented correlation-consistent X zeta
basis set (hereafter aVXZ), where X = T, Q, and 5. Thus, the basis
is noted CBS(T,Q,5). The extrapolated energy ECBS is obtained by
solving the following set of equations:36

FIG. 1. CO2–He collisional system in Jacobi coordinates.

EX = ECBS + Ae⌐(X⌐1) + Be⌐(X⌐1)2
, (1)

where A and B are adjustable fitting parameters.
The basis set superposition error was corrected at every

geometry (R, ϵ) with the counterpoise procedure of Boys and
Bernardi,37

V(R, ϵ) = ECO2⌐He(R, ϵ) ⌐ ECO2(R, ϵ) ⌐ EHe(R, ϵ), (2)

where V(R, ϵ) is the interaction potential, and all energies E are
computed with full basis set.

Calculations have been performed for R ∈ [4,20]a0 with a step
depending on the short/intermediate/long-range regions of interac-
tions and for ϵ ∈ [0○,90○] with a regular step of 10○. In total, 260
ab initio points were calculated with the MOLPRO software.38

A global fit of the potential was performed using an expansion
over Legendre polynomials Pϑ (cos ϵ),38

V(R, ϵ) = ϑmax⩀
ϑ=0

vϑ(R)Pϑ (cos ϵ), (3)

where ϑmax was taken equal to 18 according to the numbers of ϵ
angles chosen for the ab initio calculations. In fact, given the CO2
symmetry, only even Legendre polynomials appear in the sum. The
radial coefficients vϑ(R) have been fitted as38

vϑ(R) = e⌐aϑ
1R⌜aϑ

2 + aϑ
3R + aϑ

4R2 + aϑ
5R3⌜

⌐ 1
2
⌝1 + tanh R⌝Rref ⌝⌝Cϑ

6
R6 + Cϑ

8
R8 + Cϑ

10
R10 ⌝, (4)

where aϑ
n are the expansion coefficients, and the coefficients of the

R⌐n terms are symbolized by Cϑ
n. The latter are then used for the

long-range extrapolation. The hyperbolic tangent factor provided a
smooth transition between the short-range (0 < R < Rref ) and the
long-range regions (R > Rref ). The fitted potential reproduces all
ab initio points with an error inferior to 1%. The root-mean-square
error of the fitted potential is of 0.0149 cm⌐1 and is mostly due to
deviation at short distances.

In Fig. 2, we compare the long-range of interactions of the PES
of this work to the one of Li and Le Roy.32 The latter used a multipo-
lar expansion to determine the Cϑ

n coefficients, so their long-range of
interactions are trustworthy. The agreement is excellent over the full
range of angles and distances presented here, so we can be confident
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FIG. 2. Comparison(s) of the long-range of interactions of the PES of this work and
that of Li and Le Roy32 for ϵ = 0⌐, 30⌐, 60⌐, and 90⌐.

in the accuracy of the PES of this work for low-temperature
collisions.

B. Bound states calculations
Bound states were computed in the ground vibrational state

with the BOUND software.39 Calculations were performed with the
CC approach. The coupled equations were solved with the log-
derivative method of Manolopoulos.40 The propagation step was set
to 0.01a0, the rotational basis included the first 16 rotational levels
(up to j = 30 since only rotational levels with even j exist due to
nuclear spin statistics), and the maximum distance of propagation
was set at 30a0. These parameters were converged in order to get an
error lower than 0.001% on bound state energies.

Transition frequencies were computed for the different car-
bon dioxide isotopologues: 12C16O2, 13C16O2, 12C18O2, and 13C18O2.
Their respective rotational constants were set at B0 = 0.390 219, 0.390
237, 0.346 817, and 0.346 834 cm⌐1.25,41,42

C. Scattering calculations
As introduced earlier, CO2 is an interesting molecule for

cometary and planetary atmospheres, ISM, and protoplanetary
disks. Such media generally exhibit temperature between 10 and
300 K.2,3,43 At 300 K, assuming a Boltzmann distribution of the
population on the energy levels, levels with internal energy lower
than 500 cm⌐1 can be significantly populated. Hence, we per-
formed scattering calculations for rotational levels up to j = 40,
which corresponds to over 96% of the population assuming a
Maxwell–Boltzmann distribution over the rotational energy levels.

In order to ensure the accuracy of our results up to this j for
this temperature range, calculations were carried out for a range of
total energy E from 2.4 up to 2500 cm⌐1. The grid of energy is really
dense at low energies to correctly describe resonances, and as the
energy increases, the energy step also increases.

The scattering matrix, also called the S-matrix, is obtained
through a CC approach with the log-derivative method of
Manolopoulos40 implemented in the MOLSCAT program.44

Propagation parameters and maximum total angular momen-
tum Jmax were automatically converged by the MOLSCAT code. The
rotational basis set fixed by jmax, the rotational quantum number of
CO2, the number of Legendre polynomials used, fixed by ϑmax, and
the STEPS of propagation were set after a series of convergence tests
in order to ensure the convergence of the S-matrix over all the energy
interval considered with an error lower than 1%. These parameters
are presented in Table I.

1. Rate coefficients
From the S-matrix, noted SJ( j⋊l⋊, jl) hereafter (with J being

the total angular momentum quantum number, and l and j being
the relative angular and rotational quantum numbers, respectively),
state-to-state cross sections ϖj′←j are obtained as45

ϖj ′←j = π(2j + 1)k2
j

∞⩀
J=0

J+j⩀
l=⌜J⌐j⌜

J+j ′⩀
l′=⌜J⌐j ′ ⌜

(2J + 1)
× ⌞Ϛjj ′Ϛll′ ⌐ SJ(j ⋊l⋊, jl)⌞2, (5)

with the squared wavenumber k2
j = 2 ϕ⌜h2 [E ⌐ Ej] (where E is the total

energy of the system and Ej is the energy of the jth rotational level of
the rigid rotor).

Rate coefficients kj′←j are the Maxwellian average of these
collisional cross sections at a given temperature T, such as45

kj ′←j(T) =
⌞

8kBT
πϕ
⌞ 1

kBT
⌞2

×⊍ ∞
0

Ekinϖj ′←j(Ekin)e⌐(Ekin⌝kBT)dEkin, (6)

where kB is the Boltzmann constant and Ekin = E ⌐ Ej is the kinetic
energy of the collision.

2. Pressure broadening (PB) coefficients
Pressure broadening (PB) coefficients, which are by-products

of S-matrices, were computed for the R(0), R(10), and P(2) lines
corresponding to the ω3 band (0000→ 0001).

Only rotational levels with even values of j exist in the vibra-
tional ground state (0000), and only the ones with odd j values exist

TABLE I. MOLSCAT parameters jmax , Jmax , ϑmax , STEPS depending on the energy,
and the energy step DNRG used to span the energy grid.

E (cm⌐1) jmax Jmax STEPS ϑmax DNRG

2.4–10 12 12–17 74 14 0.1
10–20 12 17–21 74 14 0.2
20–50 16 21–28 24 14 0.2
50–100 20 28–36 19 14 0.2
100–150 24 36–41 15 14 0.2
150–200 28 41–45 13 14 0.5
200–300 32 45–53 12 18 0.5
300–500 40 53–65 22 18 1
500–1000 54 65–84 10 16 2
1000–2500 54 84–117 6 14 50
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in ω3 (0001) due to nuclear spins statistics.27 Since the PES of this
work was computed only for the ground vibrational state, we made
the assumption that both these vibrational states have the same PES,
which means that we neglected the vibrational dependence of the
PES. In addition, the vibrational coupling was also neglected, and
thus, it is equivalent to consider all rotational states, with even and
odd j, on the same PES.

PB coefficients ↼0 designate the half-width-at-half-maximum
(HWHM) of the Lorentzian-shape spectroscopic line. Its normalized
per helium atmosphere expression is10,30

↼0 = npω⌞ϖ(n)( jj ⋊; Ekin)⌟ = 56.6915⌟
ϕT

ϖ, (7)

where ↼0 unit is 10⌐3 cm⌐1 atm⌐1, np is the density of perturbers,
ω =⌟(8kBT⌝πϕ) is the mean velocity, ϕ is the reduced mass of the
CO2–He complex, and ϖ is the thermally averaged PB cross sections
in Å2. These PB cross sections are expressed as follows:10

ϖ(n)(jj ⋊; Ekin) =⌟⌟
π
k2

j

⌟
⎠⩀JJ′ ll′
(2J + 1)(2J⋊ + 1)

×
⎧⎪⎪⎪⎨⎪⎪⎪⎩

j n j ⋊
J⋊ l J

⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎧⎪⎪⎪⎨⎪⎪⎪⎩

j n j ⋊
J⋊ l⋊ J

⎫⎪⎪⎪⎬⎪⎪⎪⎭
× [Ϛll′ ⌐ ⌞ jl⋊⌞SJ(Ekin + Ej)⌞ jl⌟
× ⌞j ⋊l⋊⌞SJ′(Ekin + Ej ′)⌞ j ⋊l⌟⋉], (8)

where n is the tensor order of the radiative transition (0 = isotropic
Raman, 1 = infrared, and 2 = anisotropic Raman).

IV. PES
The PES of this work, computed at the CCSD(T)/CBS(T,Q,5)

level of theory, has a global minimum V = ⌐49.22 cm⌐1 for the
T-shape complex (ϵ = 90○) at R = 5.78a0 and a local minimum

FIG. 3. PES in 3D of the CO2–He collisional system.

FIG. 4. Isocontours of the PES of the CO2–He collisional system.

V = ⌐26.51 cm⌐1 for the linear geometry (ϵ = 0○) at R = 8.05a0.
A representation of this PES is given in 3D in Fig. 3, and its
isocontours are presented in Fig. 4.

The PES of this work is compared to the PES of some of the
most recently published studies by Negri et al.,29 Korona et al.,30

Ran and Xie,8 and Li and LeRoy32 (see Table II that lists the posi-
tions and well depths of the global and local minima). In this study
and previous studies, minima are at the same geometry (T-shape and
linear-shape).

As found in previous studies, the interaction around the global
minimum is highly anisotropic. Positions and well depths of all PESs
are in really good agreement. The PES of Negri et al.29 has the least
deep potential wells, followed by the PES of this work. The poten-
tial wells obtained by Korona et al.30 for both the T-shape and the
linear-shaped complex are the deepest ones. Their global minimum
is over 2% deeper than that obtained in this work and almost 10%
deeper than that obtained in the work of Negri et al.29 Ran and Xie,8
Li and LeRoy,32 and this work have very similar PESs, which is not
surprising since we used a similar theoretical approach.

As we did not use any mid-bond functions and used a highly
correlated method with an extrapolation to the complete basis set,
we are confident in the accuracy of the PES of this work for the

TABLE II. Properties of global (ϵ = 90○) and local (ϵ = 0○) minima for the present
and previously computed PESs of the CO2–He vdW complex.

Global minimum Local minimum

References R (a0) V (cm⌐1) R (a0) V (cm⌐1)

This work 5.78 ⌐49.22 8.05 ⌐26.51
Negri et al.29 5.86 ⌐45.98 8.13 ⌐26.31
Korona et al.30 5.81 ⌐50.38 8.03 ⌐28.94
Ran and Xie8 5.79 ⌐49.39 8.06 ⌐26.70
Li and LeRoy32 5.78 ⌐49.57 8.06 ⌐26.69
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short-, intermediate-, and long-range of interactions. It will be
demonstrated by a comparison between theoretical data computed
based on the PES of this work and experimental measurements,
such as bound state transition frequencies and pressure broadening
coefficients.

V. TEST OF THE NEW CO2–He PES ACCURACY
A. Bound states

We have computed the energies of the bound states supported
by the CO2–He vdW well. The transition frequencies in the CO2–He
complex were deduced from the computed bound state ener-
gies. Frequencies of ω(000 ⌐ 101), ω(000 ⌐ 111), ω(000 ⌐ 202), and
ω(000 ⌐ 303) transitions were computed for 4 CO2 isotopologues:
12C16O2, 13C16O2, 12C18O2, and 13C18O2. Bound states are labeled
with the rigid asymmetric rotor quantum numbers JKaKc , where
Ka and Kc are projections of J over the inertia moment axis.
The frequencies of this work and previous theoretical ones from
Korona et al.,30 Li and LeRoy,32 and Ran and Xie8 are presented
in Table III. This table contains also the absolute relative error= ⌞ωth. ⌐ ωexpt.⌞⌝ωexpt. with experimental values, which are obtained
from the work of Xu and Jäger26 for 12C isotopologues and from
McKellar27 for 13C ones.

Computed frequencies of the ω(000–101) transition for the
12C16O2 isotopologue are very similar for all theoretical studies8,30,32

and in good agreement with the experimental measurement, the rel-
ative errors being lower than 0.6%. Additionally, Li and LeRoy32 and
this work computed other transition frequencies, such as ω(000–101)
for the 13C16O2 isotopologue and ω(000–111) for both 12C18O2 and
13C18O2 isotopologues. Again, the results are similar and in excel-
lent agreement with experimental values. We also provide further
transition frequencies ω(000–202) and ω(000–303) for 13C-based iso-
topologues. They are in very good agreement with experimental
values, the highest absolute error for these transitions being ∼0.3%.

FIG. 5. HWHM ↼0 for R(0), R(10), and P(2) lines from our theoretical study (lines);
experimental studies of Thibault et al.10 (⌐) and Deng et al.11 (⧫); theoretical
results of Deng et al.11 (⋊) and Korona et al.30 (△); which are obtained based
on Korona et al.30 PES for both studies. The marks are color-coded for the lines
investigated. Some of the experimental values overlay theoretical ones.

Thus, the accuracy of the shape and the depth of the potential well is
validated.

B. Pressure broadening coefficients
The PB coefficients that we obtained with the PES of this work

for the 12C16O2 isotopologue were compared to experimental ones
provided by Thibault et al.10 and Deng et al.11 in Fig. 5. The latter

TABLE III. Frequencies of several bound state transitions within ω0 for different isotopologues and theoretical studies.8,30,32

ω(JKaKc
⌐ J’K′aK′c ) Isotopologues

This
work Ran and Xie8

Korona
et al.30 Li and LeRoy32

ω(000–101)
12C16O2

ω (cm⌐1) 0.589 0.589 0.592 0.588
abs. error (%)26 0.436 0.436 0.072 0.588

13C16O2
ω (cm⌐1) 0.588 0.587

abs. error (%)27 0.508 0.677

ω(000–111)
12C18O2

ω (cm⌐1) 0.576 0.575
abs. error (%)26 0.472 0.645

13C18O2
ω (cm⌐1) 0.575 0.575

abs. error (%)27 0.519 0.519

ω(000–202)
13C16O2

ω (cm⌐1) 1.577
abs. error (%)27 0.316

13C18O2
ω (cm⌐1) 1.482

abs. error (%)27 0.202

ω(000–303) 13C16O2
ω (cm⌐1) 2.919

abs. error (%)27 0.311
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made their measurements with the 13CO2 isotopologue and indi-
cated that the substitution of 12CO2 by 13CO2 includes an error
smaller than 0.1% on calculated PB cross sections.11 Our results
are also compared to theoretical ones provided by Deng et al.11

for the R(10) and P(2) lines and by Korona et al.30 for the R(0)
line. Both these calculations were performed based on the PES of
Korona et al.30

As expected from Eq. (7) (in particular, at room temperature),
the HWHM for all considered lines is decreasing with increasing
temperature. Our results and the ones theoretically obtained based
on the PES of Korona et al.,30 show an overall good agreement with
experimental measurements for all the present lines. At lower tem-
peratures, there is slightly less agreement with the data of Thibault
et al.,10 but they pointed out that their experimental values for this
temperature range may suffer an unexplained bias.10 However, at a
temperature above 200 K, our results are within the error bars, indi-
cating that the accuracy of the PES is good. In addition, we note
that both the experimental setup and the line shape analysis used
by Deng et al.11 are more accurate than the ones used by Thibault
et al.10 Thus, the very good agreement between our calculated val-
ues for the P(2) and R(10) HWHM, and the experimental results of
Deng et al.11 give us confidence in the quality of the PES of this work.

The temperature range investigated is above the dissociation
limit of the bound complex, and thus, this comparison with exper-
imental data is mainly a test of the repulsive wall.11 Therefore, the
repulsive wall of the surface considered in this work is validated.

VI. COLLISIONAL DATA AND DISCUSSION
A. Inelastic cross sections and rate coefficients

In Fig. 6, cross sections resulting from scattering calculations
detailed in Sec. III C are provided for excitations from the rotational
level j = 0 for various ωj = ⌞ j⋊ ⌐ j⌞ as a function of kinetic energy.

At low collisional energy (Ekin ∼ 50 cm⌐1), Feshbach and
shape resonances46 can be observed. These are due to a temporary
formation of the CO2–He vdW complex when the energy cor-
responds to a (quasi)bound state energy in the potential well. It

FIG. 6. Cross sections for j = 0 at various ωj as a function of kinetic energy.

explains why such resonances disappear when kinetic energy is large
compared to the well depth. Thus, in order to correctly represent
such phenomena, the grid of energy needs to be really dense at low
energy.

The general propensity rule is, as expected, favoring excita-
tion with the lowest ωj (here equal to 2 since rotational levels with
odd j do not exist), in agreement with the exponential energy-gap
behavior.7 Hence, as ωj increases, so does the energy gap and thus
cross sections decrease. However, for cross sections with a ωj ≥ 6,
this propensity rule vanishes at particular collisional energy, and
cross sections for this ωj are similar to cross sections for ωj± 2,
for example, ϖ0↢4 ∼ ϖ0↢6 at Ekin ∼ 110 cm⌐1, ϖ0↢6 ∼ ϖ0↢8 at Ekin∼ 170 cm⌐1, and ϖ0↢8 ∼ ϖ0↢10 at Ekin ∼ 240 cm⌐1. It is also the case
for ϖ0↢10, which is almost equal to ϖ0↢12 at Ekin ∼ 340 cm⌐1. The
small difference between the cross sections at higher kinetic energies
can be explained by the fact that the rotational constant of the CO2
molecule is low, and thus, the energy spacing between rotational
states becomes negligible compared to the kinetic energy.

Rate coefficients presented in Fig. 7 were obtained from thermal
averaging of the above-mentioned state-to-state cross sections.

The propensity rule is still favoring (de-)excitation with the
lowest ωj. These rate coefficients decrease as the initial rotational
quantum number j increases because of the increasing energy gap to
reach the next levels. However, contrary to cross sections of Fig. 6,
this rule does not vanish over the temperature range explored in this
work. It is explained by the high weight given to low kinetic energy
behavior in the Maxwellian average of the cross sections. In addi-
tion, we can observe that an asymptotical value is reached for rate
coefficients with ωj ≤ 6.

In order to observe the sensitivity of the rate coefficients to the
PES, relaxation rate coefficients obtained in this work from j = 8 to
j⋊ = 6, 4, 2, and 0 are compared in Fig. 8 to the ones obtained by Yang
and Stancil,7 which were computed on the PES of Ran and Xie.8
Their dynamical calculations were performed with the CC approach
for collisional energies lower than 500 cm⌐1 and with the CS approx-
imation for energies up to 104 cm⌐1. The rotational level considered

FIG. 7. Excitation rate coefficients from j = 0, 2, and 4 for various ωj as a function
of temperature.
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FIG. 8. Relaxation rate coefficients from Yang and Stancil7 (dashed lines) and our
study (solid lines) from j = 8 to various j′ as a function of temperature.

here is j = 8, which states at 28.096 cm⌐1, and thus, we consider that
we are comparing here rate coefficients obtained with very similar
dynamical calculations and then that the observed differences are
almost exclusively due to the different PESs used.

The rate coefficients of this work (solid lines) and the ones
obtained by Yang and Stancil7 (dashed lines) have the same behav-
ior, and the agreement for low ωj is very good. However, for larger
ωj transitions, the new rate coefficients can be 1.5 times higher than
the former ones. In fact, the bigger ωj is, the larger the difference is.

In the present case, we can suspect that their radial coefficients
for l ≥ 6 are smaller than the ones obtained in this work (v8 in par-
ticular), a consequence of a slightly lower anisotropy of their PES.
In this temperature range, the rate coefficients are more sensitive
to the short/intermediate-range of interaction on the PES. Thus,
it is the anisotropy in the PES well and on the repulsive wall that
must differ and leads to non-negligible differences in the scattering
calculations.

Despite the use of similar approaches and ab initio methods
leading to a difference on the global minimum of the surface inferior
to 1% and a similar dynamical method (CC), the difference between
the rate coefficients can be up to 50%. Indeed, the magnitude of the
cross sections is determined by both the well depth and the global
anisotropy of the PES. Therefore, it is of primary importance to use
a PES as accurate as possible.

B. CO2: A super-rotor in helium-buffer-gas
In the aim of checking the effect of different PESs on cross sec-

tions for this collisional system, we compared cross sections of this
work to the ones of al-Qady et al.13 in Fig. 9. Our results are in solid
lines, and the results of al-Qady et al. are in dashed lines.

The main purpose of the study of al-Qady et al.13 was the
demonstration of the feasibility of producing CO2 super-rotors,
i.e., highly rotationally excited CO2 in a cold helium-buffer-gas.
Producing this kind of systems can be useful in order to study
intramolecular forces, inelastic collisions, and cold chemistry.13

FIG. 9. Elastic (blue) and quenching (black) cross sections for CO2 and He colli-
sions at j = 10, 20, 24, 30, and 40 in al-Qady et al.13 (dashed lines) and our study
(solid lines).

To produce such a stable system, the elastic cross section of a
rotational level j must be larger than the downward cross sections
at the cryogenic temperature of the buffer-gas, which is 4.2 K in the
case of helium at atmospheric pressure. To provide cross sections
from j = 10, 20, 24, 30, and 40, al-Qady et al.13 used the PES of Ran
and Xie8 and performed CC scattering calculations.

The crossing between lines represents the physical conditions
from which rotationally excited CO2 is stable in a buffer-gas of
helium despite collisions occur. Both studies give similar results, ten-
dency, and crossing energies. In both, we observe that the higher
the j is, the lower the kinetic energy is at the crossing between
the lines so the wider is the temperature range of stability for the
super-rotor. It suggests that producing a stable CO2 super-rotor in a
helium-buffer-gas is feasible.

However, the stability of such super-rotors may have been over-
estimated. In fact, elastic cross sections of this work are lower than
the ones obtained by al-Qady et al.13 Furthermore, crossing energies
of this work are slightly shifted to higher values of energy, indicat-
ing a decreasing stability of the system compared to the previous
results. Therefore, a stable CO2 super-rotor in a helium-buffer-gas
appears to be possible, even though a bit more difficult to generate
than previously predicted.

Moreover, another point needs to be highlighted: There is up
to almost 30% of difference on the quenching cross sections at low
energy. It exhibits that at low collisional energies, cross sections (and
thus rate coefficients) are really sensitive to the PES. Yang and Stan-
cil7 also emphasized this point by comparing state-to-state cross
sections obtained with the PESs of Negri et al.,29 Korona et al.,30 and
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Ran and Xie8 for collisional energies between 5× 10⌐4 and 100 cm⌐1.
They exhibited that even the behavior of these cross sections can be
different depending on the PES used.

The potential well depth of both surfaces are really similar,
and the repulsive wall is not a topological feature of importance at
such low collisional energy,22 contrary to the long-range of interac-
tions. We can thus confirm that rotational inelastic cross sections
are highly sensitive to the global anisotropy of the system (along
all the radial coordinates), as suggested by Benveneti et al.,24 and
specifically to the anisotropy of the long-range of interactions in the
present case.

VII. CONCLUSIONS
This work presented a new potential energy surface of the

CO2–He van der Waals complex. It was computed with the highly
correlated CCSD(T) method and an extrapolation to the complete
basis set, noted CBS(T, Q, 5). The PES accuracy was tested through
a comparison between theoretical and experimental bound state
transition frequencies and pressure broadening coefficients. The
very good agreement with experimental results certified that the
computed PES is homogeneously accurate.

After the validation of the PES of this work, collisional cross
sections, which exhibited characteristic resonances, were calculated
with the CC approach. Using the Maxwellian average of these cross
sections, revised rate coefficients for this system in the 10–300 K
temperature range were obtained.

The rate coefficients of this work exhibit up to 50% differences
with the ones computed by Yang and Stancil7 based on the PES of
Ran and Xie,8 even though a similar dynamical approach was used.
Based on this same PES and with the same dynamical approach, al-
Qady et al.13 computed cross sections at low temperature, which
are up to 30% lower than those obtained in this work. It was thus
highlighted that small discrepancies on the short- and long-range
anisotropy of the PES can induce significant differences in colli-
sional data, which need to be as accurate as possible for astrophysical
modeling.

CO2–He rate coefficients can be used as a first approximation5

to model more complex CO2-bearing collisional systems, such as
CO2–H2 or CO2–H, which are useful systems for interstellar molec-
ular clouds and planetary atmospheres. Knowing that the new rates
can be up to 1.5 times higher than the old ones suggests that the use
of improved scattering data can lead to non-negligible consequences
on the modeling of the CO2 abundance in a large variety of astro-
physical media. In addition, measuring the CO2 abundances is also
a test of astrochemical models, since this molecule is at the end of
reaction chains, implying the CO molecule and the OH radical, or
the O2 molecule and CH2 or HCCO.47

SUPPLEMENTARY MATERIAL

See the supplementary material for a Fortran subroutine of the
potential energy surface.
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ABSTRACT
The fine structure excitation of the interstellar CCS radical induced by collisions with He is investigated. The first potential energy sur-
face (PES) for the CCS–He van der Waals complex is presented. It was obtained from a highly correlated spin unrestricted coupled cluster
approach with single double and perturbative triple excitations. The PES presents two shallow minima of 31.85 and 37.12 cm⌐1 for the lin-
ear (He facing S) and the nearly T-shaped geometries, respectively. The dissociation energy of the complex was calculated and found to be
D0 = 14.183 cm⌐1. Inelastic scattering calculations were performed using the close-coupling approach. Cross-sections for transitions between
the 61 first fine structure levels of CCS were obtained for energy up to 600 cm⌐1 and rate coefficients for the 5–50 K temperature range
were derived. This set of collisional data can be used to model CCS emission spectra in dark molecular interstellar clouds and circumstellar
envelopes and enable an accurate determination of CCS abundance in these astrophysical media.
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I. INTRODUCTION

In 1984, a new emission line at 45.379 GHz was detected in
TMC-1, TMC-2, and SgrB2 by Suzuki et al.1 but remains uniden-
tified due to its atypical shape explained by an extraordinary large
spin-splitting.1 At that time, it was the most intense unassigned line
among radio lines,1,2 suggesting that the observed molecule is one
of the most abundant species in molecular clouds.3 This mysterious
line was finally assigned to the CCS(3ω⌐) radical a few years later by
Saito et al.3

After this detection, astronomers started to look for longer
carbon chains containing sulfur, now convinced that they exist in
space.4 Hence, CnS (n = 3, 4, 5) chains were detected in several
astronomical sources.2,5–9 Researchers also started to investigate the
formation processes of these carbon chains. Different mechanisms
were discussed for decades,10–20 and still are. Their main produc-
tion pathways are thought to involve ion–neutral reactions forming
HCnS+, followed by its dissociative recombination.10–14,17,20 It was
also proposed that these carbon-chains can be formed and can grow
through neutral–neutral reactions involving CnS or HmCnS (m, n =
1, 2) molecules.15–20 In addition, proofs were reported that sulfur-
containing carbon chains chemistry is related to the one of the
nitrogen-containing carbon-chains.14,21

After its first assignment, CCS was widely observed in dark
molecular clouds, including TMC-1.2,4,14,21–28 It was also seen in
the circumstellar envelope of IRC+10216,6,29 in the protostellar
envelope of B335,25 and in Bok globules.30

The CCS molecule is a key to understand the physical and
chemical evolution of molecular clouds.14,20,24,25 Its abundance is
highly sensitive to physical conditions and, thus, reflects some prop-
erties that are hidden by other tracers.24 Indeed, it is produced in
dense gas as a result of the collapse of the core, and it is rapidly
destroyed in the densest material of the central region. Its distribu-
tion will thus describe the variation of physical conditions of the
observed molecular clouds.24 Therefore, its abundance ratio with
NH3, which will be desorbed from the grain surfaces during star
formation, indicates evolution stages of dense cores14,23,27 and Bok
globules.30 In addition, the CCS lines are intense enough to investi-
gate physical structures of dense cores,23 such as clumps and dense
filaments, which are suggested to play a dominant role in the forma-
tion of prestellar cores.26,28 Finally, due to its fine structure, CCS can
also be used to estimate the magnetic field in molecular clouds by
measuring the Zeeman splitting of its lines.31,32

A reliable modeling of chemical species abundances from emis-
sion spectra requires accurate collisional data.33 Collisional excita-
tion in molecular clouds and circumstellar envelopes (astrophysical
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media where CCS molecules are mostly detected) is mainly induced
by H2 and He. Such accurate collisional data do not exist yet for CCS
to the best of our knowledge. In fact, due to the presence of an elec-
tronic spin, and a large spin-splitting, CCS very peculiar internal
structures (see Sec. II B) can only be described with the inter-
mediate coupling scheme as presented by Alexander and Dagdi-
gian,34 which makes the accurate collisional data quite difficult to
compute.25

In radiative transfer models involving CCS, three sets of
approximate collisional data were used. Fuente et al.21 and Suzuki
et al.14 computed CCS–H2 rate coefficients using the OCS–H2 rota-
tional rate coefficients of Green and Chapman,35 to which they
reintroduced the spin dependence with the Infinite Order Sud-
den (IOS) approximation. Wolkovitch et al.25 computed CCS–H2
rotational rate coefficients based on OCS–H2 potential energy sur-
face (PES) of Green and Chapman35 with the Close-Coupling (CC)
approach. The spin dependence was also reintroduced with the IOS
approximation. However, the IOS approximation, used to compute
all these sets of collisional data, is considered not to be suitable for
molecules presenting large spin-splitting such as CCS.21,25,36,37 Note
that in all these calculations, H2 was considered as a structureless
projectile.

The aim of this work is to overcome this lack of accurate CCS
collisional data by providing the first state-to-state rate coefficients
for the CCS–He collisional system considering explicitly the fine
structure levels of CCS.

To this end, a new highly correlated PES of the CCS–He sys-
tem was computed. It was then used in scattering calculations using
the close-coupling (CC) approach to provide the dissociation energy
of the complex and fine structure resolved rate coefficients for the
5–50 K temperature range. The collisional data that we provide here
could be used to derive accurate abundances of the CCS molecule in
dark molecular clouds and circumstellar envelopes such as TMC-1
and IRC+10 216, respectively.

Section II presents the computational methods used to obtain
the PES (Sec. II A), a description of the peculiar fine structure of
the CCS (3ω⌐) radical (Sec. II B), the methods used to compute the
dissociation energy of the complex (Sec. II C), and scattering data
(Sec. II D).

In Sec. III, the results of the calculations are presented. The new
PES is described in Sec. III A. The dissociation energy D0 of the com-
plex and the effect of the fine structure on its computed value are
discussed in Sec. III B. Accurate fine-structure resolved collisional
rate coefficients based on cross-sections are presented in Sec. III C.
Finally, the rate coefficients are compared to the latest set of CCS-H2
data provided by Wolkovitch et al.25 in Sec. III D.

II. METHODS
A. CCS–He potential energy surface (PES)
1. Ab initio calculations

In its ground electronic (3ω⌐) and vibrational states, the CCS
molecule is linear.38,39 The interaction potential between CCS and
He was described using Jacobi coordinates (R, ω), where R is the dis-
tance between the center of mass of the CCS radical and the He atom
and ω describes the angle between R and CCS internuclear axis (see
Fig. 1). The internuclear distances in the CCS radical were set at their
experimental equilibrium distances rC⌐S = 2.96a0 and rC⌐C = 2.47a0.4

FIG. 1. Representation of the CCS–He collisional system in Jacobi coordinates.

The potential energy surface (PES) was computed with the
spin unrestricted coupled-cluster single double and perturbative
triple excitations ab initio method [UCCSD(T)]40 and the aug-
mented correlation consistent quadruple-zeta basis set (hereafter,
aVQZ) augmented by additional mid-bond functions of Cybulski
and Toczylowski.41

The ab initio calculations have been performed for 32 values of
ω between 0○ and 180○ with an unregular step. For each value of ω,
44 values of R were chosen between 4.5 and 30a0 with various steps
in order to accurately describe the different range of interactions. All
ab initio points were computed with the MOLPRO package.42

The basis set superposition error was corrected at every
geometry (R, ω) with the counterpoise procedure of Boys and
Bernardi,43

V(R, ω) = ECCS⌐He(R, ω) ⌐ ECCS(R, ω) ⌐ EHe(R, ω), (1)

where V(R, ω) is the interaction potential, and all energies E are
computed with the full basis set.

2. Analytical representation
A global fit of the interaction potential V(R, ω) was performed

based on the 1351 ab initio points using an expansion over Legendre
polynomials Pϵ(cos ω),44

V(R, ω) = ϵmax⩀
ϵ=0

vϵ(R)Pϵ(cos ω), (2)

where ϵmax was taken equal to 31 according to the number of ω angles
calculated. The radial coefficients vϵ(R) have been fitted following
the procedure of Werner et al.44 The long-range of interaction was
fitted and extrapolated using a multipolar expansion with Cn

Rn (n = 6,
8, and 10) coefficients. The fitted potential reproduces all of our
ab initio points with an error inferior to 1.7%. The root mean square
(rms) deviation is equal to 3.51 cm⌐1 but is mostly due to deviations
at short distances for angles between 140○ and 180○ where the PES
is highly repulsive. The rms is about 0.016 cm⌐1 in the potential well
regions [V(R, ω) < ⌐1 cm⌐1] and about 9.3 × 10⌐4 in the long-range
of interactions [0 ≤ V(R, ω) ≤ ⌐1 cm⌐1].
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B. Fine structure of CCS
In 3ω⌐ open-shell molecules, as CCS in its electronic ground

state, a coupling between the electronic spin S and the rotational
angular momentum of the radical N occurs. This so-called spin-
rotation coupling will split the rotational levels into fine structure
levels. CCS energy levels are described with an intermediate coupling
representation.

The total angular momentum j is then expressed as

j = N + S. (3)

In the intermediate coupling scheme for S = 1, the rotational
wavefunction can take three expressions for each j ≥ 1 as34,45,46

⌜F1jm⌜ = cos ϑ⌜N = j ⌐ 1, Sjm⌜ + sin ϑ⌜N = j + 1, Sjm⌜,
⌜F2jm⌜ = ⌜N = j, Sjm⌜,

⌜F3jm⌜ = ⌐ sin ϑ⌜N = j ⌐ 1, Sjm⌜ + cos ϑ⌜N = j + 1, Sjm⌜,
(4)

where ⌜N, Sjm⌜ denotes pure Hund’s case (b) basis functions and
ϑ is the mixing angle. This angle is obtained by diagonalization of
the molecular Hamiltonian. It depends on j, on the rotational con-
stant B0, on the spin-rotation constant ϖ0, and on the spin–spin
constant ϵ0.

In pure Hund’s case (b) limit, ϑ→ 0 and the F1, F2, and F3 fine
structure levels will correspond to N = j ⌐ 1, N = j, and N = j + 1,
respectively.

Hereafter, each fine structure energy level will be labeled as
for pure Hund’s case (b) by the couple of quantum numbers
Nj according to the astrophysical notation.

The rotational and fine energy levels of the CCS radical were
computed with the use of McGuire et al.47 spectroscopic constants:
B0 = 0.216 074 cm⌐1; D = 5.760 985 ×10⌐8 cm⌐1; ϖ0 = ⌐4.907 061× 10⌐4 cm⌐1; ϵ0 = 3.242 098 cm⌐1. Fine structure levels of CCS are
represented in Fig. 2. For CCS, the fine structure levels are ordered
by their rotational quantum number N only from Nj ≥ 10. For
N values from 1 to 10, ϑ decreases from 41○ to 17○, exhibiting the
decreasing degree of coupling between pure Hund’s case (b) basis as
N increases.

C. Dissociation energy calculations
The dissociation energy D0 of the 12C12C32S–He complex was

obtained from the new highly correlated PES using the coupled-
channel approach. The coupled-equations were solved with the
log-derivative method of Manolopoulos48 as implemented in the
BOUND software.49

Calculations were performed both with only the rotational
structure of CCS (e.g., neglecting the spin-rotation and spin–spin
couplings) and then considering the fine structure of CCS. As the
fine structure of CCS is peculiar, it might be expected to observe
some impact on the bound state energies and, thus, on the dis-
sociation energy, if the fine structure is taken into account or
not.

The parameters were adjusted in order to converge the disso-
ciation energy to better than 0.0001%. For the calculations with the
rotational structure alone, the rotational basis contains the first 23
rotational levels (up to N = 22). The propagation parameter Rmax and
DR were set to 56a0 and 0.004, respectively. To accurately include

FIG. 2. Representation of the rotational (top) and fine structure (bottom) energy
levels of the CCS(3ω⌐) radical.

the fine structure of CCS, a modified version of the BOUND soft-
ware was used.49 The basis contains the first 64 fine structure levels
(up to Nj = 21j). The propagation parameter Rmax and DR were set
to 36a0 and 0.014, respectively.

D. Scattering calculations
1. Cross sections and rate coefficients calculations

As previously mentioned, the CCS radical is often found in
cold molecular clouds. The temperature in these astrophysical media
varies from few to a few of tenth of K.50 CCS was also detected in the
outer part of the B335 circumstellar envelope, where the temperature
is about 25 K,24 and in the outer part of the IRC+10 216 circumstellar
envelope, in which the temperature is typically around 50 K.29

In astrophysical media, only levels with an internal energy≤100 cm⌐1 can be considered as significantly populated at 50 K.
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TABLE I. MOLSCAT parameters used in the scattering calculations. The energy step
DNRG used to span the energy grid is also given.

E (cm⌐1) Nmax Jmax Rmax STEPS DNRG

0.5–30 18 26 30 65 0.5
30–50 21 31 20 40 0.5
50–100 27 40 20 25 0.5
100–150 29 46 20 20 0.5
150–200 31 51 14 16 1
200–300 32 59 14 12 1
300–400 35 64 14 12 2
400–500 37 71 14 12 2
500–600 39 76 14 11 2

Scattering calculations were thus performed for fine structure levels
up to Nj = 20j, with the 2020 fine structure level at 96.79 cm⌐1.

To ensure the convergence of the cross-sections for the range of
temperature of interest, the scattering calculations were performed
for transitions between the first 61 fine structure levels for a total
energy E of up to 600 cm⌐1 with a various energy step in order to
accurately describe their resonances.

Accordingly, all calculations reported in the present paper were
carried out by taking into account the exact energy splitting of the
levels as well as rotational wavefunction that are linear combination
of pure Hund’s case (b). Inelastic cross-sections from an initial state
Nj to a final one N⋊j ′ are given by34

σN j→N′
j ′ = Ϛ(2j + 1)k2

Nj

⩀
Jll′
(2J + 1)⌜ϕNjN′j ′ ϕjj ′ϕll′ ⌐ SJ(Njl; N⋊j ′ l⋊)⌜2 (5)

with k2
Nj = 2 ↼⌜h2 [E ⌐ ENj], where E is the total energy of the system,

ENj is the energy of the Nj level, and J is the total angular momentum.
The scattering matrices SJ(Njl; N⋊j ′ l⋊) were computed for each

total energy E with the Close-Coupling (CC) approach and the
log-derivative propagator of Manolopoulos48 implemented in the
MOLSCAT code.51

Some parameters were constrained by the fit of the PES.
Hence, the minimum distance of propagation of the wavefunction
Rmin = 4.36a0, allowing the calculations up to 1500 cm⌐1, and
ϵmax = 31, the number of radial coefficients used to describe the PES.
Some of the parameters were obtained through convergence tests.
Hence, STEPS related to the step of propagation of the wavefunc-
tion, Rmax the largest distance of propagation of the wavefunction
and Nmax the highest rotational quantum number of CCS included
in the basis, were adjusted. The total angular momentum Jmax of the
system was automatically converged by the MOLSCAT code. These
parameters, which can be found in Table I, were converged to ensure
less than 2% of uncertainties on the cross-sections.

Rate coefficients are computed assuming a Maxwell–
Boltzmann distribution of kinetic energies as:

kNj→N′
j ′ (T) = ⌝8kBT

Ϛ↼
⌝1⌜2⌝ 1

kBT
⌝2⊍ ∞

0
EkσNj→N′

j ′ (Ek)e⌐Ek⌜kBTdEk,

(6)

with kB being the Boltzmann constant.

III. RESULTS AND DISCUSSIONS
A. PES

The isocontours of the PES produced in this work are presented
in Fig. 3. It was computed with the UCCSD(T)/aVQZ level of theory
with additional mid-bond functions, as described in Sec. II A. The
PES has one local minimum V = ⌐31.85 cm⌐1 for the linear complex
(ω = 0○), with the He atom facing the sulfur of the CCS radical at
R = 8.35a0, and a global minimum at V = ⌐37.12 cm⌐1 for the nearly
T-shaped complex (ω = 97.72○) at R = 6.70a0. These two minima are
separated by a low barrier of about 16 cm⌐1 with respect to the global
minimum.

The PES is globally highly anisotropic with respect to the ω
coordinate, which explains why 32 angular coefficients were needed
to obtain its correct analytical fit. Nonetheless, if ω is considered
only between 0○ and ∼100○, i.e., when the He atom is attracted by
the sulfur side of CCS, then the anisotropy is not very pronounced.
On the contrary, if ω is considered between 100○ and 180○, the
He is approaching CCS while facing the terminal carbon and the
interaction is highly repulsive.

B. Dissociation energy calculations
The dissociation energies, with only the rotational structure of

CCS included and with the fine structure of CCS taken into account,
were computed based on the methodology described in Sec. II C.

If the fine structure is neglected, then the computed dissoci-
ation energy D0 is 14.159 cm⌐1. If the fine structure is taken into
account, then D0 = 14.183 cm⌐1. In both cases, the dissociation
energy is found above the barrier between the two minima of the
complex.

The good agreement between these two results, different by
less than 0.2%, demonstrates that the fine structure, even if pecu-
liar, does not have a strong influence on D0, the dissociation energy
of the complex, contrarily to what could have been anticipated. This
agreement shows that the coupling between the electronic spin of
CCS and the rotation of the whole complex is weak. However, this

FIG. 3. Isocontours (in cm⌐1) of the CCS–He PES.
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difference is not negligible and could be probed by experimental
measurements. Thus, the impact of the fine structure on the dis-
sociation energy D0 value is moderated, but still, the fine structure
needs to be taken into account for calculations of spectroscopical
accuracy.

To the best of our knowledge, no measurements of the dissocia-
tion energy for the CCS–He complex have been reported. However,
the comparison between theoretical and future experimental mea-
surements could help us in evaluating the quality of the PES. The
PES could also be used to study the spectroscopy of the complex.
Indeed, such calculations are sensitive to the shape and the depth of
the potential wells since it is where bound states are located and can
also be another probe of the PES quality.

C. Cross-sections and rate coefficients
In this section, cross-sections obtained from the scattering

calculations performed as detailed in Sec. II D 1 are presented.
Rate coefficients, which are derived from averaging these cross-
sections over a Boltzmann distribution of the velocities, are also
described.

In Figs. 4 and 5, cross-sections as a function of kinetic energy
are presented in the upper panels, and their associated rate coeffi-
cients as a function of temperature are in the lower panels. These col-
lisional data are represented for ϵN = ϵj (Fi conserving) transitions,
which are the dominant ones.

In the cross-sections of both figures, Feshbach and shape reso-
nances are observed when the kinetic energy is lower or similar to the
well depth, so when Ek ⋊ 37 cm⌐1. These are explained by the tem-
porary formation of (quasi)bound states.52 These resonances have to
be taken into account in order to obtain correct values and behaviors
of the rate coefficients, especially at low temperatures, and it justifies
why the energy step needed to be smaller when the collisional energy
is small or similar to the well depth of the PES.

As one can see, the same type of transitions are represented
within the lowest Nj levels (from the Nj = 1j levels) in Fig. 4, so
when fine structure levels are not ordered by increasing N values,
and within Nj ≥ 10j levels (from the Nj = 10j levels) in Fig. 5, so
when they are ordered by increasing N values. If low-Nj fine struc-
ture levels are considered (Fig. 4), then the rate coefficients with the
same ϵN but with different j (different Fi) have very different mag-
nitudes. In fact, they can differ by up to two orders of magnitude. At
the opposite, if high-Nj transitions are considered (Fig. 5), then, the
rate coefficients for transitions with the same ϵN are very similar.
Therefore, it is suspected that the strength of the mixing between
Hund’s case (b) basis has a huge influence on the rate coefficients
and on the propensity rules.

To discuss this hypothesis, propensity rules are investigated in
Fig. 6 where rate coefficients from Nj=N+1 = 12, 67, and 1011 levels as
a function of ϵN are represented at 30 K. Different initial levels were
considered since, according to Figs. 4 and 5, the propensity rules are
expected to change with respect to the initial Nj levels.

For all transitions, rate coefficients globally decrease with
increasing ϵN. However, the general propensity rule is in favor of
transitions with even ϵN compared to transitions with odd ϵN. It
was already observed in other (X3ω⌐) systems, for which it was jus-
tified by the even anisotropy of the PES.36,46,53–56 The propensity
rule favoring even ϵN fades with increasing ϵN, and it tends to

FIG. 4. Cross-sections as a function of kinetic energy (upper panel) and rate coef-
ficients as a function of temperature (lower panel) for ϵN = ϵj transitions from the
1j levels.

vanish when ϵN ≥ 10, where the magnitude of the rate coefficients
then only decrease with increasing ϵN following the exponential
energy-gap behavior.

As previously mentioned, ϵN = ϵj transitions are dominant
compared to other types of transitions. This behavior is frequently
observed in molecules in the (X3ω⌐) electronic state,36,46,53,54,57–59

and was also predicted theoretically by Alexander and Dagdigian.34

The latter study also mentioned that this propensity rule is indepen-
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FIG. 5. Cross-sections as a function of kinetic energy (upper panel) and rate coef-
ficients as a function of temperature (lower panel) for ϵN = ϵj transitions from the
10j levels.

dent of the degree of intermediate coupling. However, a competition
between 12 → Nj=N+1 (F1 conserving) and 12 → Nj=N⌐1 (F1 → F3)
transitions for ϵN ≥ 10 is observed in the left panel and is in conflict
with Alexander and Dagdigian34 prediction.

To understand this surprising behavior, the wavefunctions of
the different 12, 67, and 1011 initial states considered here are
presented according to Eq. (4),

12 ≡ 0.75⌜12⌜ + 0.66⌜32⌜
67 ≡ 0.92⌜67⌜ ⌐ 0.40⌜87⌜

1011 ≡ 0.96⌜1011⌜ ⌐ 0.29⌜1211⌜.
With regard of the wavefunction expressions, it can be observed

that the level hitherto named 12 is actually a linear combination of
the ⌜12⌜ and the ⌜32⌜ Hund’s case (b) basis with similar weight. As N
increases, for an Nj=N+1 (F1) level, the weight of the ⌜N = j ⌐ 1, Sjm⌜
basis increases, and the weight of the ⌜N = j + 1, Sjm⌜ basis decreases.
Thus, as N increases, the internal structure of the system tends to be
closer to a pure Hund’s case (b) description.

Therefore, when one of the state involved in the transition can-
not be represented within a pure Hund’s case (b) (as for the 12 level),
then usual Hund’s case (b) propensity rules are not valid anymore.
At the opposite, when the levels can be reasonably described by a
pure Hund’s case (b) approach (as for the 1011 level), the expected
propensity rules for pure Hund’s case (b) are then valid.

Alexander and Dagdigian34 also predicted ϵN = ϵj for j = N
(F2 conserving) transitions to be dominant, and ϵN =ϵj for j =N+ 1
(F1 conserving) and for j = N ⌐ 1 (F3 conserving) to be equal.
However, for CCS–He rate coefficients, ϵN = ϵj for j = N + 1
(F1 conserving) transitions are the most dominant ones for low Nj
levels, and all ϵN = ϵj transitions tend to be equivalent for high Nj
levels, as shown in Fig. 5.

The relative magnitude of Nj=N+1 → Nj=N (F1 → F2) and
Nj=N+1 → Nj=N⌐1 (F1 → F3) transitions depends here on the Nj ini-
tial level. Indeed, when transitions from the 1011 fine structure level
are considered (right panel), rate coefficients for transitions to final
Nj=N (F2) levels are stronger than transitions to final Nj=N⌐1 (F3)
levels. This propensity rule corresponds to Hund’s case (b) limit, in
agreement with the previous observation that levels with Nj ≥ 10
are well described within pure Hund’s case (b). However, this
propensity rule reverses when N of the initial level decreases. For
transitions from the 67 (F1) fine structure level (center panel), tran-
sitions to final Nj=N⌐1 (F3) and Nj=N (F2) are in competition. For
transitions from the 12 (F1) fine structure level (left panel), rate
coefficients for transitions to final Nj=N⌐1 (F3) levels are stronger
than rate coefficients to final Nj=N (F2) levels. This propensity rules
do not correspond to Hund’s case (b) limit34 and can be explained
by the fact that the mixing between Hund’s case (b) basis is sig-
nificant for low Nj levels. Such findings clearly confirm that the
mixing between pure Hund’s case (b) levels is not negligible for the
CCS(3ω⌐)molecule and, thus, that a pure Hund’s case (b) approach
will not be suitable for this system.

D. Comparison with previous data
In this part, our rate coefficients are compared to the most

recent ones provided by Wolkovitch et al.,25 in order to evaluate the
potential impact of the new collisional data on the modeling of CCS
observations.

Wolkovitch et al.25 rate coefficients were obtained for fine
structure levels up to Nj = 12j based on OCS–H2 PES of Green
and Chapman.35 This PES was adapted from an OCS–He interac-
tion potential computed with the electron gas model. As mentioned
in the Introduction, the H2 collider is thus considered as a structure-
less particle, as done for the He atom in this work. Based on this PES,
Wolkovitch et al.25 computed rotational rate coefficients with the CC
approach, to which they reintroduced the spin-dependence with the
IOS approximation within the pure Hund’s case (b), as developed by
Corey and McCourt.60

In Fig. 7, a comparison between fine-structure rate coefficients
computed by Wolkovitch et al.25 and in the present work is done at
10 and 20 K.

A difference of a factor of 2–10 is globally found between the
two sets of rate coefficients at both temperatures considered. The
distribution around the x = y axis is very sparse, and differences up
to two orders of magnitude are observed for some transitions at both
10 and 20 K.
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FIG. 6. Propensity rules for transitions out of the 12 (left panel), 67 (center panel), and 1011 (right panel) levels for a temperature of 30 K.

For astrophysical modeling, it was found that an order of mag-
nitude of difference in collisional excitation rate coefficients can
induce up to a factor of 2–5 in the abundance determinations.33

Therefore, the differences between the two sets of rate coefficients
are very significant and should impact the determination of CCS
abundances in astrophysical media.

The discrepancies between the Wolkovitch et al.25 set of data
and the one presented in this work are the results of the different
projectiles, of the different PESs, and of the use of different scatter-
ing approaches (the IOS approximation within pure Hund’s case (b)
description of the levels was used in Wolkovitch et al.25 work).

FIG. 7. Direct comparison of Wolkovitch et al.25 CCS–H2 fine-structure resolved
rate coefficients and CCS–He ones provided in this work at 10 K (red diamonds)
and 20 K (black open circles). The solid line represents a perfect agreement
between the two sets of data; dashed, dashed–dotted, and dotted lines delimit
the regions where the rate coefficients differ by less than a factor of 2, 10, and
100, respectively.

In order to investigate the influence of the PES and of the
different colliders, pure rotational rate coefficients were computed
from the new CCS–He PES presented in Sec. III A. The scattering
calculations were performed with the CC approach to obtain con-
verged cross-sections for the first 13 rotational CCS energy levels
for temperatures up to 20 K. Rotational rate coefficients from the
ground rotational state are compared in Table II to the ones used
by Wolkovitch et al.25 to derive their fine-structure resolved rate
coefficients.

For the dominant transitions, i.e., for transitions with even ϵN,
the agreement between these rates is better than a factor of 2, espe-
cially at 10 K where the agreement for these transitions for ϵN ≤ 6
is better than 20%. The differences between the rotational rate coef-
ficients increase as the ϵN increases, in particular at 10 K, where
it reaches almost two orders of magnitudes for ϵN = 12. However,
such small rate coefficients do not significantly contribute to the
fine structure rate coefficients within the IOS approach used by
Wolkovitch et al.25 At 20 K, the discrepancies stay under a factor of
2 for all transitions with ϵN ≤ 10. If the discrepancies between rota-
tional rate coefficients for high ϵN at 10 K were the source of the
differences on the fine structure-resolved rate coefficients exhibited
in Fig. 7, then they should vanish or at least decrease at 20 K, where
the discrepancies between rotational rate coefficients stay reasonable
(below a factor of 5 for all considered transitions). However, the dis-
tribution of the fine rate coefficients is very similar at both 10 and
20 K, so this hypothesis is disproved.

Such a similarity between the two sets of rotational rate coeffi-
cients is not surprising because the PES for both molecular systems
(CCS–He vs OCS–H2) is similar. Indeed, only the long-range of
Green35 OCS–H2 PES was actually computed with H2, and all other
features of the PES, i.e., the repulsive wall and the potential wells,
were computed for the OCS–He system. Therefore, no significant
differences were expected between the two sets of rotational rate
coefficients for CCS–H2 and CCS–He. Therefore, the remarkable
differences between the fine structure rate coefficients highlighted
in Fig. 7 do not seem to originate from the colliders, or from the
PES considered. It suggests that the scattering approach is the main
reason for such differences.
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TABLE II. Comparison of rotational rate coefficients from the ground rotational state computed by Wolkovitch et al.25 and in
this work.

T = 10 K T = 20 K

N → N⋊ Wolkovitch et al.25 This work Wolkovitch et al.25 This work

0→ 1 4.8 × 10⌐11 9.82 × 10⌐11 4.5 × 10⌐11 8.90 × 10⌐11

0→ 2 1.1 × 10⌐10 9.77 × 10⌐11 1.1 × 10⌐10 1.08 × 10⌐10

0→ 3 2.2 × 10⌐11 2.41 × 10⌐11 2.0 × 10⌐11 2.59 × 10⌐11

0→ 4 5.8 × 10⌐11 5.90 × 10⌐11 5.8 × 10⌐11 7.21 × 10⌐11

0→ 5 1.5 × 10⌐11 7.96 × 10⌐12 1.4 × 10⌐11 1.10 × 10⌐11

0→ 6 2.0 × 10⌐11 1.92 × 10⌐11 1.8 × 10⌐11 3.41 × 10⌐11

0→ 7 1.3 × 10⌐11 3.40 × 10⌐12 1.0 × 10⌐11 7.03 × 10⌐12

0→ 8 1.1 × 10⌐11 4.14 × 10⌐12 9.5 × 10⌐12 1.31 × 10⌐11

0→ 9 7.6 × 10⌐12 8.79 × 10⌐13 6.1 × 10⌐12 3.65 × 10⌐12

0→ 10 8.4 × 10⌐12 5.80 × 10⌐13 6.9 × 10⌐12 3.95 × 10⌐12

0→ 11 7.6 × 10⌐12 1.97 × 10⌐13 7.6 × 10⌐12 1.75 × 10⌐12

0→ 12 3.8 × 10⌐12 4.34 × 10⌐14 3.3 × 10⌐12 8.97 × 10⌐13

With the IOS approximation, the exact energy of the fine struc-
ture levels is not taken into account in the scattering calculations.
Indeed, the later approximation uses rotational cross-sections from
the ground state to infer fine structure resolved cross-sections for all
levels considered.25 However, if the CCS energetic structure is not
explicitly taken into account, some transitions will be considered as
excitations, when, in fact, they are de-excitations such as the 01 → 10
transition, or all transitions between the 11 level and any Nj levels
with N ≤ 4 and j = N + 1.

According to these results, the IOS approximation within pure
Hund’s case (b) for the CCS molecule is failing at reproducing
accurate fine-structure resolved rate coefficients at (least at) low tem-
perature. It also suggests that it may fail for other systems with a large
spin-splitting as it was already discussed in previous studies.21,25,36,37

Therefore, the conclusions drawn from the astrophysical model
based on Wolkovitch et al.25 data may need to be reconsidered.

IV. CONCLUSIONS
State-to-state rate coefficients for the CCS(3ω⌐)–He system

were obtained for the 5–50 K temperature range, by explicitly tak-
ing into account the CCS fine structure. For that purpose, the first
PES of the CCS–He van der Waals complex was computed. It
exhibits a strong anisotropy, and thus, a great number of ab initio
points and vϵ(R) coefficients were required to correctly describe it.
The dissociation energy of the complex was computed with and
without considering explicitly the CCS fine-structure in the close-
coupling calculations, and the effect of such a peculiar structure
on this dissociation energy appears to be not huge although not
negligible.

Based on the PES, cross-sections were computed with the close-
coupling approach within the intermediate coupling scheme, and
rate coefficients for temperatures from 5 to 50 K were derived
by integration of the cross-sections over kinetic energies. Propen-
sity rules were discussed, and the degree of mixing between pure
Hund’s case (b) basis was found to have a strong influence on them.

Therefore, it was concluded that CCS collisional data could only be
properly described with the intermediate coupling scheme.

The obtained rate coefficients were compared at 10 and 20 K
to previous ones provided by Wolkovitch et al.,25 and a global
difference of a factor of 2–10 was observed. Some transitions exhib-
ited discrepancies up to 2 orders of magnitudes. Thus, the derived
abundances of CCS and extended conclusions might need to be
reconsidered.

For now, CCS abundances in astrophysical media were derived
within the local thermodynamic approximation (LTE) approxima-
tion, which is known to not be accurate in many astrophysical media
(such as molecular clouds, where CCS is widely detected) or with the
data of Wolkovitch et al.25 With the new set of data provided here,
the CCS abundances may be significantly revised, and then, its cor-
related abundance with HC3N and carbon chains, in general, can be
further investigated and may decipher on the formation path of such
molecules.

SUPPLEMENTARY MATERIAL

A Fortran subroutine of the potential energy surface is available
in the supplementary material.
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A B S T R A C T 
CCS( 3 ! −) is one of the few molecules which presents many observable isotopologues, with the reported detection of 13 CCS, 
C 13 CS, CC 34 S, and CC 33 S. The accurate determination of CCS isotopologues abundances enables the study of the isotopic 
fraction in media where they are detected, and gives insights into their formation pathways. The availability of collisional 
rate coefficients, that are prerequisite for accurate determination of their abundances in astrophysical media under non-local 
thermodynamic equilibrium (LTE) conditions, allows drawing reliable conclusions on their abundances. In this study, fine and 
hyperfine-structure resolved excitation rate coefficients induced by collisions with helium are produced with a quantum approach 
for all detected CCS isotopologues for the 5–50 K temperature range. Radiative transfer models have been performed with the 
new data to discuss their impact on the excitation conditions of these species. The effect of the isotopic substitution appears to 
be weak between fine-structure rate coefficients. The observed lines of CCS, 13 CCS, C 13 CS, and CC 34 S are found to be out of 
LTE conditions, and therefore, the proper determination of the abundance of CCS isotopologues in molecular clouds requires 
the use of the data produced in this work. 
Key words: molecular data – molecular processes – radiative transfer – scattering. 

1  I N T RO D U C T I O N  
The CCS ( 3 ! −) radical was detected in many astronomical sources, 
especially in molecular clouds where it is known to be a good 
tracer of physical conditions and evolution stages (Suzuki et al. 
1992 ; Velusamy, Kuiper & Langer 1995 ). Ho we ver, an accurate 
determination of its abundance in these media, which does not satisfy 
local thermodynamic equilibrium (LTE) conditions, requires the use 
of inelastic rate coefficients. 

Due to the presence of an electronic spin and a large spin-splitting, 
CCS very peculiar internal structure is difficult to take into account 
in rate coefficients calculations. Up to now, the analysis of CCS 
observations has been done, either under LTE assumption, either with 
approximated rate coefficients derived from OCS-H 2 rotational rate 
coefficients (Fuente et al. 1990 ; Suzuki et al. 1992 ), or obtained from 
OCS-H 2 potential energy surface (PES) (Wolkovitch et al. 1997 ). To 
o v ercome this lack of data, Godard Palluet & Lique ( 2023 ) (hereafter 
Paper I ) performed full quantum scattering calculations based on the 
first CCS-He PES computed from highly correlated methods. In this 
work, He is used as a template for H 2 , the dominant collisional partner 
in molecular clouds and circumstellar enveloppes. The use of He as 
a substitute for H 2 could lead to significant uncertainties in case 
of collisions with light hydrides but is expected to be reasonably 
accurate for heavy molecules (Wernli et al. 2007 ) such as CCS. 
" E-mail: amelie.godard@univ-rennes.fr (AGP); francois.lique@univ- 
rennes.fr (FL) 

In Paper I , the authors derived the first accurate set of CCS-He 
fine-structure resolved rate coefficients for the 5–50 K temperature 
range. These new rate coefficients have been shown to be in strong 
disagreement with previous data suggesting significant inaccuracies 
on former non-LTE models of CCS. 

Four secondary isotopologues of CCS have been currently detected 
in molecular clouds: 13 CCS; C 13 CS; CC 34 S (Ikeda, Sekimoto & 
Yamamoto 1997 ) and CC 33 S (Fuentetaja et al., in preparation). It is 
one of the few molecules to present many observable isotopologues. 

The isotopic fraction 12 C/ 13 C, 32 S/ 33 S, and 32 S/ 34 S is one of the 
best tool to follow the chemical evolution of molecular clouds and 
planetary systems bodies (Hily-Blant et al. 2018 ; Loison et al. 2020 ). 
The abundance ratio between 13 C-bearing isotopologues can also be 
used to constrain the production path of interstellar molecules, as 
done for HC 3 N and HC 5 N by Takano et al. ( 1998 ) and Taniguchi 
et al. ( 2016 ), and also for CCH and CCS by Sakai et al. ( 2007 ). 
The later study found an abundance ratio [C 13 CS]/[ 13 CCS] of 4.2 in 
TMC-1, which cannot be explained by zero-point energy differences. 
Ho we ver, it was derived based on LTE assumptions so it might be 
o v er(under)estimated. 

No rate coefficients have been reported for any of the isotopologues 
of CCS. Indeed, in addition to the complex fine structure of CCS 
radicals, 13 C ( I = 1 

2 ) and 33 S ( I = 3 
2 ) present a nuclear spin 

from which hyperfine structures arise, making the rate coefficients 
even more complicated to compute. Therefore, the abundance of 
CCS secondary isotopologues have al w ays been derived assuming 
LTE conditions. It is kno wn, ho we ver, that this assumption does 
not hold in molecular clouds where these isotopologues have been 
detected. 

© 2023 The Author(s). 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative 

Commons Attribution License ( http:// creativecommons.org/ licenses/ by/ 4.0/ ), which permits unrestricted reuse, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Previous works of Dumouchel et al. ( 2012 ), Faure & Lique 
( 2012 ), Flower & Lique ( 2015 ), and Navarro-Almaida et al. ( 2023 ) 
demonstrated the need of isotopologue-specific rate coefficients. 

The isotopic substitution of one 12 C by one 13 C in rate coefficients 
calculations have been studied for CN (Flower & Lique 2015 ), 
CO (Dagdigian 2022 ), CCH (Pirlot Jankowiak, Lique & Dagdigian 
2023a ), and HCN/HNC (Navarro-Almaida et al. 2023 ). These studies 
report an effect of about 20–30 per cent on the magnitude of 
collisional rate coefficients, with no predictable pattern ho we ver. 
Given that such deviation could have an impact on radiative transfer 
analysis, it might be important to compute isotopologue-specific 
rate coefficients and not to derive them from CCS data. To the 
best of our knowledge, rate coefficients for a molecule where the 
32 S have been substituted by either 33 S or 34 S hav e nev er been 
reported. 

In this paper, we present the first accurate state-to-state inelastic 
rate coefficients for 13 C 12 C 12 S; 12 C 13 C 32 S; 12 C 12 C 34 S; 12 C 12 C 33 S in 
collision with He and we test the impact of CCS isotopologue-specific 
rate coefficients on non-LTE models. 

The five isotopologues discussed here have a 3 ! − ground elec- 
tronic state, from which a fine structure arise (Section 2.2.2 ). 13 CCS, 
C 13 CS, and CC 33 S isotopologues add an hyperfine structure to this 
fine structure due to non-zero nuclear spin of 13 C ( I = 1 

2 ), and 33 S ( I 
= 3 

2 ) (see Section 2.2.3 ). 
The potential energy surface (PES) provided in Paper I was adapted 

for each isotopologue to perform scattering calculations with the 
close–coupling (CC) approach. On this basis, fine-structure resolved 
rate coefficients for the 5–50 K temperature range were provided 
and the recoupling approach was then applied to obtain hyperfine- 
structure resolved rate coefficients in the 5–15 K temperature range 
for 13 CCS, C 13 CS, and CC 33 S isotopologues (see Sections 2.1 and 
2.2 ). Fine and hyperfine inelastic rate coefficients as well as the effect 
of the isotopic substitution on these data are presented in Sections 3.1 
and 3.2 . The impact of the rate coefficients on radiative transfer 
models are discussed in Section 3.3 . Finally, Section 4 presents 
concluding remarks. 
2  M E T H O D S  
2.1 Potential energy surfaces 
The potential energy surface (PES) used to model the collision 
between CCS isotopologues and helium is the one computed in Paper 
I . In the later, the PES have been computed for the 12 C 12 C 32 S-He 
collisional system. It was described using Jacobi coordinates with a 
radial parameter R , the distance between G , the centre-of-mass (noted 
hereafter c.o.m.) of CCS and the He atom, and an angular parameter 
θ , the angle between the internuclear axis and R , as represented in Fig. 
1 . CCS internuclear distances were fixed at experimental equilibrium 
geometry r C − S = 2.96a 0 and r C − C = 2.47a 0 . 

The interaction potential was computed assuming CCS as a rigid 
rotor, using the unrestricted coupled cluster single double and per- 
turbativ e triple e xcitation [UCCSD(T)] ab initio method (Deegan & 
Knowles 1994 ), along with the augmented correlation consistent 
quadruple-zeta basis set (aug-cc-pVQZ) including additional mid- 
bond functions as defined by Cybulski & Toczyłowski ( 1999 ). The 
basis set superposition error was corrected at each geometry with the 
counterpoise procedure of Boys & Bernardi ( 1970 ). Further details 
about the PES can be found in Paper I . 

Within the Born–Oppenheimer approximation, the PES is valid for 
all CCS isotopologues which are all linear in their ground electronic 
state, assuming that the isotopic substitution will not affect the 

Figure 1. Representation of CCS isotopologues in collision with He in Jacobi 
coordinates. 
internuclear distances. Ho we ver, a correction to the position of the 
c.o.m. must be applied. Indeed, in the Jacobi coordinate system, the 
origin of the frame is on the c.o.m. of the target molecule, which is not 
the same for all CCS isotopologues. Thus, the coordinate system of 
the PES is corrected according to the c.o.m. position, as represented 
in Fig. 1 . When the 32 S is substituted by 34 S or 33 S, the c.o.m., G 1 
and G 2 respectively, are shifted closer to the sulphur atom according 
to G . On the contrary, if one of the 12 C is substituted by 13 C, the 
c.o.m. is shifted closer to the centred carbon according to G . The 
proper Jacobi coordinates for the n th CCS isotopologue are then R n , 
and θn . 

As required for scattering calculations, the PES for each CCS 
isotopologues is expressed in terms of Legendre polynomials as: 
V ( R n , θn ) = λmax X 

λ= 0 v λ( R n ) P λ ( cos θn ) , (1) 
where R n is the distance between the centre-of-mass G n of the n th 
CCS isotopologues and the He atom, and θn is the angle between the 
axis of the molecule and R n , as shown in Fig. 1 . 
2.2 Scattering calculations 
2.2.1 Fine and hyperfine structure of CCS isotopologues 
This study aims at producing accurate state-to-state rate coef- 
ficients for CCS isotopologues in collisions with He. There- 
fore, the proper structure of each CCS isotopologue needs to 
be taken into account. This is even more true for CCS iso- 
topologues which present a large spin-splitting, leading to a 
peculiar fine structure. Indeed, accurately taking into account 
the structure of CCS in the scattering calculations have been 
pro v en to have a significant impact on the rate coefficients in 
Paper I . 

All CCS isotopologues are 3 ! − in their electronic ground state. 
Therefore, a coupling between the electronic spin S and the rotational 
angular momentum of the radical N occurs. This so-called spin- 
rotation coupling will split the rotational levels into fine structure 
levels. 

The total angular momentum j of the molecule is then expressed 
as 
j = N + S (2) 
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Table 1. Spectroscopic constants of CCS, 13 CCS, C 13 CS, and CC 34 S isotopologues from McGuire et al. ( 2018 ), and of CC 33 S 
from Fuentetaja et al. (in preparation). The values in brackets are theoretical values. 
Spectroscopic constants (cm −1 ) CCS 13 CCS C 13 CS CC 34 S CC 33 S 
B 0.216074 0.206412 0.215048 0.211342 0.213630 
D × 10 8 5.760985 5.243628 5.710284 5.518151 [5.763988] 
γ 0 × 10 4 −4.907061 −4.689911 −4.880043 −4.798653 [ −4.916] 
λ0 3.242098 3.242376 3.243134 3.242080 3.242934 

The molecular Hamiltonian H included in the scattering calcula- 
tions is 
H = H rot + H sr + H ss , (3) 
where H rot , H sr , and H ss denote for the rotational, spin–rotation, and 
spin–spin terms, respectively. They are given by 
H rot = BN 2 − DN 4 
H sr = γ0 ( N · S) 
H ss = 2 

3 λ0 (3 S z − S) , 
where B is the rotational constant of the molecule, D the centrifugal 
distorsion constant, γ 0 the spin–rotation interaction constant, and λ0 
the spin–spin interaction constant. 

The fine-structure energy levels are described with the intermedi- 
ate coupling representation. The rotational wavefunctions for CCS 
isotopologues for j ≥ 1 within the intermediate coupling scheme is 
written as (Alexander & Dagdigian 1983 ) 
| F 1 jm 〉 = cos α| N = j − 1 , Sjm 〉 + sin α| N = j + 1 , Sjm 〉 , 
| F 2 jm 〉 = | N = j , Sj m 〉 , 
| F 3 jm 〉 = − sin α| N = j − 1 , Sjm 〉 + cos α| N = j + 1 , Sjm 〉 , (4) 
where α described the mixing angle between pure Hund’s case (b) 
basis functions | N , Sjm 〉 . In pure Hund’s case (b) limit, α → 0 and the 
F 1 , F 2 , and F 3 fine structure levels will correspond to N = j − 1, N 
= j , and N = j + 1, respectively. Hereafter, each fine structure energy 
level will be labelled as for pure Hund’s case (b) by the couple of 
quantum numbers N j according to the usual astrophysical notation. 

The spectroscopic constants used here, presented in Table 1 , were 
taken from McGuire et al. ( 2018 ) for CCS, 13 CCS, C 13 CS, and CC 34 S 
isotopologues, and from Fuentetaja et al. (in preparation) for the 
CC 33 S isotopologue. 

These constants are quite similar for all isotopologues, leading to 
very similar fine structure, as one can see in Table A1 . What matters is 
that the order of levels remains consistent between all isotopologues 
since it could have affected the rate coefficients if the transition is an 
excitation in some isotopologues and de-excitations in others. 

If one of the atom of the molecule presents a non-zero nuclear 
spin, then a coupling will occur between the nuclear spin I of the 
atom and the angular momentum j , leading to a splitting of the fine 
structure energy levels into hyperfine structure energy levels. In that 
case, the correct quantum number F is now defined as: 
F = j + I (5) 

In this study, three of the five isotopologues considered present an 
hyperfine structure: 13 CCS, C 13 CS, and CC 33 S. The nuclear spin I 
of the 13 C atom being equal to 1 

2 , each fine structure level with j ≥
1 will be splitted into two hyperfine levels. The nuclear spin of the 
33 S atom I = 3 

2 , so each fine structure level with j ≥ 2 energy levels 
will be splitted into four hyperfine energy levels (and only in three 
hyperfine structure energy levels for j = 1). 

2.2.2 Fine structure resolved rate coefficients 
In astrophysical media, only levels with an internal energy 
≤100 cm −1 can be considered as significantly populated at 50 K. 
Scattering calculations were performed for all isotopologues to 
produce converged fine structure excitation cross-sections between 
levels up to N j = 20 j , which are below the first excited bending mode 
ν2 = 134 cm −1 . Thus, rate coefficients are obtained for all transitions 
between the first 61 fine structure levels of the isotopologues. 

Calculations for all CCS isotopologues reported in this paper were 
carried out by taking into account the exact energy splitting of the 
levels as well as rotational wavefunction that are linear combination 
of pure Hund’s case (b), as defined in equation ( 4 ). Inelastic cross- 
sections from an initial state N j to a final one N ′ j ′ are given by the 
following formula (Alexander & Dagdigian 1983 ) 
σN j → N ′ 

j ′ = π

(2 j + 1) k 2 N j 
×

X 
j l l ′ (2 J + 1) | δN N ′ δjj ′ δl l ′ − S J ( N j l ; N ′ j ′ l ′ ) | 2 (6) 

where l is the angular momentum of the whole complex, k 2 N j = 
2 µ
~ 2 [ E − E N j ] with E is the total energy of the system, and E N j is the 
energy of the N j level. 

The scattering matrices S J ( N j l ; N ′ j ′ l ′ ) were computed for each 
total energy E with the close-coupling (CC) approach and the log- 
deri v ati ve propagator of Manolopoulos ( 1986 ) as implemented in 
the MOLSCAT code from Hutson & Green ( 1994 ). To ensure the 
convergence of the rate coefficients, cross-sections were computed 
for a total energy from 0.5 up to 600 cm −1 with a various energy step 
in order to accurately describe their resonances. 

Some parameters are constrained by the analytical representation 
of the PES, as the minimum distance of propagation R min set at 
4.36a 0 and the number of radial coefficients used to describe the PES 
λmax set at 31. Other parameters were converged to guarantee that 
the cross-sections are converged to better than 2 per cent. The total 
angular momentum J max of the system was automatically converged 
by the MOLSCAT code. More details about the scattering calculations 
can be found in Paper I since the strategy used for all isotopologues 
was very similar to that used for the 12 C 12 C 32 S-He collisional system. 

Rate coefficients are then computed from the cross-sections as- 
suming a Maxwell–Boltzmann distribution of kinetic energies, as 
k N j → N ′ 

j ′ ( T ) = �8 k B T 
πµ

�1 / 2 � 1 
k B T �2 

Z ∞ 
0 E k σN j → N ′ 

j ′ ( E k ) e −E k /k B T d E k , (7) 
with k B the Boltzmann constant. 
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2.2.3 Hyperfine-structur e r esolved rate coefficients 
13 CCS, C 13 CS, and CC 33 S isotopologues have been detected only 
in molecular clouds, and thus to limit the CPU cost, we decided to 
restrict our calculations to the 5–15 K temperature range. Thus the 
highest hyperfine level taken into account is the 10 10 , F i level at ∼
30 cm −1 . 

In order to take into account the hyperfine structure of the 
13 CCS, C 13 CS, and CC 33 S isotopologues into the rate coefficients 
calculations, the recoupling method was used. In this approximation, 
the hyperfine cross-sections will be inferred from the nuclear spin 
free S-matrices S J ( N j l ; N ′ j ′ l ′ ), that were here obtained from the full 
quantum CC approach. This approximation holds if the splitting 
between hyperfine energy levels is small compared to the splitting 
between fine energy levels. In the case of CCS isotopologues, the 
typical splitting between hyperfine levels is of the order of ∼ 10 −3 
cm −1 . Consequently, this approach can be considered valid. 

The hyperfine cross-sections are then obtained based on the 
S-matrices S J ( N j l ; N ′ j ′ l ′ ) given by equation ( 6 ), as defined by 
Alexander & Dagdigian ( 1985 ) 
σ REC 

N j F → N ′ 
j ′ F ′ = π

k 2 N j F 
�
2 F ′ + 1 � X 

K 
⇢

j j ′ K 
F ′ F I 

�2 
P K ( N j → N ′ j ′ ) 

(8) 
with 
P K ( N j → N ′ j ′ ) = 1 

2 K + 1 X 
l l ′ | T K ( N j l ; N ′ j ′ l ′ ) | 2 (9) 

and 
T K ( N j l ; N ′ j ′ l ′ ) = ( −1) −j−l ′ (2 K + 1) P 

J ( −1) J (2 J + 1) (10) 
×

⇢
l ′ j ′ J 
j l K 

�
( δN N ′ δjj ′ δl l ′ − S J ( N j l ; N ′ j ′ l ′ )) , (11) 

where | F − F ′ | ≤ K ≤ F + F ′ . 
Once the cross-sections are defined, the associated rate coefficients 

can be inferred by averaging these cross-sections over the collisional 
energies, as in equation ( 7 ). 
2.3 Radiati v e transfer calculations 
Rate coefficients are key ingredients to interpret astrophysical obser- 
vations of molecules through radiative transfer models. 

In order to discuss the impact of the rate coefficients produced in 
this work on the interpretation of observ ations, non-LTE radiati ve 
transfer calculations were performed with the RADEX code (van der 
Tak et al. 2007 ) to derive astrophysically rele v ant quantities, such as 
excitation temperature T ex , and radiance temperature T r . It is based 
on the escape probability formalism. It assumes an isothermal and 
homogeneous medium, which is fully contained in the antenna beam. 

For such modelling, it was assumed that the background radiation 
field was the cosmic microwave background (CMB) of 2.73 K. The 
line width was set at 1.0 km s −1 , and the kinetic temperature of the gas 
at 10 K, the typical temperature of dense molecular clouds (McGuire 
2022 ). 

To properly model CCS isotopologues, rate coefficients for CCS 
in collisions with both He and H 2 are required. A well-known 
approximation to infer rate coefficients with H 2 collider from rate 
coefficients with He collider is to multiply the data sets by a factor 
of ∼ 1.39, the square-root of the reduced mass ratio. 
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Figure 2. Fine-structure resolved cross-sections of CCS, 13 CCS, C 13 CS, 
CC 33 S, and CC 34 S for the 6 7 -5 4 (solid lines) and the 0 1 -1 0 (dashed lines) 
de-excitation transitions. 

The Einstein coefficients used were those available in CDMS 
(M ̈uller et al. 2001 , 2005 ; Endres et al. 2016 ), and JPL (Pickett 
et al. 1998 ) databases. 
3  RESULTS  A N D  DI SCUSSI ON  
3.1 Fine structure resolved cross-sections and rate coefficients 
Fine structure resolved cross-sections were produced according to 
the methodology described in Section 2.2.2 . 

Fig. 2 shows the collisional energy dependence of the de-excitation 
fine-structure resolved cross-sections for the 6 7 -5 4 and the 0 1 -1 0 
transitions for all 5 CCS isotopologues. 

At low kinetic energy, one observe Feshbach and shape resonances 
that are typical when the collisional energy is lower than the well 
depth (here about 37 cm −1 ). They are due to the temporary formation 
of (quasi)bound states before the complex dissociates (Costes & 
Naulin 2016 ). 

The behaviour and values of the cross-sections for all isotopo- 
logues are very similar. Some differences can be seen in the 
resonances area that are by nature very sensitive to the shape of the 
potential and to the spectroscopic constants. Ho we v er, the o v erall 
isotopic substitution effect is rather small even in the resonance part 
due to similar spectroscopic constants (see Table 1 ), and small shift 
in the c.o.m. positions induced by the isotopic substitution ( δG/G 1 
= −0.06395a 0 and δG/G 2 = −0.0205a 0 , δG/G 3 = 0.03155a 0 ; δG/G 4 
= 0.06193a 0 ). When the resonances disappear ( E k > 37 cm −1 ), the 
cross-sections are almost identical. 

Fine-structure resolved rate coefficients for 13 CCS, C 13 CS, CC 34 S, 
and CC 33 S in collision with He have been provided for the 5–50 K 
temperature range based on the fine-structure resolved cross-sections. 
The fine-structure resolved rate coefficients of 12 C 12 C 32 S-He have 
already been provided in Paper I in the same temperature range. 

In Paper I , the propensity rules governing CCS-He fine-structure 
resolved rate coefficients were investigated, with a particular empha- 
sis on the impact of CCS’s peculiar fine structure on these rules. The 
following propensity rules were determined: 

(i) Rate coefficients generally decrease with increasing + N , which 
is the usual behaviour for rotational rate coefficients 
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Figure 3. Systematic comparison of de-excitation fine-structure resolved 
rate coefficients at T = 10 K and 50 K of 12 C 13 C 32 S (upper panel) 
and 13 C 12 C 32 S (lower panel) isotopologues with respect to the fine rate 
coefficients of the main isotopologue 12 C 12 C 32 S. The solid line represents a 
perfect agreement, and the dashed line a deviation of 50 per cent. 

(ii) Even + N transitions are fa v oured compared to odd + N due to 
larger even anisotropy in the PES 

(iii) + N = + j transitions are strongly fa v oured, as generally 
observed in molecules in 3 ! − electronic state 

These propensity rules have been found for all CCS isotopologues 
addressed in this work. 

In order to e v aluate the influence of the isotopic substitution 
on CCS isotopologues rate coefficients, a systematic comparison 
of CCS fine-structure resolved rate coefficients and with those of 
its secondary isotopologues is presented in Figs 3 and 4 for the 
isotopic substitution of one of the 12 C and of the 32 S, respectively. 
Only de-excitation rate coefficients are considered to prevent bias 
arising from threshold effects. Transitions between the first 31 levels 
are represented for the sake of clarity, but the weighted mean error 
f actor (WMEF) calculated tak es into account the de-excitation rate 
coefficients between all 61 fine-structure levels included in the 
scattering calculations. The WMEF, defined as in equation ( 12 ), 
represents the deviation between the rate coefficients of the main 
isotopologue and those of the secondary isotopologues, pondered by 
the highest rate coefficients. This indicator is important to estimate 
the rele v ance of the de viation between the two sets of data on non- 
LTE models, where dominant transitions have more impact. 
WMEF = P 

i k main 
i r i P 

i k main 
i , (12) 

where r i = max ( k main 
i /k sec 

i ; k sec 
i /k main 

i ) ≥ 1, with k main 
i and k sec 

i rate 
coefficients for the i- th transition of the main isotopologue 12 C 12 C 32 S 
and of the secondary isotopologue considered, respectively. 

In Fig. 3 , rate coefficients of 13 C-bearing isotopologues reproduce 
the rate coefficients of the main isotopologue at better than 10 per cent 
for C 13 CS, and at better than 30 per cent for 13 CCS at both 10 K (red 
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Figure 4. Systematic comparison of de-excitation fine-structure resolved 
rate coefficients at T = 10 K and 50 K of 12 C 12 C 33 S (upper panel) 
and 12 C 12 C 34 S (lower panel) isotopologues with respect to the fine rate 
coefficients of the main isotopologue 12 C 12 C 32 S. The plain line represents a 
perfect agreement, the dashed line represents a deviation of 50 per cent. 
diamonds) and 50 K (black circles). The discrepancies are larger for 
the 13 CCS isotopologue, for which the shift of the c.o.m. is larger 
than for the C 13 CS isotopologue. 

In Fig. 4 , the o v erall agreement between the fine-structure resolved 
rate coefficients induced by the substitution of 32 S with either 33 S 
(upper panel) or 34 S (lower panel) in the rate coefficients is better 
than 20 per cent for all transitions at both temperatures considered. 
The WMEF for both isotopologues is small, but is slightly larger 
for CC 34 S than for CC 33 S. The fact that the data sets are similar is 
justified by comparable reduced mass, spectroscopic constants, and 
PES shift. This observation is consistent with previous conclusions 
drawn for the 12 C substitution. 

For both 12 C and 32 S isotopic substitution, the o v erall effect of 
isotopic substitution on the fine-structure resolved rate coefficients 
appears to be weak, with WMEF < 1.05 for all isotopologues. No 
temperature effect on the WMEF is reported for all isotopologues. 
Also, the sets of fine rate coefficients for 13 CCS and CC 34 S were 
also compared (not shown here) since they both exhibit the largest 
deviations compared to the reference. Ho we ver, e ven in that case, 
the discrepancies exhibited were small, and the WMEF values are of 
about 1.01 and 1.02 at 10 K and 50 K, respectively. One can conclude 
that the effect of isotopic substitution in CCS molecule is weak 
and much lower than previously found for non-hydrides molecules 
(Faure & Lique 2012 ; Flower & Lique 2015 ; Navarro-Almaida et al. 
2023 ). 
3.2 Hyperfine-structur e r esolved cr oss-sections and rate 
coefficients 
Hyperfine structures of 13 CCS, C 13 CS, and CC 33 S induced by the 
nuclear spin of 13 C ( I = 1 

2 ) and of 33 S ( I = 3 
2 ) were taken into ac- 
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Figure 5. Propensity rules for hyperfine-structure resolved rate coefficients at 10 K for 13 CCS and C 13 CS isotopologues from the 10 11 , 11.5 level. Rate 
coefficients for + F = + j (solid lines) and + F *= + j (dashed lines) are presented for both + N = + j (right panel) and + N *= + j (left panel) transitions. 
count to compute hyperfine-structure resolved cross-sections and rate 
coefficients according to the methodology presented in Section 2.2.3 . 

The propensity rules of the hyperfine-structure resolved rate 
coefficients for 13 CCS (black) and C 13 CS (green) are presented at 
10 K in Fig. 5 . The influence of + F value is investigated for + N 
= + j (left panel) and + N *= + j (right panel) transitions. 

Fig. 5 exhibits that both 13 CCS (black) and C 13 CS (green) do 
respect the same propensity rules, so all following conclusions hold 
for both these isotopologues. 

A clear propensity is in fa v our of + F = + j transitions for both 
+ N = + j (left panel) and + N *= + j (right panel) transitions. This 
is typical of systems with hyperfine structure, due to 6- j Wigner’s 
symbol used in the recoupling technique and has been predicted 
by Dixon & Field ( 1979 ) and Alexander & Dagdigian ( 1985 ) and 
confirmed experimentally by Alexander & Dagdigian ( 1985 ). It has 
been already observed in other systems (Daniel, Dubernet & Meuwly 
2004 ; Buffa 2012 ; Dumouchel et al. 2012 ; Kalugina, Lique & 
Kłos 2012 ; Lique, Bulut & Roncero 2016 ; Dumouchel et al. 2017 ; 
Dagdigian 2018 ; Ndaw et al. 2021 ; Pirlot Jankowiak, Lique & 
Dagdigian 2023a , b ). In addition, the dominance of + F = + j o v er 
+ F *= + j is greater for + N = + j transitions than for + N *= + j 

Propensity rules of CC 33 S isotopologues are presented in Fig. 6 . 
The propensity rules regarding the impact of + F on + N = + j (left 
panel) and + N *= + j (right panel) rate coefficients are presented. 

As for 13 CCS and C 13 CS, the dominant transitions in CC 33 S are 
+ F = + j transitions for both + N = + j and + N *= + j transitions. The 
greater the difference between + F and + j is, the more the magnitude 
of the rate coefficients decrease. Therefore, rate coefficients with + F 
= + j + 1 are larger than those with + F = + j + 2, and similarly, 
those with + F = + j + 2 are larger than those with + F = + j + 3 
transitions. 

To discuss the isotopic effect induced by the position of the 13 C 
on the collisional rate coefficients, hyperfine-structure resolved de- 
excitation rate coefficients of 13 CCS and C 13 CS isotopologues are 
systematically compared at 10 K in Fig. 7 . In the WMEF calculation, 
13 CCS was considered as the reference, so k main 

i + k 13 C C S 
i and k sec 

i +
k C 13 CS 

i . 
The similarities between the data sets are quite pronounced with 

an o v erall agreement better than 10–15 per cent o v er the dominant 
transitions, and better than 40 per cent for any transitions. The WMEF 

is small and comparable to what have been observed when comparing 
fine-structure resolved rate coefficients of CCS isotopologues. 
3.3 Astrophysical modelling 
In this section, the isotopologues are treated separately according 
to their structure. First, astrophysical application for fine-structure 
transitions in CCS and CC 34 S are considered, and then hyperfine- 
structure transitions in 13 CCS and C 13 CS are examined. Since the 
Einstein coefficients for CC 33 S are not available, no astrophysical 
applications have been conducted for this isotopologue. 
3.3.1 CCS and CC 34 S 
The excitation temperature is useful to check the validity of the LTE 
approximation at a given volume density, i.e. if the population of 
the energy levels involve in the transition are following a Boltzmann 
distribution. 

In Fig. 8 , excitation temperatures (higher panels) of three tran- 
sitions of CCS (black lines) and CC 34 S (red lines) are plotted 
against the volume density of the gas at 10 K. The column density 
for both isotologues have been set at 1 × 10 13 cm −2 in order to 
discuss collisional effect. Even though this value will be different 
for all isotologues in practice (probably underestimated for the 
main isotologue, and o v erestimated for secondary ones), it is not 
suppose to influence much the value of T ex as long as the opacity 
is weak. 

Typically, the excitation temperature behaves as follows: at very 
low volume density, the radiative processes are dominant so T ex 
= T CMB . As the volume density of the medium increases, radiative 
and collisional processes come into competition, thus characterizing 
the non-LTE domain where T CMB < T ex < T kin . This is typically the 
domain of densities where inelastic rate coefficients are required to 
proper model molecular abundances. When collisions dominate, the 
LTE domain starts, so that T ex = T kin , and the population of energy 
levels are following a Boltzmann distribution, and will only depend 
on the kinetic temperature of the gas. 

The 3 4 -2 3 transition follows the general behaviour as described 
abo v e. The 1 2 -0 1 transition presents a maser effect (microwave 
amplification by stimulated emission of radiation) due to a population 
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Figure 7. Systematic comparison of dominant de-excitation hyperfine- 
structure resolved rate coefficients at T = 10 K of the 13 C 12 C 32 S (x-axis) 
and 12 C 13 C 32 S (y-axis) isotopologues. The plain line represents a perfect 
agreement between the two data sets and the dashed line a deviation of 
50 per cent. 
inv ersion. This maser co v ers a large range of volume densities, from 
10 3 to 10 6 cm −3 , and might be observable in several molecular clouds. 
The 3 2 -2 1 transition presents a so-called subthermal effect for volume 
density ranging from 10 3 to 10 5 cm −3 , which means that its excitation 
temperature is lower than T CMB in this density range. Consequently, 
this transition might be observable in absorption, contrary to other 
lines presented here. Such effect is also present at a lower scale in 
the 1 0 -0 1 transition. 

None of these lines are thermalized at the typical volume density 
of molecular clouds (10 4 –10 5 cm −3 ), and reach LTE from volume 
density of about 10 5 –10 6 cm −3 . Therefore, accurate determination 
of CCS and CC 34 S abundances in molecular clouds would require 
the use of the fine-structure resolved rate coefficients produced in 
this work in non-LTE models. 

The radiance temperature T r is of the upmost importance since it 
can be directly compared to what is measured by telescopes. In the 
lower panels of Fig. 8 , the variation of T r for CCS (black line) and 
CC 34 S (red lines) transitions across column densities ranging from 

between 10 12 and 10 15 cm −2 is presented at two different volume 
densities: n = 10 4 cm −3 (dashed lines) and n = 10 5 cm −3 (dotted 
lines). 

Radiance temperature for the transitions under discussion here 
generally increases with the increasing column density of the 
molecule at both volume densities (as expected for optically thin 
lines) and reaches a plateau when the lines become optically thick. 
The exception is the 3 2 -2 1 transition, which exhibits a ne gativ e 
radiance temperature at a volume density of 10 4 cm −3 , characteristic 
of absorption lines. 

The radiance temperature tend to be higher at increased volume 
density, except for the 1 2 -0 1 maser emission when the column density 
of the molecule is lower than 10 14 cm −2 . 

The excitation conditions of the two isotopologues are similar and 
the effect of isotopic substitution is weak. The excitation temperature 
for the transitions under consideration here are very similar, even 
though some differences for the 3 2 -2 1 transition can be observed 
within the typical density of molecular clouds. The same remarks 
hold for the radiance temperature. 
3.3.2 13 CCS and C 13 CS 
The excitation temperature of two observed lines of 13 CCS (black 
lines) and C 13 CS (green lines) are presented in the upper panels of 
Fig. 9 against the volume density of the gas at 10 K. Here also, the 
column density of both isotopologues have been set at 10 13 cm −2 . 

The 2 3 ,3.5–1 2 ,2.5 transition presents a weak suprathermal effect 
( T ex > T kin ) for a volume density 10 4 –10 5 cm −3 . The 1 2 ,2.5–0 1 ,1.5 
transition presents a maser effect for volume density ranging from 
10 3 to 10 6 cm −3 . Therefore, the use of the rate coefficients provided 
in this work is recommended for a reliable determination of 13 CCS 
and C 13 CS abundances in molecular clouds. 

The excitation temperatures of both isotopologues have the same 
behaviour and very similar v alues, e ven though some slight de- 
screpencies can be observed. The excitation temperatures of the 
C 13 CS are slightly shifted towards higher volume densities compared 
to the excitation temperatures of 13 CCS. 

The radiance temperatures for transitions of 13 CCS (black lines) 
and C 13 CS (green lines) as a function of their column density ranging 
from 10 10 and 10 14 cm −2 is represented in the lower panels of Fig. 9 
at two volume densities of the gas: n = 10 4 cm −3 (dashed lines) and 
n = 10 5 cm −3 (dotted lines). 
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Figure 8. In the upper panels, excitation temperatures of two observed transitions of CCS (black lines) and CC 34 S (red lines) against the volume density of the 
gas. In the lower panels, radiance temperature for the same transitions as a function of the column density of the isotopologues at two volume densities of the 
gas: n = 10 4 cm −3 (dashed lines) and n = 10 5 cm −3 (dotted lines). The kinetic temperature of the gas was set at 10 K. 
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Figure 9. In the upper panels, excitation temperatures of two observed transitions of 13 CCS (black lines) and C 13 CS (green lines) against the volume density 
of the gas. In the lower panels, radiance temperature for the same transitions as a function of the column density of the isotopologues at two volume densities of 
the gas: n = 10 4 cm −3 (dashed lines) and n = 10 5 cm −3 (dotted lines). The kinetic temperature of the gas was set at 10 K. 

The radiance temperatures are generally higher at lower gas 
densities (dashed lines), likely due to suprathermal and maser effects. 

In the work of Sakai et al. ( 2007 ), C 13 CS abundance has been found 
to be 4.2 times larger than that of 13 CCS based on LTE modelling. 
The production mechanism of CCS was assumed to be the cause of 

such differences between C 13 CS and 13 CCS isotopologues. Another 
possible explanation would have been to consider that the levels of 
C 13 CS involved in the observed transitions were more efficiently 
populated by collisions. Ho we ver, the weak ef fect for the isotopic 
substitution in the collisional data observed between the two 13 C- 
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bearing isotopologues is not strong enough to explain such anomaly. 
Thus, the formation and destruction paths of the isotopologues 
are probably the source of the discrepancies in 13 CCS and C 13 CS 
abundances. 
4  C O N C L U S I O N S  
In this work, the very first state-to-state rate coefficients were 
provided for detectable CCS isotopologues: 13 CCS, C 13 CS, CC 34 S, 
and CC 33 S. Scattering calculations were performed with the CC 
approach for all four isotopologues in collision with He explicitly 
accounting for their fine structure, to derive rate coefficients for the 
5–50 K temperature range. The hyperfine structures induced by the 
nuclear spin of 13 C ( I = 1 

2 ) and 33 C ( I = 3 
2 ) were considered 

to provided hyperfine-structure resolved rate coefficients using the 
recoupling approach for the 5–15 K temperature range for 13 CCS, 
C 13 CS, and CC 33 S isotopologues. 

The sets of rate coefficients of CCS, 13 CCS, C 13 CS, and CC 34 S 
isotopologues have been used in radiative transfer calculations, 
and all commonly observed transitions have been found to have 
a population not following a Boltzmann distribution at typical 
volume density of molecular clouds (10 4 –10 5 cm −3 ), showing that 
the data provided in this work must be used to properly model CCS 
isotopologues observations in molecular clouds. 

For such models, rate coefficients for CCS isotopologues in 
collision with H 2 ( j = 0) are required. Here, they have been inferred 
by scaling the rate coefficients of CCS isotopologues in collision with 
He computed in this work. Performing calculations for the CCS-H 2 
( j = 0), ho we ver dif ficult re garding the comple xity of the internal 
structure of CCS isotopologues, would be interesting to confirm the 
results obtained here. 

The effect of the isotopic substitution on the fine and hyperfine 
structure rate coefficients have been studied and was found to be weak 
for all isotopic substitutions but stronger for 13 CCS and CC 34 S, which 
exhibit larger shifts of the c.o.m. in the PES representation. The 
differences between hyperfine-structure rate coefficients of 13 CCS 
and C 13 CS isotopologue appear to be stronger than on the fine- 
structure resolved rate coefficients only. 

The effect of the deviation in the sets of rate coefficients on the 
excitation and radiance temperature have been found to be weak 
for all transitions. Therefore, according to the precision requested to 
interpret observations, the fine-structure resolved rate coefficients 
of CCS could be used to model CC 34 S; the hyperfine-structure 
resolved rate coefficients of 13 CCS could be used to model C 13 CS, 
and vice-versa. Therefore, it is then possible to limit the number 
of isotopologues under consideration if one wants to extend the 
temperature range of CCS isotopologues collisional data. 

The anomaly between 13 CCS and C 13 CS abundances reported in 
the work of Sakai et al. ( 2007 ) cannot be explained by collisional 
excitation effects, and need to be further discussed based on reliable 
abundances of the two 13 C-based isotopologues derived by using the 
hyperfine-structure rate coefficients provided in this work. 
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APPEN D IX  A :  FI NE  S T RU C T U RE  E N E R G Y  
L EVELS  O F  C C S  I S OTO P O L O G U E S  
Table A1. List of fine structure energy levels of the CCS, 13 CCS, C 13 CS, 
CC 34 S, and CC 33 S isotopologues based on the spectroscopic constants from 
McGuire et al. ( 2018 ) and Fuentetaja et al. (in preparation). 
Label N j Energy (cm −1 ) 

CCS 13 CCS C 13 CS CC 34 S CC 33 S 
1 0 0.00000 0.00000 0.00000 0.00000 0.00000 
0 1 0.37091 0.35707 0.36947 0.36416 0.36744 
1 2 1.11623 1.07412 1.11184 1.09568 1.10568 
2 3 2.24205 2.15627 2.23311 2.20018 2.22054 
3 4 3.75574 3.6098 3.74048 3.68447 3.71909 
4 5 5.66470 5.4412 5.64129 5.55549 5.60851 
1 1 6.48371 6.48428 6.48578 6.48368 6.48537 
2 1 6.54495 6.54004 6.54641 6.54220 6.5451 
2 2 7.34800 7.30993 7.34597 7.32905 7.33989 
3 2 7.52821 7.474279 7.52441 7.50141 7.51599 
5 6 7.97567 7.65654 7.94217 7.81964 7.89535 
3 3 8.64444 8.54840 8.63625 8.59709 8.62167 
4 3 8.99525 8.86905 8.98370 8.93300 8.96467 
4 4 10.3730 10.1997 10.3566 10.2878 10.3307 
6 7 10.6944 10.2610 10.6488 10.4824 10.5852 
5 4 10.9387 10.7181 10.9171 10.8302 10.8841 
5 5 12.5337 12.2638 12.5071 12.4012 12.4670 
6 5 13.3512 13.0148 13.3172 13.1859 13.2673 
7 8 13.8256 13.2589 13.7659 13.5483 13.6827 
6 6 15.1266 14.7407 15.0876 14.9373 15.0305 
7 6 16.2259 15.7533 16.1773 15.9939 16.1075 

Table A1 – continued 
Label N j Energy (cm −1 ) 

CCS 13 CCS C 13 CS CC 34 S CC 33 S 
8 9 17.3730 16.6538 17.2971 17.0210 17.1916 
7 7 18.1515 17.6304 18.0982 17.8960 18.0212 
8 7 19.5570 18.9282 19.4918 19.2485 19.3991 
9 10 21.3395 20.4486 21.2455 20.9035 21.1147 
8 8 21.6086 20.9329 21.5388 21.2773 21.4392 
9 8 23.3400 22.5353 23.2561 22.9453 23.1375 
9 9 25.4978 24.6481 25.4095 25.0813 25.2843 
10 11 25.7276 24.6456 25.6133 25.1980 25.4545 
10 9 27.5709 26.5709 27.4662 27.0806 27.3190 
10 10 29.8190 28.7761 29.7103 29.3079 29.5567 
11 12 30.5391 29.2465 30.4025 29.9063 30.2127 
11 10 32.2468 31.0322 32.1193 31.6513 31.9405 
11 11 34.5723 33.3169 34.4410 33.9572 34.2563 
12 13 35.7755 34.2529 35.6145 35.0300 35.3909 
12 11 37.3654 35.9167 37.2130 36.6553 36.9999 
12 12 39.7577 38.2705 39.6018 39.0290 39.3830 
13 14 41.4378 39.6658 41.2504 40.5702 40.9902 
13 12 42.9246 41.2228 42.7453 42.0906 42.4951 
13 13 45.3751 43.6367 45.1925 44.5234 44.9369 
14 15 47.5272 45.4863 47.3112 46.5279 47.0115 
14 13 48.9231 46.9490 48.7148 47.9557 48.4246 
14 14 51.4246 49.4156 51.2132 50.4404 50.9179 
15 16 54.0442 51.7150 53.7976 52.9037 53.4555 
15 14 55.3596 53.0939 55.1203 54.2494 54.7873 
15 15 57.9060 55.6073 57.6639 56.7799 57.3259 
16 17 60.9895 58.3527 60.7103 59.6983 60.3230 
16 15 62.2331 59.6567 61.9608 60.9708 61.5823 
16 16 64.8194 62.2116 64.5445 63.5419 64.1612 
17 18 68.3637 65.3997 68.0497 66.9122 67.6144 
17 16 69.5429 66.6366 69.2356 68.1190 68.8086 
17 17 72.1648 69.2286 71.8550 70.7265 71.4235 
18 19 76.1670 72.8565 75.8162 74.5459 75.3300 
18 17 77.2883 74.0329 76.9439 75.6935 76.4657 
18 18 79.9421 76.6582 79.5954 78.3335 79.1128 
19 20 84.3998 80.7235 84.0103 82.5995 83.4703 
19 18 85.4688 81.8451 85.0852 83.6936 84.5529 
19 19 88.1513 84.5004 87.7656 86.3630 87.2292 
20 21 93.0626 89.0009 92.6321 91.0735 92.0355 
20 19 94.0839 90.0727 93.6592 92.1189 93.0700 
20 20 96.7924 92.7552 96.3658 94.8149 95.7725 
This paper has been typeset from a T E X/L A T E X file prepared by the author. 

© 2023 The Author(s). 
Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
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A.4 Navigating in the Dark
During my thesis, I had the opportunity to work with Dr. Marie Gueguen from the Insti-
tute of Physics of Rennes. As a philosopher of science, she brings a di�erent perspective
to scientific inquiry and is particularly interested in research fields that present many
uncertainties, such as astrochemistry.

During the Philosophy of Science 2022 Meeting, I presented a talk titled ’Collisional
Excitation of Interstellar Molecules: Methodology and Uncertainties.’ From this session,
we published a proceeding paper titled ’Navigating in the Dark,’ which presents an indirect
validation process used to assess the accuracy of a methodology applied to a given system
when the data cannot be compared to equivalent experimental data. This approach,
which we call the Snap-Hook method, posits that methodologies can be extended from one
system to another based on su�cient similarities. While this method was not ’invented’
by us, it is often used implicitly, and we believe that a proper formulation could enhance
interdisciplinary collaboration, which is essential to astrochemistry.
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Abstract

This article introduces the snap hook methodology, a method used notably in astrochemistry
as a way to indirectly validate and assess the accuracy of computational calculations in the
absence of experimental or observational data. We argue that this methodology has
tremendous potential for all computationally intensive scientific fields as a substitute for
traditional verification and validation standards when those are not accessible and
estimating the reliability of numerical predictions becomes a real difficulty. The goal of this
article is to give to this method, which seems to be implicitly relied upon in many areas,
a proper formulation, in order for philosophers of science to enter the debate and to
highlight its undeniable potential in terms of interdisciplinary facilitation and knowledge
transmission.

1. Introduction
Astrochemistry studies the formation and destruction of molecules in the interstellar
medium (ISM). As a young science, it is characterized by an accelerating influx of new
observations, made possible by the development of high-resolution observational
facilities: 297 molecules have been detected in the ISM since 1937,1 74 during the last
two years only. As possible probes of the physical conditions of the environment
hosting them, molecules can offer irreplaceable insights from an astrophysical point
of view but can do so only if the observed molecular spectra are interpreted on the
basis of complex theoretical calculations that require important computational
resources and methodological innovations. The latter include approximate methods
like statistical approaches, to replace computationally expensive exact quantum
calculations. The performance and impact of these approximations are not always
well established, given how difficult it is to perform experimental measures
reproducing the extreme conditions observed in the ISM.2 To complicate the problem
even further, the lack of experimental results often overlaps with the impossibility
of cross-checking numerical programs to assess their different strengths and

© The Author(s), 2024. Published by Cambridge University Press on behalf of the Philosophy of Science Association.

1 According to the Cologne Database for Molecular Spectroscopy (https://cdms.astro.uni-koeln.de/
classic/).

2 Temperature can go down to a few kelvin, and the density can be even lower than that of the best
vacuum chambers.

Philosophy of Science (2024), 00, 1–11
doi:10.1017/psa.2023.175
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weaknesses, as in most cases, only one numerical method is available for a given
system. This epistemic scenario makes it challenging to validate theoretical results3

and thus to assess the reliability of astrophysical inferences made on their basis.
This produces an interesting epistemic situation in which astrochemists produce data
“in the dark,” that is, without knowing if and when experimental measures will be
performed or whether numerical methods will be developed that will allow the
evaluation of their results’ accuracy—a situation becoming increasingly common in
computationally intensive sciences.

In this article, we describe a method, to which we refer as the snap hook methodology
(SHM), implicitly used by astrochemists to validate their methodologies in the
absence of experimental results. It consists of a three-step procedure: after a
computational methodology has been traditionally validated and secured for a
well-understood system, the latter is used as a “validation proxy”—that is, a snap
hook—for partially validating the methodology used for a more complicated target,
on the basis of structural similarities considered sufficient to warrant extrapolation.
Finally, the target is embedded into a web of partially validated systems that together
complete the puzzle and permit full validation. As progress is made, the network is
extended to new target and proxy systems that together strengthen and reinforce
this notion of validation.

Our intention in this article is not to defend or criticize this method but to initiate
a broader discussion among scientists in fields facing sparse or lacking empirical data.
This method could be instrumental in computationally heavy sciences facing similar
epistemic challenges and should thus be given a general formulation. Here is the trick,
however: if not discussed from the point of view of a specific case study, the notion of
validation upon which it relies can quickly become an empty shell. Thus we chose to
write a technical article, considering a minimal level of technicality necessary to do
justice to the method, while at the same time trying to ensure that its general features
emerge clearly from the discussion.

In section 2, we introduce astrochemistry and what constitutes a “methodology”
herein. We then explore how validating the results for a well-known system can be
extended through the SHM to validate the methodology applied to systems without
available experimental results. Section 3 delves into the specifics of our case study,
focusing on validating collisional rate coefficients for the CO2-He and CCS-He systems.
We conclude by highlighting the philosophical significance of the SHM, including
its potential for interdisciplinary facilitation and knowledge transmission.
The philosophical literature on verification and validation (V&V) has grown rapidly
over the last years but has focused primarily on the challenges posed by the
complexity of computational models (Lenhard and Winsberg 2010; Lenhard 2018,
2019; Jebeile and Ardourel 2019). Analyzing what scientists do when studying systems
without clear validation domains is an area to which philosophers of science must and
can significantly contribute.

3 According to Oberkampf and Trucano (2002), comparisons among different numerical methods do
not constitute verification or validation methods. In practice, however, they are often considered as such.
We follow the practice for simplicity here.

2 Amélie Godard Palluet and Marie Gueguen
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2. Understanding the collisional excitation of interstellar molecules
2.1. Why do we need collisional data at all?
Astrophysical media, such as molecular clouds, are extremely difficult, if not
impossible, to probe: they are too far, too wide, and usually at very extreme
conditions of temperature and density. Besides rare exceptions (i.e., a few nearby
comets and asteroids that represent a tiny part of the possible astrophysical richness),
their chemical composition can be characterized only by analyzing the light spectrum
unique to each molecule registered by telescopes.

Molecules offer unprecedented insights into the physical conditions characterizing
their environment, making them powerful tools for understanding, for example, star
formation or the evolution of molecular clouds. Theoretical calculations play a crucial
role in inferring such information from the spectra, but they do so by modeling the
population of energy levels, influenced by radiative and collisional processes.
Radiative processes, corresponding to the spontaneous emission or absorption of
photons, are well understood. But obtaining accurate inelastic rate coefficients for the
collisional processes that characterize how a molecule can be (de)excited by a partner
is extremely challenging. Only 69 of these rate coefficients have been calculated for
detected molecules,4 and even those tend to be incomplete because of multiple
possible collisional partners (the dominant astrophysical species He, H, H2, and e−)
and the temperature range that must be explored.

This is explained by the fact that exact rate quantum calculations are often not
reachable in terms of computational memory and time, which can go from hundreds of
CPU hours to millions of hours for large systems with big colliders. Thus a tractable
methodology with approximations is necessary, but the impact of these approximations
needs to be quantified to determine the extent to which astrophysical inferences drawn
from these can be trusted.

2.2. Some vocabulary: What do astrochemists call a “methodology”?
Some vocabulary is first necessary: calculations of rate coefficients require numerical
methods, based on quantum chemistry. Such methods are implemented into numerical
programs through a code, meaning that several programs can implement a unique
method through different code. By methodology, we refer to the ensemble of steps,
requiring multiple numerical programs, that permits calculation of inelastic rate
coefficients, as developed in the following pages.

The first step consists in calculating the interaction potential energy between the
colliders to obtain a potential energy surface (PES). This involves choosing a
computational method, implemented in a quantum chemistry program like molpro.5

Among the possible methods available, the coupled-cluster method (hereinafter
CCSD[T]) is the gold standard but is expensive and as such only feasible for small
systems (up to six to ten atoms). Even for this method, a number of approximations or

4 According to the BASECOL (https://basecol.vamdc.eu) database. Unfortunately, this database is
underused by astronomers, probably because it does not generate files in the format required by
modeling software. To fill this gap, the database EMAA (https://emaa.osug.fr) was launched in 2021, but it
gathers inelastic rate coefficients for only twenty-five molecules today.

5 MOLPRO is a package of ab initio programs for electronic structure calculations.

Philosophy of Science 3
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simplifications are needed. An indispensable approximation to make the calculations
tractable is the Born–Oppenheimer (BO) approximation, which permits decoupling of
the electronic and nucleus motions by assuming a very small electron mass compared
to that of the nuclei. Thus it ensures that the Schrödinger equation can be solved
separately for each.6 Likewise, a basis set, that is, a set of functions used to model the
molecular orbitals, must be chosen. A realistic basis would have to include an infinite
set of functions, something obviously not doable. Calculations are thus on a finite
basis, ranging from double (aVDZ) to sextuple (aV6Z) perturbative excitations.
Whenever possible, an empirical relationship between energies calculated for three
basis sets (say, double, triple, and quadruple excitations), called the complete basis set
(CBS) extrapolation, is used to mimic the interaction energy that would have been
obtained with an infinite number of functions. Using the CCSD(T) method with a CBS
reconstruction of the basis set represents the best of what can currently be done.
Mid-bond functions, consisting of adding physically meaningless empty orbitals
halfway between the colliders to mimic a bigger basis set, are another widely used
trick to save computational time. Their use permits one to reach the accuracy of a given
aVXZ basis set by using a much cheaper aV(X-1)Z set. Additional approximations may
be needed, depending on the system’s complexity.

The second step consists in deriving a fitting formula from the ab initio points of
the PES to extrapolate the energy values at short and long distances. The fit error is
estimated by comparing predictions to ab initio energy values, and the root-mean-
square (RMS) error, which expresses the cumulative error, indicates the reliability
of the PES. Anisotropic PESs can be tricky to fit, as generating nonphysical behavior
(e.g., oscillations, holes) where no ab initio points were computed. Various formulas
may be attempted and additional ab initio points added, if necessary. An accurate PES
is crucial for inelastic rate coefficients, so the RMS error of the fit must be well
understood.

Then, the dynamics of the nuclei is studied by solving the nuclear Schrödinger
equation within the theory of collisions. The “exact” (full quantum) method to solve
them is the close-coupling approach, developed by Arthurs and Dalgarno (1960) for a
closed-shell linear molecule in collision with an atom. Modern calculations based
on this approach exhibit a typical accuracy of 20–30 percent as compared to
experimental measures. This accuracy represents important progress but is only a
decent minimum to make the most of recent sensitivity improvements in ground-
based and space telescopes. Solving the coupled equations results in S-matrices
containing all transition probabilities, for each total energy, from which cross
sections are derived. Then, assuming that the velocities are thermally distributed,
cross sections are averaged over these velocities, resulting finally in rate coefficients.

Our term methodology refers to this whole process, from the construction of a PES
from ab initio points to its full reconstruction using an analytic fitting formula to the
dynamical calculations that lead finally to rate coefficients. The “gold standard”
methodology has been validated against experimental results for various systems.
However, as systems become more complex, new approximations and numerical
methods are needed that are increasingly difficult to validate, as experimental

6 For this approximation to hold, the ground electronic state needs to be well separated in energy
from other electronic states.

4 Amélie Godard Palluet and Marie Gueguen
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measures are less likely to be available. As Oberkampf and Trucano (2002)
emphasized, V&V procedures are crucial to comprehensive accuracy assessment,
including the identification of numerical errors. Without them, scientists are
navigating in the dark, unable to determine the reliability of their numerical results.
What can be done, then, to exploit the tools and means that scientists have, while
minimizing the impact of those they do not have?

3. Can the CO2-He system serve as a validation proxy for the CCS-He system?
This section shows how the SHM fills this gap, using CO2-He and CCS-He
as examples of inelastic rate coefficient calculations. We describe our first snap
hook, the CO2-He, and how it serves as a validation proxy for CCS-He before
explaining how a growing network of systems can be built that completes the
validation puzzle.

3.1. The snap hook CO2-He system
Constructing the PES for the CO2-He system required the “rigid rotor”
approximation, which neglects the vibration of the molecule and fixes the
internuclear distances, thus leaving only two coordinates to consider: R and θ.
As CO2 is symmetric, θ angles between 0° and 90° are equivalent to θ angles between
90° and 180° (see figure 1), allowing for the use of expensive methods on a limited
number of points. This resulted in the best accuracy possible for the PES, based on
CCSD(T) with a CBS extrapolation.

We fitted the 260 ab initio points for this system thanks to an analytic
formula based on Legendre polynomials, with an accuracy better than 1 percent.
Rate coefficients were calculated using the molscat program and validated
through different methods. First, the RMS error is only 0.0149 cm−1, sufficient for
astrochemistry scattering calculations. The PES was also validated by computing
spectroscopic data, such as bound-state transition frequencies and pressure-
broadening coefficients (PBCs), and comparing them to experimental data. Bound
states are located within the potential well of the PES. Transition frequencies between
these states are highly sensitive to the shape and depth of the well. The agreement
between the seven computed and measured transition frequencies, better than
0.6 percent, validates the accuracy of the PES’s well. PBCs evaluate the accuracy of the
PES at short-range distances, where it is repulsive. Their values can be computed based
on the same S-matrices used for the cross section calculations and thus permit an
indirect validation of the rate coefficients provided for astrophysical applications.
As seen in Godard Palluet, Thibault, and Lique (2022, figure 5), PBCs measured
experimentally by Deng et al. (2009) and Thibault et al. (2000) are in agreement with our

Figure 1. Representations of the (left) CO2-He and
(right) CCS-He collisional systems in (R, θ) coordinates.
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theoretical values for the three targeted spectroscopic lines and validate the accuracy
of the PES and collisional rate coefficients, as well as the methodology used to obtain
these results. The latter is the validation that we will extend to other systems.

CO2 is a very stable molecule, which explains why bound states and PBCs could be
acquired experimentally, even at very low temperatures and densities. In addition,
its symmetry induces a dimension-limited problem for the PES and the scattering
calculations. Such ideal features, unfortunately, no longer apply to the CCS-He
system, thus greatly increasing the complexity of the calculations.

3.2. The snap hook and its target: The CCS-He system
CCS is a highly detected molecule in various astrophysical environments and serves as
an important tracer of the physical conditions and evolutionary stages of molecular
clouds—an ideal target for the SHM. Its abundance, however, has been modeled using
inappropriate methods, given the complexity of theoretical calculations and the fact
that no experimental measure is possible. Given that CCS-He and CO2-He share many
features, the questions arise, To what extent can the methodology used for CCS-He be
validated through CO2-He, considered as a snap hook for CCS-He? Which parts of the
methodology are validated that way, and which other hooks would be needed?

CCS-He (Godard Palluet and Lique 2023) and CO2-He have many similarities. Both
involve collisions with helium, a structureless atom that makes high-level-theory
quantum calculations feasible. In both cases, the BO approximation and the rigid rotor
approximation apply unambiguously, and the same fit formula can be used given
their geometry. Given that this PES methodology has been validated for CO2-He, in
turn, it validates its use for CCS-He, meaning that the accuracy of the results can be
quantified and considered understood on the basis of those obtained for the former.
Such a statement requires clear differentiation between two kinds of error. Contrary
to CO2-He, CCS-He is not symmetric, with a highly anisotropic PES and a subsequent
difficult fit, evidenced by the need for 1,351 points. Likewise, the computational cost
was such that a smaller and less accurate aVQZ (“Q” for “quadruple excitations”) basis
set was needed, without the CBS extrapolation and with additional mid-bond
functions. Such differences are not negligible. However, they do not introduce new
systematic errors into the calculations but only a well-defined and quantifiable loss of
accuracy. Comparing PESs obtained with different basis sets is a traditional
verification step whenever doable, used as a tracer to exclude gross anomalies in the
PES’s behavior.7 The complexity of the fit also entails a loss of accuracy, accounting
for a larger RMS error of 3.51130 cm−1. A quantified accuracy loss is not tantamount
to using a new approximation or numerical method, the impact on the results of
which is not known and which could introduce systematic errors or artificial effects
that must be identified, neutralized, or quantified. As long as one is confident that the
loss of accuracy is well defined and understood, the methodology used for the CCS-He
PES can be considered validated through CO2-He.

This is not the case for the dynamical part of the methodology, however. Unlike
CO2-He, CCS-He has a fine structure that requires supplementary theoretical

7 Oberkampf and Trucano (2002) mention as a verification procedure tracer variables, that is, variables
the behavior of which is known and that are thus used to ensure that the system behaves as expected.
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development.8 The intermediate coupling scheme (ICS), proposed by Alexander and
Dagdigian (1983), offers a proper representation of the fine-structure energy levels
that neither of the basic versions of molscat and hibridon, the two main numerical
programs for exact quantum scattering calculations, include in their molecule–atom
collision calculations. A modified and nonpublic version of molscat incorporating ICS
has been reported (Lique et al. 2005), but it must be tested and validated. Thus the
methodology used for CCS-He is only partially validated through CO2, as molscat-ics
remains a missing piece of the puzzle. To make the need for validating the ICS module
even more pressing, CCS-He has an unusual spin splitting of its energy levels,
resulting in a messy fine structure. Tracers guaranteeing that known transition rules
are respected are thus more difficult to find, making detection of possible code
anomalies more difficult.

Thus we had to dive into the literature to find out whether molscat-ics had been
previously validated on other systems. We found five potentially relevant examples
in the literature but decided to focus on systems with a similar electronic
configuration and colliding with He to maintain a safe level of comparability. This
left us with three options: SO-He (Lique et al. 2005), NH-He (Toboła et al. 2011), and
O2-He (Bishwakarma et al. 2016). No experimental measures exist to this day for
SO-He. Experimental data exist for NH-He (Toboła et al. 2011), but significant
differences to theoretical state-to-state individual collisional transitions were
found, and the source of the disagreement is difficult to interpret. The BO
approximation could not be appropriate for NH-He and an electronic state
thus caught by mistake. But the authors also have good reason to challenge
the experimental results, inasmuch as these do not satisfy well-established
theoretical predictions (or “propensity rules”) used as tracers of rate coefficients
for 3Σ systems. However, for O2-He, a PES based on the CCSD(T) method with an
aVTZ basis with additional mid-bond functions was constructed, dynamical
calculations were performed on these grounds using molscat-ics, and the results
were successfully matched to experimental differential cross sections (DCSs).
This makes O2-He an ideal secondary snap hook for the missing part of the CCS-He
methodology:

In summary, the theoretical predictions of Lique for rotationally inelastic
collisions between O2 and helium have been confirmed by measurements of
DCSs, which provide the most sensitive test of scattering and PESs. The O2-He
collisional data can now be used with confidence to derive the interstellar O2

abundance from astronomical observations. (Bishwakarma et al. 2016)

Even better, studying O2-He made us realize its extraordinary capacity as a snap
hook, first because validating MOLSCAT-ICS through O2-He validates the (dynamical part
of the) methodology not only of CCS-He but also of SO-He and NH-He. Moreover, this
validation extends to the two systems we had previously excluded, O2-Ar (Bop et al.
2021) and C4-He (Bishwakarma et al. 2016). The case of C4-He makes particularly

8 A fine structure corresponds to the splitting of the spectral lines of an atom due to electron spin and
relativistic effects.
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clear what constitutes a good snap hook. Indeed, the high symmetries of O2-He’s PES
allow the exploration of a wide range of numerical methods and approximations, the
varying accuracy of which can be compared and quantified (Lique, Kłos, and Hochlaf
2010). These symmetries and the existence of experimental data of high quality turn
O2-He into a “test case for generating of 3Σ molecular species in collision with rare
gas” (Bishwakarma et al. 2016, 15674), thus highlighting its potential in terms of
building a network of mutually validating systems (see figure 2).

Consider the case of C4-He. Given that the cost of a PES strongly depends on the
basis set size, attempts to circumvent this problem have notably explored the
introduction of terms into the wave function ansatz that depend explicitly on the
interelectronic coordinates—the so-called explicitly correlated CCSD(T)-F12 meth-
ods. A PES for C4-He cannot be built without F12 methods, hence the idea of building
different PESs for O2-He, to systematically compare and quantify the accuracies of
different basis sets in CCSD(T) and CCSD(T)-F12 methods. As the F12-based PES
is in good agreement with the former, and the domain of performance of this
approximation has been thoroughly analyzed, this allowed for full validation of the
C4-He methodology. One can see in figure 2 how the validation of O2-He was thus
extremely rewarding from a theoretical point of view, regarding the number of
systems the methodologies of which were validated and the possible extension of the
network to rare gases other than helium (e.g., argon), but also in terms of reinforcing
the interconnections within the network. Experimental results for O2-Ar and NH-He,
for instance, are possible and would greatly reinforce the network connections. Note
how the graph permits identifying advantageous future snap hooks and where
experimental results would be most beneficial.

4. Philosophical takeaways and concluding remarks
In a nutshell, the SHM allows for indirectly validating a methodology through snap
hook systems that progressively build a network of interconnected and mutually
validating systems. A snap hook such as CO2-He serves as a starting point for

Figure 2. An example of a validation network. The bottom part corresponds to the PES and fit calculations,
the top part to scattering calculations. Arrows go from the snap hooks to the validated parts of the target
systems.
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validating a target system such as CCS-He, the full validation of which requires an
additional hook, O2-He, thus knitting a web of systems that together will enable the
validation of more and more systems with varying degrees of complexity.

One important feature of the SHM is that it assumes modularity, that is,
that individual components of a methodology can be evaluated independently.
This assumption has been challenged in contexts like astrophysical or climate science
simulations (Lenhard and Winsberg 2010; Lenhard 2018; Jebeile and Ardourel 2019),
where couplings between different parts of the model tend to undermine their
individual assessments. Here modularity is not jeopardized: parts evaluated
separately correspond to autonomous steps of the methodology. The question here
is rather that of entrenchment, that is, the sensitivity of a step to the former, in terms
of accuracy loss.

Among the important characteristics of the SHM deserving a thorough
philosophical analysis, we emphasize the following three, hoping to generate
broader discussion:

• Tools like the network graph of figure 2 can potentially encode a great amount of
information, including (nonexhaustively) the details of the approximations, of
the numerical programs and basis set used, and of the systems for which
experimental measures are possible or already done. Recovering this
information usually requires a tedious literature search and contacting authors
for missing information. Given that choosing the systems on which astro-
chemists should focus is considered the most pressing challenge for the field,
such tools would greatly facilitate the identification of maximally rewarding
potential hooks and thus support a systematized strategy for approaching the
question of identifying the systems deserving the most attention. Note that such
graphs might also help to support a confidence analysis, where the degree of
confidence that one can have in rate coefficients could be evaluated based on the
network size and its structure. All of these tasks could definitely benefit from a
philosophical perspective.

• Finding systems of common interest to experimenters and theoreticians is
tricky, due to different research interests, constraints, and associated costs.
Within the SHM, a strategic choice of systems validates, not a unique
target, but an entire network, making the time and cost that experimenters
spend much more rewarding, while at the same time providing tools to
facilitate mutual understanding and thus to foster fruitful interdisciplinary
collaboration.

• Finally, the notion of validation grounding the SHM might seem controversial or
weakened, as based on indirect comparison with experimental results. Yet, such
a notion of validation accounts for the knowledge and acquaintance with
numerical tools that theoreticians develop in practice through their careers and
that often remain nontransmissible. It is not rare, to say the least, to see a senior
scholar predict the performance of a given method applied to a new system
without necessarily being able to determine where this intuition comes from and
to account for it. We argue that this “intuitive” knowledge is grounded in
implicit SHM reasoning, developed through the scholar’s career but not given a
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concrete formulation. Making it explicit, for example, through network graphs,
would constitute a remarkable opportunity to store, transmit, and exploit this
knowledge to its fullest.
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A.5 BASECOL2023 Scientific Content
Great e�orts from the Laboratory Astrophysics community are dedicated to producing
inelastic rate coe�cients. To maximize the impact of these data, they should be collected
and made available in databases.

The BASECOL database plays an important role in this regard. The data produced
in my thesis (CO2-He, CCS-He, and their isotopologues) are currently available in this
database, while data for CS-CO and CS-H2O will be added soon. A peer-reviewed paper
has been published to present the recent updates to the database, along with recommen-
dations for usage and challenges to be addressed in the coming decades. In this work, I
contributed by preparing and submitting datasets ready for use by astronomers, which
were produced in this thesis, to the Scientific Leaders of the project.
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ABSTRACT

Context. The global context of making numerous data produced by researchers available requires collecting and organising the data,
assigning meaningful metadata, and presenting the data in a meaningful and homogeneous way. The BASECOL database, which col-
lects inelastic rate coefficients for application to the interstellar medium and to circumstellar and cometary atmospheres, meets those
requirements.
Aims. We aim to present the scientific content of the BASECOL2023 edition.
Methods. While the previous versions relied on finding rate coefficients in the literature, the current version is populated with pub-
lished results sent by the producers of data. The paper presents the database, the type of data that can be found, the type of metadata
that are used, and the Virtual Atomic and Molecular Data Centre (VAMDC) standards that are used for the metadata. Finally, we
present the different datasets species by species.
Results. As the BASECOL database, interconnected with the VAMDC e-infrastructure, uses the VAMDC standards, the collisional
data can be extracted with tools using VAMDC standards and can be associated with spectroscopic data extracted from other VAMDC
connected databases such as the Cologne database for molecular spectroscopy (CDMS), the jet propulsion laboratory molecular
spectroscopy database (JPL), and the high-resolution transmission molecular absorption database (HITRAN).

Key words. standards – astrochemistry – molecular data – molecular processes – astronomical databases: miscellaneous

1. Introduction

The paper presents the scientific content of the BASECOL2023
edition1. BASECOL provides state-to-state inelastic atomic and
molecular collisional rate coefficients with energy transfer in
both the target and the projectile, in a temperature range suit-
able for radiative transfer modelling in the interstellar medium
(ISM) or circumstellar atmospheres and cometary atmospheres,
where local thermodynamic equilibrium (LTE) conditions are
not fulfilled. In addition, the BASECOL format provides effec-
tive and thermalised rate coefficients, as stated below (Sect. 2.4).
BASECOL provides a wide overview of the field of rate coeffi-
cient calculations for the above applications, and it follows the
VAMDC standards (Albert et al. 2020; Dubernet et al. 2016).
BASECOL is therefore accessible from VAMDC applications
such as the VAMDC portal2, the species database service3, and
other user tools that use VAMDC standards. One of the tools
is the SPECTCOL tool4, the latest edition of which will be
published in 2024.
1 https://basecol.vamdc.org
2 https://portal.vamdc.eu
3 https://species.vamdc.eu
4 https://vamdc.org/activities/research/software/
spectcol/

Other databases, such as the Leiden atomic and molecular
database (LAMDA; van der Tak et al. 2020)5 and the excita-
tion of molecules and atoms for astrophysics database (EMAA)6,
provide ready-to-use ASCII data files that combine selected
rate coefficients and spectroscopic datasets. EMAA in particular
allows the user to select the projectile(s) of interest, and a digital
object identifier (DOI) is provided as a persistent identifier for
each dataset.

Contents of the BASECOL2012 edition (Dubernet et al.
2013) were created by the scientific maintainer using rate coef-
ficients mostly extracted from the literature. It was recently
underlined by Dubernet et al. (2023) that this method is no
longer sustainable. Therefore, the producers of rate coefficients
are now invited to send their data formatted in a requested tem-
plate. The current scientific content of the BASECOL database,
called BASECOL2023, corresponds to the efforts of the various
co-authors in providing their data with that template; in doing
so, they contribute to the long-term preservation of the data
and to the data indexation with relevant and community stan-
dard metadata for atomic and molecular data, that is VAMDC

5 https://home.strw.leidenuniv.nl/~moldata/
6 https://emaa.osug.fr
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standards (Albert et al. 2020; Dubernet et al. 2016, 2010)7. From
surveys of the literature, we know that there are still missing rate
coefficient datasets, and producers are welcome to contact the
next BASECOL scientific leader, Dr Otoniel Denis-Alpizar, in
order to include their data.

We would like to emphasise that BASECOL2023 provides
an environment where the numerical data are not manipulated
prior to their ingestion in the database, and if inconsistencies
are noticed, the producers of the data are invited to provide new
numerical data. In addition, prior to public access, the producers
of the data privately visualise the display of their numerical and
text data, and can ask that the BASECOL maintainer changes
the text data. Finally, the references to the main papers for both
the rate coefficients and the potential energy surfaces are pro-
vided, and the BASECOL home page emphasises that users
must cite the original papers. The BASECOL technical design
has been entirely updated: in particular, a versioning feature
that allows accessibility to all versions has been added, and the
dataset ingestion procedure has been reviewed in order to directly
include the VAMDC metadata and to check the consistency of
the datasets. A full description of the new BASECOL technical
infrastructure is provided in Ba et al. (2020). From a scientific
point of view, BASECOL2023 has been intensively updated in
the past three years, and this paper provides the current status.
BASECOL2023 contains a total of 491 collisional datasets of
which 358 datasets correspond to the last version of the rec-
ommended datasets. It includes information on the collisional
inelastic de-excitation of 103 atomic and molecular, neutral, and
ionic species colliding mainly with projectiles such as H, He, H2,
and H2O.

2. Description of the datasets found in BASECOL

2.1. Composition and display of datasets

The BASECOL data are organised and displayed in a collisional
dataset. A dataset corresponds to a collision between two collid-
ing species: the target and the projectile species. As the product
species are formally the same as the colliding species (target and
the projectile), BASECOL can handle elastic, inelastic, and pos-
sibly rearrangement processes if the product species are the same
as the colliding species.

The species can either be neutral or charged and atomic or
molecular in nature. It is described by its usual chemical formula
and is internally uniquely identified by its InchIkey and InchI
number8, possibly supplemented by the nuclear spin symmetry
(ortho, para, meta, etc.). The species database website9 makes it
possible to find the VAMDC species including the InchIkey and
InchI number expressions.

Once the colliding species are identified, a dataset cor-
responds to three numerical tables: one table containing the
process rate coefficients of the state-to-state energy level tran-
sitions of the two colliding species (in cm3 s→1) as a function of
temperature (in kelvin), and one table per species containing the
energy levels whose labels characterise the transitions in the rate
coefficient table (see Sect. 2.4 for the specific issues of labelling
the energy levels transitions for effective and thermalised rate
coefficients).

7 https://vamdc.org/activities/research/documents/
standards/
8 https://iupac.org/who-we-are/divisions/
division-details/inchi/
9 https://species.vamdc.eu

The unique dataset is associated with its ‘main’ publication,
that is, the one in which it was published10, and it is comple-
mented by a short description of the methodologies used in the
potential energy surface (PES) and the dynamical calculations
wherever relevant. The PES’s references are systematically cited,
as well as references linked to the energy levels (for the latter
it depends on the availability of the information provided by
the data producer). Additional references – such as references
linked to methodologies or to a historical review of the colli-
sional system – that might be associated with the dataset are
also cited. Additional information about precision or review of
data is sometimes included. In particular, datasets are labelled
as ‘outdated’ whenever this is the case, or are labelled ‘not rec-
ommended’ when the datasets have errors either mentioned in a
published erratum or mentioned privately by the authors.

As part of the newly designed BASECOL structure (Ba et al.
2020), the versioning of the dataset has been introduced. A new
version is created when the rate coefficient table and/or the asso-
ciated energy table are changed, and BASECOL provides access
to the previous versions of the datasets in order to guarantee
traceability of data and reproducibility of usage. We comment
on the modifications between versions.

2.2. Discussion on BASECOL recommendation

The BASECOL interfaces, which display the list of available
datasets corresponding to a query, indicate the status, ‘Recom-
mended: yes or no’. ‘Recommended: no’ corresponds both to
outdated datasets and to datasets with errors (see previous para-
graph). It should be noted that VAMDC accesses the last version
of the recommended datasets only to avoid confusing users. The
current choice of BASECOL2023 is to provide access to ‘rec-
ommended sets’ only, but this paragdim could be changed upon
a user’s request.

A priori, all datasets are recommended when they are first
included in the BASECOL database. The outdated datasets are
‘non-recommended’ for the following reasons: 1) new calcula-
tions are performed with a clearly more sophisticated potential
energy surface, 2) new calculations are performed with more
sophisticated scattering methodologies (e.g. the basis set is
larger, the scattering method has less approximation). Neverthe-
less, some datasets are still recommended even if they do not fit
the above criteria, as they offer alternative realistic datasets that
can be used to test the influence of rate coefficients in radiative
transfer studies.

The detailed description of the datasets given in the follow-
ing paragraphs explains the choices.

2.3. BASECOL2023 molecular quantum number description

The description of BASECOL2023 quantum numbers fol-
lows the VAMDC standards11. Within VAMDC standards the
molecules are classified by fourteen so-called cases12. Each case
corresponds to a specific type of molecule: diatomic, linear tri-
atomic, non-linear triatomic, linear polyatomic, symmetric top,
spherical, and asymmetric molecules, combined with its elec-
tronic state separated into closed-shell and open-shell states.
Diatomic open-shell molecules can be described in two possible

10 The main publication is marked in red on the BASECOL website.
11 https://standards.vamdc.eu/#data-model
12 https://amdis.iaea.org/cbc/
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cases: hunda (Hund’s a coupling) and hundb (Hund’s b cou-
pling). Table A.1 indicates the BASECOL2023 molecules and
their cases.

Currently, three molecules have issues with the VAMDC
cases because the energy tables provided by the authors can-
not be described with the current VAMDC cases. The hundb
case has been assigned to the C4 (X3Σ→g ) energy table (ID =
127) because the SpinComponentLabel label does not exist in
the linear polyatomic open shell (lpos) case. The hunda has
been assigned to the C6H (X2Π) energy tables (ID = 154, 155)
because the authors used (J,Ω) quantum numbers and the lpos
case does not include Ω. This is a temporary solution while the
VAMDC standards evolve. The CH3OH molecule is described
with a spherical top closed shell (stcs) case, in which the label
rovibSym is used for the symmetry of the torsional function (see
Sect. 9.9 for more information).

2.4. Rate coefficients

The collisional rate coefficients provided by BASECOL are
state-to-state rate coefficients, effective rate coefficients, and
thermalised rate coefficients, each of which is defined below. In
most cases, state-to-state (de-)excitation rate coefficients (R(T ))
are obtained at a given temperature from Boltzmann thermal
averages of the calculated state-to-state inelastic cross-sections
obtained on a grid of kinetic energies E:

R(ω↑ ω↓; ε↑ ε↓)(T ) =
(

8
ϑµ

)1/2 1
(kBT )3/2

∫ ↔

0
ϖω↑ω↓;ε↑ε↓ (E) E e→E/kBT dE, (1)

where kB is the Boltzmann constant, µ is the reduced mass of the
colliding system, and (ω, ε), (ω↓, ε↓) represent the initial and final
levels of the target (ω) and projectile (ε). Therefore, a typical
BASECOL rate coefficient table is composed of the following
items: Cols. 1 and 2 contain the initial ω and final ω↓ levels of
the target, Cols. 3 and 4 contain the initial ε and final ε↓ levels
of the projectile, the subsequent columns give the state-to-state
rate coefficients (Eq. (1)) at different temperatures (in kelvin).

These state-to-state collisional rate coefficients follow the
principle of detailed balance, and reverse rate coefficients
R(ω↓ ↑ ω; ε↓ ↑ ε)(T ) can be obtained from forward rate
coefficients by the usual formula:

gω↓ gε↓ e→
E↓int (ω↓ )

kBT e→
E↓int (ε↓ )

kBT R(ω↓ ↑ ω; ε↓ ↑ ε) =

gω gε e→
Eint (ω)

kBT e→
Eint (ε)

kBT R(ω↑ ω↓; ε↑ ε↓), (2)

where gω and gε are the statistical weights related to the ro-
vibrational levels of the target and projectile, respectively, and
the different Eint are the ro-vibrational energies of the species.
When the projectile is an electron or an atom whose internal
energy does not change during the collision, the state-to-state
(de)-excitation rate coefficient is Eq. (1) with ε = ε↓ = 1.

When the projectile is a molecule, such as H2 or H2O, transi-
tions are possible in the projectile molecule. Nevertheless, most
published calculations with H2 do not allow excitation of H2,
thereby fixing H2 in its lowest para (-p) ( j = 0) and ortho (-o)
( j = 1) states. Within this approximation, the state-to-state (de)-
excitation rate coefficient is Eq. (1) with ε = ε↓ = 1, similarly to
atoms.

BASECOL allows the inclusion of the so-called effective rate
coefficients R̂ε(ω↑ ω↓) that are given by the sum of the state-to-
state rate coefficients (Eq. (1)) over final projectile states, ε↓ for

a given initial ε:

R̂ε(ω↑ ω↓)(T )=
∑

ε↓
R(ω↑ ω↓; ε↑ ε↓)(T ). (3)

In BASECOL the effective rate coefficients are identified as
‘effective’ in the title of the dataset, and the table’s entry for
the projectile initial level indicates the ε level of Eq. (3), while
the projectile’s final level is meaningless and is currently set
equal to the initial level for convenience. It should be mentioned
that these effective rate coefficients do not follow the princi-
ple of detailed balance, so both excitation and de-excitation rate
coefficients should be calculated explicitly.

Finally, thermalised de-excitation rate coefficients can be
obtained by averaging over the initial ro-vibrational levels of the
projectile:

R(ω↑ ω↓)(T ) =
∑

ε

ϱ(ε)R̂ε(ω↑ ω↓)(T ), (4)

with ϱ(ε) = gεe
→ Eint (ε)

kBT /Z(T ), where Z(T ) is the partition function
obtained as a sum over the ε states. Such rate coefficients fol-
low the principle of detailed balance automatically if an accurate
quantum scattering methodology – such as the close-coupling
(CC) or coupled states (CS) method – is employed. If the approx-
imate scattering methodology is employed (such as classical,
semi-classical, or mixed quantum/classical), the values of com-
puted rate coefficients for excitation and quenching may need
to be ‘symmetrised’ first to ensure that they satisfy the princi-
ple of detailed balance. The examples of such a symmetrisation
procedure can be found in Boursier et al. (2020) and Mandal &
Babikov (2023a).

For projectiles with ortho and para species such as H2 or
H2O, the datasets can be calculated considering the two nuclear
symmetries as independent. For example, the quasi-classical cal-
culations (QCT) calculations by Faure et al. (2007b) directly
calculate the rotational de-excitation rate coefficients of H2O by
thermalised ortho and para H2 considered as separate species
(labelled o/p-t-H2 in the tables of the Appendix). Another exam-
ple is the quantum de-excitation of HCN by a thermalised
para-H2O dataset (Dubernet & Quintas-Sánchez 2019; labelled
p-t-H2O in the tables of the Appendix).

In some cases, the calculations are provided for a thermalisa-
tion over both the para- and ortho-projectile species. An example
is the ro-vibrational de-excitation (Faure & Josselin 2008) of o/p-
H2O with thermalised H2 over the two nuclear species (labelled
t-H2 in the tables of the Appendix) and the calculations for the
de-excitation of o/p-H2O by H2O (Boursier et al. 2020; Mandal
& Babikov 2023a) thermalised over both para- and ortho-H2O
projectiles (labelled t-H2O in the tables of the Appendix). The
user is referred to the papers to see how the thermalisation was
performed.

In BASECOL, the thermalised rate coefficients are identi-
fied as thermalised in the title of the dataset, and the entries for
the projectile’s initial and final levels are meaningless. They are
always denoted as the ε = ε↓ = 1 level for convenience.

2.5. Fitting information of the datasets

BASECOL2012 had fitting features that made it possible to
download and to visualise fitting functions for rate coefficient
datasets; those fits were either provided in the authors publica-
tions (mainly for electron impact collisions), or were mostly cal-
culated by one of the former BASECOL maintainers (F. Daniel)
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for collisions with the heavy projectiles. The list of fitted datasets
is indicated in Table A.1 of our previous publication (Dubernet
et al. 2013).

No additional set has been fitted since 2013 as the astro-
physical users prefer to use their own fitting functions, but
BASECOL2023 has been upgraded with a new graphical display
of fits that allows us to visualise the quality of the fits.

The electron impact rate coefficients for D2O, H2O, and
HDO datasets (Faure et al. 2004); HCN, HNC, DCN, and DNC
datasets (Faure et al. 2007b); SiO (Varambhia et al. 2009); the
HC3N–p-H2 dataset (Wernli et al. 2007a,b); and the o-H2CO–
o/p-H2 datasets (Troscompt et al. 2009) use the following fitting
equation introduced by Balakrishnan et al. (1999a):

log(R(T )) =
4∑

k=0

ak

[
1

T (1/6)

]k
, (5)

where R(T ) is the rate coefficient in cm3 s→1, T the temperature
in kelvin, and ak the fitted coefficients.

The electron impact rate coefficients for the CO+, HCO+,
NO+, o/p-H+2 (Faure & Tennyson 2001), o/p-H+3 , and o/p-H3O+
datasets (Faure & Tennyson 2003) used the following fitting
function with T0 = 300 K:

log(R(T )) = a
[

T
T0

]b
exp(→c/T ), (6)

where R(T ) is the rate coefficient in cm3 s→1, T the temperature
in kelvin, and a, b, c the fitted coefficients. The electron-H+2
rate coefficients dataset of Sarpal & Tennyson (1993) is fit-
ted with the latter formula where T0 = 1 K (in BASECOL we
used exp(c/T ), so the coefficient c is negative for that particular
dataset). The dataset (Lim et al. 1999) for the collision of CH+
with electrons is fitted with

log(R(T )) = a [T ][b+c ln(T )] , (7)

where R(T ) is the rate coefficient in cm3 s→1, T is the temperature
in kelvin, and a, b, c are the fitted coefficients.

Apart from the above cited datasets, BASECOL2012 datasets
for collisions with heavy projectiles have been internally fitted
with the so-called common fit equation’ (please note that there
was a typo in the formula for this equation in Ba et al. (2020),
which is corrected below):

log(R(T )) =
N→1∑

k=1

ak

[
log
(

T
ςT0

)]k→1

+ aN




1
T
ςT0
+ ς
→ 1

 , (8)

where R(T ) is the rate coefficient in cm3 s→1, T is the temperature
in kelvin, and ς, ak are the fitted coefficients (in addition T0 =
1 K is formally introduced for homogeneity purposes).

2.6. Search for the datasets

The search feature has evolved since the description of Ba et al.
(2020). The ‘collision’ search of Ba et al. (2020) has been
renamed ‘browse collision’, and a ‘search collision’ has been
added. The latter search requires clicking on the fields in order
to perform the selection, as can be seen in Fig. 1. This search
collisions interface is extremely useful for rapidly querying the
content of the database as one can access all datasets for a sin-
gle or several target species, or for a single or several projectile
species. One can find all datasets related to a given collisional

Fig. 1. Query interface for collisional rate coefficients for HCN-He
with hyperfine selection. This interface is accessible from the ‘search
collisions’ item in the black band.

process (rotation, vibration, ro-vibration, fine, and hyperfine).
One can select a given range of years, the name of an author,
or part of the name of an author. The implicit rule of selection
between the year, target, target symmetry, collider (i.e. projec-
tile), and collider symmetry (i.e. projectile symmetry) fields is
an ‘and’ rule, and the explicit rule for a given field is an ‘or’ rule.

3. Bibliographic database

The 2023 bibliographic database can be independently searched
in the search articles section (see Fig. 1). The bibliographic
database includes the references attached to the collisional
datasets only. The references are classified in five categories:
category 1 corresponds to the main publication where the data
are published, category 2 corresponds to the references of the
potential energy surfaces used to calculate the rate coefficients,
category 3 corresponds to references linked to the spectroscopy
of the molecules (energy tables), category 4 is used whenever a
methodology or a code is mentioned, and category 5 corresponds
to the context. This category index selects which references are
sent to VAMDC. Currently, we transfer all references up to and
including category 3.

Each reference is indexed with keywords that allow us to nar-
row the search of references in the database, for example with
respect to the target or projectile species, the type of data that can
be found (cross-sections, rate coefficients, potential energy sur-
faces), the type of transitions (rotation, fine, hyperfine, etc.), or
even the programs used (this can be found via the key term mis-
cellaneous: program). The outputs of the bibliographic database
are in BibTeX and in BASECOL internal format.

4. BASECOL policies

When the data producer submits the paper related to the datasets
to a journal, he/she should contact the BASECOL scientific
leader whose credentials are in the contact section of the
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BASECOL website. In return, the data producer receives the
instructions and a directory containing examples of the files to
be sent. We prefer not to provide the information online as items
might change over time, and we stress the importance of follow-
ing the instructions in order to speed up the procedure. Once
the publication is accepted by a journal, the data producer sends
the package of information that includes numerical data and text
data. The numerical data are composed of the rate coefficients
table and the energy table that allows to identify the transi-
tions in the rate coefficients table. To this effect, the producer is
invited to follow VAMDC standards for the quantum numbers’
designation. The text data are composed of a description of the
main features of the methodology used in the calculations and
a file containing the references cited in the methodology. The
producer includes the relevant publications linked to the dataset
in the package. The text data, references, energy table values,
and additional metadata are included in the original producers’
file, which contains the numerical values of the rate coefficients,
and a so-called ingestion file is created. The BASECOL man-
ager uploads this ingestion file to the database through a script
that parses the file. The parsing procedure checks the consis-
tency of the numerical data. Many items related to the structure
of the ingestion file and to the ingestion procedure are already
described in the BASECOL technical paper by Ba et al. (2020).
During the process of creating the entries for BASECOL, the sci-
entific maintainer interacts with the producer in order to verify
any issues that might be raised in the various data. At the end,
the producer verifies the data on a password-protected private
website and gives his/her agreement for publication on the pub-
lic website. From 2021 the BASECOL business model relies on
the data producers sending data to the maintainer and following
the above described policies. The data producer is informed and
agrees that his/her mail credentials are kept so that the person
who prepared the initial numerical data can be contacted.

5. Collisions with electrons

Table B.1 provides the collisional systems with electrons as pro-
jectiles; no new dataset has been added since BASECOL2012,
indeed no authors sent their data in the requested format.
BASECOL2023 datasets have been upgraded with VAMDC
standards for the description of quantum numbers, and the
energy levels unit has been changed to wavenumbers whenever it
was necessary. The electron impact rate coefficients are labelled
‘recommended’ in BASECOL, even if newer datasets can be
found in the literature. For more recent information on electron
impact collision for astrophysical applications, a review can be
found in Tennyson & Faure (2019). In addition, several academic
and open science databases, mainly aimed at plasma application,
contain rate coefficients for the collisional excitation of atoms
and molecules by electrons (see VAMDC; Albert et al. 2020;
and the LAMDA; van der Tak et al. 202013; and EMAA14

databases for astrophysical applications).

6. Atoms and atomic ions with heavy partners (H,
He, o/p-H2)

Table B.2 provides the list of datasets for the excitation of the
fine structure of C and C+ (sometimes referred to as C I and
C II, respectively), of O (OI), of S (S I), and of Si and Si+
(Si I and Si II, respectively). We say that an atomic species has

13 https://home.strw.leidenuniv.nl/~moldata/
14 https://emaa.osug.fr

a complete collisional panel when datasets are available for the
four projectiles: H, He, o/p-H2.

The carbon atom C has a complete collisional panel.
BASECOL2023 has been updated with a dataset (Bergeat et al.
2018) for the de-excitation of C(3PJ) by He for temperatures up
to 350 K. We consider that this dataset supersedes the dataset
by Staemmler & Flower (1991) as the theoretical cross-sections
reproduce most of the resonances found in the experimental
results well; thus, we assume that the theoretical potential energy
surfaces (PES) are accurate enough to provide reliable cross-
sections and rate coefficients. BASECOL2012 already included
the dataset from Abrahamsson et al. (2007) for C(3PJ) in col-
lision with H that superseded the non-recommended dataset
of Launay & Roueff (1977) and a dataset (Schröder et al.
1991) for C(3PJ) impacted by o/p-H2 for temperatures up to
1000 K/1200 K.

The carbon C+(2P1/2) ion has an incomplete collisional
panel. The dataset C+(2P1/2)–H comes from Barinovs et al.
(2005) for temperatures up to T = 2000 K. BASECOL2023
has been updated with two datasets (K!os et al. 2020a) for the
quenching of the spin-orbit transition of C+(2P1/2) by o/p-H2 for
temperature up to 500 K; those datasets have been calculated
with a newly calculated PES (K!os et al. 2020a) and with CC
calculations using a basis set that includes rotational levels of
ortho-H2 up to j=15 or of para-H2 up to j = 16. The dataset with
ortho-H2 corresponds to state-to-state rate coefficients restrained
to o-H2 remaining in its lowest rotational level ( j = 1), while
the dataset for para-H2 corresponds to thermalised rate coeffi-
cients (see Eq. (4)) calculated with state-to-state rate coefficients
involving transitions between para-H2 rotational levels.

The oxygen atom O(3PJ) has a complete collisional panel.
The quenching of the spin-orbit transition of O(3PJ) by H has
been revisited by two groups (Lique et al. 2017; Vieira & Krems
2017), and new calculations for the de-excitation of O(3PJ)
by o/p-H2 (Lique et al. 2017) and by He (Lique et al. 2017)
have been performed. BASECOL2023 has been updated with
these five recommended datasets. Therefore, the old datasets for
O–H (Abrahamsson et al. 2007; Launay & Roueff 1977) and
O–o/p-H2 (Jaquet et al. 1992) are now obsolete and labelled as
non-recommended.

For the quenching of the oxygen atom O(3PJ) by H, the
competing datasets (Lique et al. 2017; Vieira & Krems 2017)
calculated the same year, use different potential energy sur-
faces, but identical spin-coupling terms (Parlant & Yarkony
1999): the calculation of Lique et al. (2017) uses the recent
PES from Dagdigian et al. (2016), and the calculations of Vieira
& Krems (2017) use the PES from Parlant & Yarkony (1999).
Vieira & Krems (2017) mentioned that they corrected some
errors made by Abrahamsson et al. (2007), and with the help
of machine learning techniques they provide error bars on the
rate coefficients.

For the S (3P), Si (3P) atoms and the Si+(2P1/2) ion, the colli-
sional panel is incomplete since only one projectile is available:
either H or He. The dataset (Barinovs et al. 2005) for the quench-
ing of the spin-orbit transition of Si+ by H for temperatures
up to 2000 K was already in BASECOL2012. BASECOL2023
has been updated with two recent datasets (Lique et al. 2018)
for the de-excitation of S (3P) by He and of Si (3P) by He for
temperatures up to 1000 K.

7. Diatomic molecules with heavy partners

The diatomic species Table B.3 includes neutral molecules,
cations and anions in collision with He, H and H2 for
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astrophysical applications, as well as some collisional datasets
concerning excitation by Ar and Ne.

7.1. Anions and cations

BASECOL2012 had three ionised species only. It included
the rotational de-excitation of CH+ by He with two recom-
mended datasets: one dataset (Turpin et al. 2010) for transi-
tions among six rotational levels (T = 1–200 K) and another
dataset (Hammami et al. 2009) for transitions among 11 levels
(T = 20–2000 K). The latter dataset already superseded an older
dataset (Hammami et al. 2008a) marked as non-recommended.
BASECOL2012 also included the rotational de-excitation among
eleven rotational levels of CN→ by o/p-H2 (K!os & Lique
2011) and among eleven levels of SiH+ by He (Nkem et al.
2009). BASECOL2023 has been updated with nine additional
datasets concerning the rotational and vibrational excitation
of C→2 (Mant et al. 2020a,c,b) in collision with He, Ar, and
Ne, and of CN→ (González-Sánchez et al. 2020, 2021; Mant
et al. 2021) in collision with He and Ar. As far as cations
are concerned, the new additions mainly concern rotational de-
excitation of the following species: AlO+ by He (Denis-Alpizar
et al. 2018c); 36ArH+ by He (Bop et al. 2016); 36ArD+ by
He (García-Vázquez et al. 2019); CF+ by He (Denis-Alpizar
et al. 2018a), by p-H2 (Denis-Alpizar & Rubayo-Soneira 2019;
Desrousseaux et al. 2021), and by o-H2 (Desrousseaux et al.
2021); HeH+ by H (Desrousseaux & Lique 2020); NeH+ by He
(Bop et al. 2017); NO+ by He (Denis-Alpizar & Stoecklin 2015)
and by p-H2 (Cabrera-González et al. 2020); and NS+ by He
(Cabrera-González et al. 2018).

In the case of the collisional rotational excitation of CF+ with
p-H2 (Denis-Alpizar & Rubayo-Soneira 2019; Desrousseaux
et al. 2021), a good agreement was found between the two
new sets of data despite the use of a less accurate PES by
Denis-Alpizar & Rubayo-Soneira (2019). The dataset of Denis-
Alpizar & Rubayo-Soneira (2019) provides rate coefficients for
roughly the same transitions, but for temperatures between T =
10 K and T = 300 K, while Desrousseaux et al. (2021) provide
data between T = 5 K and T = 150 K.

The de-excitation among rotational levels of NS+ cation by
H2 has been included with several datasets: a first dataset (Bop
2019; 24 levels; T = 5–100 K) of NS+ in collision with p-H2
( j = 0) that was calculated with a PES spherically averaged over
the H2 directions, and two datasets (Bop et al. 2022a; 15 lev-
els; T = 5–50 K) in collision with p-H2 ( j = 0) and with o-H2
( j = 1); both datasets were calculated with a 4D PES (Bop et al.
2022a). For these datasets, the authors (Bop et al. 2022a) per-
formed some interesting precision tests related to the dimension
of the H2 rotational basis in the dynamical calculations. They
found that the neglect of higher H2 rotational levels induced
differences up to 30% in the rate coefficients.

The rate coefficients among hyperfine levels, obtained
via IOS recoupling techniques, are added for CF+ by He
(Denis-Alpizar et al. 2018a), for NS+ by He (Cabrera-González
et al. 2018), and for NS+ by p-H2( j = 0) (Bop 2019). The ro-
vibrational excitation of 36ArH+ by He (García-Vázquez et al.
2019) has been added as well.

7.2. CH

BASECOL2023 is enriched with the CH species with two
datasets: the fine structure resolved excitation of CH(2Π) by
He (Marinakis et al. 2015) and the hyperfine structure resolved
excitation for CH(2Π)–He (Marinakis et al. 2019). The hyperfine

results are obtained with a recoupling technique using the data
from Marinakis et al. (2015).

7.3. CN, 13CN, C15N

The current CN data (Table B.3) include collisions with He
and H2 and tackle rotational, fine and hyperfine resolved de-
excitation processes. Nine recommended datasets are available
for CN, one for 13CN and one for C15N.

7.3.1. CN–He

BASECOL2012 included the CN-He system with two datasets:
one for transitions among the lowest 41 fine levels of CN for
temperatures between 5 and 350 K (Lique et al. 2010b) and
for transitions among the lowest 37 hyperfine levels of CN for
temperatures between 5 and 30 K (Lique & K!os 2011).

7.3.2. CN and isotopologues with H2

BASECOL2023 has been enriched with collisional processes
involving the H2 projectile for CN, 13CN, and C15N. The CN-H2
saga includes a first publication by Kalugina et al. (2012b), where
they calculated a 4D PES and then reduced the dimensionality
to a 3D PES in order to calculate rate coefficients among hyper-
fine levels of CN in collision with p-H2( j = 0). This dataset,
included in BASECOL2012, is now superseded by the new cal-
culations cited thereafter and marked as non-recommended. In
a subsequent publication, Kalugina et al. (2013) calculated a
4D PES, and using this 4D PES they calculated rate coeffi-
cients among rotational and fine resolved structure of CN in
collision with o-H2 ( j = 1) and with para-H2 ( j = 0, 2); for the
fine resolved structure calculations they used a recoupling tech-
nique. For para-H2 they provided state-to-state rate coefficients
that include transitions j(H2) = 0–0, 2–2 and 2–0 (note that sep-
arate fine structure datasets are provided for j(H2) = 0–0 and
j(H2) = 2–0, 2–2 as the 0–0 dataset includes 25 transitions
among 25 fine levels of CN, while the j(H2) = 2–0, 2-–2 datasets
involve 17 fine levels). Finally, Kalugina & Lique (2015) used
the PES from Kalugina et al. (2013) to calculate rate coefficients
among hyperfine levels of CN using a recoupling technique. The
hyperfine rates from Kalugina & Lique (2015) are within a factor
of two of those reported in Kalugina et al. (2012b) due primarily
to the use of a reduced PES in the latter case. Two new datasets
have been added for the hyperfine excitation of 13CN and of C15N
by para-H2 (Flower & Lique 2015), where the PES of Kalugina
et al. (2013) is used.

7.4. CO

The current CO data (Table B.3) include collisions with H,
He, H2, and H2O, and tackle rotational, vibrational, and ro-
vibrational de-excitation processes. 17 recommended datasets
are available.

7.4.1. CO–He

BASECOL2012 already had datasets (Cecchi-Pestellini et al.
2002) for the de-excitation of 15 rotational levels of CO (T = 5–
500 K) and of seven vibrational levels of CO (T = 500–5000 K).

7.4.2. CO–H

BASECOL2012 had a dataset by Balakrishnan et al. (2002)
for the de-excitation of five vibrational levels of CO in the
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temperature range from 100 K to 3000 K. BASECOL2012 also
included two datasets (Balakrishnan et al. 2002) calculated with
the CC method; they span the low-temperature range (T = 5–
100 K) among eight rotational levels and the high-temperature
range (T = 100–3000 K) among 17 rotational levels. These three
datasets were calculated with the PES of Keller et al. (1996); they
are kept as recommended in order to provide meaningful com-
parisons with the more recent data cited below. New datasets for
the CO-H system have been added to BASECOL2023 for rota-
tional de-excitation (Walker et al. 2015) and for ro-vibrational
de-excitation (Song et al. 2015b,a); both datasets use the PES
of Song et al. (2013).

The rotational de-excitation rate coefficients (Walker et al.
2015) for temperatures ranging from 2 K to 3000 K are obtained
for CO (v = 0, j) quenching from j = 1–45 to all lower j↓ levels,
where j is the rotational quantum number. CC and CS calcu-
lations were performed in full dimension for j = 1–5, 10, 15,
20, 25, 30, 35, 40, and 45, while scaling approaches were used
to estimate rate coefficients for all other intermediate rotational
states.

For the ro-vibrational de-excitation process in the tempera-
ture range from 2 to 3000 K, the dataset (Song et al. 2015b)
provides the rate coefficients from initial states (v = 1–5, j = 0–
30) to (v↓, j↓), where v↓ = 0, 1, ..., v → 1, and j↓ = 0, 1, ..., the
highest final j↓ = 27–42, depending on the initial j. The tran-
sitions for larger final j↓ are not reported, either because they are
negligibly small, or because they were not completely converged.
It should be noted that the rate coefficients for ro-vibrational (v =
1, j = 0–30) ↑ (v↓ = 0, j↓) transitions were obtained from scat-
tering cross-sections previously computed with the CC method
by Song et al. (2015a). Combining these with the rate coef-
ficients for vibrational v = 1–5 ↑ v↓ < v quenching obtained
with the infinite-order sudden approximation, Song et al. (2015b)
used a extrapolation scheme that yields the rate coefficients for
ro-vibrational v = 2–5, j = 0–30, de-excitation.

7.4.3. CO–H2

BASECOL2012 already contained datasets (Yang et al. 2010)
calculated with the PES of Jankowski & Szalewicz (1998), which
provided the rotational de-excitation of CO by o/p-H2 among
the lowest 41 rotational CO levels and for temperature between
1 K and 3000 K. The above datasets provide a larger num-
ber of transitions for a larger temperature range than previous
datasets (Wernli et al. 2006; Flower 2001a) calculated with the
same PES (Jankowski & Szalewicz 1998). All datasets are kept
as recommended, as no strong argument can distinguish between
the methodologies.

New datasets for the ro-vibrational de-excitation of CO by
o/p-H2 have been added to BASECOL2023 (Yang et al. 2016):
the ro-vibrational de-excitation rate coefficients for all tran-
sitions from CO (v = 1, j = 1–5) to (v↓ = 0, j↓ = 0–22)
in collisions with para-H2 ( j = 0) and ortho-H2 ( j = 1) are
provided. In addition, the state to state rate coefficients for vibra-
tional transitions of CO from (v = 2, j = 0) to (v↓ = 1 and 0,
j↓ = 0–20) are also provided for para-H2 remaining in its ground
rotational state ( j = 0) and for para-H2 excited from j = 0 to
j = 2. Those calculations are based on the PES of Yang et al.
(2015b).

7.4.4. CO–H2O

For cometary applications, BASECOL2023 has been updated
with two datasets (Faure et al. 2020) with thermalised rate

coefficients for the de-excitation of CO by o/p-H2O (11 levels;
T = 5–100 K). The calculations use a new 5D PES (Kalugina
et al. 2018) and the statistical approach of Loreau et al. (2018).
The thermalised rate coefficients are obtained from the state-to-
state rate coefficients summing over the final states of o/p-H2O
and averaging over the initial rotational states of o/p-H2O where
p-H2O and o-H2O are independent species.

7.5. CS

The CS data (Table B.3) include collisions with He and H2, and
tackle rotational and ro-vibrational processes; six recommended
datasets are available.

7.5.1. CS–He

BASECOL2012 already included collisions of CS with He that
are still recommended: one dataset (Lique et al. 2006b) for
the de-excitation among the lowest 31 rotational levels of CS
(T = 10–300 K) and another one (Lique & Spielfiedel 2007)
for the de-excitation among the lowest 114 ro-vibrational levels
(T = 300–1500 K).

7.5.2. CS–H2

BASECOL2023 has been updated with collisional processes
with the H2 molecule. The recent rotational de-excitation
datasets for CS by o/p-H2 of Denis-Alpizar et al. (2018b) have
been added and supersede previous results (Turner et al. 1992;
Green & Chapman 1978) calculated with an old PES (Green &
Chapman 1978).

Two new datasets by Yang et al. (2018a) have been included
for the ro-vibrational de-excitation of CS by o/p-H2. Those
datasets cover the ro-vibrational de-excitation rate coefficients
from the CS ro-vibrational states (v = 1, j = 1–5) to the (v↓ = 0,
j↓ = 0–35) levels in collision with para-H2 ( j = 0) and with
ortho-H2 ( j = 1). In addition, the state-to-state rate coefficients
for ro-vibrational transitions of CS from (v = 1, j = 1–5) to
(v↓ = 0, j↓ = 0–33) are also provided for para-H2 excited from
j = 0 to j = 2, as well as the state-to-state rate coefficients for
ro-vibrational transitions of CS from (v = 1, j = 1–5) to (v↓ = 0,
j↓ = 0–28) for ortho-H2 excited from j = 1 to j = 3. Within those
two datasets, the rotational de-excitation rate coefficients among
the first six rotational levels of CS are also provided for v = 0 for
collisions with both para-H2( j = 0) and ortho-H2( j = 1).

7.6. HCl

The current HCl data (Table B.3) include collisions with He, H2,
and H, and tackle rotational and hyperfine resolved de-excitation
processes. Six recommended datasets are available.

7.6.1. HCl–He

BASECOL2023 has been updated with three datasets: two
datasets for the de-excitation among rotational levels of HCl,
those sets have been calculated by Lanza & Lique (2012) (11
levels; T = 10–300 K) and by Yang & Stancil (2014) (21 lev-
els; T = 1–3000 K), and a dataset for the de-excitation from
hyperfine resolved transitions (40 levels; T = 10–300 K; Lanza &
Lique 2012) obtained by a recoupling technique. The rotational
datasets of Lanza & Lique (2012) and of Yang & Stancil (2014)
are of comparable quality and are both recommended; in addi-
tion, the hyperfine rate coefficients could be obtained from the
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latter dataset (Yang & Stancil 2014) using the usual recoupling
techniques (Lanza & Lique 2012). These datasets supersede the
previous rotational and hyperfine datasets of Neufeld & Green
(1994) as Lanza & Lique (2012) and Yang & Stancil (2014) use
more recent PES and better methodologies for the scattering
calculations. The datasets of Neufeld & Green (1994) are now
marked as non-recommended.

7.6.2. HCl–H2

BASECOL2023 has been updated with two rotational
datasets (Lanza et al. 2014a) for the de-excitation among
the eleven lowest rotational levels of HCl (T = 10–300 K) with
o/p-H2. Those rotational state-to-state rate coefficients were
obtained with rotational basis sets that include, respectively, the
j2 = 3 and j2 = 2 levels of H2. It should be mentioned that the
dataset with para–H2 includes transitions among the j2 = 0, 2
levels of H2 projectile.

7.6.3. HCl–H

More recently, calculations including dissociation were per-
formed by Lique & Faure (2017) for the rotational excitation
of HCl-H system. Their rotational de-excitation rate coefficients
(Lique & Faure 2017; 11 levels; T = 10–500 K) are now in
BASECOL2023.

7.7. HF

The current HF data (Table B.3) include collisions with He, H2,
H, and H2O, and tackle rotational de-excitation processes. Seven
recommended datasets are available.

7.7.1. HF–He

BASECOL2023 has been updated with a dataset (Yang et al.
2015a) for the rotational de-excitation of HF by He (21 lev-
els and T = 1–3000 K), this dataset is calculated with the PES
of Moszynski et al. (1994). BASECOL2012 already included the
dataset (10 levels; T = 0.1–300 K) of Reese et al. (2005) that
was calculated with the more recent PES of Stoecklin et al.
(2003). Yang et al. (2015a) presented a comparison with the
results obtained by Reese et al. (2005); they indicate a per-
centage difference from 20% to 75% at 50 K for most of the
strongest transitions. As no objective quality arguments can be
put forward, the two datasets are kept as recommended.

7.7.2. HF–H2

BASECOL2023 has also been updated with two datasets
(Guillon & Stoecklin 2012) for the de-excitation of six rotational
levels of HF in collision with o/p-H2 (T = 0.1–150 K): these
datasets include some transitions within the H2 rotational levels.

7.7.3. HF–H

A recent dataset (Desrousseaux & Lique 2018) for the rotational
de-excitation of HF by H (9 levels T = 10–500 K) has been
added to BASECOL2023; it uses the PES of Li et al. (2007).

7.7.4. HF–H2O

For cometary applications, BASECOL2023 has been updated
with two datasets (Loreau et al. 2022) with thermalised rate

coefficients for the de-excitation of HF by o/p-H2O (7 levels;
T = 5–150 K). The calculations use a new 5D PES (Loreau
et al. 2020) and the statistical approach of Loreau et al. (2018).
The thermalised rate coefficients are obtained from the state-to-
state rate coefficients summing over the final states of o/p-H2O
and averaging over the initial rotational states of o/p-H2O where
p-H2O and o-H2O are independent species.

7.8. HD

The current HD data (Table B.3) include collisions with He,
H2, and H, and tackle rotational and ro-vibrational de-excitation
processes. Ten recommended datasets are available.

7.8.1. HD–He

All the BASECOL datasets concerning HD in collision with
He had been calculated using the PES of Muchnick & Russek
(1994). BASECOL2012 already had the rotational de-excitation
of HD by He (10 levels; T = 80–2000 K) by Roueff & Zeippen
(1999). BASECOL2023 has been updated with two datasets
from Nolte et al. (2011) for the ro-vibrational de-excitation of HD
by He: those two datasets span different temperature range and
transitions. In those calculations, Nolte et al. (2011) extended the
calculations of Roueff & Zeippen (2000) to include transitions
with j = 0 and 1 for v = 0–17, and for which ∆ v = 0,→1,→2.
Compared to Roueff & Zeippen (2000), significant discrepan-
cies were found for the highest previously considered vibrational
state of v = 3, but for v = 0, 1, 2, the new results are very close to
previous results. The ro-vibrational data from Roueff & Zeippen
(2000) were never provided to BASECOL.

7.8.2. HD with H2 projectile

Two new datasets, calculated with the PES of Patkowski et al.
(2008), have been included in BASECOL2023 for the de-
excitation of nine rotational levels of HD by o/p-H2 (Wan et al.
2019) for temperatures up to 10 000 K. These results supersede
the results (9 levels; T = 50–500 K) of Flower (1999a) as the
latter calculations used on older PES (Schwenke 1988) and
did not take into account the excitation of the H2 molecule
in the rotational basis set. Therefore, the rotational dataset
from Flower (1999a) is now indicated as non-recommended.
The BASECOL2012 datasets for the ro-vibrational de-excitation
of HD by o/p-H2 by Flower & Roueff (1999a) with the PES
of Schwenke (1988) have not been revisited and to our knowl-
edge are currently the only available datasets.

7.8.3. HD–H

A new dataset for the rotational de-excitation of eleven rota-
tional levels of HD by H (Desrousseaux et al. 2018) was added
to BASECOL2023 in the temperature range between 10 K and
1000 K; calculations were performed with the PES of Mielke
et al. (2002). BASECOL2012 already included the rotational de-
excitation of HD by H for ten rotational levels and a temperature
range from 100 K to 2000 K (Roueff & Flower 1999) where the
PES of Boothroyd et al. (1996) was used. The rotational dataset
of Roueff & Flower (1999) is kept as recommended to keep the
coherence with the ro-vibrational de-excitation rate coefficients
of HD by H (Flower & Roueff 1999a) calculated with the same
PES (Boothroyd et al. 1996). In addition, there is no strong argu-
ment about the difference of quality of the PES of Boothroyd
et al. (1996) and the one of Mielke et al. (2002).
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7.9. H2

The current H2 data (Table B.3) include collisions with He, H2,
and H, and they tackle rotational and ro-vibrational de-excitation
processes. Eleven recommended datasets are available.

BASECOL2023 was updated with one new dataset for the
collision of H2 with H (Lique et al. 2012), where the ortho-
para conversion was tackled. All the other datasets were already
included in BASECOL2012, and they form a very complete
manifold of datasets calculated at the end of the last century.

7.9.1. H2 with He projectile

The ro-vibrational de-excitation datasets of o/p-H2 by He calcu-
lated with the PES of Muchnick & Russek (1994) are currently
the only available datasets (Flower et al. 1998) in BASECOL.
These results can be used for the rotational de-excitation of
o/p-H2 by He. Flower et al. (1998) provided ro-vibrational rate
coefficients for all transitions among levels below (v = 3, j ↗
8, E = 15228.88 cm→1) for para-H2 and below (v = 3, j ↗ 7,
E = 14495.46 cm→1) for ortho-H2 (T = 100–6000 K). It should
be noted that for para-H2 the rate coefficients had not been calcu-
lated for transitions involving the 27th level of para-H2, (i.e. v =
1, j = 14), but they were available for transitions involving the
28th level (v = 3, j = 8); so, in BASECOL2023 we decided to
limit the data set at the 26th level. For ortho-H2, the rate coeffi-
cients had not been calculated for transitions involving level 24
(i.e. v = 2, j = 11), but they were calculated for transitions involv-
ing level 25 (v = 3, j = 7), so in BASECOL2023 we limited the
dataset at level 23. In BASECOL2012, the rate coefficients for
the missing transitions were set to zero. Nevertheless, another
work has been carried out for this system. Balakrishnan et al.
(1999b) calculated ro-vibrational de-excitation rate coefficients
from v = 2 to 6, with ∆v = →1, for temperatures between 100 K
and 4000 K. For ortho-H2 the transitions involve de-excitation
from (v, j = 1–7) to (v → 1, j = 1–11) and to (v, j = 1–5). For
para-H2 the transitions involve de-excitation from (v, j = 0–6)
to (v → 1, j = 0–10) and to (v, j = 0–4). These calculations are
an extension for v = 4, 5, 6 of the work of Flower et al. (1998)
using the same PES (Muchnick & Russek 1994). It should be
noted that the calculations of Balakrishnan et al. (1999b) are an
extension of the calculations by Balakrishnan et al. (1999a), but
with a larger ro-vibrational basis set. Ro-vibrational results of
Balakrishnan et al. (1999b) and Flower et al. (1998) show dis-
crepancies for ro-vibrational results with large ∆ j transitions, but
there is no conclusion about the respective quality of results. As
far as pure rotational calculations are concerned, Flower et al.
(1998) and Balakrishnan et al. (1999a) agree well at the pub-
lished temperature (100 K and higher). For unknown reasons,
those data have never been included in BASECOL, and if the
authors (Balakrishnan et al. 1999a) provide their data in the
BASECOL format, we are happy to include them.

7.9.2. H2 with o/p-H2 projectile

BASECOL2023 includes four datasets (Flower & Roueff 1998a,
1999b) with the o/p-H2 projectile; those datasets have been
obtained with the PES of Schwenke (1988). With the p-H2 pro-
jectile kept in its ground state (v = 0, j = 0), two datasets (Flower
& Roueff 1998a) provide ro-vibrational rate coefficients between
100 K and 6000 K for the de-excitation from the 26 lowest target
para-H2 levels, and from the 23 lowest target ortho-H2 levels.
Flower & Roueff (1998a) calculated more levels: for para-H2
such that j ↗ 16 in v = 0, j ↗ 12 in v = 1, and j ↗ 8 in v = 2
and for target ortho-H2 levels such that j ↗ 15 in v = 0, j ↗ 13 in

v = 1, j ↗ 9 in v = 2, and j ↗ 7 in v = 3. For the reasons developed
above for H2–He, BASECOL2023 truncates the datasets.

With the ortho-H2 projectile kept in its ground state (v =
0, j = 1), two datasets (Flower & Roueff 1999b) provide ro-
vibrational rate coefficients between 100 K and 6000 K for the
de-excitation from the 19 lowest target para-H2 levels, and from
the 17 lowest target ortho-H2 levels. Flower & Roueff (1999b)
calculated ro-vibrational rate coefficients for more levels in the
case of ortho-H2 such that j ↗ 15 in v = 0, j ↗ 13 in v = 1 and
j ↗ 9 in v = 2. But rate coefficients have not been calculated for
transitions involving the 18th and 20th levels of the ortho-H2 tar-
get (i.e. v = 3, j = 1; v = 3, j = 3). Therefore, BASECOL2023
provides the data set up to level 17 of the ortho-H2 target. We
are aware of the recent calculations by Hernández et al. (2021)
of rotational H2-H2 de-excitation rate coefficients and we invite
the authors to provide the data in our format.

7.9.3. H2 with H projectile

Currently, BASECOL2023 includes two datasets (Flower &
Roueff 1998b) for the ro-vibrational de-excitation of o/p-H2
by H; those datasets have been calculated with the PES
of Boothroyd et al. (1996) and provide rate coefficients from
100 K to 6000 K: one dataset for p-H2 with 26 ro-vibrational lev-
els and another one for o-H2 with 23 ro-vibrational levels (see
the paragraph on H2-He above for explanations on the number
of levels in the datasets).

The above results could be used for the rotational excitation
of o/p-H2 by H, but the pure rotational rate coefficients have
differences as much as a factor of 2 compared to the results
of Forrey et al. (1997) and the contribution of the reactive chan-
nel to the inelastic rate coefficients is not included as been done
in Lique et al. (2012).

BASECOL includes the two datasets calculated by Forrey
et al. (1997) that provide rotational de-excitation among the
lowest three rotational levels of either p-H2 or o-H2 between
100 K and 1000 K. These datasets have been calculated with
the same 3D PES (Boothroyd et al. 1996) as the ro-vibrational
datasets of Flower & Roueff (1998b), but an exact wave func-
tion for H2 is used instead of a harmonic approximation. This
approximation is likely to explain the difference of factor of
two between the two types of calculations. Indeed, Forrey et al.
(1997) compared various ways to reduce a 3D PES to a 2D
PES: a rigid rotor approximation, an average of 3D PES over
the harmonic oscillator approximation, an average of 3D PES
over the exact ro-vibrational wave function. They found that the
rigid rotor approximation and the harmonic oscillator wave func-
tion strongly underestimate the rotational cross-sections (about a
factor of two).

Finally, the combination of inelastic scattering of H2 by
H and ortho-para conversion of H2 via H exchange has been
studied by Lique et al. (2012) using the PES of Mielke et al.
(2002). BASECOL2023 has been updated with the correspond-
ing dataset of collisional rate coefficients among the first nine
rotational levels of H2 in collision with H for temperatures
between 300 K and 1500 K (Lique et al. 2012). The differences
between the data-sets of Forrey et al. (1997), Flower & Roueff
(1998b), and Lique et al. (2012) are given in Fig. C.1 and show
the importance of considering the exchange channel for this
collision.

7.10. KCl

BASECOL2023 was updated with the KCl molecule and with a
single dataset (Sahnoun et al. 2018) concerning the de-excitation
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of KCl by p-H2 ( j = 0) among the 16 lowest rotational levels of
KCl (T = 2–50 K).

7.11. NaH

Another new molecule is NaH, and the current unique
dataset (Bop et al. 2019b) concerns the rotational de-excitation
of NaH by He (11 levels; T = 5–200 K) calculated with a PES
averaged over the ground vibrational wave function of NaH (Bop
et al. 2019b).

7.12. NH

The NH(X3Σ+) data (Table B.3) include collisions with He and
tackle the rotational fine structure process; two recommended
datasets are available, and no strong arguments could be used
to distinguish between them. BASECOL2023 has been updated
with a new dataset (Ramachandran et al. 2018) for the fine
structure rotational excitation of NH by He (25 levels; T = 10–
350 K). This dataset has been calculated with a 2D PES averaged
over a 3D PES that included the vibrational coordinate of NH
when the previous dataset of Tobo!a et al. (2011), already in
BASECOL2012, had been calculated with a 2D PES. It should
be noted that both datasets agree reasonably well with the exper-
imental rate coefficients of Rinnenthal & Gericke (2002); they
both provide transitions among the lowest 25 rotational levels
and in the same temperature range up to 350 K. Figure C.2 dis-
plays the differences between the two calculated rate coefficient
datasets: as it appears that they do not show any significant dif-
ferences (the average percentage difference between the two data
sets is less than 40% for the ∆N = ∆F transition), and it is worth
noting that the differences are not homogeneous. Both datasets
are marked as recommended in BASECOL2023.

7.13. NO

The NO data (Table B.3) include collisions with He and H2 and
tackle fine and hyperfine processes; two recommended datasets
are available. BASECOL2012 already had the dataset (K!os et al.
2008) for the rotational de-excitation of the fine structure levels
of NO by He (98 levels; T = 10–500 K). On that dataset (K!os
et al. 2008), BASECOL2023 has updated the notation for the
Kronig parity labels in order for them to agree with VAMDC
standards, and the energy levels have been put in increasing
order, but the scientific content is not changed; the final ver-
sion of the dataset has changed to v4. BASECOL2023 has been
updated with a dataset (Ben Khalifa & Loreau 2021) for the rota-
tional de-excitation of the hyperfine structure of NO by p-H2
(100 levels; T = 7–100 K), the authors use the new PES of K!os
et al. (2017a).

7.14. OH, OD

The OH data (Table B.3) include collisions with He, H2, and
H, and tackle rotational fine and hyperfine structure resolved
processes. Ten recommended datasets are available.

7.14.1. OH–He

The oldest dataset (K!os et al. 2007), already in BASECOL2012,
includes fine structure de-excitation rate coefficients of OH by
He using the 2D PES of Lee et al. (2000). BASECOL2023 has
been updated with a more recent dataset (Kalugina et al. 2014)
that provides rate coefficients for the same system and process.

This is for the same number of transitions (roughly 44) and for
the same temperature range (T = 5–350 K), but the authors used
the new vibrationally averaged 3D PES of Kalugina et al. (2014).
The discussions of Kalugina et al. (2014) seem to show that a
vibrationally averaged PES provides some theoretical results in
closer agreement with the experimental results. Nevertheless,
other tests (Kalugina et al. 2014) show no difference in using
either a 2D or an averaged 3D PES. For all the above reasons,
the two datasets are indicated as recommended. We checked both
sets of rate coefficients at 5, 10, 50, and 300 K. For the tran-
sitions up to level 9.5e, the agreement is good, with averaged
percentage differences of 28.3, 19, 18.4, and 10.9, respectively.
However, for transitions from level 9.5e up to level 10.5e, the
averaged percentage differences are 172.2, 130.1, 64.3, and 101,
respectively.

BASECOL2023 is further updated with a dataset
(Marinakis et al. 2019) that provides hyperfine resolved
collisional de-excitation rate coefficients of OH by He. The
authors used a recoupling technique together with the nuclear
spin-free S matrices of Kalugina et al. (2014).

7.14.2. OH/OD–H2

The OH–H2 system has been investigated by Offer et al. (1994),
the corresponding datasets can be found on the LAMDA
database (LAMDA; van der Tak et al. 2020). BASECOL2023
was updated with two datasets (K!os et al. 2017b) for the fine
structure de-excitation of OH by o/p-H2 (20 levels; T = 10–
150 K) and two datasets (K!os et al. 2020b) for the hyperfine
resolved structure de-excitation of OH by o/p-H2 (24 levels;
T = 10–150 K), the four datasets were obtained with the PES
of Ma et al. (2014). The OH–H2 fine structure rate coeffi-
cients for collisions with both para-H2(j = 0) and ortho–H2
( j = 1) differ by a factor of less than three from the older
rates by Offer et al. (1994), and the new hyperfine resolved
rate coefficients (K!os et al. 2020b) are found to increase the
hyperfine intensities by a factor of about 1–3 in comparison
to previous rates of Offer et al. (1994). The new OH–H2 rate
coefficients (K!os et al. 2017b, 2020b) are expected to be more
precise than the previous ones (Offer et al. 1994), as the new
datasets were obtained with the recent PES (Ma et al. 2014) that
performed fairly well in comparison of theoretical calculations
with scattering experiments (Schewe et al. 2015). The OD
molecule is new in BASECOL, and two datasets (Dagdigian
2021a) provide hyperfine resolved structure de-excitation of OD
by o/p-H2 (40 levels; T = 5–200 K); they were obtained with
the same PES (Ma et al. 2014) as above.

7.14.3. OH–H

BASECOL2023 was updated with a dataset (Dagdigian 2022a)
that provides hyperfine resolved collisional de-excitation rate
coefficients of OH by H atoms calculated with a recoupling tech-
nique and with fine resolved structure excitation results of OH
by H (Dagdigian 2022b). These calculations used the potential
energy curves of Alexander et al. (2004).

7.15. O2

The O2 data (Table B.3) include collisions with He and o/p-
H2, and tackle rotational and fine structure resolved processes;
three recommended datasets are available. BASECOL2012
already had the dataset for the rotational fine structure
resolved de-excitation of O2 by He (36 fine levels; T = 5–
350 K; Lique 2010), which was calculated using the PES of
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Groenenboom & Struniewicz (2000). BASECOL20023 was
updated with two datasets from Kalugina et al. (2012a) con-
cerning the rotational de-excitation of O2 by o/p-H2 (7 rotational
levels; T = 5–150 K).

7.16. PN

The PN data (Table B.3) include collisions with He and p-H2
and tackle the rotational process; two recommended datasets
are available. BASECOL2012 already had the dataset for the
rotational de-excitation of PN by He (31 levels; T = 10–300 K;
Tobo!a et al. 2007). BASECOL20023 was updated with a dataset
from Najar et al. (2017) concerning the rotational de-excitation
of PN by p-H2 (40 levels; T = 10–300 K).

7.17. SH

BASECOL2012 already had the dataset for the rotational de-
excitation of the fine structure levels of SH by He (K!os et al.
2009; 60 levels; T = 5–350 K). On that dataset (K!os et al. 2009),
BASECOL2023 updated the notation for the Kronig parity labels
in order for them to agree with VAMDC standards; the scientific
content is not changed, but the version of the dataset has changed
to v2 and is recommended.

7.18. SiO

The SiO data (Table B.3) include collisions with He and H2,
and tackle the rotational and ro-vibrational processes; eight
recommended datasets are available.

7.18.1. SiO–He

BASECOL2023 has been updated with two datasets: a low
temperature dataset for rotational de-excitation (Dayou &
Balança 2006) among 27 rotational levels (T = 10–300 K) and
a more approximate high temperature dataset for ro-vibrational
de-excitation (Balança & Dayou 2017) among 246 levels
(T = 250–10 000 K).

7.18.2. SiO–H2

BASECOL2023 was updated with two very rich datasets
by Yang et al. (2018b) for collisions with o/p-H2: the ro-
vibrational and rotational de-excitation rate coefficients for SiO
ro-vibrational states (v = 1, j = 1–10) to (v↓ = 0, j↓ = 0–35) in
collisions with ortho-H2 ( j = 1) and para-H2( j = 0). The rate
coefficients for rotational transition of SiO from (v = 1, j = 1–
10) to (v↓ = 1, j↓< j) and among the first six rotational levels
in the ground vibrational state are also included in both the
para-H2 and ortho-H2 datasets. In addition, the para-H2 dataset
provides the ro-vibrational de-excitation rate coefficients for SiO
ro-vibrational states (v = 1, j = 1–10) to (v↓ = 0, j↓ = 0–34) when
para-H2 is excited from j(H2) = 0 to j(H2) = 2.

In addition, BASECOL2023 was updated with four
datasets (Balança et al. 2018) for the rotational de-excitation
of SiO with o/p-H2: two low temperature datasets (21 levels;
T = 5–300 K) calculated with the CC method, and two high tem-
perature datasets (30 levels; T = 5–1000 K) obtained with the
more approximate CS method (the sets are identified, respec-
tively, as CC and CS in Table B.3). The above CC and CS
SiO–H2 datasets are recommended as they could be used to test
the influence of different datasets on the radiative transfer results.
The user should prefer the CC results over the CS or the infinite

order sudden (IOS) approximation results in the relevant temper-
ature range and contact the authors if any doubt. However, the
older datasets (Dayou & Balança 2006; Turner et al. 1992) have
been set to non-recommended.

7.19. SiS

The SiS data (Table B.3) include collisions with He and H2 and
tackle the rotational and ro-vibrational processes; four recom-
mended datasets are available. BASECOL2012 already included
a dataset (Vincent et al. 2007) for the rotational de-excitation of
SiS by He (26 levels; T = 10–200 K), two datasets (K!os et al.
2008) for the rotational de-excitation of SiS by o/p-H2 (41 lev-
els; T = 5–300 K), and one dataset (Tobo!a et al. 2008) for the
ro-vibrational de-excitation of SiS by He (505 levels correspond-
ing to vibration up to v = 4 and to rotation up to j = 100 with
T = 100–1500 K).

7.20. SO

The SO data (Table B.3) include collisions with He and H2
and tackle the rotational fine structure and ro-vibrational fine
structure processes. Six recommended datasets are available.

7.20.1. SO–He

BASECOL2012 already included two datasets for the rotational
fine structure de-excitation of SO by He: one dataset (Lique et al.
2005) for 31 fine levels (T = 5–50 K) and another one (Lique
et al. 2006a) for 91 fine levels (T = 60–300 K). It also included
a dataset (Lique et al. 2006c) for the ro-vibrational fine structure
de-excitation of SO by He (236 levels; T = 300–800 K).

7.20.2. SO–H2

Recently, new extensive calculations have been performed for the
ro-vibrational fine resolved de-excitation of SO by o/p-H2 (Price
et al. 2021), where a new 6D PES by Yang et al. (2020) was
used. BASECOL2023 has been updated with the corresponding
two datasets (Price et al. 2021) that span 273 ro-vibrational tran-
sitions up to v = 2 for temperatures between 10 K and 3000 K.
BASECOL2012 already included the smaller dataset of Lique
et al. (2007) for the rotational fine structure de-excitation of SO
by p-H2 (31 levels; T = 5–50 K), which already superseded an
older dataset from Green (1994) as the 1994 calculations used a
CS-H2 PES.

8. Triatomic molecules with heavy partners

BASECOL2023 contains 31 triatomic species (Table B.4) aside
from the para-ortho symmetries.

8.1. AlCN, AlNC

One recommended set is available for AlCN and two
for AlNC. BASECOL2023 was updated with two datasets
(Hernández Vera et al. 2013) concerning the de-excitation by
He among the 30 rotational levels of AlCN and of AlNC in
the 5 K to 100 K temperature range. A dataset for the rotational
de-excitation of AlNC by p-H2 (Urzúa-Leiva & Denis-Alpizar
2020) where H2 is treated as a spherical atom was also added
(27 levels; T = 5–105 K).
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8.2. C3

Four recommended datasets are available for the C3 molecule.
BASECOL2012 included the dataset (Ben Abdallah et al. 2008)
for the de-excitation among six rotational levels of C3 by impact
with He (T = 5–15 K). BASECOL2023 was enriched with three
additional datasets: a dataset (Stoecklin et al. 2015) for the ro-
vibrational excitation of C3 by He (23 levels; T = 10–155 K)
and two datasets (Santander et al. 2022) for the rotational de-
excitation of C3 by o/p-H2 (11 levels; T = 5–50 K).

8.3. C2H, C2D, 13CCH, C13CH

Five recommended datasets are available for the C2H(X2Σ+)
molecule: four datasets for C2D(X2Σ+), one for 13CCH(X2Σ+),
and one for C13CH(X2Σ+).

8.3.1. C2H–He

BASECOL2023 has been upgraded with a new version of the
dataset (Spielfiedel et al. 2013; version 2, 46 levels; T = 5–
100 K) for the de-excitation of the hyperfine levels of C2H by
He, this dataset replaces the previous dataset (version 1, 34 lev-
els; T = 5–100 K; Spielfiedel et al. 2012) which had flaws in the
calculations and is not recommended.

8.3.2. C2H–H2

This system has been updated with a series of datasets of
increasing reliability. BASECOL2023 had been updated with
a dataset (Dumouchel et al. 2017) for the de-excitation of the
first 17 fine levels of C2H by p-H2, and the corresponding
dataset (Dumouchel et al. 2017) for the de-excitation of the
first 34 hyperfine levels of C2H by p-H2 (T = 2–80 K). These
datasets were obtained with a 2D PES (Najar et al. 2014)
where H2 is taken as spherical, and where the PES is averaged
over H2 orientations. Those datasets are now labelled as non-
recommended as the PES is crude compared to the calculations
of Pirlot Jankowiak et al. (2023b).

BASECOL2023 had also been updated with two datasets
(Dagdigian 2018a) for the de-excitation from the first 30 hyper-
fine levels of C2H by o/p-H2 (T = 10–300 K); they were
obtained with a newly calculated 4D PES (Dagdigian 2018b).
Pirlot Jankowiak et al. (2023b) found an error in those calcula-
tions and re-did the dynamical calculations with the same 4D
PES (Dagdigian 2018b). BASECOL keeps a trace of the data,
and therefore the datasets of Dagdigian (2018a) are kept, but
they are labelled as non-recommended. Keeping those datasets
of Dagdigian (2018b) is very important, as they were publicly
available on both the BASECOL and the LAMDA databases for
a certain period of time.

BASECOL2023 was updated with the two recent
datasets (Pirlot Jankowiak et al. 2023b) for the de-excitation of
41 fine rotational levels of C2H by o/p-H2 (T = 5–500 K) and
the two corresponding datasets (Pirlot Jankowiak et al. 2023b)
for the de-excitation of the first 38 hyperfine levels of C2H by
o/p-H2 (T = 5–100 K). Those datasets were obtained with the
4D PES of Dagdigian (2018b). The dynamical calculations
with p-H2 include the first two rotational levels of p-H2, but the
state-to-state rate coefficients concern the j(p-H2) 0–0 transition
only.

8.3.3. C2D–p-H2

BASECOL2023 had been updated with two datasets
(Dumouchel et al. 2017) for the de-excitation from the first

49 hyperfine levels and the first 17 fine levels of C2D by
p-H2 have been added (T = 2–80 K); these datasets were
obtained with the 2D PES of Najar et al. (2014) averaged
over H2 orientations and shifted to take into account the D
isotope. Those datasets have been superseded by the datasets
of Pirlot Jankowiak et al. (2023b), and they are labelled as
non-recommended.

BASECOL2023 had been updated with two datasets
(Pirlot Jankowiak et al. 2023b) for the state-to-state de-excitation
from the 31 fine structure levels of C2D with o/p-H2 (T = 5–
200 K), and the corresponding two datasets (Pirlot Jankowiak
et al. 2023b) for the state-to-state de-excitation from the first
55 hyperfine levels of C2D by o/p-H2 (T = 5–100 K). The
dynamical calculations with p-H2 include the first two rotational
levels of p-H2, but the state-to-state rate coefficients concern the
j(p-H2) 0–0 transition only.

8.3.4. 13CCH, C13CH with p-H2

BASECOL2023 has been updated with two datasets
(Pirlot Jankowiak et al. 2023a) for the hyperfine and fine
resolved rotational de-excitation of C13CH and 13CCH by p-H2.
Both datasets involve transitions among 98 hyperfine levels for
temperatures between 5 K and 100 K. The hyperfine couplings
include a first coupling with the 13C nuclear spin leading to
the F1 quantum number and then a coupling to the hydrogen
nuclear spin leading to the F quantum number.

8.4. C2H –

Two recommended datasets are available for the C2H→ molecule.
BASECOL2023 was updated with two datasets for the rota-
tional de-excitation of C2H→ by He; one dataset (Gianturco
et al. 2019) involves nine rotational levels (T = 5–100 K), and
the other dataset (Dumouchel et al. 2012) involves 13 rotational
levels (T = 5–100 K). Both datasets were calculated with the
same PES (Dumouchel et al. 2012); the cross-sections were
obtained over the same range of energies up to 1000 cm→1 with
the close coupling method; therefore, the rate coefficients should
be equivalent, as shown in Fig. C.3.

8.5. C2N –

One recommended dataset is available for the open shell
C2N→ (X3Σ→) molecule. BASECOL2023 was updated with a
dataset (Franz et al. 2020) for the de-excitation among rotational
levels of C2N→ in collision with He (16 levels; T = 5–100 K).
In that calculation, the electronic structure of C2N→ has been
ignored, and the energy levels are labelled with the spin free
quantum number N; they also calculated a new PES for the
C2N→-He system.

8.6. C2O

One recommended dataset is available for the open shell
C2O(X3Σ→) molecule. BASECOL2023 was upgraded with a
dataset (Khadri et al. 2022b) concerning the de-excitation of
C2O in collision with He (31 levels; T = 2–80 K); this dataset
was obtained with a newly developed PES (Khadri et al. 2022b).
This is part of a series of calculations that explore the excitation
of long carbon chains (see below).

8.7. CH2

Four recommended datasets are available for the asymmetric
open shell CH2 (X3B1) molecule.
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BASECOL2023 was upgraded with four new datasets
(Dagdigian 2021b) for the CH2 molecule in its para and ortho
symmetries: datasets for the de-excitation from the first 69 hyper-
fine levels of o-CH2 by o/p-H2 and from the first 27 rotational
levels of p-CH2 by o/p-H2 were added for temperatures between
5 K and 300 K. Those four datasets were obtained with a newly
calculated PES (Dagdigian 2021c), and the splittings due to the
electron spin were treated using a recoupling method. For o-
CH2 the splittings due to the nuclear spin were treated with
the MJ randomisation approximation (Alexander & Dagdigian
1985).

8.8. CO2

One recommended dataset is available for the CO2
molecule. BASECOL2023 was upgraded with a collisional
dataset (Godard Palluet et al. 2022) for the rotational de-
excitation of CO2 by He (21 levels; T = 4–300 K); this dataset
was calculated with a newly developed PES (Godard Palluet
et al. 2022).

8.9. HCN

Six recommended datasets are available for the HCN molecule.

8.9.1. HCN–He

BASECOL2012 already contained the dataset for the excitation
of the 26 rotational levels of HCN by He (Dumouchel et al. 2010;
Sarrasin et al. 2010). This dataset uses the sophisticated PES
of Toczy!owski et al. (2001) and therefore supersedes the calcu-
lations by Green & Thaddeus (1974). When hyperfine resolved
lines are observed, the dataset of Monteiro & Stutzki (1986)
could be used in the absence of other data, though it is not
reliable because of the poor PES used in the dynamical calcu-
lations. This dataset is currently indicated as non-recommended,
and additional calculations of hyperfine rate coefficients should
be performed. As an alternative, the rotational rate coeffi-
cients of Dumouchel et al. (2010); Sarrasin et al. (2010) could
be used to produce hyperfine levels transitions using an IOS
approach (Corey & McCourt 1983).

8.9.2. HCN–H2

The excitation of HCN by para and ortho-H2 has led to the
two datasets (Hernández Vera et al. 2017) of BASECOL2023,
that include the excitation of 26 rotational levels of HCN up
to 500 K, with calculations based on the PES of Denis-Alpizar
et al. (2013). Part of this work is an extension of the work of
Hernández Vera et al. (2014), where the excitation of 13 levels by
para H2 below 100 K was calculated, and the data are identical in
the overlapping region. The latter dataset (Hernández Vera et al.
2014) is kept in BASECOL2023, as one objective of BASECOL
is to curate data published in journals.

Using those highly accurate rate coefficients and an IOS
recoupling method, Goicoechea et al. (2022) calculated the
hyperfine resolved rate coefficients for HCN in collision with
o/p-H2, the two corresponding datasets (34 levels; T = 5–
500 K; Goicoechea et al. 2022) are in BASECOL2023. Those
datasets supersede the hyperfine HCN-p-H2 dataset by Ben
Abdallah et al. (2012) calculated with a simpler PES aver-
aged over three orientations of H2. It was mentioned in
Hernández Vera et al. (2014) that the HCN-p-H2 calculations
of Ben Abdallah et al. (2012) led to significant inaccuracies,

in particular at low temperatures. Therefore, the dataset of Ben
Abdallah et al. (2012) is labelled as non-recommended.

Finally, for cometary applications, BASECOL2023 was
updated with a dataset (Dubernet & Quintas-Sánchez 2019) with
thermalised rate coefficients for the de-excitation of HCN (8 lev-
els; T = 5–150 K) by p-H2O. The calculations use a new 5D
PES (Quintas-Sánchez & Dubernet 2017) and the CS method,
where the basis sets are not fully converged (about 20%). The
thermalised rate coefficients are obtained from the state-to-state
rate coefficients summing over the final states of para-H2O and
averaging over the initial rotational states of para-H2O.

8.10. HNC

Five recommended datasets are available for the HNC molecule
for collisions with He and o/p-H2. BASECOL2012 already
included the dataset (Dumouchel et al. 2010; Sarrasin et al.
2010) for the excitation among the 26 rotational levels of HNC
by He calculated with the new PES of Sarrasin et al. (2010;
T = 5–500 K), and two datasets (Dumouchel et al. 2010) for the
rotational de-excitation among eleven rotational levels of HNC
by o/p-H2 (T = 5–100 K). The p-H2 dataset included the excita-
tion between the ground level and the first excited state of p-H2,
as well as de-excitation of HCN rotational levels for j = 2 of
p-H2. The o-H2 dataset was calculated with an extended basis
for H2( j = 1, 3).

BASECOL2023 has been updated with two datasets
(Hernández Vera et al. 2017) for the de-excitation of HNC by
p-H2( j = 0) and o-H2( j = 1) (26 levels; T = 5–500 K). The
p-H2 dataset was calculated with an extended basis set for p-
H2( j = 0, 2), but the o-H2 dataset was calculated with o-H2
( j = 1) only. The new datasets (Hernández Vera et al. 2017)
are identical or similar for the 11 lowest transitions and for tem-
peratures below 100 K to the previous datasets of Dumouchel
et al. (2010) when H2 stays, respectively, in its lowest level,
j = 0 or j = 1. The datasets of Dumouchel et al. (2010) are
recommended as the quality of the data is identical to those
of Hernández Vera et al. (2017) for collision with both p-H2
and o-H2; in addition, the dataset of Dumouchel et al. (2010)
provides information on the behaviour of rate coefficients with
j(H2) = 2.

8.11. HCO+, DCO+, HC17O+

Three recommended datasets are available for HCO+: one for
DCO+ and one for HC17O+. BASECOL2023 was upgraded
with a dataset (Tonolo et al. 2021) for the de-excitation of
six rotational levels of HCO+ in collision with He (T = 5–
100 K) calculated with their new PES (Tonolo et al. 2021) and
with two datasets (Denis-Alpizar et al. 2020) for the rotational
de-excitation of HCO+ by o/p-H2 (22 levels; T = 10–200 K),
calculated with their new 4D PES (Denis-Alpizar et al. 2020).
The previous dataset for the de-excitation of HCO+ by p-H2
( j=0) from Flower (1999b), which used an old PES (Monteiro
1985), is now outdated because of the quality of the PES, and it
is indicated as non-recommended.

A new dataset (Denis-Alpizar et al. 2020) was added for
the rotational de-excitation of DCO+ in collision with p-H2
(22 levels; T = 10–200 K) calculated with the same 4D PES
(Denis-Alpizar et al. 2020) as HCO+–H2. BASECOL2012
included a low-quality dataset (Pagani et al. 2012) for the hyper-
fine structure resolved de-excitation of DCO+ by p-H2 obtained
with an IOS recoupling technique using the HCO+–p-H2 rota-
tional rate coefficients of Flower (1999b), the latter being now
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superseded. Nevertheless, the dataset of Pagani et al. (2012) is
left as recommended as it is the only available dataset. How-
ever, we would recommend using the newly calculated rotational
dataset of DCO+–p-H2 (Denis-Alpizar et al. 2020) to calculate
new hyperfine rate coefficients for this system. Finally, we have
added a dataset (Tonolo et al. 2022) for the de-excitation among
the 33 first hyperfine levels of HC17O+ with p-H2; in these cal-
culations, the H2 projectile has been treated as a spherical body
and an average of the potential based on five orientations of H2
has been employed for the scattering calculations.

8.12. HCO

Two recommended datasets are available for the HCO asymmet-
ric open shell molecule. BASECOL2023 was upgraded with two
datasets (Dagdigian 2020b) for the de-excitation among hyper-
fine resolved rotational levels of HCO by o/p-H2 (86 levels;
T = 5–200 K). Those rate coefficients were obtained with a
new PES (Dagdigian 2020d), the splittings due to the electron
spin was treated using a recoupling method, while the splittings
due to the nuclear spin was treated with the MJ randomisation
approximation (Alexander & Dagdigian 1985).

8.13. HCP

Two recommended datasets are available for the HCP molecule.
BASECOL2012 already had a dataset (Hammami et al. 2008b)
for the rotational de-excitation of HCP by He (16 levels; T = 20–
200 K) and a dataset (Hammami et al. 2008c) for the rotational
de-excitation of HCP by p-H2 (11 levels; T = 10–70 K). In both
systems, a new PES was calculated; for the HCP–p-H2 system,
the H2 projectile was treated as a spherical body and an average
of the potential based on five orientations of H2 was employed
for the scattering calculations.

8.14. HCS+

Two recommended datasets are available for the HCS+ molecule.
BASECOL2023 was updated with a dataset (Dubernet et al.
2015) for the rotational de-excitation of HCS+ by He (20 levels;
T = 5–100 K) calculated with a new PES (Dubernet et al. 2015).
This dataset supersedes the dataset of Monteiro (1984) because
of better quality of the PES and of the dynamical calculations,
the dataset of Monteiro (1984) is indicated as non-recommended.

A new dataset (Denis-Alpizar et al. 2022) for the rotational
de-excitation of HCS+ by p-H2 has been added; this dataset has
been obtained with a new PES (Quintas-Sánchez et al. 2021).
The authors mention that this dataset can be used for collisions
with o-H2 to a good approximation.

8.15. H2O

Twenty-two recommended datasets are currently available for the
H2O molecule.

8.15.1. H2O–He

BASECOL2023 was updated with two datasets (Yang et al.
2013) for the de-excitation of rotational levels of o/p-H2O
by He (10 levels; T = 2–3000 K); these calculations have
used the PES from Patkowski et al. (2002). BASECOL2012
already had the two datasets (45 levels; T = 20–2000 K) from
Green et al. (1993) that had been calculated with the PES of

Maluendes et al. (1992). Those datasets are still marked as rec-
ommended as they span more transitions, and the agreement
between both sets are reasonably good, see Fig. C.4. However, at
low temperatures, the data of Yang et al. (2013) show significant
differences with the previous rates.

8.15.2. H2O with o/p-H2 and thermalised H2

There are three types of calculation for the rotational de-
excitation of H2O with H2: highly accurate quantum calcu-
lations (mostly CC calculations; Daniel et al. 2011, 2010;
Dubernet et al. 2009), quasi-classical calculations (QCT; Faure
et al. 2007a), and more approximate quantum CS calculations
(Żóltowski et al. 2021) that provide rate coefficients among
twice the number of rotational levels than the two other sets of
calculations.

BASECOL2012 contained the four state-to-state rate coeffi-
cients datasets (Daniel et al. 2011, 2010; Dubernet et al. 2009)
for the rotational de-excitation of o/p-H2O by o/p-H2( j) (45 lev-
els; T = 5–1500 K) where the transitions among H2 levels have
been considered up to j(H2) = 4 for some water transitions; those
datasets have been obtained with a 5D average of the 9D PES
of Valiron et al. (2008) and quantum calculations (mostly close
coupling) for the dynamics of the nuclei. Daniel et al. (2011)
completed calculations of respectively Dubernet et al. (2009)
and Daniel et al. (2010). A package is distributed in the ‘tools’
section of the BASECOL website in order to calculate effective
and thermalised rate coefficients. Those results superseded the
four datasets (5 levels; T = 20–140 K) of Phillips et al. (1996)
calculated with the PES of Phillips et al. (1994), which are now
marked as non-recommended.

BASECOL2012 contained four datasets (Faure et al. 2007a)
calculated with a 5D average of the 9D PES of Valiron et al.
(2008) and with quasi-classical trajectories (45 levels; T = 20–
2000 K). Though those data have been obtained with a less
precise method than the results of Daniel et al. (2011, 2010);
Dubernet et al. (2009), and though they might show differ-
ences of as much as a factor of three, they are still marked as
recommended as an alternative choice for users.

BASECOL2023 was updated with two datasets (Żóltowski
et al. 2021) for the rotational de-excitation of o/p-H2O by p-H2
(97 levels; T = 10–2000 K). The authors used the 5D average of
the 9D PES of Valiron et al. (2008), but this potential was further
approximated using the adiabatic hinder rotor approximation
proposed by Scribano et al. (2012), reducing its dimensional-
ity to 3D, where the H2 molecule is treated as a pseudo-atom.
The authors indicate that the precision of the rate coefficients
can be between a factor of two and three compared to quantum
close coupling calculations using a full 5D PES. The datasets
are nevertheless marked recommended, as they provide a very
large extension in the number of transitions. BASECOL2012
contained two datasets (Faure et al. 2007a) calculated with
the 9D PES of Valiron et al. (2008) for the ro-vibrational de-
excitation of o/p-H2O with fully thermalised H2 (411 levels;
T = 200–5000 K).

8.15.3. H2O–H

BASECOL2023 was updated with two datasets (Daniel et al.
2015) for the rotational de-excitation of o/p-H2O by H (45 lev-
els; T = 5–1500 K). These datasets were obtained with the PES
of Dagdigian & Alexander (2013).
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8.15.4. H2O–H2O

BASECOL2023 has been updated with four datasets for the
rotational de-excitation of o/p-H2O by thermalised H2O; those
datasets are intended for cometary and planetary atmospheres
applications. Two datasets (Boursier et al. 2020) for transitions
among 59 o/p-H2O levels (T = 100–800 K) have been obtained
with a crude PES and with semi-classical calculations; two other
datasets (Mandal & Babikov 2023a) for transitions among 21/22
o/p-H2O levels (T = 5–1000 K) were obtained with the MQCT
method (Mandal & Babikov 2023b; Mandal et al. 2022), a trun-
cated expansion of the PES of Jankowski & Szalewicz (2005)
and extrapolations of cross-sections at low and high collision
energy. All of these datasets were obtained using approximate
scattering methods that involve the symmetrisation of cross-
sections computed for excitation and quenching to ensure that the
final data satisfy the principle of detailed balance, as explained
in detail in the references cited (Boursier et al. 2020; Mandal &
Babikov 2023a).

8.16. D2O, HDO

Two recommended datasets are currently available for the
D2O molecule, and three are available for the HDO molecule.
BASECOL2023 was updated with two datasets (Faure et al.
2012) for the rotational de-excitation of o/p-D2O by p-H2 (6 lev-
els; T = 5–100 K); these datasets were obtained with the PES
of Valiron et al. (2008) and with quantum calculations for the
dynamics of the nuclei.

BASECOL2012 already included a dataset (Green 1989)
for the rotational de-excitation of HDO by He (34 levels;
T = 50–500 K). BASECOL2023 has been updated with two
datasets (Faure et al. 2012); one dataset provides thermalised
rotational de-excitation rate coefficients of HDO by p-H2 (30 lev-
els; T = 5–300 K) and the other includes rotational de-excitation
rate coefficients of HDO by o-H2 ( j = 1). These datasets were
obtained with the PES of Valiron et al. (2008) and with quantum
calculations for the dynamics of the nuclei.

8.17. H2S

Four recommended datasets are available for the closed-shell
asymmetric H2S molecule. BASECOL2023 was updated with
four datasets (Dagdigian 2020a) for the rotational de-excitation
of o/p-H2S by o/p-H2 (19 levels; T = 5–500 K). These datasets
were calculated with a new 4D PES (Dagdigian 2020c).

8.18. MgCN, MgNC

Two recommended datasets are available for MgCN, and there
are two for MgNC. BASECOL2023 was updated with two
datasets (Hernández Vera et al. 2013) concerning the rotational
de-excitation by He among the 36 rotational levels of MgCN and
of MgNC (T = 5–100 K) and with two datasets (Hernández Vera
et al. 2013) for the de-excitation among the fine resolved struc-
tures of MgCN and MgNC (T = 5–100 K). The de-excitation
among fine levels uses a recoupling technique based on the IOS
approximation (Corey & McCourt 1983).

8.19. NH2

Four recommended datasets are available for the asymmetric
open shell NH2 (X2B1) molecule.

The NH2 (X2B1) molecule presents a fine and hyper-
fine structure, but presently no collisional studies including
either the electronic or the nuclear spins have been performed.
BASECOL2023 was updated with four datasets (Bouhafs et al.
2017a) for the de-excitation among 15 spin free rotational levels
of p-NH2 and o-NH2 by o-/p-H2 (T = 10–150 K); these datasets
were obtained with a 4D PES (Bouhafs et al. 2017a) constructed
from the 9D global PES of the ground electronic state of NH4 (Li
& Guo 2014).

8.20. N2H+

Four recommended datasets are available for the N2H+ molecule.
BASECOL2012 already included two datasets (Daniel et al.
2005) calculated with a new PES (Daniel et al. 2004) for the de-
excitation among seven rotational and among 55 hyperfine levels
of N2H+ by He. The dataset of Green (1975) was superseded and
is labelled as non-recommended.

BASECOL2023 was updated with a dataset (Balança et al.
2020) for the de-excitation among 26 rotational levels of N2H+
by p-H2 (T = 5–500 K). The data were obtained with the adia-
batic hindered rotor (AHR) approach (Li et al. 2010; Zeng et al.
2011), which reduced the 4D PES of Spielfiedel et al. (2015) to
a 2D PES, and thus did not take into account the structure of the
H2 projectile. In addition, BASECOL2023 was updated with a
dataset (Lique et al. 2015) for the de-excitation among 64 hyper-
fine levels of N2H+ by p-H2. This dataset was obtained with the
same AHR approach, the same PES (Spielfiedel et al. 2015), and
with a recoupling technique (Daniel et al. 2004).

8.21. OCS

Three recommended datasets are available for the OCS
molecule. New work is certainly needed for this molecule.
BASECOL2012 already included a dataset (Green & Chapman
1978) for the rotational de-excitation of OCS by p-H2 (13 levels;
T = 10–100 K), and a dataset (Flower 2001b) for the rotational
de-excitation of OCS by He (27 levels; T = 10–150 K). The
dataset with p-H2 was obtained with a very crude PES and the
CS method. BASECOL2023 was updated with a dataset (Chefai
et al. 2018) for the de-excitation of OCS by Ar, for which a new
PES was calculated (Chefai et al. 2018).

8.22. o-SiC2

One recommended dataset is available for the o-SiC2 molecule.
BASECOL2012 already included a dataset (Chandra & Kegel
2000) for the rotational de-excitation of o-SiC2 by He (40 lev-
els; T = 25–125 K). The authors used an infinite order sudden
approximation method, extended the work of Palma & Green
(1987), and claimed that their results applied to the H2 projec-
tile. We re-did the calculations, and it is clear that their results
correspond to a collision with He.

8.23. SO2

Three recommended datasets are available for the SO2 molecule.
BASECOL2012 already included a dataset (Green 1995) for
the rotational de-excitation of SO2 by He (50 levels; T = 25–
125 K) with the PES of Palma (1987) and an IOS method.
BASECOL2012 included two datasets (Cernicharo et al. 2011)
for the de-excitation of SO2 by o/p-H2 (31 levels; T = 5–30 K).
These datasets were obtained with a 5D PES from Spielfiedel
et al. (2009) and with the close coupling method.
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9. Molecules with more than three atoms with
heavy partners

The general table (Table B.5) presents collisional datasets for
26 molecules with more than three atoms.

9.1. C3H2

Two recommended datasets are available for the C3H2 molecule.
BASECOL2012 already included a dataset (Chandra & Kegel
2000) for the rotational de-excitation of o/p-C3H2 by He (47/48
levels; T = 30–120 K). The authors used the IOS method,
extended the work of Green et al. (1987), and claimed that their
excitation rate coefficients applied to the H2 projectile. We re-
did the calculations and it is clear that their results correspond
to a collision with He. The current datasets provide the de-
excitation rate coefficients obtained by detailed balance using the
JPL database (Pearson et al. 2010) spectroscopic data. It should
be noted that more precise datasets were calculated by Avery &
Green (1989), but for fewer levels. They provided CS rate coef-
ficients among the 16 lowest ortho levels and the 17 lowest para
levels for three temperatures (T = 10, 20, 30 K); they used the
same PES (Green et al. 1987). The latter calculation is not in
BASECOL.

9.2. C3O, C3S

One recommended dataset is available for C3O and one for
C3S. BASECOL2023 was updated with a dataset (Bop et al.
2022b) for the rotational de-excitation of C3O by He (31 levels;
T = 5–150 K) calculated with the PES of Khadri & Hammami
(2019), and a dataset (Sahnoun et al. 2020) for the rotational de-
excitation of C3S by He (11 levels; T = 2–25 K); in the latter
calculation the authors calculated a new PES.

9.3. C4

One recommended dataset is available for the C4 (X3Σ→g )
molecule. BASECOL2012 already included a dataset (Lique
et al. 2010a) for the fine structure resolved rotational de-
excitation of C4 by He (30 levels; T = 5–50 K). The authors
calculated a new PES.

9.4. C4H –

Two recommended datasets are available for the C4H→ molec-
ular ion. BASECOL2023 was updated with two datasets
(Balança et al. 2021) for the rotational de-excitation of C4H→ by
o/p-H2 (30 levels; T = 5–100 K). A new PES was calculated by
the authors.

9.5. C5, C5O, C5S

One recommended dataset is available for C5, one is available for
C5O, and one is available for C5S. BASECOL2023 was updated
with a dataset (Chefai et al. 2021) for the rotational de-excitation
of C5 by He (15 levels; T = 5–300 K) and a dataset (Khadri et al.
2020) for the rotational de-excitation of C5S by He (51 levels;
T = 2–100 K). In both cases the respective authors calculated a
new PES. In addition, it has been updated with a dataset (Bop
et al. 2022b) for the rotational de-excitation of C5O by He
(31 levels; T = 5–150 K). These calculations were performed
with the PES of Khadri et al. (2022a).

9.6. C5H+

One recommended dataset is available for the C5H+ molecular
ion. BASECOL2023 has been updated with a dataset (Khadri
et al. 2023) for the rotational de-excitation of C5H+ by He
(16 levels; T = 5–100 K). The authors calculated a new 2D
PES. This calculation follows the recent discovery of this new
molecule in TMC-1 (Cernicharo et al. 2022).

9.7. C6H –, C6H

Two recommended datasets are available for C6H (2Π) and
three for C6H→. BASECOL2023 was updated with two
datasets (Walker et al. 2018): one for the fine resolved rota-
tional de-excitation of C6H by He (122 levels; T = 5–100 K) and
one for the hyperfine resolved de-excitation for the same system
(52 levels; T = 5–100 K). The authors calculated a new PES.

Three new datasets (Walker et al. 2017) for the excitation of
the close-shell anion C6H→ were added: one dataset for the rota-
tional de-excitation of C6H→ by He (11 levels; T = 5–100 K) and
two datasets for the rotational de-excitation of C6H→ by o/p-H2
(31 levels; T = 5–100 K). The three datasets were obtained with
a new PES (Walker et al. 2016).

9.8. CH3CN, CH3NC

Two recommended datasets are available for CH3CN and two
are available for CH3NC. BASECOL2023 was updated with four
datasets (Ben Khalifa et al. 2023) for the rotational de-excitation
of o/p-CH3CN (52/75 levels; T = 7–100 K) and of o/p-CH3NC
(66/63 levels; T = 7–100 K) by He. These collisional datasets
were calculated with the PES of Ben Khalifa et al. (2022).

9.9. CH3OH

Fourteen recommended datasets are available for CH3OH; they
handle rotational processes for three torsional states and for
ro-torsional processes. The datasets existed in BASECOL2012,
but they were very recently imported to BASECOL2023 as we
needed to take decisions about the labelling of the energy levels.

The current BASECOL labelling of levels is J, K (=Ka), vt
the torsional quantum number, and the ro-torsional symmetry of
the wave function (A or E). In addition, for A states the pseudo-
parity is indicated by a + or → symbol; this pseudo-parity comes
from the two possible linear combinations of basis set functions
as explained in Herbst et al. (1984) and Hougen et al. (1994).
Therefore, the VAMDC rovibSym label is used as a ro-torsional
symmetry label and follows the convention A+, A→, E1 (equiva-
lent to “E with positive K-sign”) and E2 (equivalent to “E with
negative K-sign”) with the symmetric quantum numbers J and
K (>0). CH3OH is currently identified by the stcs VAMDC case
(see Table A.1), as no other case can fit this description.

Those notations are implicitly used in the traditional output
of the JPL (Pearson et al. 2010) database, and both in the tradi-
tional and the VAMDC access of the HITRAN database (Gordon
et al. 2022). It should be noted that the JPL quantum numbers
are incomplete. The rovibSym label is omitted, and the pseudo-
parity quantum number is included for the A-symmetry states
only. By deduction, the levels without pseudo-parity belong to
the E-symmetry, and JPL uses the K-signed notation.

It is possible to use the usual labelling of the C3v symme-
try group, that is the asymmetric rotational quantum numbers
(J, Ka (=K), Kc), the vt quantum number, and the ro-torsional
A or E symmetry. An example of these notations is provided in
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the CDMS (Müller et al. 2005) database; these notations imply
that their VAMDC output uses an asymmetric top closed shell
(asymcs) case.

Hougen et al. (1994) explained how to transform notations
from one label to the other. In addition, the supplementary mate-
rial of Xu et al. (2008) identifies the energy levels with notations
that allow to find the two ways of labelling. For A-symmetry the
states are identified with J, Ka = K, Kc, vt and the pseudo-parity;
for the E-symmetry, the states are identified with J, K-signed,
and Kc, vt.

9.9.1. CH3OH-He

Two datasets (Rabli & Flower 2011) are available for the ro-
torsional de-excitation of A-CH3OH and E-CH3OH by He
(150 levels; T = 10–400 K). The authors used the PES of Pottage
et al. (2002). Six datasets (Rabli & Flower 2010b) are available
for the rotational de-excitation of A/E-CH3OH by He, with A/E-
CH3OH in respectively the ground, the vt = 1 and the vt = 2
torsional states (256 levels; T = 10–200 K); the authors used the
PES of Pottage et al. (2002). It should be noted that those calcu-
lations were carried out with a maximum value of j = 15, which
means that there are missing higher j rotational levels for energy
levels lying above 200 cm→1.

9.9.2. CH3OH-p-H2

Six datasets (Rabli & Flower 2010a) are available for the rota-
tional de-excitation of A/E-CH3OH by p-H2, with A/E-CH3OH
in the ground, the vt = 1, and the vt = 2 torsional states, respec-
tively (256 levels; T = 10–200 K); the authors used the PES
of Pottage et al. (2004). Again, it should be noted that those cal-
culations are carried out with a maximum value of j = 15, which
means that there are missing higher j rotational levels for energy
levels lying above 200 cm→1.

9.10. CNCN

One recommended dataset is available for CNCN.
BASECOL2023 was updated with a dataset (Ndaw et al.
2021) for the rotational de-excitation of CNCN by He (30 levels;
T = 5–150 K); the authors calculated a new PES.

9.11. H2CO

Four recommended datasets are available for the H2CO
molecule. BASECOL2012 already included two datasets (Green
1991) for the rotational de-excitation of o/p-H2CO by He
(40/41 levels; T = 10–300 K) that used the PES of Garrison
& Lester (1975) and two datasets (Troscompt et al. 2009) for
the rotational de-excitation of o-H2CO by o/p-H2 (10 levels;
T = 5–100 K), where the authors calculated a new PES.

9.12. H3O+

Four recommended datasets are available for the H3O+
molecular ion. BASECOL2023 has been updated with four
datasets (Demes et al. 2022) for the rotational de-excitation of the
lowest 11 rotation-inversion levels of o-H3O+ with o/p-H2 and
of the 21 lowest rotation-inversion levels of p-H3O+ with o/p-
H2, for temperatures between 10 K and 300 K. The collisional
datasets with p-H2 include calculations described in Demes et al.
(2021, 2022), and all four datasets were calculated with the PES
of Demes et al. (2020).

9.13. HC3N

Seven recommended datasets are available for the HC3N
molecule. BASECOL2012 already included a dataset (Wernli
et al. 2007a) for the rotational de-excitation of HC3N by He
(11 levels; T = 10–40 K). This dataset is considered to supersede
the dataset (21 levels; T = 10–80 K) of Green & Chapman (1978)
as the authors (Green & Chapman 1978) used a Gordon-Kim
PES (Gordon & Kim 1972) and the dynamics of the collision
is treated with the quasi-classical trajectory approach. There-
fore, the dataset of Green & Chapman (1978) is marked as
non-recommended.

BASECOL2012 included a dataset (Wernli et al. 2007a) for
the rotational de-excitation of HC3N by p-H2 ( j = 0) (51 lev-
els; T = 10–100 K). This dataset suffered from errors in the
calculations, and the authors (Wernli et al. 2007b) indicated
that the uncertainties on rate coefficients might be around 20%.
This dataset is now indicated as non-recommended, as new
calculations are available.

BASECOL2023 was updated with three datasets (Faure et al.
2016) for the rotational de-excitation of HC3N by p-H2 and o-H2
(38 levels; T = 10–300 K). One dataset presents the state-to-state
rate coefficients of HC3N by p-H2 in its ground rotational state
j = 0; a second dataset presents the thermalised rate coefficients
of HC3N by p-H2; the third dataset corresponds to the state-
to-state rate coefficients of HC3N by o-H2 ( j = 1) that can be
used as thermalised rate coefficients. The calculations were not
performed for j(H2) larger than 1; thus, assumptions were per-
formed in order to obtain the thermalised rate coefficients (see
Faure et al. 2016 for the methodology used for the thermalisa-
tion). It should be noted that close coupling calculations were
used below j(HC3N) = 30. For HC3N levels between j(HC3N) =
31 and 37, only QCT rate coefficients for para-H2( j = 0) were
available, and this set was employed directly for both para-H2
and ortho-H2 (no thermal averaging).

In addition, BASECOL2023 was updated with three
datasets (Faure et al. 2016) for the de-excitation among hyper-
fine resolved rotational levels of HC3N by p-H2 and o-H2
(61 levels; T = 10–100 K). Those datasets were obtained from
the above-mentioned three rotational rate coefficient datasets
using the scaled-infinite-order-sudden-limit method (Neufeld &
Green 1994; Lanza & Lique 2014), which was checked against
recoupling calculations.

9.14. HNCCC, HCCNC

Two recommended datasets are available for the HNCCC
molecule, and two are available for HCCNC. BASECOL2023
was updated with two datasets (Bop et al. 2021) for the rotational
de-excitation of HNCCC by o/p-H2 (30 levels; T = 5–80 K)
and with two datasets (Bop et al. 2021) for the rotational de-
excitation of HCCNC by o/p-H2 (30 levels; T = 5–80 K). The
datasets were obtained with a new PES (Bop et al. 2019a).

9.15. HMgNC

One recommended dataset is available for the HMgNC molecule.
BASECOL2023 was updated with a dataset (Amor et al. 2021)
for the rotational de-excitation of HMgNC by He (14 levels; T =
5–200 K); the authors calculated a new PES.

9.16. HOCO+

One recommended dataset is available for the HOCO+ molecule.
BASECOL2012 already included a dataset (Hammami et al.
2007) for the rotational de-excitation of HOCO+ by He
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(25 levels; T = 10–30 K); the dataset was calculated with the
PES of Hammami et al. (2004).

9.17. NCCNH+

One recommended dataset is available for the NCCNH+
molecule. BASECOL2023 was updated with a dataset (Bop
et al. 2018) for the rotational de-excitation of NCCNH+ by He
(11 levels; T = 5–100 K); the authors calculated a new PES.

9.18. NH3

Sixteen recommended datasets are available for the NH3
molecule.

9.18.1. NH3-He

BASECOL 2012 already included two datasets (Machin &
Roueff 2005) for the rotational de-excitation of o/p-NH3by He
(22/16 levels; T = 5–300 K). Those datasets were obtained with
the PES of Hodges & Wheatley (2001).

9.18.2. NH3-H2

The first calculations for the excitation of o/p-NH3 by para-H2
were performed by Danby et al. (1986, 1987) in the temper-
ature range from 15 K to 300 K, subsequently improved and
extended to 17 levels for ortho-NH3 and to 24 levels for para-
NH3 by Danby et al. (1988). Therefore, the datasets of Danby
et al. (1986, 1987) are marked as non-recommended.

The next set of calculations for the excitation of o/p-NH3 by
p-H2 were performed by Maret et al. (2009) using their newly
calculated PES for ten levels of p-NH3 and six levels of ortho-
NH3 in the temperature range from 5 K to 100 K; those datasets
were already in BASECOL2012.

BASECOL2023 was updated with four datasets (Bouhafs
et al. 2017b) for the rotational de-excitation of o/p-NH3 by
o/p-H2. The work of Bouhafs et al. (2017b) used the same
PES (Maret et al. 2009), extended the number of transitions to
17 o-NH3 and 34 p-NH3 levels, and increased the temperature
range up to 200 K. The calculations of Bouhafs et al. (2017b) are
of better quality than those of Danby et al. (1988), as their basis
set included the j(H2) = 2 level for collision with p-H2. How-
ever, the calculations of Bouhafs et al. (2017b) did not include
the temperature T = 5 K.

Very recently and using the same PES (Maret et al. 2009),
close coupling calculations were performed up to 500 K by
Demes et al. (2023), where most of the rotation-inversion levels
of ammonia were considered below the first vibrational excita-
tion threshold, leading to a total of 33 ortho- and 62 para-NH3
states. Those calculations were carried out with a basis set that
includes j(H2) = 0, 2 for p-H2 and j(H2) = 1 for o-H2.

Therefore, BASECOL2023 was updated with four
datasets (Demes et al. 2023) for the state-to-state rotational de-
excitation of o(33 levels)/p(62 levels)-NH3 by o/p-H2 between
100 K and 500 K. It should be noted that the two datasets for
o/p-NH3 with p-H2 include the state-to-state rate coefficients
involving all transitions between j(p-H2) = 0 and j(p-H2) =
2 (i.e. 0–0, 0–2, 2–0 and 2–2 transitions). In addition, two
datasets (Demes et al. 2023) for thermalised rate coefficients
of o(33 levels)/p(62 levels)-NH3 with p-t-H2, built upon the
previously mentioned state-to-state rate coefficients ( j(H2) = 0,
2), are included.

As a conclusion, we choose to remove the recommendation
of the results of Danby et al. (1988), and we kept the datasets
of Maret et al. (2009), of Bouhafs et al. (2017b), and of Demes
et al. (2023), as recommended. These should overlap and agree
in some regions of temperature and transitions. We did this so
that the user can access all those data through VAMDC.

9.18.3. NH3-H

BASECOL2023 was updated with two datasets (Bouhafs et al.
2017b) for the de-excitation of 34 levels of p-NH3 by H and for
the de-excitation of 17 levels of o-NH3 by H. They are calculated
with the PES of Li & Guo (2014).

9.19. NH3 isopotologues

Four recommended datasets are available for the NH2D, four
are available for ND2H, and three are available for ND3.
BASECOL2012 already included two datasets (Machin &
Roueff 2006) for the rotational de-excitation of o/p-NH2D
by He (9 levels; T = 5–100 K) and two datasets (Machin &
Roueff 2007) for the rotational de-excitation of o/p-ND2H by He
(9 levels; T = 5–100 K). The four datasets were calculated with
a modified version of the PES of Hodges & Wheatley (2001) to
account for isotopic shift.

BASECOL2023 was updated with two datasets (Daniel et al.
2014) for the rotational de-excitation of o/p-NH2D by p-H2
(79 levels; T = 5–300 K), two datasets (Daniel et al. 2016) for the
rotational de-excitation of o/p-ND2H by p-H2 (16 levels; T = 5–
50 K), and three datasets (Daniel et al. 2016) for the rotational
de-excitation of o/p/meta-ND3 by p-H2 (16/9/9 levels; T = 5–
50 K). The seven new datasets were calculated with a modified
version of the PES of Maret et al. (2009) to account for isotopic
shift. It should be noted that the collisional treatment ignored
the para or meta specificity of ND3, so the theoretical results for
the para and meta spin isomers are identical. However, specific
calculations were performed for the ortho-ND3 spin isomer.

10. Other information displayed on the BASECOL
website

Two other sections are displayed on the BASECOL website: the
contacts section, which provides the information about the main-
tainers of the BASECOL, and the tools section, where tools
sent by producers and by other teams are provided. Currently,
there is a package called the water rate package, which makes it
possible to use the fitting functions of the H2O-H2 rate coeffi-
cients (Daniel et al. 2011, 2010; Dubernet et al. 2009) in order to
obtain state to state, effective and thermalised rate coefficients;
the package contains an option to create outputs in the RADEX
format15.

A link to the VAMDC SPECTCOL tool is also provided; the
aim of the client tool SPECTCOL16 is to associate spectroscopic
data extracted from spectroscopic databases through VAMDC,
with collisional data provided by collisional databases. It can
also be used to display the extracted spectroscopic data (tran-
sitions, energy levels, etc.) and the extracted collisional data.
The current features of the SPECTCOL tool are described in a
forthcoming publication.

15 https://personal.sron.nl/~vdtak/radex/index.shtml
16 https://vamdc.org/activities/research/software/
spectcol/
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11. Conclusions

BASECOL2023 gives a wide overview of the field of inelastic
rate coefficients, mostly for collisions with heavy projectiles and
in the temperature range relevant to the ISM, circumstellar atmo-
spheres, and cometary atmospheres. The numerical data sent by
the producers of data are not modified. The producers of data
have the right to modify the entries prior to their publication, and
even later, as the BASECOL versioning system allows us to keep
track of the changes at a fine granularity. BASECOL is one of
the 40 interconnected databases of the VAMDC e-infrastructure,
which ensures that the data can be easily identified and com-
bined, for example by the SPECTCOL tool, with spectroscopic
data from other databases such as the CDMS database (Endres
et al. 2016) in order to produce ready-to-use outputs for the mod-
elling of non-LTE media. Users can use the VAMDC standards
and the java or python libraries in order to create their own access
to BASECOL and to other databases in VAMDC.

From a scientific point of view, our main plan for the future
is to maintain and further expand this database including new
datasets, which is a challenge in itself. In addition, we plan to
introduce technical changes that will, for example, allow the user
to select data formats when exporting data and make it easier for
data producers to prepare files. However, this idea is still in the
making, and once implemented, it will be communicated to the
astronomical community.

Finally, we stress that the BASECOL database is an inter-
national database that is open to all data producers who have
published inelastic rate coefficients that fit within the database
format. As mentioned in the introduction, Dr O. Denis-Alpizar
is the next manager of the BASECOL database.
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Appendix A: List of VAMDC cases and BASECOL associated molecules

Table A.1. List of BASECOL2023 molecules with the associated cases.

Cases Description Molecules
dcs Diatomic cs 36ArH+, 36ArD+, AlO+, CF+, CH+, CN→, CO, CS

H2, HD, HeH+, HCl, HF, KCl, NaH, NeH+, NO+, NS+, PN, SiH+, SiO, SiS
hunda Diatomic os: hund’s case a CH (X2Π), OH (X2Π) , OD (X2Π), NO (X2Π), SH (X2Π), C6H (X2Π)
hundb(a) Diatomic os: hund’s case b C→2 (X2Σ+g ), CN (X2Σ+), 13CN (X2Σ+), C15N (X2Σ+), CO+ (X2Σ+)

C4 (X3Σ→g ), H+2 (X2Σ+g ), NH (X3Σ+), O2 (X3Σ→g ), SO (X 3Σ→)
ltcs linear triatomic cs AlCN, AlNC, C3, C2H→, CO2, HCN, HNC, DCN, DNC, HCO+, HC17O+, DCO+,

HCP, HCS+, N2H+, OCS
nltcs non-linear triatomic cs D2O, HDO, H2O, H2S, SiC2, SO2
stcs symmetric top cs H+3 , H3O+, NH3, ND3, CH3CN, CH3NC, CH3OH
lpcs linear polyatomic cs CNCN, C6H→, HC3N, HCCNC, HNCCC, HMgNC, NCCNH+, C3O, C3S, C4H→ , C5, C5O, C5S
asymcs asymmetric cs H2CO, HOCO+, C3H2, NH2D, ND2H
asymos asymmetric os none
sphcs spherical cs none
sphos spherical os none
ltos linear triatomic os C2H (X2Σ+), C2D (X2Σ+), C2N→ (X3Σ→), C2O(X3Σ→), MgCN (X2Σ+), MgNC (X2Σ+)
lpos linear polyatomic os none
nltos non-linear triatomic os NH2 (X2B1), CH2 (X3B1), HCO

Notes. cs and os denote closed shell and open shell molecules. The molecules in blue have issues with the case assignment; this is explained in the
text (see Sect. 2.3). (a) The hundb case includes intermediate coupling based on Hund’s case b.

Appendix B: Tables of collisional datasets

This appendix provides tables describing the content of the BASECOL database. The names of the columns are self-explanatory,
and each line in the sections corresponds to collisional dataset(s), as described in our technical publication. The current tables
display some differences compared to Table 1 of the BASECOL2012 publication. The internal ID is not provided anymore because
BASECOL2023 stores the successive versions of a given collisional dataset, and each version has a different ID. It is still possible
to navigate through BASECOL with the IDs if the user keeps them in memory, as one ID corresponds to a unique couple collisional
dataset/version. To date, we have removed the output flat files corresponding to the combination of collisional and spectroscopic
data from the BASECOL interface; therefore, the tables do not include information related to those output files. In the following
tables, the columns provide the following information: (1) the atomic or molecular target; (2) the perturbing projectile; (3) the energy
levels for which rate coefficients are available: the symbols r, f, v, rv, rt, and h are used to denote rotational, fine, vibrational, ro-
vibrational, ro-torsional, and hyperfine transitions, respectively (for example, r7 means that rate coefficients are available for the 7
lowest rotational levels); (4) temperature range in kelvin for which the rates have been calculated; (5 & 6) references to the papers
describing, respectively, the collisional calculations and the potential energy surfaces; and (7) the year of publication. For Sect. 5,
columns (2) and (6) have been removed. In the tables, the notation o/p-H2 is a synthetic notation that corresponds to two datasets that
have the same characteristics: number (except if marked otherwise) and type of levels, temperature range, and references; however
one dataset is for a collision with ortho-H2, and the other one with para-H2.
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Appendix B.1. Collisional data with electrons

Table B.1. List of collisional data with electrons.

Target Levels T (K) Ref Year
RECOMMENDED

CH+ r8 100-15000 Lim et al. (1999) 1999
H+2 v3 100-20000 Sarpal & Tennyson (1993) 1993
o/p-H2

+ r2 100-10000 Faure & Tennyson (2001) 2001
o/p-H3

+ r2/r4 100-10000 Faure & Tennyson (2003) 2003
o/p-H3O+ r4/r8 100-10000 Faure & Tennyson (2003) 2003
HeH+ r3 100-20000 Rabadan et al. (1998) 1998
HeH+ v3 100-20000 Rabadan et al. (1998) 1998
CO+ r5 100-10000 Faure & Tennyson (2001) 2001
HCO+ r3 100-10000 Faure & Tennyson (2001) 2001
NO+ r5 100-10000 Faure & Tennyson (2001) 2001
o/p-H2O r18 100-8000 Faure et al. (2004) 2004
o/p-D2O r18 100-8000 Faure et al. (2004) 2004
o-H2O rv411 200 - 5000 Faure & Josselin (2008) 2008
p-H2O rv413 200 - 5000 Faure & Josselin (2008) 2008
HDO r36 (a-type) 100-8000 Faure et al. (2004) 2004
HDO r36 (b-type) 100-8000 Faure et al. (2004) 2004
HCN r9 5-2000 Faure et al. (2007b) 2007
HCN h10 10-100-1000 Faure et al. (2007b) 2007
HNC r9 5-2000 Faure et al. (2007b) 2007
HNC h10 10-1000 Faure et al. (2007b) 2007
DCN r9 5-2000 Faure et al. (2007b) 2007
DCN h10 10-100-1000 Faure et al. (2007b) 2007
DNC r9 5-2000 Faure et al. (2007b) 2007
DNC h10 10-100-1000 Faure et al. (2007b) 2007
SiO r41 5-5000 Varambhia et al. (2009) 2009

Notes. This list of datasets has not changed since 2012 (see text).

Appendix B.2. Collisional data of atoms excited by heavy projectiles

Table B.2. List of collisional datasets of atoms and atomic ions/cations excited by heavy projectiles.

Target Projectile Levels T (K) Ref PES Ref Year
RECOMMENDED

C H f3 5-1000 Abrahamsson et al. (2007) Kalemos et al. (1999) 2007
C o/p-H2 f3 10-1200 Schröder et al. (1991) Schröder et al. (1991) 1991
C He f3 5-350 Bergeat et al. (2018) Bergeat et al. (2018) 2018
C+ H f2 20-2000 Barinovs et al. (2005) Barinovs & van Hemert (2004) 2005
C+ o/p-H2 f2 5-500 K!os et al. (2020a) K!os et al. (2020a) 2020
O H f3 50-1000 Vieira & Krems (2017) Parlant & Yarkony (1999) 2017
O H f3 10-1000 Lique et al. (2017) Dagdigian et al. (2016) 2017
O He f3 10-1000 Lique et al. (2017) Lique et al. (2017) 2017
O o/p-H2 f3 10-1000 Lique et al. (2017) Dagdigian et al. (2016) 2017
Si He f3 5-1000 Lique et al. (2018) Lique et al. (2018) 2018
S He f3 5-1000 Lique et al. (2018) Lique et al. (2018) 2018
Si+ H f2 20-2000 Barinovs et al. (2005) Barinovs et al. (2005) 2005

NOT RECOMMENDED (outdated)
O H f3 50-1000 Launay & Roueff (1977) Launay & Roueff (1977) 1977
O H f3 50-1000 Abrahamsson et al. (2007) Parlant & Yarkony (1999) 2007
O o/p-H2 f3 20-1500 Jaquet et al. (1992) Jaquet et al. (1992) 1992
C H f3 4-1000 Launay & Roueff (1977) Yau & Dalgarno (1976) 1977
C He f3 10-150 Staemmler & Flower (1991) Staemmler & Flower (1991) 1991

Notes. The species in bold correspond to the systems added since 2012.
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Appendix B.3. Collisional data of diatomic species excited by heavy projectiles

Table B.3. List of neutral and ionic diatomic collisional data.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

AlO+ He r16 10-1005 Denis-Alpizar et al. (2018c) Denis-Alpizar et al. (2018c) 2018
36ArH+ He r11 5-300 Bop et al. (2016) Bop et al. (2016) 2016
36ArH+ He rv33 10-500 García-Vázquez et al. (2019) García-Vázquez et al. (2019) 2019
36ArD+ He r13 10-500 García-Vázquez et al. (2019) García-Vázquez et al. (2019) 2019
C→2 He r9 5-100 Mant et al. (2020a) Mant et al. (2020a) 2020
C→2 Ar r5 5-100 Mant et al. (2020c) Mant et al. (2020c) 2020
C→2 Ne r5 5-100 Mant et al. (2020c) Mant et al. (2020c) 2020
C→2 He v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
C→2 Ne v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
C→2 Ar v3 5-100 Mant et al. (2020b) Mant et al. (2020b) 2020
CF+ He r22 5-155 Denis-Alpizar et al. (2018a) Denis-Alpizar et al. (2018a) 2019
CF+ He h29 5-155 Denis-Alpizar et al. (2018a) Denis-Alpizar et al. (2018a) 2019
CF+ p-H2 r21 10-300 Denis-Alpizar & Rubayo-Soneira (2019) Denis-Alpizar & Rubayo-Soneira (2019) 2019
CF+ p-H2 r22 5-150 Desrousseaux et al. (2021) Desrousseaux et al. (2019) 2021
CF+ o-H2 r22 5-150 Desrousseaux et al. (2021) Desrousseaux et al. (2019) 2021
CH+ He r11 20-2000 Hammami et al. (2009) Hammami et al. (2008a) 2009
CH+ He r6 0.1-200 Turpin et al. (2010) Turpin et al. (2010) 2010
CH He f30 10-300 Marinakis et al. (2015) Marinakis et al. (2015) 2015
CH He h60 10-300 Marinakis et al. (2019) Marinakis et al. (2015) 2019
CN→ o/p-H2

(c) r11 5-100 K!os & Lique (2011) K!os & Lique (2011) 2011
CN→ He r11 5-100 González-Sánchez et al. (2020) González-Sánchez et al. (2020) 2020
CN→ Ar r11 5-100 González-Sánchez et al. (2021) González-Sánchez et al. (2021) 2021
CN→ He v3 5-100 Mant et al. (2021) Mant et al. (2021) 2021
CN He f41 5 - 350 Lique et al. (2010b) Lique et al. (2010b) 2010
CN He h37 5 - 30 Lique & K!os (2011) Lique et al. (2010b) 2011
CN(a) p-H2 r18 5 - 300 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o-H2 r16 5 - 300 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN(b) p-H2 f25 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN(c) p-H2 f17 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o-H2 f17 5 - 100 Kalugina et al. (2013) Kalugina et al. (2013) 2013
CN o/p-H2 h73 5 - 100 Kalugina & Lique (2015) Kalugina et al. (2013) 2015
13CN p-H2 h146 5 - 80 Flower & Lique (2015) Kalugina et al. (2013) 2015
C15N p-H2 h34 5 - 150 Flower & Lique (2015) Kalugina et al. (2013) 2015
CO He r15 5-500 Cecchi-Pestellini et al. (2002) Heijmen et al. (1997) 2002
CO He v7 500-5000 Cecchi-Pestellini et al. (2002) Heijmen et al. (1997) 2002
CO H r77 2-3000 Walker et al. (2015) Song et al. (2013) 2015
CO H r8 5-100 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO H r17 100-3000 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO H rv350 2-3000 Song et al. (2015b) Song et al. (2013) 2015
CO H v5 100-3000 Balakrishnan et al. (2002) Keller et al. (1996) 2002
CO o/p-H2 r41 1-3000 Yang et al. (2010) Jankowski & Szalewicz (1998) 2010
CO o/p-H2 r6 5-70 Wernli et al. (2006) Jankowski & Szalewicz (1998) 2006
CO o-H2 r20 5-400 Flower (2001a) Jankowski & Szalewicz (1998) 2001
CO p-H2 r29 5-400 Flower (2001a) Jankowski & Szalewicz (1998) 2001
CO p-H2 rv45 1-300 Yang et al. (2016) Yang et al. (2015b) 2016
CO o-H2 rv29 1-300 Yang et al. (2016) Yang et al. (2015b) 2016
CO o/p-t-H20 r11 10-100 Faure et al. (2020) Kalugina et al. (2018) 2020
CS He r31 10-300 Lique et al. (2006b) Lique et al. (2006b) 2006
CS He rv114 300-1500 Lique & Spielfiedel (2007) Lique & Spielfiedel (2007) 2007
CS o/p-H2 rv42 5-1000 Yang et al. (2018a) Yang et al. (2018a) 2018
CS o/p-H2 r30 5-305 Denis-Alpizar et al. (2018b) Denis-Alpizar et al. (2012) 2018
HCl He r21 1-3000 Yang & Stancil (2014) Murdachaew et al. (2004) 2014
HCl He r11 10-300 Lanza & Lique (2012) Lanza & Lique (2012) 2012
HCl He h40 10-300 Lanza & Lique (2012) Lanza & Lique (2012) 2012
HCl(a) p-H2 r11 10-300 Lanza et al. (2014a) Lanza et al. (2014b) 2014
HCl o-H2 r11 10-300 Lanza et al. (2014a) Lanza et al. (2014b) 2014

Continued on next page.
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Target Coll. Levels T (K) Ref PES Ref Year
HCl o/p-H2 h20 10-300 Lanza & Lique (2014) Lanza et al. (2014b) 2014
HCl H r11 10-500 Lique & Faure (2017) Bian & Werner (2000) 2017
HF He r21 1-3000 Yang et al. (2015a) Moszynski et al. (1994) 2015
HF He r10 0.1-300 Reese et al. (2005) Stoecklin et al. (2003) 2005
HF o/p-H2 r6 0.1-150 Guillon & Stoecklin (2012) Guillon & Stoecklin (2012) 2012
HF H r9 10-500 Desrousseaux & Lique (2018) Li et al. (2007) 2018
HF o/p-t-H20 r7 10-150 Loreau et al. (2022) Loreau et al. (2020) 2022
HD He r10 80-2000 Roueff & Zeippen (1999) Muchnick & Russek (1994) 1999
HD He rv94 2-100 Nolte et al. (2011) Muchnick & Russek (1994) 2011
HD He rv223 2-1000 Nolte et al. (2011) Muchnick & Russek (1994) 2011
HD o/p-H2 r9 1-10000 Wan et al. (2019) Patkowski et al. (2008) 2019
HD o/p-H2 rv24 100-1940 Flower & Roueff (1999a) Schwenke (1988) 1999
HD H r11 10-1000 Desrousseaux et al. (2018) Mielke et al. (2002) 2018
HD H r10 100-2000 Roueff & Flower (1999) Boothroyd et al. (1996) 1999
HD H rv30 100-2080 Flower & Roueff (1999a) Boothroyd et al. (1996) 1999
o-H2 He rv23 100-6000 Flower et al. (1998) Muchnick & Russek (1994) 1998
p-H2 He rv26 100-6000 Flower et al. (1998) Muchnick & Russek (1994) 1998
o-H2 o-H2 rv17 100-6000 Flower & Roueff (1999b) Schwenke (1988) 1999
p-H2 o-H2 rv19 100-6000 Flower & Roueff (1999b) Schwenke (1988) 1999
o-H2 p-H2 rv23 100-6000 Flower & Roueff (1998a) Schwenke (1988) 1998
p-H2 p-H2 rv26 100-6000 Flower & Roueff (1998a) Schwenke (1988) 1998
H2 H r9 300-1500 Lique et al. (2012) Mielke et al. (2002) 2012
o/p-H2 H r3 100-1000 Forrey et al. (1997) Boothroyd et al. (1996) 1997
o-H2 H rv23 100-6000 Flower & Roueff (1998b) Boothroyd et al. (1996) 1998
p-H2 H rv26 100-6000 Flower & Roueff (1998b) Boothroyd et al. (1996) 1998
HeH+ H r10 5-500 Desrousseaux & Lique (2020) Ramachandran et al. (2009) 2020
KCl p-H2 r16 2-50 Sahnoun et al. (2018) Sahnoun et al. (2018) 2018
NaH He r11 5-200 Bop et al. (2019b) Bop et al. (2019b) 2019
NeH+ He r11 5-300 Bop et al. (2017) Bop et al. (2017) 2017
NH He f25 5- 350 Tobo!a et al. (2011) Cybulski et al. (2005) 2011
NH He f25 10- 350 Ramachandran et al. (2018) Ramachandran et al. (2018) 2018
NO+ He r8 1-205 Denis-Alpizar & Stoecklin (2015) Stoecklin & Voronin (2011) 2015
NO+ p-H2 r19 5-300 Cabrera-González et al. (2020) Cabrera-González et al. (2020) 2020
NO He f98 10-500 K!os et al. (2008) K!os et al. (2000) 2008
NO p-H2 h100 7-100 Ben Khalifa & Loreau (2021) K!os et al. (2017a) 2021
NS+ He r28 10-305 Cabrera-González et al. (2018) Cabrera-González et al. (2018) 2018
NS+ He h40 10-305 Cabrera-González et al. (2018) Cabrera-González et al. (2018) 2018
NS+ o/p-H2 r15 5-50 Bop et al. (2022a) Bop et al. (2022a) 2019
NS+ p-H2 r24 5-100 Bop (2019) Bop (2019) 2019
NS+ p-H2 h67 10-100 Bop (2019) Bop (2019) 2019
OH He f46 5-350 K!os et al. (2007) Lee et al. (2000) 2007
OH He f44 5-350 Kalugina et al. (2014) Kalugina et al. (2014) 2014
OH He h56 5-350 Marinakis et al. (2019) Kalugina et al. (2014) 2019
OH o/p-H2 f20 10-150 K!os et al. (2017b) Ma et al. (2014) 2017
OH o/p-H2 h24 10-150 K!os et al. (2020b) Ma et al. (2014) 2020
OD o/p-H2 h40 5-200 Dagdigian (2021a) Ma et al. (2014) 2021
OH H h24 5-500 Dagdigian (2022a) Alexander et al. (2004) 2022
O2 He f36 5-350 Lique (2010) Groenenboom & Struniewicz (2000) 2010
O2 o/p-H2 r7 5-150 Kalugina et al. (2012a) Kalugina et al. (2012a) 2012
PN He r31 10-300 Tobo!a et al. (2007) Tobo!a et al. (2007) 2007
PN p-H2 r40 10-300 Najar et al. (2017) Najar et al. (2017) 2017
SH He f60 5-350 K!os et al. (2009) Cybulski et al. (2000) 2009
SiH+ He r11 5-200 Nkem et al. (2009) Nkem et al. (2009) 2009
SiO He r27 10-300 Dayou & Balança (2006) Dayou & Balança (2006) 2006
SiO He rv246 250-10000 Balança & Dayou (2017) Balança & Dayou (2017) 2017
SiO o/p-H2 rv47 5-1000 Yang et al. (2018b) Yang et al. (2018b) 2018
SiO(d) o/p-H2 r21 5-300 Balança et al. (2018) Balança et al. (2018) 2018
SiO(e) o/p-H2 r30 5-1000 Balança et al. (2018) Balança et al. (2018) 2018
SiS He r26 10-200 Vincent et al. (2007) Vincent et al. (2007) 2007
SiS He rv505 100-1500 Tobo!a et al. (2008) Tobo!a et al. (2008) 2008
SiS o/p-H2 r41 5-300 K!os & Lique (2008) K!os & Lique (2008) 2008
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Target Coll. Levels T (K) Ref PES Ref Year
SO He f31 5-50 Lique et al. (2005) Lique et al. (2005) 2005
SO He f91 60-300 Lique et al. (2006a) Lique et al. (2005) 2006
SO He rv236 300-800 Lique et al. (2006c) Lique et al. (2006c) 2006
SO o/p-H2 rv273 5-3000 Price et al. (2021) Yang et al. (2020) 2021
SO p-H2 r31 5-50 Lique et al. (2007) Lique et al. (2007) 2007

NOT RECOMMENDED (outdated)
CH+ He r11 20-200 Hammami et al. (2008a) Hammami et al. (2008a) 2008
CN p-H2 h73 5 - 100 Kalugina et al. (2012b) Kalugina et al. (2012b) 2012
CS p-H2 r21 20-300 Turner et al. (1992) Green & Chapman (1978) 1992
CS p-H2 r13 10-100 Green & Chapman (1978) Green & Chapman (1978) 1978
HCl He r8 10-300 Neufeld & Green (1994) Neufeld & Green (1994) 1994
HCl He h28 10-300 Neufeld & Green (1994) Neufeld & Green (1994) 1994
HD o/p-H2 r9 50-500 Flower (1999a) Schwenke (1988) 1999
SiO p-H2 r21 20-300 Turner et al. (1992) Turner et al. (1992) 1992
SiO p-H2 r20 10-300 Dayou & Balança (2006) Dayou & Balança (2006) 2006
SO p-H2 f70 50-350 Green (1994) Green (1994) 1994

Notes. The species in bold correspond to the systems added since 2012.(a) The transitions among the first two levels of the projectile are provided.
(b) In this dataset the projectile remains in its ground state. (c) The projectile’s transitions j=2-2 and j=2-0 are provided. (d) This SiO dataset
from Balança et al. (2018) uses the CC method. (e) This SiO dataset from Balança et al. (2018) uses the CS method.

Appendix B.4. Collisional data of triatomic species excited by heavy projectiles

Table B.4. List of triatomic collisional data.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

AlCN He r30 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
AlNC He r30 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
AlNC p-H2 r27 5-105 Urzúa-Leiva & Denis-Alpizar (2020) Urzúa-Leiva & Denis-Alpizar (2020) 2020
C3 He r6 5-15 Ben Abdallah et al. (2008) Ben Abdallah et al. (2008) 2008
C3 He rv23 10-155 Stoecklin et al. (2015) Denis-Alpizar et al. (2014) 2015
C3 o/p-H2 r11 5-50 Santander et al. (2022) Santander et al. (2022) 2022
C2H He h46 5-100 Spielfiedel et al. (2013) Spielfiedel et al. (2013) 2013
C2H o/p-H2 f41 5-500 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2H o/p-H2 h38 5-100 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2D o/p-H2 f31 5-200 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C2D o/p-H2 h55 5-100 Pirlot Jankowiak et al. (2023b) Dagdigian (2018b) 2023
C13CH p-H2 h98 5-100 Pirlot Jankowiak et al. (2023a) Dagdigian (2018b) 2023
13CCH p-H2 h98 5-100 Pirlot Jankowiak et al. (2023a) Dagdigian (2018b) 2023
C2H→ He r13 5-100 Dumouchel et al. (2012) Dumouchel et al. (2012) 2012
C2H→ He r9 5-100 Gianturco et al. (2019) Dumouchel et al. (2012) 2019
C2N→ He r16 5-100 Franz et al. (2020) Franz et al. (2020) 2020
C2O He f31 2-80 Khadri et al. (2022b) Khadri et al. (2022b) 2022
o-CH2 o/p-H2 h69 5-300 Dagdigian (2021b) Dagdigian (2021c) 2021
p-CH2 o/p-H2 r27 5-300 Dagdigian (2021b) Dagdigian (2021c) 2021
CO2 He r21 4-300 Godard Palluet et al. (2022) Godard Palluet et al. (2022) 2022
HCN He r26 5-500 Dumouchel et al. (2010) Toczy!owski et al. (2001) 2010
HCN p-H2 r13 5-100 Hernández Vera et al. (2014) Denis-Alpizar et al. (2013) 2014
HCN o/p-H2 r26 5-500 Hernández Vera et al. (2017) Denis-Alpizar et al. (2013) 2017
HCN o/p-H2 h34 5 - 500 Goicoechea et al. (2022) Denis-Alpizar et al. (2013) 2022
HCN p-t-H20 r8 5 - 150 Dubernet & Quintas-Sánchez (2019) Quintas-Sánchez & Dubernet (2017) 2019
HNC He r26 5-500 cDumouchel et al. (2010) Sarrasin et al. (2010) 2010
HNC o/p-H2 r11 5-100 Dumouchel et al. (2011) Dumouchel et al. (2011) 2011
HNC o/p-H2 r26 5-500 Hernández Vera et al. (2017) Dumouchel et al. (2011) 2017
HCO+ He r6 5-100 Tonolo et al. (2021) Tonolo et al. (2021) 2021
HCO+ o/p-H2 r22 10-200 Denis-Alpizar et al. (2020) Denis-Alpizar et al. (2020) 2020
DCO+ p-H2 r22 10-200 Denis-Alpizar et al. (2020) Denis-Alpizar et al. (2020) 2020
DCO+ p-H2 h31 5-300 Pagani et al. (2012) Monteiro (1985) 2012
HC17O+ p-H2 h33 5-100 Tonolo et al. (2022) Tonolo et al. (2022) 2022
HCO o/p-H2 h86 5-200 Dagdigian (2020b) Dagdigian (2020d) 2020
HCP p-H2 r11 10-70 Hammami et al. (2008c) Hammami et al. (2008c) 2008
HCP He r16 20-200 Hammami et al. (2008b) Hammami et al. (2008b) 2008
Continued on next page.
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Target Coll. Levels T (K) Ref PES Ref Year
HCS+ He r20 5-100 Dubernet et al. (2015) Dubernet et al. (2015) 2015
HCS+ p-H2 r31 5-100 Denis-Alpizar et al. (2022) Quintas-Sánchez et al. (2021) 2022
o/p-H2O He r10 2-3000 Yang et al. (2013) Patkowski et al. (2002) 1993
o/p-H2O He r45 20-2000 Green et al. (1993) Maluendes et al. (1992) 1993
p-H2O o/p-H2 r45 5-1500 Daniel et al. (2011) Valiron et al. (2008) 2011
o-H2O o-H2 r45 5-1500 Daniel et al. (2011) Valiron et al. (2008) 2011
o-H2O p-H2 r45 5-1500 Dubernet et al. (2009) Valiron et al. (2008) 2011
o/p-H2O p-H2 r97 10-2000 Żóltowski et al. (2021) Valiron et al. (2008) 2021
o/p-H2O o/p-t-H2 r45 20-2000 Faure et al. (2007a) Valiron et al. (2008) 2007
o/p-H2O t-H2 rv411 200 - 5000 Faure & Josselin (2008) Valiron et al. (2008) 2008
o/p-H2O H r45 5-1500 Daniel et al. (2015) Dagdigian & Alexander (2013) 2015
o/p-H2O t-H2O r59 100 - 800 Boursier et al. (2020) Boursier et al. (2020) 2020
o/p-H2O t-H2O r21/r22 5 - 1000 Mandal & Babikov (2023a) Jankowski & Szalewicz (2005) 2023
o/p-D2O p-H2 r6 5-100 Faure et al. (2012) Valiron et al. (2008) 2012
HDO He r34 50-500 Green (1989) Palma et al. (1988) 1989
HDO p-t-H2 r30 5 - 300 Faure et al. (2012) Valiron et al. (2008) 2012
HDO o-H2 r30 5 - 300 Faure et al. (2012) Valiron et al. (2008) 2012
o/p-H2S o/p-H2 r19 5 - 500 Dagdigian (2020a) Dagdigian (2020c) 2020
MgCN He r36 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgCN He f41 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgNC He r36 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
MgNC He f41 5-100 Hernández Vera et al. (2013) Hernández Vera et al. (2013) 2013
o/p-NH2 o/p-H2 r15 10-150 Bouhafs et al. (2017a) Li & Guo (2014) 1978
N2H+ He r7 5-50 Daniel et al. (2005) Daniel et al. (2004) 2005
N2H+ He h55 5-50 Daniel et al. (2005) Daniel et al. (2004) 2005
N2H+ p-H2 r26 5-500 Balança et al. (2020) Spielfiedel et al. (2015) 2020
N2H+ p-H2 h64 5-70 Lique et al. (2015) Spielfiedel et al. (2015) 2015
OCS p-H2 r13 10-100 Green & Chapman (1978) Green & Chapman (1978) 1978
OCS He r27 10-150 Flower (2001b) Higgins & Klemperer (1999) 2001
OCS Ar r21 5-400 Chefai et al. (2018) Chefai et al. (2018) 2018
o-SiC2 He r40 25-125 Chandra & Kegel (2000) Palma & Green (1987) 2000
SO2 He r50 25-125 Green (1995) Palma (1987) 1995
SO2 o/p-H2 r31 5-30 Cernicharo et al. (2011) Spielfiedel et al. (2009) 2011

NON-RECOMMENDED (mostly outdated)
C2H o/p-H2 h30 10-300 Dagdigian (2018a) Dagdigian (2018b) 2018
C2H p-H2 f17 5-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2H p-H2 h34 2-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2D p-H2 h49 2-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
C2D p-H2 f17 5-80 Dumouchel et al. (2017) Najar et al. (2014) 2017
HCN He h13 10-30 Monteiro & Stutzki (1986) Green & Thaddeus (1974) 1986
HCN He r8 5-100 Green & Thaddeus (1974) Green & Thaddeus (1974) 1974
HCN p-H2 h31 5 - 100 Ben Abdallah et al. (2012) Ben Abdallah et al. (2012) 2012
HCO+ p-H2 r21 5-390 Flower (1999b) Monteiro (1985) 1999
HCS+ He r11 10-60 Monteiro (1984) Monteiro (1984) 1984
o/p-H2O o/p-H2 r5 20-140 Phillips et al. (1996) Phillips et al. (1994) 1996
N2H+ He r7 5-40 Green (1975) Green (1975) 1975

Notes.For H2O collisional data: t-H2, t-H2O means that H2, H2O are thermalised over para and ortho species (you should refer to the papers to see
how this is done); o/p-t-H2 or o/p-t-H2O means that H2 or H2O is thermalised over para-species only or ortho-species only. The species in bold
correspond to the systems added since 2012.
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Appendix B.5. Collisional data of species with more than 3 atoms excited by heavy projectiles

Table B.5. List of collisional datasets for molecules with more than three atoms.

Target Coll. Levels T (K) Ref PES Ref Year
RECOMMENDED

o/p c-C3H2 He r47/48 30-120 Chandra & Kegel (2000) Green et al. (1987) 2000
C3O He r31 5-150 Bop et al. (2022b) Khadri & Hammami (2019) 2022
C3S He r11 2-25 Sahnoun et al. (2020) Sahnoun et al. (2020) 2020
C4 He f30 5-50 Lique et al. (2010a) Lique et al. (2010a) 2010
C4H→ o/p-H2 r30 5-100 Balança et al. (2021) Balança et al. (2021) 2021
C5 He r15 5-300 Chefai et al. (2021) Chefai et al. (2021) 2021
C5H+ He r16 5-100 Khadri et al. (2023) Khadri et al. (2023) 2023
C5O He r31 5-150 Bop et al. (2022b) Khadri et al. (2022a) 2022
C5S He r51 2-100 Khadri et al. (2020) Khadri et al. (2020) 2020
C6H He f122 5-100 Walker et al. (2018) Walker et al. (2018) 2018
C6H He h52 5-100 Walker et al. (2018) Walker et al. (2018) 2018
C6H→ He r11 5-100 Walker et al. (2017) Walker et al. (2016) 2017
C6H→ o/p-H2 r31 5-100 Walker et al. (2017) Walker et al. (2016) 2017
p-CH3CN He r75 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
o-CH3CN He r52 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
p-CH3NC He r63 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
o-CH3NC He r66 7-100 Ben Khalifa et al. (2023) Ben Khalifa et al. (2022) 2023
A/E-CH3OH He rt150 10-400 Rabli & Flower (2011) Pottage et al. (2002) 2011
A-CH3OH He r256, vt=0 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH He r256, vt=1 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH He r256, vt=2 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=0 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=1 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
E-CH3OH He r256, vt=2 10-200 Rabli & Flower (2010b) Pottage et al. (2002) 2010
A-CH3OH p-H2 r256, vt=0 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
A-CH3OH p-H2 r256, vt=1 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
A-CH3OH p-H2 r256, vt=2 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=0 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=1 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
E-CH3OH p-H2 r256, vt=2 10-200 Rabli & Flower (2010a) Pottage et al. (2004) 2010
CNCN He r30 5-150 Ndaw et al. (2021) Ndaw et al. (2021) 2021
o/p-H2CO He r40/r41 10-300 Green (1991) Garrison & Lester (1975) 1991
o-H2CO o/p-H2 r10 5-100 Troscompt et al. (2009) Troscompt et al. (2009) 2009
p-H3O+ o/p-H2 r21 10-300 Demes et al. (2022) Demes et al. (2020) 2022
o-H3O+ o/p-H2 r11 10-300 Demes et al. (2022) Demes et al. (2020) 2022
HC3N He r11 10-40 Wernli et al. (2007a,b) Wernli et al. (2007a,b) 2007
HC3N o/p-H2 r38 10-300 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N t-p-H2 r38 10-300 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N o/p-H2 h61 10-100 Faure et al. (2016) Wernli et al. (2007a) 2016
HC3N t-p-H2 h61 10-100 Faure et al. (2016) Wernli et al. (2007a) 2016
HNCCC o/p-H2 r30 5-80 Bop et al. (2021) Bop et al. (2019a) 2021
HCCNC o/p-H2 r30 5-80 Bop et al. (2021) Bop et al. (2019a) 2021
HMgNC He r14 5-200 Amor et al. (2021) Amor et al. (2021) 2021
HOCO+ He r25 10-30 Hammami et al. (2007) Hammami et al. (2004) 2007
HNCCN+ He r11 5-100 Bop et al. (2018) Bop et al. (2018) 2018
o/p-NH3 He r22/16 5-300 Machin & Roueff (2005) Hodges & Wheatley (2001) 2005
o/p-NH3 o/p-H2 r33/62 100-500 Demes et al. (2023) Maret et al. (2009) 2023
o/p-NH3 p-t-H2 r33/62 100-500 Demes et al. (2023) Maret et al. (2009) 2023
o/p-NH3 o/p-H2 r17/34 10-200 Bouhafs et al. (2017b) Maret et al. (2009) 2017
o/p-NH3 p-H2 r6/10 5-100 Maret et al. (2009) Maret et al. (2009) 2009
o/p-NH3 H r17/34 10-200 Bouhafs et al. (2017b) Li & Guo (2014) 2017
o/p-NH2D He r9 5-100 Machin & Roueff (2006) Hodges & Wheatley (2001)(a) 2006
o/p-NH2D p-H2 r79 5-300 Daniel et al. (2014) Maret et al. (2009) 2014
o/p-ND2H He r9 5-100 Machin & Roueff (2007) Hodges & Wheatley (2001)(a) 2007
o/p-ND2H p-H2 r16 5-50 Daniel et al. (2016) Maret et al. (2009) 2016
o/p/meta-ND3 p-H2 r16/r9/r9 5-50 Daniel et al. (2016) Maret et al. (2009) 2016

NON-RECOMMENDED (mostly outdated)
Continued on next page.
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Target Coll. Levels T (K) Ref PES Ref Year
HC3N He r21 10-80 Green & Chapman (1978) Green & Chapman (1978) 1978
HC3N p-H2 r51 10-100 Wernli et al. (2007a,b) Wernli et al. (2007a,b) 2007
o-NH3 p-H2 r9 15-300 Danby et al. (1986) Danby et al. (1986) 1986
p-NH3 p-H2 r16 15-300 Danby et al. (1987) Danby et al. (1986) 1987
o/p-NH3 p-H2 r17/24 15-300 Danby et al. (1988) Danby et al. (1986) 1988

Notes. The species in bold correspond to the systems added since 2012. (a)The PES of Hodges & Wheatley (2001) was adapted by Machin & Roueff
(2006) and Machin & Roueff (2007) to account for the isotopic shift.

Appendix C: Figures
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Fig. C.1. Rotational rate coefficients of para-H2 and ortho-H2 by H reported by Forrey et al. (1997) (dash-dotted lines), Flower & Roueff (1998b)
(dashed lines), and Lique et al. (2012) (solid lines). Rotational transitions of H2 are labelled as ji ↑ j f .
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Titre : Excitation collisionnelle des molécules soufrées par des projectiles légers et lourds pour
des applications interstellaires et cométaires
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Résumé : La connaissance des milieux
astrophysiques provient principalement des
spectres moléculaires capturés par les téles-
copes. Leur interprétation repose souvent
sur les taux de collisions, qui font défaut
pour de nombreuses molécules, limitant ainsi
l’exploitation des observations. La chimie du
soufre restant énigmatique, modéliser préci-
sément les abondances des espèces soufrées
peut apporter des pistes sur le problème du
soufre manquant. Dans ce but, des taux de
collisions pour CCS et ses isotopologues en
collision avec He ont été calculés via une ap-
proche quantique, permettant de réviser leurs
abondances dans le milieu interstellaire et

d’apporter de nouvelles perspectives sur leur
chimie. En parallèle, des taux de collisions
pour CS en collision avec CO et H2O ont été
calculés, permettant d’interpréter les spectres
d’émission de CS dans les atmosphères co-
métaires à grandes et courtes distances hélio-
centriques. Une nouvelle approche statistique
a été employée et s’est avérée prometteuse
pour les futures études de systèmes collision-
nels d’intérêt cométaire. L’interprétation de fu-
tures observations à l’aide des données cal-
culées dans ce travail de thèse devrait offrir
de nouvelles perspectives sur la chimie de ces
molécules et, ainsi, sur le problème du soufre
manquant.

Title: Collisional Rate Coefficients of Sulfur-Bearing Molecules Induced by Light and Heavy
Colliders for Interstellar and Cometary Applications

Keywords: Astrochemistry - Rate Coefficients - Interstellar Medium - Comets - Sulfur

Abstract: The main knowledge gathered from
astrophysical media comes from molecular
spectra captured by telescopes. The inter-
pretation of these spectra often relies on col-
lisional rate coefficients, which are lacking for
many molecules, thus limiting the full exploita-
tion of these observations. Since sulfur chem-
istry remains a puzzling issue in astrochem-
istry, accurately modeling the abundances of
key sulfur-bearing species can provide new in-
sights into what is known as the missing sul-
fur problem. To this end, rate coefficients for
CCS and its isotopologues in collisions with
He were produced using quantum approaches
to model their abundances in the interstel-
lar medium, allowing for a revision of their

abundance and offering new insights into their
chemistry. In parallel, rate coefficients for the
excitation of CS due to collisions with both CO
and H2O were produced, enabling the inter-
pretation of CS emission spectra in cometary
atmospheres at both large and short helio-
centric distances. A newly developed statis-
tical approach was employed for this task and
has proven to be a promising method for fu-
ture studies of collisional systems of cometary
interest. The interpretation of future obser-
vations using the data computed in this the-
sis is expected to provide further insights into
the chemistry of these molecules and, conse-
quently, into the missing sulfur problem.
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