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Analyzing and understanding embodied interactions in virtual reality
systems
Summary

Embodied interactions allow the creation of realistic and immersive 3D storytelling scenarios by giving
users the possibility to engage with virtual environments through the use of their physical bodies,
including gestures, posture, and locomotion. Nonetheless, new methodologies to capture and analyze
experiences are required for the case of embodied VR experiences, because of the use of the body as a
communication device, stimulating the brain and enabling reactions differently than traditional media.
Communication problems are also likely to arise between the experience sought by the designer and the
experience lived and interpreted by the user, due to the variety of scenarios and interaction modalities
that make up a realistic embodied scenario. To address these challenges, this thesis contributes to the
observation, analysis, and comprehension of the lived embodied experiences through the conception of
frameworks, models, and methodologies, a subject that has not yet been fully explored in the literature
applied to VR.

Paul Dourish’s theory of embodiment highlights three key elements to take into account for an
efficient comprehension of embodied interaction. Inspired by this theory, this thesis is composed of three
components : (1) The ontology component, presenting an embodied experience creation framework, to
address the creation, the management, and the observation of experiences using embodied interactions in
immersive environments ; (2) the intentionality component, presenting an embodied interaction analysis
methodology, to address the comprehension of the embodied interactions through the analysis of the
correlations between the user behavioral data and the system contextual data ; and (3) the intersubjectivity
component, presenting a designer-system-user communication model in embodied context, to address
the communication issues existing between a designer building an embodied experience and a user living
this experience. Each component represents a chapter of this thesis, taking a user-centered approach
to support designers in their understanding of the embodied experience lived in an immersive context
by proposing tools inspired by existing works in human-computer interactions (HCI). To validate our
tools, three user studies were conducted. The first study evaluates the system implementation of the
proposed creation framework, with participants who possess expertise in 3D experience development. The
second study enables embodied interaction observation and analysis by collecting participant behavioral
metrics (e.g., body motion, skin conductance) while they perform embodied interactions in VR. The
third investigates the communication gulf existing between the designer and the user of an embodied
experience by observing and classifying the issues happening during the design and the usage phases of
the experience. This thesis can support research that aims at a better understanding of human behavior or
the improvement of user experience (e.g., health, HCI) by submitting tools that can support designers in
acquiring a better understanding of how embodied experiences are lived in VR.

Keywords: Embodied interactions, Virtual reality, User behavior, Ontology, Intersubjectivity, Intentionality
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Analyser et comprendre les interactions incarnées en système de réalité
virtuelle
Abstract

Les interactions incarnées permettent la création de scénarios narratifs 3D réalistes et immersifs en
donnant aux utilisateurs la possibilité d’interagir avec des environnements virtuels grâce à l’utilisation de
leur corps physique, notamment par les gestes, la posture et le déplacement. Néanmoins, de nouvelles
méthodologies de capture et d’analyse des expériences sont nécessaires pour le cas des expériences VR
incarnées, en raison de l’utilisation du corps comme dispositif de communication, stimulant le cerveau et
permettant des réactions différentes des médias traditionnels. Des problèmes de communication sont
également susceptibles de survenir entre l’expérience recherchée par le concepteur et l’expérience vécue
et interprétée par l’utilisateur, en raison de la variété des scénarios et des modalités d’interaction qui
composent un scénario incarné réaliste. Pour relever ces défis, cette thèse contribue à l’observation, à
l’analyse et à la compréhension des expériences incarnées vécues à travers la conception de framework,
de modèles et de méthodologies, un sujet qui n’a pas encore été pleinement exploré dans la littérature
appliquée à la RV.

La théorie de l’incarnation de Paul Dourish met en évidence trois éléments clés à prendre en
compte pour une compréhension efficace de l’interaction incarnée. Inspirée de cette théorie, cette thèse
est composée de trois composantes : (1) La composante ontologie, présentant un framework de création
d’expérience incarnée, pour aborder la création, la gestion et l’observation d’expériences utilisant des
interactions incarnées dans des environnements immersifs ; (2) la composante intentionnalité, présentant
une méthodologie d’analyse des interactions incarnées, pour aborder la compréhension des interactions
incarnées à travers l’analyse des corrélations entre les données comportementales de l’utilisateur et
les données contextuelles du système ; et (3) la composante intersubjectivité, présentant un modèle
de communication concepteur-système-utilisateur en contexte incarné, pour spécifier les problèmes de
communication existant entre un concepteur construisant une expérience incarnée et un utilisateur vivant
cette expérience. Chaque composante représente un chapitre de cette thèse, adoptant une approche
centrée utilisateur pour soutenir les concepteurs dans leur compréhension de l’expérience incarnée vécue
dans un contexte immersif en proposant des outils inspirés des travaux existants dans les interactions
homme-machine (IHM). Pour valider nos outils, trois études utilisateurs ont été menées. La première
étude évalue la mise en œuvre du framework de création proposé, avec des participants possédant une
expertise dans le développement d’expériences 3D. La deuxième étude permet l’observation et l’analyse
des interactions incarnées en collectant des mesures comportementales des participants (par exemple, le
mouvement du corps, la conductance de la peau) pendant qu’ils effectuent des interactions incarnées
en RV. La troisième étudie le fossé de communication existant entre le concepteur et l’utilisateur d’une
expérience incarnée en observant et en classant les problèmes qui se produisent pendant les phases de
conception et d’utilisation de l’expérience. Cette thèse peut soutenir la recherche qui vise à une meilleure
compréhension du comportement humain ou à l’amélioration de l’expérience utilisateur (par exemple,
la santé, l’IHM) en soumettant des outils qui peuvent aider les concepteurs à acquérir une meilleure
compréhension de la façon dont les expériences incarnées sont vécues en RV.

Keywords: Interaction incarnées, Réalité virtuelle, Comportement utilisateur, Ontologie, Intersubjectivité,
Intentionalité
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CHAPTER 1
Introduction

As early as of 1997, Biocca et al. discussed the tendency of virtual reality (VR) media to evolve toward a
tighter coupling of the body and the interface, toward a higher level of embodiment, using the body as a
communication device to optimize the human-system communication. VR embodied interactions increase
narrative and interactive possibilities by allowing users to engage with the virtual environment using their
physical bodies, through gesture, posture, and locomotion. Embodied possibilities made VR media attractive,
nowadays used in several applications and research domains to tell stories (Hardie et al., 2020), communicate
ideas (Wen & Gheisari, 2020), support artistic projects (Yu et al., 2024), or simulate life-like situations (Xie
et al., 2021).

However, VR media is still developing, with major evolutions every year as the media faces challenges in
delivering an immersive embodied experience in contrast to traditional media. Research in progress explore
ways to improve the feeling of presence (Schuemie et al., 2001 ; V. Souza et al., 2021) or immersion (Slater,
2018), to improve the interactions or locomotion (Van Gemert et al., 2024), to improve the usage of
resources in order to increase the screen resolution, the field of view (Mantiuk et al., 2021), the streaming
quality (Sassatelli et al., 2020), or to solve adverse effects like the cyber sickness (Pöhlmann et al., 2024 ; Qiu
et al., 2023 ; Rebenitsch & Owen, 2021 ; Weech et al., 2019) and eyestrain (Hirzle, 2023 ; Schroeder & Biggs,
2023) generated by VR usage. All of these challenges are very important for VR and must be addressed to
improve the user acceptance (Sagnier et al., 2020) : the experience can be immersive and high-resolution,
but if it generates motion sickness, if there is no perceived usefulness, or if the interaction controls are
inaccessible to a certain population, users and designers might prefer to avoid VR media.

All of these challenges share one similarity : User experience (UX) defines what needs to be removed,
changed, or refined in order to create a better immersive experience. Understanding UX in embodied
media, however, differs from traditional media : in embodied context, the body can be seen as a semiotic
vehicle that represents a person’s mental states (e.g., emotions, observations, plans) (Benthall, 1973 ; Biocca,
1997). Embodied interactions offered by VR are accompanied by multisensory engagement (e.g., sight, touch,
sound) as well as rich interaction possibilities (e.g., physical movement, object manipulation, 3D interaction,
visual exploration). These specificities of embodiment, using the body as a communication device, open the
possibility of obtaining a better comprehension of the UX through the observation of behavioral metrics
related to embodied interactions (e.g., hand gesture, gaze movement, body motion, heart rate).

This thesis contributes in three chapters to the creation, observation, and comprehension of the UX in
embodied immersive contexts through the conception of tools : (1) conception of a framework to create
and perform embodied interactive studies in rich, annotated 3D contexts ; (2) conception of an analysis
methodology using multimodal metrics to enable the characterization of embodied experiences ; and (3)
definition of a communication model on designer-user communication issues in embodied contexts.

1



2 CHAPTER 1 — Introduction

1.1 Theoretical background
Research in neuroscience (Alcañiz et al., 2009) has shown that interactions in VR stimulate the brain in

ways comparable to real-life, physical interactions. This makes VR particularly promising for applications
and research in many domains including edutainment (J. Zhao & Klippel, 2019 ; Wu et al., 2021), rehabilita-
tion (Sveistrup, 2004 ; W. Li et al., 2020), therapy (Lundin et al., 2022), or training (Clifford et al., 2019 ;
Menin et al., 2022 ; Nordin Forsberg et al., 2023) for creating meaningful daily experiences.

However, using embodied experiences for research purposes presents multiple challenges. Good com-
munication between the designer, the system, and the user is an important factor in enabling the use of
personalized applications. By allowing designers to understand the user’s interpretation and difficulties, they
can more efficiently support them, which is a major component for training and rehabilitation purposes.
To define how to analyze embodied interactions and enable good communication between the three actors
(designer, system, and user) of embodied immersive experiences, we used the work of Paul Dourish (2004)
and Don Norman (2013), both of which have the strong advantage of being comprehensive theories characte-
rizing the interactions and perception gaps that take place between the actors and applicable to the context of
embodied experiences in VR. In order to reduce the gaps in perception between the three actors, Dourish,
one of the most influential researchers in the domain of embodied interactions applied to research in HCI,
presented the theory of embodiment. This theory identifies three major aspects of meaning, each playing a
different role in embodied interaction and raising different sets of issues for interactive system design :

— Ontology deals with how the world can be described as collections of entities with established
meanings that can be related to each other. However, there isn’t a single and static ontology to describe
a system : the user, the system, and the designer of an experience might not share the same ontological
model of the domain. In the case of immersive experiences, this can create a gap of comprehension
between the representation of the 3D scene shown by the system and the interpretations done by the
user and the designer.

— Intentionality deals with the meaning behind the user performing an embodied interaction, which is
required to understand the intention the user has when using a system. Not understanding this meaning
in immersive experiences could result in a gap between the user’s intentions and interpretation when
living the experience and the designer’s comprehension of this lived experience.

— Intersubjectivity deals with how the meaning can be communicated by different actors, mediated by
the system. The designer must, through the system, appropriately reveal the goals of its design and the
ways in which it is intended to be used. An unsuccessful communication can result in a gap in the
understanding from the designer to the user when communicating the task goals and constraints of the
3D environment through the system.

This theory of embodiment highlights the issues related to the three aspects of meaning (ontology, intentio-
nality, and intersubjectivity) that must be addressed to prevent the designer-system-user gaps, in order to
support a better understanding of embodied experiences.

To further investigate the topic of the designer-system-user communication gaps, the seminal work
of Norman (2013) on interaction gulfs clearly illustrates what happens when users interact and interpret
the signs produced by a system. The seven stages of action theory refer to the way to exchange with a
system in seven stages, separated into two phases : the execution phase, during which the user will form
an intention and interact with the system, and the evaluation phase, during which the user will examine
the result of their action and compare it to the initial intention, as shown in Figure 1.1. It highlights four
distances between the user and the system that can be a source of incomprehension or inefficient usage
when interacting with a system. This theory allows designers to specify the different stages composing
the intention-interaction-interpretation process, highlighting two key gulfs in the usage of a system : the
execution gulf (i.e., the gap between the initial intention and the performed actions) and the evaluation gulf
(i.e., the gap between what the system shows and what the user expects). By breaking down the interaction
process into distinct stages, this theory improves the interactive system by exposing the potential issues
behind a given stage. This allows the identification of the impact of an issue on either the good usage or the
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Figure 1.1 – The seven stage of action theory by D. Norman, composed of seven steps : (1) defining the goal
to achieve, (2) defining the intention to interact with the system to achieve the goal, (3) defining the detailed
plan to achieve the interaction, (4) executing the detailed plan, (5) perceiving the state of the system after
executing the detailed plan, (6) interpreting the observed state of the system, (7) comparing the observed
changes to the initial goal.

good comprehension of the system, as well as potential guidelines to prevent comparable issues. The theories
of D. Norman and P. Dourish are used as a basis for multiple components conceived during this thesis.

1.2 Motivation

Figure 1.2 – We build systems to support designers of embodied experiences across three components. First,
we propose systems to help with the design and observation of embodied experiences. Using this first system,
we then construct frameworks to collect and analyze data to enable a deeper comprehension of embodied
interactions. Finally, we introduce a methodology to understand designer-user communication issues and
ways to guide designers and users in the design and usage phases of an embodied experience to avoid said
issues. All systems are conceived using a user-centered approach, with user studies involving designers and
users of embodied experiences to evaluate the system’s usability.

This thesis aims to reduce the communication gap existing between the designer of an embodied
experience, creating an experience with a design intention, and the user of the experience, building their
own interpretation of the experience. The purpose is to help designers of embodied experiences obtain a
better comprehension of the lived UX and the communication issues happening, to support the refinement
of the experience. To achieve this communication gap reduction, our adopted methodology is to build
systems that can support designers in the comprehension and reduction of communication gaps in the three
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components presented previously : ontology, intentionality, and intersubjectivity, as shown on Figure 1.2.
While this is a subject already widely explored in HCI research, it’s still in a relatively young state of
research in the embodied experience context. We position the thesis specifically for supporting designers for
creating, analyzing, and understanding embodied experiences in the context of virtual reality multitask
embodied scenarios. We present multiple frameworks, methodologies, and models, enabling the following
characteristics :

— Experience creation : Creation of a system based on a modular ontology to create understandable 3D
environments, interaction properties, and tasks of immersive scenarios

— Study creation : Creation of reproducible VR study framework in 6DoF enabling the usage of
embodied interactions (e.g., 3D interaction, physical walk) in the virtual environment

— Data collection : Creation of study enabling the collection and temporal synchronization of multiple
behavioral metrics (e.g., gaze motion, body motion, skin conductance) related to embodied interactions

— Dataset construction : Creation of a publicly available dataset containing multimodal data to enable
fine-grained analysis of behavioral metrics in correlation with multitasks scenarios

— Behavior analysis : Conception of a virtual reality task-based methodology inspired by HCI research
to characterize user behavior and define user behavior profiles in an embodied VR context

— Communication issues comprehension : Creation of a communication model specifying a classifica-
tion of design and usage communication issues happening in the embodied VR context.

For each contributions, we take a user-centered approach. Actors, both designers and users, were involved in
all processes of the tool’s development through user studies, to evaluate the embodied experience creation
usability, the multimodal data collection, or the observation of designer-user communication issues.

1.3 Challenges
To achieve the work presented on the three components (ontology, intentionally, intersubjectivity), we

identified issues existing in the VR literature to work on :
Embodied experience creation using ontology : In immersive environments, a tedious process is

represented by the creation of controlled experiences using a clear vocabulary defining the objects and
interactive properties. We defined an ontology issue as an observed gulf between the system and an actor
(designer, user). Ontology issues happen when the actor does not interact properly with the system or
misinterprets a message communicated by the system. A vocabulary shared among designers and users is key
to avoiding ontology issues. To verify the good communication between the actors, the solution commonly
used in HCI works is to capture related contextual data (e.g., attention, interaction, task comprehension)
to evaluate the quality of the designer-user communication. In a scenario in which a user misunderstands
what the 3D object “black box” is or how to interact with it, we will observe a gulf between what the system
expects and what the user actually performs. A vocabulary specifying clearly the rules to exchange with the
3D environments could prevent such issues, and support a better tracking of the objects and interactions. On
the other hand, the collection of user data such as gaze and interaction could enable fine-grained analysis
of user behavior to understand the issues encountered (e.g., the user didn’t see the box, doesn’t use the
controller’s joystick properly, is too stressed). These issues could then be addressed through guidance and
experience-based refinement. We identified two key issues regarding this subject in the VR literature : (1) the
lack of workflows using ontology to assist designers in the creation of rich embodied experiences with a
clear communication of the properties to the actors ; and (2) the lack of framework to support designers in
the creation of VR studies enabling execution and granular observation of embodied interaction.

Embodied interaction analysis for intentionality understanding : Granular analysis of the behavior is a
key in obtaining a comprehension of the embodied experience lived by the user. We defined an intentionality
issue as an observed gulf between the user experience and the designer’s observations. Intentionality
issues happen when a designer misinterprets the user’s lived experience. However, understanding this user
experience in the case of embodied context without a methodology is very demanding, due to the need to
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observe and analyze temporally synchronized multimodal data (e.g., motion, emotion, attention, interaction,
context) to enable the analysis of the behavior in correlation with the performances. In a scenario in which a
stressed user tries to rapidly perform a task, the designer might misinterpret this behavior as overconfidence
or boredom. The designer might need to analyze the mental state of the user (e.g., skin conductance, heart
rate) in correlation with the context (e.g., interactions, attention) to fully understand the situation in which
the user is. We identified two key issues regarding this subject in the VR literature : (1) the lack of openly
available large multimodal datasets in embodied environments enabling comparable analysis, and (2) the
lack of methodologies supporting works for granular analysis of multimodal datasets applied to the case of
VR embodied experiences.

Designer-User intersubjective communication mediated by embodied experience : The issues related
to communication between the designer and the user of an experience through a system are a common
subject in HCI research. We defined an intersubjectivity issue as an observed gulf between the designer’s
intention and the user’s interpretation. Intersubjectivity issues happen when the designer, through the system,
doesn’t successfully communicate an idea to the user. A user’s misunderstanding of the experience conditions
during a research study can have a negative impact on the designer’s experience comprehension by creating
a mismatch between what the designer expects to communicate and observe and what the user actually
interprets. For example, a sound signal intended as guidance could be interpreted by the user as a signal
indicating a warning or error that is meant to increase the level of stress. As the interpreted experience doesn’t
correspond to the intended experience, such issues will impact the investigation of the research questions
explored by the designer of the study. For this reason, models that can support designers in identifying
the communication issues happening during the complete design-usage process could strongly help the
refinement of embodied experiences. We identified one major issue in the literature on this subject : while
models widely relevant for understanding communication issues exist in HCI (Norman, 2013) and Semiotic
engineering research (C. S. D. Souza & Leitão, 2009), these works haven’t explored in detail the potential
communication issues associated with the design and usage of embodied immersive experiences.

1.4 Contributions

Figure 1.3 – This model represents the designer-system-user relationship when creating and using embodied
experiences in VR. The left side represents the design process between the designer and the system, while
the right side represents the usage process between the user and the system. We specify three components to
address to avoid the creation of communication gulfs between the actors : the ontology, intersubjectivity, and
intentionality.

This thesis is structured around a model representing the designer-system-user communication in
embodied immersive experiences, shown on Figure 1.3 (inspired by the presented theories of P. Dourish
and D. Norman theories). The model highlights three steps in the design process : (1) the designer will
form a design intention ; (2) create an experience based on the intention ; and (3) evaluate the resulting
experience to compare it with the initial intention. On the usage side, we also observe three steps : (1) the
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user will establish an intention to interact with the system ; (2) perform the interaction with the system ; and
(3) interpret the consequences of the interaction on the 3D environment compared to the initial intention.
During the design and the usage process of the embodied experience, we specify issues with the potential
to create a gulf between designer and user by affecting the comprehension in three categories presented
previously : ontology issues, intentionality issues, and intersubjectivity issues.

In an embodied immersive experience, the three categories represent subjects we have to address if
we want to avoid communication gulfs between designers and users. Based on these observations, we
defined three chapters for this thesis, addressing each of the three categories of issues, to achieve the aim
of reducing the designer-system-user gulf and provide designers tools to support their comprehension of
embodied interactions in virtual reality environments : (1) engineering of ontology systems ; (2) analysis
of intentionality from a large immersive dataset ; and (3) investigating inter user-designer intersubjectivity
communication.

1.4.1 Engineering of ontology systems
The first contribution is a framework to create understandable interactive environments and enable

the collection of behavioral and contextual metrics. The purpose is to better communicate the immersive
environment properties to reduce the ontology issues, as well as to open up in-depth analysis possibilities for
the next chapter through metrics collection. This chapter is structured around the research question 1 :

— RQ1 : How can we support designers in the creation and observation of embodied interactions
in rich, annotated 3D contexts?

To address RQ1 of this thesis, we conceive a framework to support the creation, management, and analysis
of rich embodied VR experiences. The framework Guided Users Task for 3D Environments (GUsT-3D)
allows the design of 3D experiences using a domain specific language (DSL) to create tasks and annotate
entities composing the environments with positional and interactive properties. This framework is presented
in detail in the section 3.1. Using the GUsT-3D framework as a basis, we then designed a technical platform
to perform an embodied immersive study in diverse conditions with the specificity to enable the collection
of synchronized behavioral and contextual metrics related to embodied interactions. This framework is
presented in more detail in the section 3.2.

1.4.2 Analysis of Intentionality from large immersive dataset
The second contribution is the conception of large immersive datasets as well as our conceived analysis

methodology to characterize the user’s experience. The aim of this analysis methodology is to provide
designers with a better understanding of the user embodied experience and reduce the intentionality issues.
This chapter is structured around the research question 2 :

— RQ2 : How can we analyze intentionality from the user’s embodied interactions in immersive
experiences using multimodal metrics, and how can this analysis be used to provide feedback to
designers?

To address RQ2, we use the presented work on system engineering to build two publicly available large
immersive datasets : the PEM360 dataset and the CREATTIVE3D dataset. The first dataset, PEM360,
consists of participants watching 360-degree videos in VR with a capture and analysis of the emotional
and attentional data, presented more in detail in Section 4.1. The second dataset, CREATTIVE3D, consists
of participants performing road crossing tasks in VR, with a capture of emotion, attention, motion and
contextual data, presented more in detail in Section 4.2. To characterize the embodied experiences observed
in the CREATTIVE3D dataset, we created a task-based methodology, inspired by works from HCI research,
to analyze embodied interactions on a granular level using multimodal data, presented more in detail in
Section 4.3.
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1.4.3 Investigating inter user-designer intersubjectivity communication
The third contribution is a communication model to support the specification of a taxonomy of communi-

cation issues happening during the design and usage of embodied experiences. The aim is to support designers
in understanding and preventing communication issues during both phases to reduce the intersubjectivity
issues. This chapter is structured around the research question 3 :

— RQ3 : How can we specify the intersubjectivity gap between design intention and actual usage in
embodied interactive experiences, and how can we use this specification to provide feedback to
the designers?

To investigate RQ3, we build a communication model inspired by D. Norman’s seven stages of action theory,
which describe how a user interacts with a system. This model specifies the issues that can happen when
a designer creates an experience (e.g., design issue, evaluation issue) and when a user engages with the
experience (i.e., performance issue, comprehension issue). We performed a qualitative study with participants
that implemented the full designer-user workflow to collect and classify communication issues and their
impact on designer-user communication. This work is presented more in detail in Section 5.2.

Each research question is investigated in a chapter of this thesis through the creation of frameworks,
datasets, methodologies, and models, followed by user studies in immersive environments to validate the
feasibility and the efficiency of the proposed solutions.

Engineering of ontology systems contributions :

[
F. Robert, H.-Y. Wu, L. Sassatelli, and M. Winckler. “An Integrated Framework for Understanding
Multimodal Embodied Experiences in Interactive Virtual Reality”. ACM IMX 2023, Nantes, France.
Best Paper Award � hal-04102737

H.-Y. Wu, F. Robert, T. Fafet, B. Graulier, B. Passin-Caneau, L. Sassatelli, M. Winckler. “Designing
guided user tasks in VR embodied experiences”. ACM EICS 2022, Biot, France. hal-03635452

z
GUsT-3D Framework : https://project.inria.fr/creattive3d/gust-3d/

https://hal.science/hal-04102737/
https://hal.science/hal-03635452/
https://project.inria.fr/creattive3d/gust-3d/
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Analysis of Intentionality from large immersive dataset contributions :

[
F. Robert, H.-Y. Wu, L. Sassatelli, and M. Winckler. “Task-based methodology to characterise immersive
user experience with multivariate data”. IEEE VR 2024, Orlando, Florida. hal-04446066

H.-Y. Wu, F. Robert, F. Franco Gallo, K. Pirkovets, C. Quéré, J. Delachambre, S. Ramanoël, A. Gros,
M. Winckler, L. Sassatelli, M. Hayotte, A. Menin, P. Kornprobst. “Exploring, walking, and interacting
in virtual reality with simulated low vision : a living contextual dataset”. (Under review for Nature
Scientific Data). hal-04429351

Q. Guimard, F. Robert, C. Bauce, A. Ducreux, H.-Y. Wu, L. Sassatelli, M. Winckler, A. Gros. “PEM360 :
a dataset of 360° videos with continuous physiological measurements, subjective emotional ratings and
motion traces”. MMSys 2022, Athlone, Ireland. hal-03710323

Q. Guimard, F. Robert, C. Bauce, A. Ducreux, H.-Y. Wu, L. Sassatelli, M. Winckler, A. Gros. “On the
link between emotion, attention and content in virtual immersive environments”. MMSys 2022, Athlone,
Ireland. hal-03825059

õ
CREATTIVE3D dataset : https://zenodo.org/records/10406560

PEM360 dataset : https://gitlab.com/PEM360/PEM360/

Investigating inter user-designer intersubjectivity communication contribution :

[
F. Robert, H.-Y. Wu, L. Sassatelli, and M. Winckler. “The triangle of communication in interactive
virtual narratives : gulfs between designers, system and players”. (Under review for SIGCHI 2025).

https://hal.science/hal-04446066/
https://hal.science/hal-04429351/
https://hal.science/hal-03710323/
https://hal.science/hal-03825059/
https://zenodo.org/records/10406560
https://gitlab.com/PEM360/PEM360/


CHAPTER 2
State of the Art

Many systems for creating experiences proposing new interactive and narrative possibilities have emerged
in recent decades. Virtual reality (VR) is one of the most recent evolving every year, and seeing uses from
entertainment (Wu et al., 2021) to medical rehabilitation (Sveistrup, 2004). To create and refine a system
according to user needs, a wide range of HCI and semiotic engineering models and methodologies exist,
allowing the observation and improvement of communication done through a system’s interface. The usage
of such models and methodologies to improve the understanding and refinement of experiences lived in
embodied VR context is, however, a subject still in development.

The aim of this chapter is to review the work that has made fundamental contributions to the understanding
of user experience in interaction with a system, with a particular emphasis on VR systems. The following
sections review work in relation to the three main contributions of this thesis : embodied experience creation,
observation, analysis and communication. We first review the work done to create, manage and observe
immersive experiences in Section 2.1 ; we then review works on the in-depth analysis of user experience and
behavior in immersive contexts and the existing dataset enabling such analysis in Section 2.2 ; and finally, we
review works exploring the designer-user communication mediated by a system and ways to improve this
communication in Section 2.3.

2.1 Management of immersive experiences
Creating workflows for semantically rich 3D environments in an immersive context is a complex but

important task. An environment with defined object and interaction properties can support designers in the
creation, but also in the observation on a granular level of the rich interactions composing scenarios. To
enrich the object and interaction properties, works usually create ontologies, domain-specific languages,
or scene graphs to represent the environment and interactive possibilities relevant to designers and users
of a 3D experience. In this section, we explore the subject of embodied experience management through
two different directions : (1) the enrichment of the environment and interactions to support designers on
the creation and observation of complex experiences as well as the actor-system communication ; and (2)
the creation of rich immersive experiences enabling the execution and observation of interactions in the
embodied context.

2.1.1 Building semantically rich interactive 3D environments
To design and manage user experiences in interactive virtual environments, as well as to collect data

that can support the user experience comprehension, the creation of tools with a fully integrated workflow
(i.e., including the phases of creation, validation, execution, and analysis of a VR experience) is an efficient
solution. Vergara et al. (2017) built a fully integrated workflow for VR experiences, for the design of
applications in engineering education, coupled with suggestions of suitable tools for each step of the
workflow. The Unity game engine is one of the most popular applications used to build workflows to support
researchers in the design, management and observation of studies in VR, with systems done by Ugwitz et al.
(2021) allowing the trigger and the record of various interactive events in the environment, or the work done
by Javerliat and Villenave (2022 ; 2024), allowing the execution, collection, and visualization of multimodal
data for a more comprehensive view of the user behavior in immersive experiences. In the augmented

9
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reality case, Gottschalk et al. (2020) proposed a product-user-environment framework for e-commerce in
the interior design and furniture sector, with a specific focus on the enrichment of the product properties,
modeling product features (e.g., textures and components), user models to interact with the product, and the
configuration of the product in the environment.

Semantically enriching the environment is a solution often adopted to improve the user-system and
designer-system communication, by clarifying the environment and interaction properties and possibilities.
A full comparison of the relevant ontologies and frameworks aiming at enriching a part of the conception
process are summarized in Table 2.1. The most widely known domain-specific language for 3D content
is X3D (Brutzman & Daly, 2010), formerly known as VRML. It is an XML-based syntax that focuses on
the information on the 3D model itself (e.g., vertices, texture, material), its 3D coordinates (e.g. position,
rotation), and animation as trajectories over a specific time frame. A detailed review of similar ontologies for
3D scenes has been done by Flotyński (2017), but they have a primary interest in 3D modeling applications
and not the creation of 3D interactive experiences. A number of extensions to X3D have allowed it to
incorporate more contextual, multi-hierarchical, and ontological representations of scenes (Pittarello &
De Faveri, 2006), as well as sensors and controller input for virtual applications (Behr et al., 2004). Buffa
and Lafon (2000) have also demonstrated its use for an online interactive 3D warehouse application. Another
extension by Flotyński et al. (2018) allows the logging of user interactions in VRML applications.

Robotics and procedural content generation domains also explored ontologies as a way to enrich the
generation of environments or the granular observation of the robot’s interactions. The RSG-DSL (Blumenthal
& Bruyninckx, 2014) was developed in order to represent the robot world model as a scene graph, which
allows the attachment of functional blocks to the scene graph to establish the robot’s workflow. Beßler et
al. (2020) proposed an ontology for modeling affordance in robotics tasks coupled with the capabilities for
logical reasoning and question answering. The Scenic language (Fremont et al., 2019) was developed for
machine learning applications in 3D environments to generate datasets from a high-level scene description to
train perception systems such as those for autonomous driving. Similarly, Plan-It (Wang et al., 2019) allows
the generation of 3D indoor scenes from a high-level scene graph definition. Liu et al. (2019) introduce the
idea of scene programs that allow the generation of 3D images from layout descriptions and conversely
reason about the layouts of objects from images. For game applications, the GIGL language was recently
introduced (T. Chen & Guy, 2018) to procedurally generate game maps, such as for dungeons in RPG games.

More precisely applied to the context of virtual reality, ontologies can enrich the 3D objects and interactive
properties, in order to support more granular observations of immersive experiences. One of the first formal
representations of user interactions was the Interactive Cooperative Objects (ICO) description proposed
by Navarre et al. (2005). The work decomposes gestures into a granular graph of states to define selection,
rotation, and movement of objects at a low level for specific interactive devices, using a chess game as a
case study. Vanacken (2007) introduces the concept of tasks by designing the “concept” datatype that can be
attached to objects to label their interaction possibilities. In this work, task refers to an interaction technique
(such as selecting an object) that is triggered by an event and results in a state change. More recently, a
number of ontologies have been proposed for the semantic modeling of virtual environments (Saunier et
al., 2016 ; Chevaillier et al., 2012) with the goal of improving the richness of information about the virtual
environment in a database for multi-agent systems.

Another use case of ontologies is to propose ontology-based methods for context representation in
interactive 3D applications. One notable example is that of Bouville et al. (2015) who built the system #FIVE
on modeling interactive VR environments through the annotation of elements composing the environment
with properties, though with a fixed predefined ontology. Kim et al. (2020) used deep learning techniques to
construct 3D scene graphs from images to create a simulated environment for robot interactions with real
environments. The vocabulary in the scene graph is primarily composed of objects and their visual properties,
without knowledge about their interactive capabilities.

Based on the previous works presenting fully integrated workflows, and ontologies for experience
enrichment, we believe designers of embodied experiences could be strongly supported by tools incorporating
both components : a fully integrated workflow with a consistent vocabulary throughout all phases of the
embodied experience management workflow, including the scene design, annotation, task description,
logging, real-time validation of tasks, and post-scenario UX analysis. This would facilitate the smooth
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TABLE 2.1 – Summary table for comparing related contributions including their focus (ontology or
framework), application scenarios, and other observations. System implementations (with source code) were
found for (Beßler et al., 2020 ; Brutzman & Daly, 2010 ; Speicher et al., 2021 ; Raffaillac & Huot, 2019 ;
T. Chen & Guy, 2018 ; Gottschalk et al., 2020).

Focus Related work Application scenario Comments

Ontology

(Behr et al.,
2004 ; Brutz-
man & Daly,
2010 ; Buffa &
Lafon, 2000 ;
Flotyński &
Sobociński,
2018 ; Pit-
tarello &
De Faveri,
2006)

Web 3D; e-commerce, other
varied applications

X3D and its extensions for modeling of 3D
scenes, as reviewed by (Flotyński & Walc-
zak, 2017)

(Beßler et al.,
2020) robotics

affordance models for Q&A systems

(Blumenthal
& Bruyninckx,
2014)

robot world models

(Y. Zhao et al.,
2024)

3D environments and robo-
tics

contextual, topological, and geometric in-
formation of 3D scenes

(Wang et al.,
2019 ; Y. Liu
et al., 2019 ;
T. Chen &
Guy, 2018 ;
Fremont et al.,
2019)

games and learning systems Procedural content generation

Framework

(Speicher et
al., 2021)

virtual and augmented reality wizard of oz system with medium fidelity
paper prototyping

(Gottschalk et
al., 2020)

augmented reality ; e-
commerce

(Górski,
2017)

industrial VR applications knowledge-based approach

(W. Li et al.,
2020)

rehabilitation for wheelchair
users in VR

optimization approach to generating
constrained 3D scenes

(Borras et al.,
2023)

cloth manipulation dataset
creation in VR

cloth state semantically labeled

(Yang, 2023) education in VR probabilistic signature scheme
(Raffaillac &
Huot, 2019)

2D interfaces ; based on
entity-component system
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transition of scenes, assets, tasks, and interpretations between different steps of a complex workflow for VR
experience creation (Vergara et al., 2017) and open possibilities for in-depth interaction analysis. This is the
subject explored in the contribution presented during the Section 3.1.

2.1.2 Building studies enabling embodied interactions and analysis
For the research using VR media, understanding embodied experience is an important topic. The

personalized training possibilities offered by embodied VR experiences have potential for application in
contexts that may be considered highly dangerous or require expertise. This has attracted research into
understanding users’ behavior in specific contexts, using methodologies for analyzing perception, emotions,
and behavior from neurocognition. In the literature, we see many applications of VR for training scenarios,
such as understanding driving habits (Y. Lang et al., 2018), sports learning (Wu et al., 2021), or firefighter
training (Clifford et al., 2019).

However, due to embodied interaction’s specificities (i.e., physical interaction and multisensory engage-
ment), a whole new set of interactive metaphors is required to observe behavior in contrast to traditional 2D
media. Alcañiz et al. (2009) applied transcranial Doppler sonography to investigate how VR experiences
stimulate the brain and found them comparable to real-life experiences. Dickinson et al. (2021) investigated
the usage of diegetic interfaces (interfaces integrated and adapted to the virtual environment) in VR. While
these types of interfaces show good efficiency in traditional 2D media, in VR, such interfaces do not bring
immediate benefits and did even increase the workload and completion time of users. Many works (Peck et
al., 2018 ; Ricca et al., 2021 ; Dewez et al., 2021 ; Aseeri & Interrante, 2021) show how embodiment, through
body or hands visualization, is an important aspect of VR interaction, affecting how users will interact with
the environment and interact with other users.

Performing studies using embodied interactions such as physical walk, more than just to allow to create
life-like experiences, also shows improvement on multiple factors like the feeling of presence or the motion
sickness generated compared (Caserman et al., 2021 ; Christensen et al., 2018). Weser et al., in their works
(2024) also found that walking in VR is superior to all other locomotion techniques. However, using physical
walk as the locomotion technique for a study greatly complexifies the design : due to the technical difficulties
of setting it up (e.g., room size, cable length, headset battery). Few works involve long-range (greater than in
a 4m x 3m space) navigation tasks with real walking. Boldt et al.(2018) mention room-scale navigation using
the HTC Vive Pro’s 12m2 space limitation, but the scale of the study design isn’t detailed. The designed task
involved walking to a target and interacting with it, with the goal of investigating the effect of haptic and
auditory feedback on wall perception. The backpack is often a solution selected for long-range navigation,
such as Mousas et al.(2020) conducting a path following task of 150 meters with a VR backpack and
analyzing physiological and pose data to investigate how mismatching virtual and real environments can
strongly affect user behavior. This paper brings to light the fact that both virtual and real environments matter
in VR experiences, adding a layer of complexity to the design of a proper VR experience in which real
walking is included. VRoamer (Cheng et al., 2019) using a VR backpack allowed navigation within a 40m x
40m space, though the work focuses on enabling free navigation and is not task-oriented. Delaux et al. (2021)
in their studies on perception during navigation in VR with EEG also used a VR backpack to allow users
to freely walk physically in the study environment. While the backpack is a solution enabling free walk in
the environment without a cable length limitation, some existing works also underline flaws in the usage of
backpacks, such as the cost, the weight, and it’s effect on user motion (Hughes & Kanakri, 2020 ; Wagner &
Schmalstieg, 2006).

All these works highlight the complexity that surrounds the creation of an embodied VR experience. The
creation of new interactive metaphors and systems allowing the creation of better embodied VR experiences
is still a subject in development. We believe a workflow allowing designers to observe tasks and analyze
embodied interaction on a granular level, by providing a better understanding of the lived experience, could
not only support research on human behavior analysis applied to VR but could also support the improvement
of embodied locomotion and interaction techniques. This is the subject explored in the contribution presented
during the Section 3.2.
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2.2 Understanding user experiences in virtual reality
In studies using embodied interactions such as physical walk and 3D object manipulation, observing

and analyzing the UX becomes a challenge. As the body is used as a communication device, it becomes
valuable to observe the body, behavior, and interaction to the user’s UX, intentions and decisions. In this
section, we explore the complexity represented by the comprehension of the embodied experience in VR
through three subjects : (1) the creation of datasets enabling embodied interaction analysis in context ; (2) the
analysis of user experience through behavioral metrics in context ; and (3) existing models in HCI research
on task-based analysis to support granular behavior analysis.

2.2.1 Building datasets of behavioral and contextual data
To enable in-depth investigations of the user cognition and behavior in VR, datasets with rich behavioral

and contextual data have been constructed. Many datasets in 3DoF (3 degrees of freedom, allowing users
to rotate their head and body) were created in recent years. In 2017, Li et al. (2017) introduced the first
reference 3DoF database obtained from 95 users freely watching 73 videos in 360° in VR, providing the
users valence and arousal ratings using the self-assessment manikin (SAM) tool (Bradley & Lang, 1994) as
well as the head positions’ data. The material publicly available, however, only consists of the videos and the
average valence and arousal value pair for each video (averaged over all users). Subsequently, Tang et al.
(2020) presented an experiment where 19 users watched 36 images in 360 degrees while their self-reported
emotions and eye motion were collected. The data collected by Toet et al. (2020) and Xue et al. (2021) also
comprise physiological measurements of heart rate and electrodermal activity (EDA, as skin conductance),
which have been shown to reliably represent user instantaneous arousal (Boucsein, 2012). They provide a
dataset of 11 immersive videos from the same database experienced by 32 users, with subjective emotional
ratings, physiological measurements, and head and gaze movements.

To observe embodied interactions such as the physical walk, a study 6DoF (6 Degrees of Freedom,
allowing users to move in the environment) is required. A large number of 6DoF datasets were built using
human motion data and behavior capture in context. A major one is the CIRCLE dataset (Araújo et al.,
2023) published in 2023, which involved around 10 hours of human motion and egocentric data captured
in VR scenes using a 12 Vicon camera setup. The actions concern reaching tasks in scenes annotated with
the initial state and goals. For full-body motion capture, the Human3.6m (Ionescu et al., 2014) dataset
is the most widely used, and up until recently the largest, featuring 3.6 million poses with RGB camera
filming as well as actor lidar scans. The focus of Human3.6m is to provide a wide variety of human motions
by professional actors, however, object interactions are not tracked. The GIMO (Zheng et al., 2022) and
EgoBody (S. Zhang et al., 2022) datasets on the other hand combine motion capture and augmented reality
headsets – the Hololens – to capture gaze and motion in context. The physical environments are scanned as
3D meshes and calibrated to have the motion and scene in the same coordinate system.

The presented datasets are valuable contributions to work on immersive experiences, however they are
mostly created for specific studies with capture setups that are not made available for reproducibility or
extension. We explore the creation of datasets for embodied interactions observation and analysis in the
contribution presented during the Section 4.2.

2.2.2 Behavior analysis of user experience in context
While a number of works in the domain of human-computer interaction and cognitive sciences have

studied behavior in immersive environments (Baños et al., 2008 ; Felnhofer et al., 2015 ; Pallavicini et
al., 2019 ; Voigt-Antons et al., 2020), it has been only more recently that the multimedia community in
particular has considered sensing and recording behavioral metrics such as emotions, head and, gaze or body
motion (B. J. Li et al., 2017 ; Tang et al., 2020 ; Toet et al., 2020 ; Xue, El Ali, et al., 2021 ; Xue, Ali, et al.,
2021).

Physiological analysis of VR experiences in 3D environments is nowadays commonly used to refine
experiences or understand the user behavior. Keighrey et al. (2021) investigate the possibility of evaluating
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the user’s perceived quality of experience (QoE) for virtual speech and language assessment applications on
different interfaces (i.e., tablet, VR, AR) using heart rate and electrodermal activity measurements in addition
to post-test questionnaires. Bender et al. (2021) quantified with physiological data the gratification people
feel while carrying out violent actions in virtual scenes, such as killing zombies in a VR game. In real-life
applications, physiological information has been used in clinical settings to analyze the physiological and
mental state of the user for medical purposes such as anxiety prediction (Mevlevioğlu et al., 2021 ; Hawes
& Arya, 2021) as well as stress and cognitive load assessment (Vesga et al., 2021). Other applications use
physiological data for driver stress detection (Memar & Mokaribolhassan, 2021) and emotion evaluation
with smart clothing (Pidgeon et al., 2022).

To understand the embodied experiences lived by users in VR, measures of motion, perception, and
emotion can support the validation of observations on user behavior, providing insight into the influence of
the content on the affective user experience, as surveyed by Luong et al. (2021). As early as 1999, motion,
specifically posture, has been a subject of interest (Kuno et al., 1999) to measure the level of body sway as
a function of visual motion in VR. Jicol et al. (2021) adopted questionnaires for emotional intensity and
positivity and employed structural equation models to find complex correlations between emotion, sense
of presence, and agency, such as the observation that sense of agency augmented sense of presence only
while mediated by an emotional fear condition. Different types and levels of emotions can be correlated to
specific types of motion (B. J. Li et al., 2017 ; Tang et al., 2020 ; Xue, Ali, et al., 2021), and results from
Li et al. (2017) show more precisely some level of correlation between emotion arousal, valence, and head
angle. On the other hand, results from Tang et al. (2020) show a significant link between valence and gaze
behavior. Seinfield et al. (2020) measured performance and the sense of embodiment as a function of object
placement and modalities of interaction (e.g., hand gestures, joysticks, keyboards), finding a positive increase
in performance and sense of embodiment for virtual hand paradigms. These studies brought about new
ways to analyze the user behavior within a scenario and measure the behavior variation between scenario
conditions using modern cognitive science approaches.

A major feature of embodied VR training frameworks is their capacity to adapt the scenarios to each per-
son’s needs, by analyzing and understanding the relationship between the user behavior and the environment.
Rule-based performance metrics and baselines such as characteristics of the training scenario (W. Li et al.,
2020), completion time (Rossol et al., 2011 ; Siu et al., 2016), and error rate (Rossol et al., 2011) have been
dominantly used as parameters for such adaptations. The more recent inclusion of user behavior metrics as
parameters for synthesizing personalized training scenarios or adapting existing ones is gaining traction.
Chen et al. (2022) designed a framework that analyzes locomotion parameters such as pose accuracy and
motion speed to generate new target points that train specific stances. Dey et al. (2019) explored the use of
EEG to estimate task load from alpha peaks and adapt the difficulty level of a target selection task. Lang et
al. (2018) used gaze tracking and noted event baselines such as improper habits in driving scenarios, then
used an optimization approach to generate personalized map layouts for improving driving habits.

While these works present valuable analysis of the user experience, we believe the understanding of
embodied experiences could be deepened by analyzing behavioral and contextual data on a more granular
level by coupling such works with task-based analysis. We explore the task-based analysis of embodied
interactions in the contribution presented during the Section 4.3.

2.2.3 Task-based analysis outside of VR
Frameworks and methodologies enabling task-based observation of an experience are commonly used in

HCI and Robotic research domains to obtain a fine-grained understanding of the UX or performed actions by
the robot. In HCI, task analysis is a cornerstone process for finely understand how users perform tasks to
achieve their intended goals (Diaper & Stanton, 2003). Task analysis is often done through direct observation
of users interacting with the system. Task models provide an abstract structure for the analyst to organize
information gathered during task analysis that can be further detailed where needed (P. A. Palanque et al.,
2011). Santoro (2005) characterized task models representations of the human activity in a hierarchical
structured way (such as a state machine, action tree, or graph) allowing the analysis of task feasibility (formal
demonstration that a task can be achieved) and (estimated) user performance. Task models have strong
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advantages to support task analysis, including coping with complex scenarios (by structuring tasks and
sub-tasks), supporting abstract and generalized reasoning about tasks (beyond individual’s cases of use),
and serving as non-ambiguous documentation of tasks and observations made (Vigo et al., 2017 ; Diaper &
Stanton, 2003).

Task models are essential in HCI for a fine-grained analysis of user tasks. They bind together a deep
understanding and characterization of the interactive system constraints, the user performance, and the
qualitative aspects of the experience. Various works have adopted task models for evaluation on various
levels of granularity. KLM-GOMS (Sauro, 2009) is a well known method used for traditional media to
quantify how much time users take to perform a given task by aggregating the duration of low-level tasks
(e.g., point mouse to a target = 1.1 seconds, move hand to keyboard from mouse = 0.4 seconds) that compose
more complex interactions.

In robotics, there is a strong interest in performance analysis on fine-grained slicing of a scenario, such
as to pinpoint performance flaws. Analyzing and identifying when there is a flaw and the cause are crucial to
improving the robot and avoiding future failures, corresponding to a similar need in VR applications where
adapting and personalizing UX are concerned. For example, Lee and Lozano-Pérez (2015) focus on the
design of interaction graphs that finely segment tasks carried out by a robot, in order to precisely detect when
an error occurs and proceed to a failure mode. Kroemer et al. (2014) focused on the prediction of phases of
manipulation by a robot using a probabilistic model to represent the steps composing a manipulation task.

Moving to works using task based methods on recent medias, we find Rice et al. (2014) who investigate
the description of different inputs composing touchscreen and mobile device interactions (e.g., pinch, zoom,
tilt). Guerra et al. (2022) extended the available interactions and measured interaction time to provide new
GOMS methods to evaluate task performances (e.g., grab an object, using teleportation movement) for
augmented and extended reality systems. Zhou et al. (2022) built a method focused on quantifying user
performances using a virtual hand. These works aim primarily at the description of a scenario purely based
on the time spent on each task, to measure the efficiency of performance, without considering behavioral
performance components such as the user’s attention or emotion.

While these works show effective ways to observe and analyze finely an experience based on the tasks
performed in the context, few address the embodied interactions encountered in immersive systems. We
believe that task models have strong advantages in evaluating the usability and experiential UX of systems,
and could be adapted to the embodied context to support more granular analysis and understanding of
embodied interactions. This could open opportunity to finely observe the user’s performance in correlation
with their current mental state (e.g., stress, emotions) and physical state (e.g., attention, motion) in embodied
context.

2.3 Improving designer-user communication mediated by systems
In embodied VR experiences, communication problems are likely to arise between the experience

sought by the designer and the experience lived and interpreted by the user, due to the variety of scenarios
and interaction modalities that make up a realistic embodied scenario. In this section, we explore the
complexity represented by the designer-user communication mediated by systems through two subjects :
(1) the designer’s intention of communication through products and systems ; and (2) this communication
mediated by virtual reality systems.

2.3.1 Designer’s intention communication through a product
Understanding the gulf between the designer’s expected usage of a product and its actual usage in real-life

situations is key to the design of consumer products, human-computer interfaces, and even virtual reality
experiences. Such gulf has multiple impacts on the product depending on the usage context : using the
product the wrong way can reduce its usability, directly affecting its efficiency and user satisfaction (Ferreira
et al., 2020). In various research domains, it can be important for a user’s studies to be interpreted and lived
the way the designer intended them to be, to align the designer’s intention with the lived experience. A gap



16 CHAPTER 2 — State of the Art

unintended by the designer could influence the way the data can be interpreted. Diverse research domains
have investigated ways to formalize and reduce this designer-user gulf by defining models, taxonomies
of issues, or exploring means to more efficiently communicate an intention to a user through a product, a
system, or an experience.

Communication through a product has been a key subject in the industry for a long time, to maximize a
product’s efficiency or attractiveness. Norman (2010) described a product as a service about the discovery,
the anticipation, and the first usage. He presents a product as more than a product ; it’s an experience built
by the designer and lived by the consumer. Crilly et al. (2008) in their work investigate the nature of the
relation designer-user around a product, presenting the design of a product as a way for the designer to
communicate an intention, which will then be interpreted by the consumer and used only based on their own
comprehension. Norman (2008) highlight how good designers can efficiently communicate with their users,
using visible clues, hints, and affordances, to maximize their chances for the user to understand and use
the product as intended by the designer. These different works set the basis for the importance of intention
communication when designing a product, nonetheless the improvement of this communication is still an
open question.

Multiple research domains explore ways to reduce the designer-user communication gulfs, highlighting
two ways to proceed : by evaluating the quality of the intention communication, or by categorizing and
proposing guidelines to prevent the issues in the design or usage process that could be the source of
communication gulfs. Souza and Leitão (2009) presented how semiotic engineering views human computer
interaction (HCI) as a computer-mediated communication between designers and users, where the system
speaks for its designer to communicate an intention by using diverse means of affordance. It presents methods
such as the semiotic inspection method (SIM) to appreciate the quality of the meta communication and
the communicability evaluation method (CEM) to analyze the quality of the communication done through
the user interface. In his previous works, Norman (2013) did present a categorization of issues that can
happen when a user interacts with a product as slips and mistakes : slips represent a conscious issue while
performing the correct action, while mistakes represent an unconscious issue in understanding the correct
goal. Laubheimer (2015) applied this categorization particularly to the human-computer interaction domain,
presenting strategies and guidelines to prevent slips and mistakes during website or application design.

A common way to investigate communication issues is through the creation of a human errors’ taxonomy
while interacting with a system. Bolton (2017) establish a taxonomy to classify the different erroneous human
behaviors. It describes where a user diverges from a normative task and how to identify the information the
user failed to properly understand or attend to. Multiple taxonomies were built pursuing comparable purposes,
such as Paek’s taxonomy (2003) on various types of communication errors in linguistic or conversation
analysis. This was done in order to highlight the different types of failure and present guidelines to handle
such errors for automated systems. Gibson et al. (2006) presented a taxonomy on communication issues
related to railway track maintenance, classifying the observed issues according to the communication topic
and the type of error in question. Tian and Oviatt (2021) presented a taxonomy focused on human-robot
social interaction error, investigating the impact of such issues and ways to reduce issues while interacting
with a system, which can degrade the user’s perception of the system’s capability to achieve a task or to
properly achieve a socio-affective interaction. Such a taxonomy can be very valuable, as preventing or
avoiding any user erroneous action is a main concern for system designers.

To reduce the designer-user gulf, another solution is to explore efficient ways to communicate an intention
to the user or reorient users if they deviate from the intended experience. Matthews et al. (2017) investigated
how to communicate an intention to let a pedestrian cross the road when using autonomous cars without
drivers. By showing a textual message to explicitly communicate the intent, users reacted more predictably
compared to situations without explicit communication. This serves to enable both better communication
and a better understanding of the user’s behavior. Li and Zhang (2017) looked at ways in robot-human
interactions to implicitly communicate a user intention to a robot by proactively analyzing user gaze. They
found positive results on the usage of gaze data to improve user-system communication, opening possibilities
for the system to better capture the user’s intention. These works highlight interesting ways to communicate
intentions and communicate with users. While these works weren’t built for VR, we believe that comparable
application could be proposed and applied for the VR context.
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While these works show effective solutions for communication refinement in product design, HCI, or
robotics, they are neither built nor applicable for the observation of embodied experiences, which display
different interactive properties and usage cycles.

2.3.2 The designer-user communication in virtual reality
In virtual reality, communicating an intention can be complex, due to the offered freedom and inter-

activity. The work of Larusdottir et el. (2019) highlight the complexity that can represent the creation
of a VR experience to be lived the intended way, listing numerous issues encountered during a user test
session. Speicher et al. (2021) presented a prototyping application for mixed reality (XR) to simulate spatial
interactions via a Wizard of Oz system in a minimalist version of the 3D environment captured by a camera.
This prototyping methodology increased realism and a reduced gap between the prototype tested by the
designer and the actual experience proposed by the system, to support designers on the refinement of their
built experiences. Wolfartsberger and Niedermayr (2020) explored ways in VR to reduce the deviation of the
player from the intended path in a learning tool. They presented a virtual “ghost user” performing the tasks
to help the player learn. David-John et al. (2021b) used gaze data in order to investigate the prediction of the
player’s interactions with the 3D environment, which could open possibilities for using passive, biological
responses to reorient players at the right moment who are deviating from the intended experience. To reduce
the designer-player gulf in VR, Oh and Kim tried to (2019) use onomatopoeia and sound effect feedback
to emphasize or draw attention to a precise element. Through a study with and without onomatopoeia,
onomatopoeia showed a higher success in communicating the designer’s intention and offer more object
affordance.

Understanding and avoiding issues in the communication mediated by VR is a key to improving
immersive experiences. Vuarnesson et al. (2021) looked into how to assist multiple users in communicating
their intentions through a VR experience. In the study case of dance improvisation, they presented a
minimalist avatar representation of users outside of VR to make them co-present and improve the user’s
intention communication. Vignais et al. (2009) investigated the gulf in sport science that can exist between
the experimental protocol and the subject behavior in real conditions. Virtual reality was used in a simulated
handball game context to compare two conditions : the judgment task (where the user has to predict the
direction to go to stop the ball) and the motor task (where the user has to physically stop the ball). VR, by
allowing fine-tuning of the experiment’s usage in two different conditions, allowed the observation of the
perception-action coupling. Cavalcanti et al. (2021) investigated ways to train participants for the evaluation
of their choices using simulated dangerous environments in VR. In a gamified environment, users had to
cross a maze while avoiding multiple dangers. The dangers varied from low to high, with multiple warning
conditions. While designers expected the user to avoid the danger, the users, as they knew they were in
a virtual environment, had the tendency to test the consequences of their actions rather than maintaining
safety. This highlights a key gulf between a designer’s intention when building a study and the actual user
experience.

The works presented in this section highlight the various ways in which gulfs in designer-user commu-
nication in VR occur and the importance of reducing this gulf. As a media increasingly used for scientific
research, the rich interactive possibilities and 6 DoF exploration allowed can widen the gulf of comprehension
between the actors. We believe a model specifying the communication issues that can happen during the
parts of the design and usage process of embodied experiences could support designers. By knowing what
issues can happen and how to prevent them, designers could improve their VR-mediated communication as
well as their understanding of the user’s lived experience. This is the subject explored in the contribution
presented during the Section 5.2.
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2.4 Summary
In this chapter, we focused our attention on the existing work that creates and analyzes immersive

experiences, and on works that explore ways to provide feedback to designers to support the refinement of
the experience. VR studies are employed for a variety of purposes, from dangerous scenario simulation to
human behavior analysis in specific contexts. A wide number of factors can complicate both the creation
and the understanding of comparable studies (e.g., a setup allowing physical interactions, the observation of
relevant behavioral metrics, the observation of designer-user communication issues).

On the topic of embodied experiences creation and observation, we identified three main challenges :
(1) the creation of semantically understandable ontology for immersive interactive environments ; (2) the
observation of multiple behavioral metrics related to embodied interactions ; and (3) the creation of 6DoF
experiences enabling the user’s embodied interaction, such as physical walk. Existing works did explore
these challenges, however none present a reproducible fully-integrated workflow enabling the creation and
task-based observation of rich embodied experiences in VR.

On the topic of embodied experiences analysis, we identified two main challenges : (1) the availability
of large immersive datasets composed of multimodal metrics to enable embodied interactions analysis ; and
(2) the performance of behavior analysis in correlation with the contextual data of a multitask scenario on
a granular task level to allow embodied interactions comprehension. While many works explore ways to
analyze the user experience in VR, the analysis is often performed through the usage of a single behavioral
metric, in 3DoF context, or in a scenario composed of a single task. While these choices allow for simplified
analysis, they don’t support the ability to finely analyze embodied interactions in multitask scenario contexts,
composing a large part of the immersive training scenarios.

On the topic of VR mediated designer-system-user communication, we identified two main challenges :
(1) the lack of methodology to support the identification of communication issues happening during the
design and usage phases of embodied experiences ; and (2) the creation of relevant feedback for designers to
contribute to the refinement of the experience. While a wide variety of works and models were built for this
subject in HCI, semiotic engineering, or robotics work, the existing communication models weren’t designed
nor applied yet to VR studies.

In this thesis, we aim at addressing these challenges to support designer on embodied experience creation,
analysis and understanding.
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CHAPTER 3
Engineering ontology

systems
The first subject investigated in this thesis concerns ways to conceive virtual reality studies, enabling the
execution and observation of embodied interactions. A major challenge in designing 3D experiences and user
tasks lies in bridging the inter-relational gaps of perception between the comprehension by the designer and
the user and the actual 3D scene. Based on Paul Dourish’s theory of embodiment, issues with the ontology
components result in gaps between the scene representation and the user and designer’s perception. To
bridge this gap between users and systems, we focused our work on a workflow to assist designers in the
creation of semantically rich experiences as well as on the collection of relevant metrics regarding embodied
experiences.

This chapter investigates the RQ1 : How can we support designers in the creation and observation of
embodied interactions in rich, annotated 3D contexts? through two sub-questions :

— RQ1A : How to create an ontology able to enrich the design and the usage of VR experiences to
improve the user-system and designer-system communications?

— RQ1B : How to build VR experiences efficiently that can enable the capture of metrics in the context
of the scene relevant to embodied interaction analysis ?

We present two contributions. We first address the challenge of building scenarios with rich semantics,
addressing RQ1A, to improve the creation and management of experience through the conception of the
framework GUsT-3D presented in the section 3.1. The second contribution addresses the challenge of
conceiving embodied experiences and capturing metrics related to embodied interactions in response to
RQ1B. We applied in real conditions the framework GUsT-3D and a technical platform for an embodied VR
study, presented in the section 3.2.

3.1 GUsT-3D : Framework for designing guided user tasks in embo-
died VR experiences

The first major challenge investigated during this chapter, related to the RQ1A, concerns the creation
of systems to assist designers in building semantically understandable environments, enabling the gain
of insight into user behavior, perception, and efficacy in a task in VR. These insights are keys to user
experience understanding and the measuring of the usability of interactive systems. This has been addressed
in research in user-centric design and task modeling (Bernhaupt et al., 2020). However, in the design of
immersive interactive systems, gaps of perception may appear in any pairwise relation between the designer,
the user, and the system itself. In VR, the freedom of movement to visually explore and interact with an
immersive 360-degree environment further widens these inter-relational gaps between the designer’s desired
user experience, the affordances of the 3D scene in VR, and how the user intends to act and react throughout
the experience.

To create and observe a VR embodied experience, we designed the GUsT-3D framework which defines
and use a consistent set of vocabulary to enables a workflow consisting of 4 steps : (1) the annotation of
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various entities in the scene, including navigation spaces, interaction possibilities, object properties, and
relations ; (2) the definition of GUTasks and their constraints for completion ; (3) running the GUTask scenario
with real-time interaction, logging, and validation of the task ; and (4) analysis of user experience through
the construction of spatio-temporal queries and scene graph visualization. This workflow is implemented
as a set of tools in Unity to create and design embodied, interactive experiences in VR. The export of the
scenario in GUsT-3D representation contains sufficient information to recreate the entire 3D scene with all
the original geometric, interactive, and navigational properties. Conversely, the GUTasks can be exported and
imported into a new scene, holding the same semantic properties required by the task as the original scene.
We validate these contributions with two case studies and a formative evaluation through expert interviews
with professional Unity users. The rest of Section 3.1 describes our framework, and its implementation is
discussed in Sections 3.1.1.

The framework GUsT-3D for creating 3D embodied experiences, shown in Figure 3.1 is comprised of
three main components, each used as a technical basis for chapters of this thesis :

— GUsT-3D : representing the ontology of the scene, implemented in JSON. It is used to represent the
export of the annotated 3D scene, including all of the geometric properties, interactive and navigation
possibilities, and their interrelations as a spatio-temporal scene graph. It also serves as the vocabulary
set used consistently with the GUTask definition and user logging.

— GUTasks : representing the intersubjectivity between the designer and the user, also implemented in
JSON using the same vocabulary defined in GUsT-3D. Allows the definition of user tasks to be carried
out in the VR scenario, their interactive and completion constraints, and management and validation in
real-time.

— Logs and query language : representing the user intentionality, implemented in LINQ (Meijer et al.,
2006). By capturing multiple contextual metrics, it allows the designer to construct spatio-temporal
queries on any annotated object or user in the 3D scene.

Figure 3.1 – 3-Component framework for designing GUTasks in 3D virtual environments based on
embodiment theory : the GUsT-3D vocabulary which is the full representation of the scene ontology, the
definition and management of GUTasks communicated between the Designer and User for intersub jectivity,
and the logging and query of user experience to allow Designers to analyze user intentionality.

The implementation of this framework as a unified toolkit in Unity allows the realization of a typical
workflow for the design of embodied experiences involving four steps : (1) the design of the 3D scene and
annotation of various properties (e.g., interaction, navigation) and calculation of the scene graph (relations
between objects), (2) the definition of GUTasks that the user should carry out, their constraints and interaction
design, (3) the running of the task scenario with real-time guidance, task validation, and logging, and (4)
post-scenario analysis of the scene evolution and user behavior through query and visualization tools. The
detailed task model for this workflow is depicted in Figure 3.2.
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Figure 3.2 – 4-Step workflow to create Guided User Tasks in 3D environments involves : design and
annotation of the 3D scene, defining GUTasks, running the task scenario, and post-scenario analysis of the
user experience. Each step of the workflow contains a number of sub-tasks that the designer may need to do.

The following section will introduce the tools of this framework and how it integrates into a design
workflow for embodied experiences.

3.1.1 GUTask workflow and system implementation
This section details the implementation of our framework for the creation of 3D embodied experiences,

shown in Figure 3.1. We first introduce each of the three elements of the framework corresponding to
Dourish’s theory of embodiment – the GUsT-3D ontology (Section 3.1.1.1) for annotation and scene graph
visualization of entity relations, definition and management of intersubjectivity (Section 3.1.1.5) through
GUTasks, and the analysis of user behavior for intentionality (Section 3.1.1.6) through query and scene graph
analysis. We then summarize how this framework fits into the task model depicted in Figure 3.2.

3.1.1.1 Ontology : the GUsT-3D representation

We refer to the elements in the scene as entities, which include all objects, terrain, and the user. The first
step is for the designer to establish the ontology of the 3D scene. This includes (1) defining and assigning
various properties (e.g., interactive, navigational) to entities in the scene, (2) defining the constraints for
interactions between entities, and (3) generating a global view of entity relations within the scene.

3.1.1.2 Layers for defining and annotating entities :

We introduce the idea of layers, which represent a category of an object in the scene and/or its interactive
properties. Currently four categories of layers are provided in our framework : navigation, object, interactive,
and environment layers.

Navigation layers : structure the space in which the user can move, and defines all the navigation
possibilities and constraints within the 3D scene. Three types of navigation layers are currently defined :
ground for the navigable spaces, such as a room or the strip of sidewalk of a street ; entryways such as
doors and passages that serve as connections between these navigable spaces ; and obstacles such as walls
that partition these spaces. The designer can define new layers that inherit the ground property to create a
named navigable space.

Interactive property layers : describe the relationship between two or more entities in the scene, and
indicate how these entities can interact within the 3D scene. These properties exist between two scene objects :
support, indicating that an object can support another ; placed-on the opposite, signifying whether an
object can be placed on another support object ; container indicating if an object can contain another
object. These properties also exist between an object and user : movable, indicating whether an object can
be taken and moved around by the user ; interactable, indicating whether the object can be activated,
such as a light switch, button, or a remote control.
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Object layers : layers that have structural or interactive functionalities within the scenes – furniture that
can serve as supports or containers, props that can be moved and manipulated. They can inherit other layers
such as to take on interactive properties.

Environment layers : are used to annotated entities within the 3D scene that do not change the topology
nor structure of the 3D scene, but through environmental parameters, allow users to change the perceptions
of the environment. For example, all scenes have a camera, which can be extended to be a perceptive agent,
such as the user. The camera is often used to represent the user’s visual range (i.e. field of view), current
position, movement direction, and gaze. Another layer is light, which contributes to environmental lighting
of the scene.
The flexibility of our layer approach is that objects can be assigned multiple layers, which can also inherit
other layers, and thus gaining their annotated properties. For example a shelf layer can be defined as
inheriting both support (e.g. placing a book on it) and container since it can hold other smaller items on
its shelves. The ground layer also inherits support, since it has to support furniture and other items.

3.1.1.3 Interactive constraints

While the definition of an interactive property layer only indicates an interaction possibility, certain
constraints to the interaction may exist. For example, one may wish to enforce that during the interaction
with certain objects, the target must be in the visual field and within reaching distance of the user.

Within GUsT-3D, the designer can redefine the constraints by directly using the pre-defined layers. In
GUsT-3D a constraint is a tuple of three entries :

— the (Source,Target) pair of the interaction, with layers.

— Criterion on under which the interaction can take place, which is a boolean evaluation on a property
for a certain value. The property can be further of three types :

1. Individual property : a) a geometric property (i.e., position, rotation), b) the localization of the
entity (within a navigable space), and c) the layer which the entity belongs to,

2. Relational property : a) the Euclidean distance or designer added definitions such as near or f ar
based on the Euclidean distance, b) the relative position between entities including above, below,
contains, and holding (e.g., in the case the user is holding an object), and c) visibility constraints
between the camera and another entity such as visible, occluded, and f acing.

— State_change resulting from the interaction

Using this vocabulary, we can then define an interaction constraint, such as the following for take_ob ject
movable and interactable :

1 "unitSpace": { "name": "Meter", "value": 1.0 },
2 ...
3 "distance_variables": [
4 { "name": "Far", "value" >= 8 },
5 { "name": "Near", "value" <= 3 } ],
6 "interaction_criterions": [
7 { "name": "Movable",
8 "range": { "name": "Near" },
9 "visibility": true },

10 { "name": "Interactable",
11 "range": { "name": "Near" },
12 "visibility": true } ]

In this example, to perform an interaction with an object of type interactable or movable, the criterions are
defined to require the user to be near (i.e., within 3 meters) and have the object in their field of view objects.
These are currently limited to relations between at most two entities, but we can imagine incorporating
lambda functions to have more complex constraints.
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3.1.1.4 3D Scene graph generation

One of the advantages of having entities in the 3D scene annotated with an ontology is to extract and
represent the relations between entities as a scene graph. The scene graph becomes a model that can be used
to describe the state of the system from a given perspective in a moment of time. To do this, we take the
annotated scene, layer definitions, and the defined interactive constraints, and calculate the scene graph in
three steps :

1. calculation of navigable spaces. Ground tiles labelled with the same location are grouped together to
define a contiguous space.

2. calculation of the navigational graph based on the positioning of entryways between the navigable
spaces, and

3. reasoning of interactive constraints between all pairs of entities to extract the interactive relations

These are then exported as a .dot file which can be visualized as a graph where the nodes denote various
entities or entity groups, and edges denote their relations. An example of a scene graph calculated from the
annotated scene can be found in Figure 3.3.

Figure 3.3 – A partial scene graph generated from the scene to show the relations between various entities
in the scene, including navigable spaces and entryways, movable props, objects that serve as support or
containers, and other elements such as ground and wall entities. The hard edges denote location relations,
whereas dashed edges of different colours indicate interactive and navigation relations between entities.

3.1.1.5 Intersubjectivity : defining and managing real-time GUTasks

Setting out from an annotated 3D scene, the designer must now define the target tasks for the user to
carry out, which we term Guided User Tasks (GUTasks) that can be managed in real-time.

GUTask definition Based on the grammar for interactive constraints and state changes, defining a GUTask
comprises of specifying a list of constraints for the success of the task. Specifically, each constraint is
composed of a time frame, and the desired state to be achieved. Assuming the task scenario is run from time
t0 to tn, expressed in first order logic, a state can be evaluated at : a specific time State(tm, [parameters]) ;
at some arbitrary point during the task ∃m(State(tm, [parameters])) ; or at all time steps during the task
∀m < n → State(tm, [parameters])

Suppose we would like to define a GUTask that requires the user to place a book on the bedroom table,
the definition of this GUTask would be :
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1 "unitTime": {"name": "Second","value": 1.0},
2 ...
3 "sceneName": "Road-crossing-oneway",
4 "gutask": [
5 {"taskID": 1, "goal": "Take", "goalItem": "Book",
6 "targetHelp": "PathGuide", "baselineHelp": "HelpText",
7 "TargetTime": 10, "BaselineTime": 20,
8 "targetText": "", "baselineText": "The book is on the ground",
9 },

10 {"taskID": 2, "goal": "GoTo", "goalItem": "Bedroom",
11 "targetHelp": "PathGuide", "baselineHelp": "None",
12 "TargetTime": 10, "BaselineTime": 20,
13 "targetText": "", "baselineText": "",
14 },
15 {"taskID": 3, "goal": "PlaceOn", "goalItem": ["Book", "Bedroom table"],
16 "targetHelp": "PathGuide", "baselineHelp": "HelpText",
17 "TargetTime": 10, "BaselineTime": 20,
18 "targetText": "", "baselineText": "The table is next to the bed",
19 } ] }

When the target time or baseline time is exceeded for a task, a help can be provided to the user. In the
above example, we can observe two different types of help : (1) HelpText, displaying a text defined by the
designer to provide hints to users ; and (2) PathGuide, showing the path that leads to the target object or
location to the user in the form of a red line between the user and the target. Figure 3.7 shows the interface
created for the design of GUTasks. The definition of a GUTask is independent of any specific scene geometry
or configuration : the same GUTask could be applied to two different scenes containing objects and entities
annotated with the same layers. However, if the scene doesn’t contain objects or layers defined in the GUTask,
then the GUTask is not relevant to the scene, and thus there is no way for the user to achieve the task.

Real-time GUTask management Our framework also provides easy ways to record user behavior, and
manage and validate GUTasks when the scenario is run.

The first such mechanism is the recording of logs, at a granularity that can be set to n logs per second in
a Unity configuration window. Two types of logs are included : LogO created for objects, and LogU for the
user. Each newly launched instance of the scene creates a separate log file. Each log contains the following
information : Movement of the position and rotation of the entity, State Changes of any defined interactive
property (from Section 3.1.1.3). Since these can be numerous, the designer can define a “watchlist” of those
that should be logged, and Interaction that results in a state change to a scene entity, as a target-source pair.

Here is an example of a LogU during a scenario :

1 { "logID": "c2s1r14",
2 "timeUnit": { "name": "Decisecond", "value": 0.1},
3 "playerHeigh": 1.75,
4 "logs": [{
5 "unixTime": 1675159973585, "timeID": 1,
6 "position": {"x": -1.9,"y": 3.4,"z":-4},
7 "rotation": {"x": 0.02,"y": 0,"z": 0.},
8 "holdingItem": "",
9 "localisation": "House",

10 "inViewItems": ["brown_table"],
11 "lookedAtItemName": "brown_table",
12 "currentTask": "Step 1 : Go to Outside",
13 },
14 {"unixTime": 1675159973605, "timeID": 2,
15 "position": {"x": -1.9,"y": 3.4,"z": -4.4},
16 "rotation": {"x": 0.01,"y": 0,"z": 0,},
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17 "holdingItem": "",
18 "localisation": "House",
19 "inViewItems": ["black_box", "brown_table"],
20 "lookedAtItemName": "brown_table",
21 "currentTask": "Step 1 : Go Outside",
22 ...
23 },

In this example, the logs of the player were recorded at a frequency of 10Hz (one frame every decisecond).
The logs include the user position, height, interactions, attention, and current task. In this example, the player
currently at the localization House have the task asking to go to the localization Outside.

1 { "logID": "c2s1r14",
2 "timeUnit": { "name": "Decisecond", "value": 0.1},
3 "logs": [{
4 "unixTime": 1678368892245, "timeID": 1,
5 "item": {
6 "objRef": 1,
7 "objName": "golden_key",
8 "position": {"x": -4,"y": 0.9,"z": -4},
9 "rotation": {"x": 0.1,"y": -0.7,"z": 0.6},

10 "layer": "Movable",
11 "pair": ["coffeeTable", "OnTopTarget"]
12 "localisation": "House"
13 "status": "dropped"
14 },
15 { "unixTime": 1678368892245, "timeID": 1,
16 "item": {
17 "objRef": 2,
18 "objName": "garbage_bag",
19 "position": {"x": -2.7,"y": 0,"z": -4},
20 "rotation": {"x": 0.0,"y": 0.0,"z": -0.1},
21 "layer": "Movable",
22 "interactions": ["user", "holding"}
23 "localisation": "House"
24 "status": "holding"
25 },
26 ...

In this example, the logs of the objects composing the scene "golden_key" and "garbage_bag" were recorded
at 10Hz. The logs include the object’s position, layer, localization, and current interactions with either the
environment or the user. We can observe the fact that the golden_key has been dropped by the user on top
of the object coffeeTable, while the user is currently holding the object garbage_bag. These logs contain
sufficient information to re-calculate the scene graph for each time step, updating localization and interaction
states. The scene graph would allow one to deduce as much fine-grained information as all the entities visible
to the user, as well as high-level changes such as an object going from being placed_on another object to
being held by the user, which is key to analyzing the user experience, presented in the next section.

3.1.1.6 Intentionality : reasoning on and visualizing user experience through spatio-temporal queries

The query component of the framework is designed to allow the construction of diverse queries about
the scene using a fixed set of vocabulary. Queries can be made on any entity or layer name. The syntax for
possible queries under our framework is shown in Figure 3.4

Queries can be constructed on entities in real-time or on the logs post-experience. In real time, entities
that match the query are highlighted in the 3D scene. On the logs post-experience, the designer can use
this same component to construct spatio-temporal queries, and to observe at each timestamp the temporal
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Figure 3.4 – The syntax of the query is composed of keywords from the vocabulary defined in GUsT-3D
including a minimum of three keywords – the reference point (usually the user camera), query head, and
target – and potentially two additional keywords that can further limit the search to entities that fulfil specific
location or interaction constraints. The result of a runtime query can be seen in Figure 3.8.

evolution of positions of objects, the user, and the interactions that take place within the scene between these
entities. This query component thus allows the designer or observer to monitor all of the entities of interest
in the 3D scene. Object and path highlighting aids the designer in clearly defining the objects and layers
related to the GUTasks, as well as add suitable indications which can be used to guide the user in completing
the task.

3.1.1.7 Workflow and system integration in Unity

We can now combine the framework and the workflow from Figures 3.1 and 3.2 into Figure 3.5 to show
how each element of the framework introduced in this section intervenes with the designer workflow, and the
flows of information between the Designer, the User, and the 3D scene.

Figure 3.5 – The combined framework and task model to indicate how each element of the framework
intervenes on the workflow of creating a 3D embodied experience. The arrows indicate the information flow
on the three embodied experiences aspects : ontology (red), intersubjectivity (blue), and intentionality (green)

This framework is realized as a set of editor interfaces in Unity. It realizes our 4-step workflow of the
design of an embodied user experience depicted in Figure 3.2. We detail below concretely how the framework
integrates into Unity for each step of this workflow.
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Design and Annotate of 3D scene ontology Scene annotation provides the first step to having a context-
aware 3D environment that allows one to make meaningful inferences as to where the user is, what actions
they are carrying out and how, and from there analyze the perceptions and intentions of the user.

We designed an interface that allows the easy addition of layers, interactive constraints, and units. The
design schema for the interface is shown in Figure 3.6, which also demonstrates how layers are structured
hierarchically to allow layers inheriting properties of other layers.

Figure 3.6 – Schema of the layers definition interface, which allows the scene designer to add and edit the
units, constraints, and layers either through point-and-click or importing a configuration file. The actual
interface we designed based on the schema is shown on the two sides.

When the scene has been fully annotated, the navigable spaces and scene graph are calculated with an
interpreter for the layer relations and the interactive constraints. The navigable spaces are calculated based
on connectivity between the ground tiles and the designated entryways. All entity properties and relations
are then encoded by color and style respectively, and exported to a .dot file that provides a scene graph
visualization as depicted in Figure 3.3.

Define GUTasks for intersubjectivity The next step of the workflow is to establish the intersubjectivity
through defining GUTasks for the scenario to be communicated from the designer to the user, based on the
pre-defined ontology. The interface component in Unity for specifying GUTasks is shown in Figure 3.7,
allowing the easy modification of the task goal, constraints, as well as user guidance in the form of text
or path indications that can be communicated to the user at specific time points when they have difficulty
accomplishing the task.

The GUTask list is also saved in a JSON file in a separate file from the scene representation, using the
same vocabulary defined in the GUsT-3D. They use the same layer and annotations from GUsT-3D ontology,
which means the designer can easily create and import new GUTask lists for the same 3D scene, allowing the
same scene to be reused easily for different task scenarios.

Analyze user experience The analysis of user experience is facilitated through the loading of the user logs,
in which various information is then visualized. This visualization involves composing queries on specific
entities in the scene. The Query Log window allows one to load a log, and drag the time slider to enumerate
all the state changes for the specific entity. At the same time, the scene graph is generated for each time
stamp, and can be viewed directly in the log window. These elements are shown in Figure 3.9.

3.1.2 Case studies
We present here two case studies – an indoor and outdoor scene – to show the wide range of possible 3D

embodied experiences that can be created with our system.
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Figure 3.7 – This interface allows designers to define GUTasks, add and edit task constraints, view the list
of existing tasks. The tasks can be easily loaded and exported in the GUsT-3D representation for reuse in
various scenarios.

Figure 3.8 – Here we show the window to construct a simple query using the syntax from Figure 3.4 that
counts the number of props within a near distance (3 meters) of the player camera. The two views show the
highlighting in the scene from the player viewpoint (left) and the Unity scene view from above (right).

Figure 3.9 – Window for querying the logs of a previously run scenario, including loading a log file, a slider
to show all the state changes recorded to an entity, and the descriptive text on the state at a time point. A
generated scene graph of the user’s interaction state at a specific time point is shown on the right, indicating,
for example, visibility of entities and objects being held.
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3.1.2.1 Indoor scene : navigation and object interaction

The first case study uses the indoor scene seen on Figure 3.8 with three navigable spaces – Garage,
Kitchen, and Bedroom – separated by walls, and connected by doors. We design a simple GUTask for this
scene that is similar to an escape game task. The user must (1) locate and retrieve a stack of books from the
Bedroom, and (2) navigate to the Garage and place them on the bookshelf to reveal a hidden passage.

The annotation of the scene ontology involves the navigable spaces (ground tiles for Bedroom, Garage,
and Kitchen), and the assigning of object and interaction layers to other entities (movable such as book
stacks or support like bookshelves). Multiple elements can be selected and annotated simultaneously with
the desired layers and localization using the interfaces we designed in Section 3.1.1.7. A previously annotated
scene that was exported in the GUsT-3D representation can also be loaded using the interface, which
facilitates the loading of ontologies already pre-defined by other designers.

Next, we define the GUTask that facilitates the intersubjectivity communication between the designer
and user on what the user should do in the scene. The user starts out in the Bedroom where the stack of
books is. Assuming the task is carried out between time t0 and tn, the constraints for correctly carrying out
this GUTask described in first-order logic include :

1. User at some point must be in the bedroom, near enough to the stack of books, the stack of books must
be visible from the user point of view, and the user must interact with the stack of books :
∃m(Localization(tm,User,Bedroom)∧Near(tm,User,BookStack)∧
Visible(tm,User,BookStack)∧ Interact(tm,User,Take,BookStack))

2. At the end, the user must be in the Garage and the stack of books must be on the garage bookshelf :
Localization(tn,User,Garage)∧onTopO f (tn,BookStack,GarageBookshel f )

Figure 3.10 – Given the GUTask of placing a stack of books on the bookshelf in the garage, this figure
depicts the interaction and navigation paths of the user for two constraints : (1) locating and retrieving the
stack of books, and (2) navigating to the garage, and placing the stack of books on the bookshelf. We use the
same color and shape representation of entities as Figure 3.3. It is worth noting that the interaction with the
stack of books in (1) requires evaluating an attention constraint – that the object has to be in the user’s visual
field.

The navigation paths and interactions for the two constraints of the GUTask are depicted in Figure 3.10 in
two parts following the above constraints : (1) locating and retrieving the stack of books, and (2) navigating
to the Garage to place the stack of books. Through user logs, we can observe which objects the user tries to
interact with before finding the correct ones, and how much time the user takes to navigate the environment.
It is an example of how a simple GUTask can be defined in a complex 3D scene with various interactive
constraints.
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3.1.2.2 Outdoor scene : traversing a traffic crossing

The second case study involves a pedestrian crossing as depicted in Figure 3.11 with a road lined by two
sidewalk strips, and connected by a pedestrian crossing.

Figure 3.11 – The second case study features a basic road crossing scene in an open space. The scene has
four navigable spaces : a road and a crossing that overlap, and two sidewalks. From left to right, this figure
shows the top view, the navigable spaces, and a viewpoint from the user camera.

The GUTask defined for this scene is that the user must cross from Sidewalk2 to Sidewalk1 in security,
involving two sub-constraints : (1) crossing through the pedestrian crossing and not anywhere else on the
road, and (2) verifying that the crossing light is green before and during crossing.

The first step is the annotation of the scene ontology. The resulting calculation of navigable spaces is
shown in Figure 3.11.

The second step in the workflow is to define the GUTask to communicate intersubjectivity from the
designer to the user. The initial position of the camera is on Sidewalk2. Assuming the task is carried out
between time t0 and tn, the constraints for correctly carrying out this GUTask described in first-order logic
include :

1. User does not at any point appear on the Road :
∀m < n →¬Localisation(tm,User,Road)

2. User must at some point look at the light when approaching the crossing from Sidewalk2 :
∃m(Localisation(tm,User,Sidewalk2)∧Near(User,Crossing)∧LookAt(User,Light))

3. User can only be on the crossing when the light is green :
∀m(Localisation(tm,User,Crossing)→ State(tm, light,green))

4. The user should be on Sidewalk1 at the end :
Localisation(tn,User,Sidewalk1)

This GUTask further involves the element of user attention as an active constraint, requiring the user to
consciously direct their attention towards the traffic light while approaching the crossing to ensure a safe
crossing, which in addition to navigation, involves also an “attention path” of the user’s gaze.

Through generated user logs, further insights into user intention can be drawn, such as whether the
user continued to pay attention to the light during the crossing, the variation of walking speed on different
navigable spaces (e.g. the user walks faster on the crossing to ensure timely arrival on the other sidewalk).
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3.1.3 Evaluation
We assessed our framework through a formative evaluation, which was initially used in education for

instructional design (Boston, 2002 ; Black & Wiliam, 2009) and later extended and popularized in human-
computer interactions by Hix and Hartson (1993) to describe evaluations in formative stages of design
(Trösterer et al., 2012). As emphasized by Carol et al. (1992), formative evaluations provide observations
and recommendations that can be immediately used to improve the design of the product or service, and
refine the development specifications.

With this evaluation, our primary aim is to identify gaps between the goals of our framework and our
current approach to the system implementation, which is done primarily through feedback from expert
interviews, and also collecting specific points to improve on for the implementation before continuing to
adapting the system to a professional use case. The case study of the indoor scene (navigation and object
interaction) was used as illustrative support.

3.1.3.1 Participants

We recruited 6 expert users (3 male, 3 female) from a convenience sample, which is around the recom-
mended number of participants for this type of formative evaluation (Jonathan Lazar, 2010). Concerning the
experience with software available in the market, all six participants reported to have experience with Unity,
with some having experience in other software including Blender (5), Unreal Engine (4), Maya (1), Voxel
(1), iClone (1), Character Creator (1), 3D Exchange (1), and Tinkercad (1).

3.1.3.2 Procedure

The interviews were organized in four main steps : presentation of the study, profiling of participants,
presentation of our workflow and implementation to develop the indoor scenario, and debriefing. We
structured our interviews in a similar way proposed by Burmester et al. (2010), by presenting the usage of
our application, allowing participants to freely express their positive and negative feedback, and collecting
qualitative feedback on specific points to gain concrete advice for future versions.

The presentation of the steps to develop the indoor scenario was at the core of the interview. At first, we
have provided an image of a scene composed of 3 rooms : a kitchen, a bedroom and a garage. Participants
were then asked to assess and rate the perceived usability for performing the following steps in the workflow
in link with embodiment theory :

— S1 - Scene annotation (Ontology) : involves creating new layers, and adding and annotating an object
to an existing scene.

— S2 - Creating an interactive scenario (Intersubjectivity) : involves defining the GUTasks that the user
should carry out in the scenario (i.e. go to the bedroom, then take the lamp placed on the desk, go to
the kitchen, and then place the lamp on the table).

— S3 - Running the scenario (Intersubjectivity) : involves the user carrying out the defined GUTasks in
real-time, with logs of the scene changes and user behavior recorded . This step is performed by the
end-user and mostly automated for designers.

— S4 - Analysis of user experience (Intentionality) : involves querying and visualizing the log output of
the scenario in order to understand the user experience.

We have created videos showing the real use of the tools with detailed information so that participants
could identify usability problems in running scenarios. Participants were prompted to provide detailed
comments with respect to : perceived usability, learning curve, efficacy, and flexibility of the system. For
steps S1, S2 and S4, we asked participants to provide a score on a 1 (poor) to 5 (very good) Likert scale on
their perceived usability, learning curve, efficacy, and flexibility of the workflow.
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3.1.3.3 Results

In the analysis of results of the interviews, we look at the two parts : scores on various metrics for each
step, and the verbal feedback on pros and cons of our workflow. With the selective study pool, our analysis
focuses on the qualitative understanding of how our framework and workflow would improve their design
process, and the limitations it imposes.

Figure 3.12 – For the three steps in the workflow, the responses of each participant on the usability, learning
curve, efficacy, and flexibility of the implementation. The step “Running the Scenario” does not have these
metrics, since it is mainly composed of the automatic processes that launch the GUTasks and record logs of
the experience. The missing responses indicate where participants responded “I don’t know”.

An overview of these scored evaluations received from the expert interviews in steps S1, S2, and S4 is
summarized in Figure 3.12, showing the responses of each participant on each metric for the three workflow
steps. Overall, the participants found that the workflow implemented in Unity made their design process
much more efficient, and on average the responses to the individual steps were all positive, though some
more than others. Participants with more experience in 3D development were more critical of the flexibility
of the interfaces.

We also analyzed detailed qualitative feedback from the interviews, as summarized in Table 3.1. Overall,
participants provided more positive than negative comments for the general workflow. They also provided
many suggestions for improving the usability and the user interface in all the workflow steps. On S1,
participants (P1, P2, P4, P5) suggested that the interface should “Centralize different features in a single
window”. On step S2, participants commented that “The labels of the UI tools could be more easy to
understand”. P3 commented on S3 “Display tasks with color depending on the guidance type, task goals,
and times would help to better see the tasks”. Another interesting comment on S3 from P4 was “I don’t
need to code just click and select, and progress is automatically saved”, which is a convenient feature of the
implementation. As for the step S4, the participant P5 put himself/herself in the shoes of the end-user and
suggested that the designer should “Ask the user how much guidance they want, and when’ , which definitely
would help customize the guidance to be provided by GUTasks specified in the GUsT-3D representation, and
thus improve the user experience.

The results of the formative evaluation have thus evaluated the usability, learn-ability, efficacy, and
flexibility of the implementation of each step of the workflow. The results of such as formative evaluation
confirm the needs of Designers for an integrated workflow for the creation and management of interactive user
experiences in VR, demonstrates the added-value of the framework, and also provides valuable suggestions
for improvements.
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TABLE 3.1 – Participants were asked to elaborate the positive and negative points of each step of the
workflow and its implementation. Here we summarize the qualitative feedback from expert participants on
each step, with the IDs of the participants that provided each point in parenthesis.

Workflow step Positive feedback Negative feedback
- Time gain (P1, P2) - Unclear path indications (P4, 5, 6)

S1 - Convenient for non-developer (P2, 3) - Complex syntax for query language (P2)
Scene - Allows real-time testing (P2) - Too many separate windows (P1, 2, 4, 5)

annotation - Easy to learn (P1, 3, 4, 6) - No sound annotation or properties (P6)
(Ontology) - Any new object can be added (P2, 5) - Can’t be used with other software (P6)

- Properties & pathfinding on objects (P4,5,6)
- Ontology can be used with any 3D scene (P6)
- Easy to learn (P1, 2, 3, 5, 6) - Limited to tasks available in the tools (P2, 5)

S2 - Time gain (P2, 3, 4) - No parallel tasks (P5)
Creating an - Convenient for non-developer (P2, 3) - Names and labels in UI are not clear (P1, 4, 6)
interactive - Easy creation of task list (P4)
scenario - Good management of user guidance (P5)

(Intersubjectivity) - Recap of all tasks is easy to understand (P1)
- All information in one place (P1)

S3 - Easy to learn (P1, 2) - Unclear object names (P1, 4)
Run task - Provides a color-coded timer (P2) - Text on the screen is hard to read (P3, 6)
scenario - Provides useful indications to the user (P3, 5) - Don’t know how to interact with objects (P4)

(Intersubjectivity) - Cannot change UI display (P2)
- Current time and time unit is not displayed (P1)

- Scene graph is easy to understand (P4) - Limited visualization methods (P3, 4, 6)
S4 - Displays information over time (P3, 5, 6) - Lack of a global view (P4)

Analysis of - Information is useful for analyses (P5, 6) - Hard to read when too many items (P2, 5)
user experience - Shows user-scene interactions (P4) - UI lacks auto-complete/autoplay (P1, 4)
(Intentionality) - Easy to learn (P2) - Cannot export scene graph as an image (P3)

- Scene graph generation is automatic (P1, 2) - Scene graph cannot be customized (P2, 5)
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3.1.4 Discussion
In the literature on the subject of semantically enriching VR experiences, many frameworks and ontologies

have excellent properties for designing 3D content. Nonetheless, they present a number of limitations when
considering embodied experiences. (1) Reasoning about the user experience within the scene is mostly
limited to the geometric properties of 3D objects (Brutzman & Daly, 2010 ; Pittarello & De Faveri, 2006)
or interaction in a single usage scenario (Gottschalk et al., 2020). (2) They have a strong focus on the 3D
geometry, and those that include interactions are defined at the level of the device and interface (e.g., a
mouse, controller, gesture) (Górski, 2017 ; Raffaillac & Huot, 2019 ; Behr et al., 2004 ; Navarre et al., 2005 ;
Vanacken et al., 2007) instead of for user tasks (e.g., “take an object”, “move to location”), and hence do not
allow systematic task validation. (3) There is no temporal representation of the world, and user state changes.
(4) While some works allow the generation of 3D images or scenes (T. Chen & Guy, 2018 ; Y. Liu et al.,
2019 ; Wang et al., 2019 ; Speicher et al., 2021 ; W. Li et al., 2020), these are not semantically annotated.
Firstly, they do not have customizable interactive possibilities or user task management, and secondly, they
do not allow a faithful re-creation of a specific scene with task and interactivity information included.

This novel framework based on Dourish’s embodiment theory presents multiple capabilities to design,
run, and analyze embodied experiences in VR. This involves notably the development of the GUsT-3D
representation to establish scene ontology, the Guided User Tasks (GUTask) definitions to create and run
user tasks, and tools for the query, analysis, and visualization of scene and user behavior evolution. The
framework is implemented and integrate well into the Designer’s process to create, manage, and analyze VR
embodied experiences of target users.
We believe the scene graph generation using the ontology opens exciting pathways to support model-based
evaluations of embodied VR scenarios, which is part of the work presented in this thesis. The next step of
this work is the deployment of the framework to a practical use case, to observe how the framework perform
in real conditions, and to collect metrics allowing the analysis of embodied interactions in immersive context.

3.2 Framework application for the observation and understanding of
multimodal embodied VR experiences

The second major challenge explored, related to the RQ1B, is the task of building and executing VR
studies enabling the performance and the capture of embodied interactions (e.g., 3D interactions, physical
walk). Analyzing embodied interactions to interpret and understand the user’s experience and intentions
is complicated : on the system level, there can be a mismatch between the intentions of the user and
the designers’ expectations when the experience is first created (Grabarczyk & Pokropski, 2016) ; on the
individual level, there are non-visible changes in our visual, emotional, motion processing, and related
sensations that reflect one’s intentions (Martens et al., 2019). Creating an environment allowing the fluid and
clear communication of intentions between the designer and the user is very important when we want to
design personalized applications, and thus a grand challenge for VR media.

This section presents the practical application of the GUsT-3D framework presented in Section 3.1.
This framework was applied to a case study investigating the impact of low-vision conditions on life-sized
road crossing scenes. Users were given (1) various tasks in succession (process visual indices, obtain
objects, navigate to points of interest, interact with entities) ; (2) under either normal or simulated low-
vision conditions (i.e., with a virtual visual scotoma, a region in the center of the visual field where visual
information is blocked out) ; and (3) with physical walking or simulated walking using a headset game pad.
The ultimate goal of the study is to investigate the potential of VR for rehabilitation and training for patients
with low vision and other motor-sensory impairments.
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Figure 3.13 – The recorded data includes sensors in the headset and system – gaze and head tracking and
system logs –, motion capture data from the XSens MVN Awinda starter, and skin conductance and heart
rate from Shmmer3 GRS+ sensors.

We focus here not on the results of the study itself, but on the application of a technical platform using
the framework GUsT-3D to enable the study to be realized, from the design of the interactive task model and
the set-up and running of the study. This work presents three main contributions :

— realization of a technical platform with multimodal sensors and freedom of navigation

— the definition and encoding of a task model at levels of ontology, intersubjectivity, and intentionality,
to enable fine-grained observation

— the execution of a study with 40 participants under this framework to collect embodied interaction
related data needed for the next thesis chapter contribution

In this section 3.2, we describe in Section 3.2.1 the technical setup for the embodied experience enabling
physical walk, as well as the multimodal data collected. Then, in section 3.2.2 we present the study design
using task-based methodology. We explore the analysis of the embodied interactions through the metrics
collected during this study in the next thesis chapter.

3.2.1 Methods and Materials
In a joint effort of computer science, neuroscience, and clinical practitioners, our aim for this study was to

investigate the impact that a simulated low vision condition had on user navigation in complex environments,
from the analysis of attention, emotion, and behavior. The complex environment of choice was road crossing
scenes : a common daily situation where the difficulty to access and process visual information (e.g., traffic
lights, approaching cars) in a timely fashion can lead to serious consequences on a person’s safety and
well-being. Analyzing the impact of low vision and navigation in such situations imposed a number of
technical constraints that needed to be fulfilled :

— Viably capture gaze, physiology, and motion data without the sensors interfering with the tasks.

— Free natural walking in a large space – at least the length of a standard two lane road pedestrian
crossing.

— Logging of user interactions within a scene context – scene annotated with an ontology representing
object, interaction, and navigation properties.

The rest of the section, we present the design of such a study and the rationale for our design choices.
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3.2.1.1 Multimodal sensors

The metrics chosen shown in Figure 3.13 were selected in order to be able to rebuild the complete
embodied experience by synchronizing and correlating the data relevant to the embodied experience (i.e.,
where was the user, what the user was interacting with, in what state was the environment, in what emotional
and physical state was the user, etc.).

The framework was made in order to incorporate a large variety of metrics, and be as flexible as possible
in order to propose a framework adaptable to other potential study conditions. We surveyed a large range of
equipment and their usage in existing work. On the technical requirements side, an important motivation for
the choice of metrics was the presence of (or possibility to add) a Unix Timestamp, and the minimization
of latency, in order to facilitate the synchronization of all the data together at any time of the experiment,
necessary to the analysis and viability of the results we wish to present.

Eye tracking headset Eye tracking is a strong prerequisite for this study, in order to place a virtual scotoma
in real time based on the gaze position for the simulated low-vision condition. However, eye tracking data
itself is also insightful in an embodied experience analysis, allowing the observation of the user’s attention
during a scenario, as done in Xue et al. (2021). We surveyed the HTC Vive Pro Eye ∗, the HP Omnicept
Reverb 2 and the Varjo VR2 † headset, all of which included more or less equal eye tracking capabilities. The
weight of the Varjo VR2 excluded it from our choices. In the end we chose the HTC Vive Pro Eye, which
includes by default eye and head tracking functionality. With this headset, the SteamVR application was
used for the VR environment configuration. The main factor influencing headset choice was the navigation
constraints, which will be detailed in Section 3.2.1.2. One issue that is present for most eye tracking devices
in VR headsets is latency in the recorded data. The head data on the HTC Vive Pro Eye does not have this
delay, which we use as a baseline to align with the eye tracking data before synchronizing with the data
captured with other equipment.

Motion capture Motion capture provides very rich information about embodied experiences, as shown
in Mousas et al. (2020) work, using metrics such as step length of participants to evaluate how confident
they feel walking in a VR environment. We surveyed two inertia-based motion capture systems : the Rokoko
mocap costume ‡ with 19 sensors and the MVN Awinda (jacket + 17 sensors) § for body motion tracking.
The MVN Awinda system was chosen in the end due to its resilience towards magnetic interference as well
as the precision of the captured data. The Xsens MVN 2022 software was used to calibrate and record the
data, and the Xsens MVN motion cloud was used to convert the records in formats .mvnx and .bvh for later
analysis, the .mvnx format being the only one containing Unix Timestamp.

Physiology sensors We decided to use sensors including skin conductance and heart rate, metrics popularly
used by Memar et al. (2021), and Pidgeon et al. (2022) for the evaluation of the level of user emotion arousal.
We surveyed the Empatica E4 ¶ and the GSR Shimmer3+ ∥ which were at similar price ranges and included
sensors for skin conductance and heart rate. The GSR Shimmer solution was chosen in the end for its higher
data rate (15Hz compared to 4Hz). The Consensys software was used for the configuration and the data
record done on the Shimmer’s SD card.

Sensors not interfering with the VR embodied interaction was another important criterion in the design
of this setup, as it would affect both user behavior, and introduce noise into the data. We did multiple test to
find the ideal setup and how the user would use it, notably for physiological sensors and controllers, both
relying on hands for interaction and data record. Using the non-dominant hand for physiological sensors and
the dominant hand for simulated walk on controller was the most efficient solution we found.

∗. https://www.vive.com/eu/product/vive-pro-eye/overview/
†. https://varjo.com/
‡. https://www.rokoko.com/products/smartsuit-pro
§. https://www.movella.com/products/motion-capture/xsens-mvn-awinda
¶. https://www.empatica.com/en-eu/research/e4/
∥. https://shimmersensing.com/product/shimmer3-gsr-unit/

https://www.vive.com/eu/product/vive-pro-eye/overview/
https://varjo.com/
https://www.rokoko.com/products/smartsuit-pro
https://www.movella.com/products/motion-capture/xsens-mvn-awinda
https://www.empatica.com/en-eu/research/e4/
https://shimmersensing.com/product/shimmer3-gsr-unit/
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3.2.1.2 Navigating in a large space

In this work, we created a setup enabling physical walk locomotion in VR. In standard road crossings,
the minimum required width of a car lane is 3.5m, and the minimum width of the pedestrian crosswalk was
2.5m with the standard being 4−6m. We included one meter of pedestrian crossing on each side of a two
lane road, and some margin on the sides of the crosswalk to ensure safety. In total, the required navigation
space for this study is 10m x 4m, delimited in Figure 3.14.

To find a lightweight solution to navigate in a large space represented the most challenging part of the
setup. Existing headsets that have eye tracking capabilities which we were able to survey were all tethered
headsets. We therefore had only three options : buy a very long headset cord, use a VR backpack along
with other sensors, or find ways to untether the headsets. The first two were discarded after multiple rounds
of discussion : the longest available cord for all three headsets would only just allow the user to reach the
borders of the space, resulting in tension at the back of the head. With all the required sensors for the study,
the VR backpack would add a significant load on the user and impact analysis on the pose.

In the end, we went with the wireless module ∗∗ for the HTC Vive Pro Eye. However, the module was
extremely experimental, mostly relying on community forums for information. There was, for example,
no information on the range of the module sensor, nor whether eye tracking data could be collected with
the module. We ran multiple tests and were able to verify a number of capabilities of the module shown in
Table 3.2, including the range of navigation we desired, as well as compatibility with the eye tracking data.

TABLE 3.2 – Technical capacity of the HTC Vive Pro wireless module based on our homemade tests

Technical
require-
ments

We tested two computers, one with a 2080 GTX
and i9 CPU, and the second with a 3080 RTX
and Xeon CPU, both with the required PCIe slot,
but only the latter was able to smoothly lanch
the scenes.

Navigation
space

The camera needs to be able to visibly “see” the
headset at all times. We used four base stations,
one at each corner of the space, and were able to
calibrate the space of 4m x 10m.

Data Compatible with Steam VR to collect eye tra-
cking data and 6DoF headset position and rota-
tion data.

Battery The battery allows roughly two hours of usage
Comfort The module was relatively light, but continuous

usage for longer than an hour could result in
overheating and transmission errors, causing si-
gnificant lag and screen freezes

To our knowledge, we are the first, as of 2023, to use the wireless module in a study requiring 6DoF
movement, with few very recent and notable instances of its usage to facilitate placement of EEG electrodes
(D. Huang et al., 2022 ; Kumar et al., 2022). Nevertheless, it ticked all of the boxes for weight, data collection,
and freedom of movement. By removing the cable, pilot testers felt that the movement was much more
natural, not restrained by the cable, increasing their feeling of presence. Compared to other existing solutions,
we thus decided that we would work around the limitations.

3.2.1.3 System logging

We conceived a study with different types of tasks, in two movement conditions and two vision conditions.
We then needed a way to annotate the scene with object types and interaction possibilities, then record
fine-grained interactions in the scene context. We used the GUsT-3D framework (Section 3.1 for the task
management and metric logging, allowing the conception of a vocabulary to describe 3D environments and

∗∗. https://www.vive.com/eu/accessory/wireless-adapter/

https://www.vive.com/eu/accessory/wireless-adapter/
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Figure 3.14 – The environment used for the experience measures 4 by 10 meters in navigation zone is
delimited by four base stations, one at each corner, and aligned with the virtual environment. Mattresses
surround the zone for security.

their interactive properties, as well as the definition, with this vocabulary, of tasks for the user to carry out.
The system automatically records all the states and interactions about the environment (i.e., object the user is
currently holding, current state of the traffic light, position of the cars) and can be used post-study to provide
visualizations to the designer. This system is effective to offer a control over the complete experience, from
the environment design to the experience analysis.

3.2.2 Study
Our conceived framework presents the specificity to observe finely multimodal data, to enable the

analysis of embodied interactions in VR. Using this framework, we designed a study to analyze the embodied
user experience with different types of tasks (observation, movement, grasping) in two different movement
conditions (walking physically, walking with a joystick) and two different vision conditions (normal vision,
simulated low vision), for a total of four conditions. The study was reviewed and approved by the Université
Côte d’Azur’s ethics review board (CER).

This section details the framework, using a task model for subsequent design of the conditions and
tasks in the study, and elaborates on the questionnaires that complement the physiological and motion data
recorded.

3.2.2.1 Task model

The study was built based on a task model shown in Figure 3.15, created to define all scenario tasks, and
visualize all objects and interactions the system should be able to support in the study. To allows fine-grained
analysis, knowing precisely what task are done and in what order allows us to synchronize the recorded data,
to match the physiological state of the user with the task they did. The tasks were described from the high
abstract level of the task such as “go outside” to the motor level of the task such as “approach the key” or
“press the game pad trigger to grab the key”.

Choosing at which level to give to the user instructions depends on the type of study and desired
subsequent analysis. In our case, this study has the purpose to analyze user behavior and intention, establishing
intersubjectivity with the user, while still leaving a certain amount of freedom such that they may carry out
the tasks somewhat differently, allowing a richer analysis of intentionality later on. The intermediate “Guided
user task” level in Figure 3.15 was therefore selected and transcribed as audio instructions played to the user.
Tasks below this level are therefore considered as information, the “intentions” that we want to deduct and
analyze from our multimodal data. Usage of the task model for in-depth analysis of embodied interactions is
described in more detail in the next thesis chapter (Section 4.3).
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Figure 3.15 – Modeling tasks supported by the system for the study in a task model. The task model defines
the precise the order of tasks, and the subdivision of the tasks in various levels of granularity from abstract to
low-level motor tasks. In the study, instructions are given at the level of “Guided User Tasks”, and the lower
granular motor tasks act as a cursor for intentionality analysis.
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3.2.2.2 Task design

Based on the task model, scenarios were created with the suitable interactions. The task design presented
two main constraints :

— The tasks themselves needed to involve both navigation and interaction according to the task model,
in somewhat realistic situations, and with a slight amount of changes between each scene, to avoid
learning effects from repeating the exact same scene.

— To limit fatigue, the study should fit in two hours, including the time taken to setup, and no more than
one hour in the headset.

In the end, we considered that for each condition, we could perform six scenarios of one to two minutes
long, each with precise properties to trigger certain types of user behavior.

Figure 3.16 – (Right) Our study was comprised of four conditions as a combination of real or simulated
walking, and with or without a simulated scotoma as a low vision condition. (Left) Each condition involved
six scenarios with varying levels of interaction complexity and cognitive load (number of cars)

In order to build a dataset composed of a large range of user behaviors, six scenarios were designed
around two axis of metrics we wanted to observe on the user experience shown in Figure 3.16 :

— Cognitive load axis affected by changing the amount of road lanes and cars driving in the VR
environment, ranging from 2 lanes with a car on each, to 1 lane with no car at all, as shown in
Figure 3.17.

— Interaction complexity axis affected by changing the amount and the type of interactions asked to
the player during the scenario, ranging from only one task asking to pick up one object, to multiple
tasks of object interaction, object pick up, object placement, traffic light observation. Figure 3.18 show
a scenario with high interaction complexity.

The six scenarios were performed in four conditions : two movement conditions and two visual conditions,
for a total of 24 scenarios, as shown in Figure 3.19 :

— Simulated walking the user moves forward or backward using the touchpad of the controller. The
direction of movement is determined by the direction of the gamepad, leaving the user’s head free to
explore the environment. The user could turn on the spot, but physical walking wasn’t allowed.

— Real walking the user walks physically and naturally in the 10 meters by 4 meters tracked space.

— Normal vision no vision change.

— Simulated low-vision using eye tracking, a black circle with a diameter of 10° of the foveal field is
placed in the center of the vision of the user, as shown in Figure 3.20.
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Figure 3.17 – Top-down view of the two different type of environments
included in the scenarios. One lane road is used for scenario with 1 or less cars, Two lane road is used for 2

cars scenarios.

Figure 3.18 – Participant point of view of the scenario #4 from the study featuring multiple interactions
(picking up the trash bag and pushing the traffic button) and crossing a single lane street with no cars.
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Figure 3.19 – The study protocol consists of three main stages : (1) pre-experience preparation including
signing the informed consent, a questionnaire and equipping the headset and sensors (2) the study involving
seven scenarios per condition (the first of which is a calibration scenario), two perspective taking tasks in
the middle and at the end of a condition, and a post-condition questionnaire after each condition, and (3)
a post-study questionnaire and removal of equipment. The condition and scenario sequence were pseudo
randomized. The entire study lasted roughly two hours.

Figure 3.20 – (Left) Top-down view of the calibration scenario environment, with no cars nor objects to
interact with. In this scene, the participant tests the current walking and visual condition. They are then asked
to stand up straight in front of the meter (right side of the figure) to calibrate their height in order to avoid
feelings of loss of balance. (Right) Participant view of the simulated scotoma – a region at the center of the
visual field with no visual information – following the gaze of the participant. The scotoma represents 10° in
diameter of the foveal field of view, roughly equivalent to the max distance between the index and middle
finger with the arm fully stretched.
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3.2.2.3 Questionnaires

The questionnaire was split into three parts : pre- and post-experience questionnaires, and post-condition
survey that were identical following each condition. The questions came globally from existing studies of
presence (Witmer & Singer, 1998), emotions (SAM (P. Lang, 1980)), simulator sickness (SSQ (Kennedy et
al., 1993), and technology acceptability (UTAUT2 (Venkatesh et al., 2012) with the validated French version
(Hayotte et al., 2020)). The full list of items included in the surveys is listed in Table 3.3.

3.2.2.4 Study protocol

Before the study, 10 pilot studies were carried out (four women and six men) from researchers and
students in the project, from diverse backgrounds of computer science, cognitive science, neuroscience, and
sport science. These pilot studies were repeated over a two month period involving iterative improvements
to the study, refining of the protocol and surveys, and finally an all-hands co-design session with project
members in December 2022 to validate and approve the final version of the study before the official launch
in January 2023.

With all the above elements, the final experimental protocol is presented in Figure 3.19. Participants,
upon recruitment, were sent a message with their booked time slot, guidelines to wear fitting or light attire, as
well as the informed consent to permit ample reading time. The study lasted approximately two hours long,
and was conducted in either English or French at the preference of the participant. 20 euros compensation
was given in the form of a check at the end of the study. At the study time, the participants were first invited
to sign the informed consent, answer the pre-study questionnaire, and fitted with the equipment. Participants
were briefed on the risks of nausea, fatigue, and motion sickness, and were encouraged to ask for a pause or
request ending the study if they felt discomfort, which would not impact their compensation.

During the study, two experimenters were always present to help arrange the equipment, answer questions,
and provide the participant with guidance in using the equipment. When the participant is walking with the
headset on, one of the experimenters is always focused on the participants to notice any loose equipment,
check for risk of collision or falling. Inflatable mattresses surround the navigation zone (Figure 3.14) to
prevent any collision with walls or equipment.

At the beginning of each condition, a training scenario (numbered 0) was presented to the participant to
help them discover the environment, familiarize with the interactive and navigational modalities in order to
lower the learning curve. This scenario is also used to calibrate the headset height, as shown in Figure 3.20.
The calibration was designed after numerous training tests that showed a miscalculation of headset height
using the Vive’s integrated sensors, and also encouraged users to maintain a more upright pose to avoid
instability.

Following the training scenario, each participant then completed six scenarios under the four conditions,
for a total of 24 scenarios. The sequence of the conditions and the sequence of scenarios under each condition
were pseudo-randomized using the Latin Square attribution to avoid the effect of repetitive learning and
fatigue on specific conditions.

At the end of every three scenarios, participants also performed a spatial perspective taking test (De Beni
et al., 2006), to quantify the level of presence the user experiences in the environment. During this test, the
virtual environment is hidden, and the participant is asked to point with their arm in the direction of a target
designated by the audio instruction, usually a salient object with which they interacted during the scenario
such as a trash can or the initial location of the key or garbage bag. A deviation between the participant’s
arm and the correct direction would indicate a high level of spatial disorientation, and likely a reduced level
of presence.

The post-condition questionnaire was presented to the participant after each condition, which also
served as a pause period, to re-calibrate motion tracking, eye tracking, physiological sensors, and give the
participants the opportunity to ask any questions and declare sensations of fatigue or nausea. At the end of
all conditions, the equipment was removed and the final post-study questionnaire was presented.
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TABLE 3.3 – We designed surveys for pre-experience, post-experience, and post-condition (following each
condition). The participants were allowed to skip questions if they did not wish to respond. The UTAUT2
questionnaire is detailed in Table 3.4.

Questionnaire Questions Response options
Pre-experience (T1)

Study Information User ID Number
Study Language English / French

Demographics Gender
Female / Male / Neither /
I prefer not to say

Age group 20-24/.../60+/ prefer not to say
Previous experience
with VR and video games

Have you ever used a virtual reality headset ? Never / Rarely / Sometimes
/ Frequently / AlwaysHave you every played 3D video games?

Motion sickness Do you experience motion sickness? (e.g., playing video games, transportation)
What situations cause motion sickness? Open question

Technology acceptability
(UTAUT2) See Table 3.4

Post-condition survey
Condition information Setup RW / SW; NV / LV

NASA Task Load Index

- To what extent was the task mentally demanding?
- To what extent was the task physically demanding?
- To what extent was the task hurried or rushed?
- To what extent did you succeed in carrying out the task requested of you?
- To what extent did you have to be invested to attain your level of performance?
- To what extent were you anxious, discourage, irritated, stressed, or annoyed?

10-point scale from
(1) strongly disagree to
(10) to strongly agree

Emotion How do you consider the emotions experienced?
5-point scale from (1) calming,
(3) neutral, to (5) intense

How do you evaluate the positivity of the emotions experienced?
5-point scale from (1) negative,
(3) neutral, to (5) positive

SSQ

- I felt ocular (visual) fatigue
- I felt physical fatigue in the shoulders, back, and/or limbs
- I have a headache
- I had difficulties concentrating
- I felt nauseated
- I felt general discomfort

5-point scale from
(1) strongly disagree to
(5) strongly agree

Perception of the experience

- I found the task interesting
- I found the task repetitive
- The motion capture equipment interfered with the tasks
- The physiology sensors interfered with the tasks
- The 3D scenes were realistic
- I felt that I was really walking in the 3D environment
- I felt that I was really interacting with objects

Difficulties during the task Did you encounter any difficulties understanding the task or carrying them out? Open questionFeedback Do you have any other feedback on this conditions
Post-experience (T2)

Presence questionnaire

Please evaluate your feeling of being present in the virtual environment
7-point scale from
(1) not at all present to
(7) as if it were a real place

During the duration of this experience,
did you often think you were really in the virtual environment?

7-point scale from
(1) never to (7) all the time

During the experience, which feeling was more dominant :
being in the virtual environment of the the experience, or being elsewhere?

7-point scale from (1) being
elsewhere to (7) in virtual space

Concerning your memory of being in the virtual space : to what extent is the
structure of the memory similar to that of places you have been physically today?

7-point scale from (1) not at all to
(7) exactly like a real memory

Emotional state
Interested, Anxious, Excited, Annoyed, Irritated,
Enthusiastic, Alerted, Inspired, Attentive

4-point scale from
(1) not at all to (4) very much

Technology Acceptability
(UTAUT2) See Table 3.4

Feedback Do you have any other feedback or suggestions? Open question
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TABLE 3.4 – The UTAUT2 technology acceptance questionnaire used in T1 and T2. Each question is
responded on a 7-point scale from (1) strongly disagree to (2) strongly agree.

Subscale Questions

Performance expectancy
- I find VR useful in my daily life
- Using VR helps me accomplish things more quickly
- Using VR increases my productivity

Effort expectancy

- Learning how to use VR is easy for me
- My interaction with VR is clear and understandable
- I find VR easy to use
- It is easy for me to become skillful at using VR

Social influence
- People who are important to me think that I should use VR
- People who influence my behavior think that I should use VR
- People whose opinions I value prefer that I use VR

Facilitating conditions
- I have the resources necessary to use VR
- I have the knowledge necessary to use VR
VR is compatible with other tchnologies I use

Hedonic motivation
- Using VR is fun
- Using VR is enjoyable
- Using VR is entertaining

Price value
- VR is reasonably priced
- VR is a good value for money
- At the current price, VR provides good value

Habit
- The use of VR has become a habit for me
- I am addicted to suing VR
- I must use VR

Behavioral intention
- I intend to continue using VR in the future
- I will always try to use VR in my daily life
- I plan to continue to use VR frequently
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3.2.3 Discussion
There is in the literature a lack of frameworks made for the comprehensive understanding of the embodied

experience for behavioral studies : a framework containing the complete workflow from the design of the
virtual scenario to the data recording, and finally in the analyses. Comparable frameworks could open up
in-depth analysis possibilities to address the complex interactions between scene context, task design, and
the user’s experience. Most systems and usages we surveyed in the related works 2.1.2 (e.g., (Y. Lang et al.,
2018 ; Wu et al., 2021)) focus on a subset of these aspects in a well-defined situation of usage. Due to the
highly controlled environment inherent in virtual reality, it is imperative to provide sufficient control over
the experience and tools to comprehend the system and tailor it to designer’s research hypotheses, while
avoiding any unintended external factors that may impact the final outcomes.

In this work, we presented an application of our framework enabling embodied interaction use and
observation through a study. A total of forty participants completed the study in all the four conditions
(normal vision, simulated low vision, physical walk, simulated walk). All participants performed and enjoyed
the physical walk, and all the multimodal metrics were successfully collected.

In terms of experimental setup, we noted difficulties correctly capturing the heart rate of participants
due to the sensitivity of the equipment. The sensors were placed at the base of the finger, but would easily
be disrupted from slight motions or pressing. Another limiting factor were the demographics of the study
participants, mostly being from the similar age and gender groups. Diversifying the recruitment of participants
will be a valuable component for the follow-up studies.

The focus of the presented work is on the framework, its deployment in an actual study, and how the
technical platform was established, incarnating Dourish’s theory. Dataset creation and data analysis will be
the focus of the next chapter of the thesis. Questions on how we can analyze granular data collected from
sensors will be key to characterizing a comprehensive embodied experience and moving towards a better
understanding of user intentions in VR.

3.3 Conclusion
The first contribution of this chapter, addressing RQ1A, is the conception of the GUsT-3D framework

for the design of semantically rich experiences through an ontology, to supports designers in the creation,
management, and observation of immersive experiences. This system opens ways to enrich the object and
interaction properties of embodied VR experiences and create records of the scene graph during an experience
to enable granular observations.

The second contribution of this chapter, addressing RQ1B, is the validation of the feasibility of the
presented framework and technical platform for embodied VR study. This study enables the usage of physical
movement and physical interactions in large immersive environments. Through the design and encoding
of a task model to create segmented scenarios and data, it enables the capture of behavioral indices related
to embodied interactions on a granular level. This work opens possibilities for in-depth analysis of user
experience in the embodied context in VR, a subject investigated in the next chapter of this thesis.

Contributions The publications and publicly available framework presented through this chapter :

[
F. Robert, H.-Y. Wu, L. Sassatelli, and M. Winckler. “An Integrated Framework for Understanding
Multimodal Embodied Experiences in Interactive Virtual Reality”. ACM IMX 2023, Nantes, France.
Best Paper Award � hal-04102737

H.-Y. Wu, F. Robert, T. Fafet, B. Graulier, B. Passin-Caneau, L. Sassatelli, M. Winckler. “Designing
guided user tasks in VR embodied experiences”. ACM EICS 2022, Biot, France. hal-03635452

https://hal.science/hal-04102737/
https://hal.science/hal-03635452/
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z
GUsT-3D Framework : https://project.inria.fr/creattive3d/gust-3d/

https://project.inria.fr/creattive3d/gust-3d/




CHAPTER 4
Analysis of Intentionality

from large immersive
dataset

The second subject investigated in this thesis concerns the analysis of the embodied interactions using
multimodal data, to obtain a better comprehension of the user experience lived and more toward a compre-
hension of the user intention in an embodied VR context. Contrary to traditional media, the VR system,
through embodied interactions using the body as a communication device, proposes multisensory engagement
and complex interactive possibilities. This specificity allows, by using the body as a semiotic device, the
possibility of obtaining a better representation of the user’s lived experience and intention through diverse
types of behavioral metrics. Based on Paul Dourish’s theory of embodiment, issues with the intentionality
component result in gaps between the user’s intentions and interpretation when living the experience and
the designer’s comprehension of this lived experience. To bridge this gap between users and designers in
embodied experiences, an efficient solution is to capture and analyze multimodal data (e.g., gaze movement,
body motion, 3D environment interactions, heart rate) to get a deeper insight into VR embodied experiences
by observing the link between behavioral and contextual metrics.

This chapter investigates RQ2 – How can we analyze intentionality from the user’s embodied interactions
in immersive experiences using multimodal metrics, and how can this analysis be used to provide feedback
to designers? – through three sub-questions :

— RQ2A : How to build an immersive dataset in a way that enables in-depth analysis of embodied
interactions?

— RQ2B : How to granularly analyze the user behavior of a lived embodied experience?

— RQ2C : How to use the analysis to support designers in the refinement of the immersive experience ?

We present two types of contributions. The first type of contribution concerns the creation of two datasets,
to address the challenge of collecting and observing data related to the embodied interactions relevant to
RQ2A. The first dataset, PEM360, results from participants watching 360-degree videos in VR. This dataset
is presented along with preliminary analysis on attention and emotion applied to this dataset in Section 4.1.
The second dataset, CREATTIVE3D, results from the VR road crossing study presented in the previous
chapter (Section 3.2), along with preliminary analysis of multimodal data in Section 4.2. The second type of
contribution is our conceived task-based methodology, which addresses the challenge of finely analyzing
the embodied interactions in response to RQ2B and RQ2C. For this purpose, this methodology opens the
possibility of granularly measuring the link between behavioral and contextual metrics through multimodal
data. We applied this methodology to the CREATTIVE3D dataset to characterize the embodied experience,
presented in Section 4.3.
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ID Valence Arousal Start (s) End (s) Duration (s) YouTubeID

12 7 4.6 5 103 98 T-aOVE22lEw
13 4.92 4.08 4 131 127 GJGfxfGEa9Y
17 5.22 5 5 69 64 g7btxyIbQQ0
23 7.2 3.2 8 143 135 CDfsFuDuHds
27 6 1.6 60 180 120 QxxXu_B–ZA
73 6.27 6.18 9 70 61 bUiP-iGN6oI
32 6.57 1.57 40 130 90 -bIrUYM-GjU

TABLE 4.1 – Details of selected videos. Videos are accessible at youtube.com/watch?v=[YouTubeID].

4.1 PEM360 : A dataset with emotion, motion and attention data
The initial pair of dataset-analysis work on PEM360 was conducted early in this thesis. Its implementation

and behavioral metrics analysis served as a foundation for the subsequent pair of dataset-analysis work on
CREATTIVE3D by building and utilizing VR studies, behavioral data collection, and correlation analysis.

The PEM360 dataset is built with the purpose to investigate on ways to optimize storage and distribution
of immersive 360 VR contents, by observing and understanding the connection between user attention,
emotion and immersive content. PEM360 is composed of user head movements and gaze recordings in 360°
videos, along with self-reported emotional ratings of valence and arousal, and continuous physiological
measurement of electrodermal activity and heart rate. The stimuli are selected based on high-level and
low-level content saliency to enable the spatio temporal analysis of the connection between content, user
motion and emotion. This dataset comes along with a set of software tools to pre-process the data of gaze,
electrodermal activity and content.

The entire collection of artifacts is presented as Python tools and notebooks to enable reproducibility of the
data processing. The dataset and tools are available in a public GitLab repository : https://gitlab.com/
PEM360/PEM360/.

4.1.1 User experiment and dataset description
We conducted a controlled, indoor laboratory experiment where users watched 360° videos in a VR

headset. We collected eye movement (EM), head movement (HM), heart rate (HR) and skin conductance
(EDA) data as well as emotion annotations of valence and arousal. The seven videos are selected to enable
several levels of content analysis and description, to correlate with user motion and emotion.

4.1.1.1 Equipment

Recordings of head and eye movements have been made with a FOVE headset, equipped with an eye-
tracker with a 120Hz acquisition rate, and tethered to a desktop computer. A Unity3D scene was used with a
360° sphere object to display the videos. We use the FOVE Unity plugin to record head and gaze positions.

Recordings of EDA and optical pulse have been made with a Shimmer3 GSR+ sensor with a frequency
range of 15.9Hz and 51.2Hz, respectively. All of the measurements were re sampled to 100Hz for analysis.
The apparatus is depicted in Fig. 4.1.

4.1.1.2 Participants

The experiment was carried out with a total of 34 users, in which 31 had complete data (10 women, 20
men, 1 non-binary ; 18-29 years old, M=24, SD=3.26). 19 of them had a normal vision, 9 had corrected to
normal vision and 3 did not have a normal vision. Most of them played games but rarely or never in VR, and
the majority have seen only one or two 360° videos before the experiment. Participants received monetary
compensation for their time. The seven videos were experienced by all 31 users for their entire duration (60
to 135 seconds, see Table 4.1).

https://www.youtube.com/watch?v=T-aOVE22lEw
https://www.youtube.com/watch?v=GJGfxfGEa9Y
https://www.youtube.com/watch?v=g7btxyIbQQ0
https://www.youtube.com/watch?v=CDfsFuDuHds
https://www.youtube.com/watch?v=QxxXu_B--ZA
https://www.youtube.com/watch?v=bUiP-iGN6oI
https://www.youtube.com/watch?v=-bIrUYM-GjU
https://gitlab.com/PEM360/PEM360/
https://gitlab.com/PEM360/PEM360/
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Figure 4.1 – Shimmer3 GSR+ used to record EDA and optical pulse. Gray wires connect the EDA sensor,
white wire connects the pulse sensor.

4.1.1.3 Procedure

The lab experiment started with a pre-questionnaire assessing the user’s background with VR and
checking for visual deficiencies. Eye tracking calibration was done using the FOVE software for each
user before beginning the experiment to make sure the eye tracking data is properly recorded. The VR
experiment systematically started with a low-arousal (relaxing) video (ID 32) to bring EDA and HR levels to
a user-relative baseline. The remaining six VR videos were then experienced in a random order by every
user. Users were in standing position during the experience and could freely explore in 360° while holding
the back of a chair to maintain balance and orientation. The videos were played without audio. After each
viewing, the headset was removed and the SAM scale presented for arousal and valence rating. At least a
1-min break outside of the headset was observed between videos.

4.1.2 Dataset structure
The resulting dataset PEM360 is provided with the structure shown in Fig. 4.2. The raw_data folder

contains 34 folders, one for each user. User folders contain a Shimmer CSV file containing the EDA and
optical pulse data recorded over all the 360° videos experienced by the user, and seven CSV files, one per
video, containing the gaze and head motion data recorded during the corresponding video. Entries in the
CSV files include system timestamps to synchronize the data modalities for analysis.

Valence and arousal ratings of each user for each video are stored in the root folder under
graded_valence_arousal.csv. Finally, the root folder PEM360 also contains the Python Jupyter notebook
providing the software tools described in following Section 4.1.3, and the entire data processing workflow to
reproduce the analysis presented in Sec. 4.1.4.

4.1.3 Pre-processing software
Along with the data, we provide a Jupyter notebook to reproduce the entire processing of head and gaze

data, EDA, ratings of valence and arousal, and the code to produce saliency maps from the content. We
present here only the most relevant for the thesis subject.

4.1.3.1 Processing gaze data

The HM and EM, 3D positions are logged in Cartesian coordinates (x,y,z)∈R3. The dataset also propose
functions :
• to convert the positions from Cartesian to Eulerian (φ ,θ ,ψ) denoting respectively yaw, pitch and roll,
• to obtain speed and acceleration over yaw and pitch,
• to obtain global speed and acceleration by computing the derivatives of the orthodromic distance,
• to represent rotational motion with quaternions (hence enabling to compute non-linear motion on the
sphere as changes in quaternion rotational axis).
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Figure 4.2 – Folder structure of the dataset with main files.

4.1.3.2 Processing EDA data

The EDA signal is the raw measurement of skin electrical conductance in micro-Siemens (µS). Two
main components can be distinguished in an EDA signal (Boucsein, 2012 ; Braithwaite et al., 2013) : the
tonic level, also called skin conductance level (SCL), varies slowly and represents slow autonomic changes
that may not be associated with stimulus presentation ; and the phasic level, which represents faster changes
in EDA, and can better reflect the impact of successive stimuli. Raw EDA, phasic and tonic components are
shown in Fig. 4.3-top and 4.3-center. We use the Python toolbox Neurokit (Makowski et al., 2021) to process
EDA data, which uses the cvxEDA method to extract the phasic component. Finally, the physiological
arousal to be analyzed in connection with experimental stimuli can be assessed from several metrics on the
phasic level, such as peak frequency, duration and amplitude. This is called the skin conductance response
(SCR), and can be defined in several ways. In our code, we choose to compute instantaneous SCR as the
absolute value of the first-order time derivative of the phasic component, shown in 4.3-bottom. Note however
that the code can easily be modified to implement other definitions of SCR from the phasic component. The
obtained SCR is therefore a time series for every user-video pair. This enables analysis with SCR averaged
over time for each such pair (as often done), or on a time-dependent basis.

4.1.4 Preliminary analysis of the data
In this section we first verify the validity of our data and correspondence with the original dataset and

between arousal and EDA. We then exemplify possible analyses of correlation between motion and emotion,
and between attention, content saliency and emotion.

4.1.4.1 Data validation

Reliability of the collected ratings We verify the reliability of the collected arousal and valence by
assessing the similarity of the user ratings for each video. This is achieved with the intra-class correlation
coefficient (ICC), with classes corresponding to the 360° videos. ICC estimates based on mean ratings with
a two-way mixed effects model are 0.96 (95% CI 0.87-0.99) for arousal and 0.88 (95% CI 0.72-0.98) for
valence. According to Koo and Li’s guidelines (2016), this is excellent and good inter-rater agreement,
respectively.

Agreement between collected ratings and original dataset Fig. 4.4 shows the valence and arousal ratings
of our users as a boxplot for each video, along with a red dot representing the corresponding average values
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Figure 4.3 – EDA signal recorded for user 03 while watching video 73. The three graphs from the top show
the raw EDA data and the tonic component, the phasic component and the SCR (absolute value of phasic
first derivative).

available in the original dataset (B. J. Li et al., 2017). We observe the good agreement between both sets, as
the latter are all the times but one in the inter-quartile value range of our data. We also compute the median
of the root square difference of averages of our valence and arousal ratings with the corresponding averages
from (B. J. Li et al., 2017). This median is 1.17 (within a range of 1 to 9), showing the agreement between
both.
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Figure 4.4 – Arousal and valence ratings by users for each videos. The green dotted line corresponds to the
mean and the orange solid line to the median.
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4.1.4.2 Connecting EDA with graded arousal

We investigate the correspondence between SCR and arousal ratings. We gather the average SCR values
SCRu,v for every pair (u,v) of user u and video v, and corresponding graded arousal GAu,v. First, we average
both variables over all users for every video, and obtain seven sample pairs (GAv,SCRv), shown in Fig.
4.5-left. We verify as did Toet et al. (2020) that the video ranking according to mean graded arousal is
similar to the video ranking according to mean SCR. We compute the Spearman correlation coefficient (CC)
between GAv and SCRv for all videos. The Spearman CC between mean graded arousal and mean SCR is
(0.92, p = 0.003). Such correlation is significant (α = 0.05, β = 0.2) from 7 samples (UCSF, 2021 ; Jeffrey
J. Walline, 2001).

We then consider the 217 sample pairs (GAu,v,SCRu,v). It is interesting to observe that the Pearson or
Spearman CCs do not show any correlation between these pairs. Looking more closely at the data, we identify
that the mean level of SCR per user, SCRu = Ev[SCRu,v] (averaged over all videos), varies significantly over
the users (M = 6.0e−4,S = 6.2e−4). With the rationale that the excitability of a user is person-dependent
and impacts the absolute SCR values, we verify whether the SCR variations relative to this individual’s mean
are better associated with graded arousal. To do so, we define centered SCR as cSCRu,v = SCRu,v −SCRu,
and do the same with graded arousal cGAu,v = GAu,v −GAu. Fig. 4.5-right represents the scatter plot of
cSCRu,v against cGAu,v. The Spearman CC between both is (0.25, p < 0.001).
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Figure 4.5 – Dots colors code for video ID (legend on the right). Left : Scatter plot of SCRv against GAv.
The shaded area represents the 95% CI of the linear regressor (solid blue line). Right : Scatter plot of cSCRu,v
against cGAu,v.

4.1.5 Discussion
In this section, we have presented our PEM360 dataset of in 3DoF context. This immersive dataset

was built in a way enabling the observation of the link between user’s attention, emotion, and the content
shown in VR, to investigate content distribution optimization. We exemplified some analyses to demonstrate
the potential insights that can be drawn from PEM360. This work served as a first step for this thesis on
embodied interaction investigation, by performing a study VR, collecting multimodal data, and analyzing
correlation on this data. The built technical platform and acquired knowledge served as a basis for the work
on the CREATTIVE3D dataset presented in the next section.
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4.2 CREATTIVE3D : Exploring, walking, and interacting in virtual
reality with simulated low vision

The second dataset presented is the CREATTIVE3D dataset, corresponding to the data collected during
the virtual road crossing study presented previously in Section 3.2. This dataset is built to explore the
understanding of the embodied VR experience in 6DoF conditions, and is for now the largest dataset (in
terms of frames, number of subjects, and duration) on human motion in fully-annotated contexts. To our
knowledge, it is the only one conducted in dynamic and interactive virtual environments, with the rich
multivariate indices of behavior as mentioned above.

The pre-processed and synchronized dataset, along with some tools and usage examples, is available on
Zenodo : https://zenodo.org/records/10406560.

4.2.1 User experiment and dataset description
During the study, multiple modalities of data were collected. Each participant performed a total of 24

scenarios in six different scenarios with varying interaction complexity and cognitive load, and in four
different conditions : physical walk, simulated walk, normal visual, simulated low vision. The full detail on
the study performed can be found in Section 3.2. The Table 4.2 summarizes all the data modalities and data
characteristics.

We recruited 40 participants (20 women and 20 men) between ages 18 and 34. Participants needed to
have normal or corrected to normal binocular vision, no motor sensory difficulties, but no other restrictions.
Most of them played games, but rarely or never in VR. In the end, all 40 recruited participants were able to
complete the entire 24 scenarios of the study.

TABLE 4.2 – The collected data modalities, equipment used, format, and the logging frequencies.

Type Equipment Format Frequency Description
System logs GUsT-3D .json 10 Hz objects position, objects state, objects interactive properties, user posi-

tion, user interaction, current task, objects in user visual field
Physiological Shimmer GSR+ .csv EDA 15.9Hz Heart Rate (HR), electrodermal activity (EDA)
sensors HR 51Hz

Resamp. 100Hz
Motion cap-
ture

XSens Awinda Starter .csv .bvh 60 Hz 17 sensors for head (1), torso (4 : shoulders, hip, and stern), arms and
legs (8 : upper and lower limb), and feet and hands (4). The .csv files
contain the processed absolute joint coordinates calculated from the
.bvh file, as well as the transformation matrix to spatially transform the
motion data into coordinates of the 3D scene.

Gaze and
head tracking

HTC Vive Pro Eye .json 120 Hz For left, right, and cyclopean eye (combined gaze vector of both eyes) :
gaze vector (x,y,z) , pupil size, eye openness percentage, and data vali-
dity mask ; Head position and rotation vectors

Surveys LimeSurvey .json N/A Surveys described in Table 3.3 as well as experimenter observation
notes

4.2.2 Dataset structure
The resulting dataset CREATTIVE3D is provided with the structure shown in Figure 4.2.2. The data

package is contained in a single repository with documentation, tools, a number of usage examples, and
data of users 1 to 40. User folders contain 24 folders for each performed road crossing VR scenarios. Each
scenario folder contain the raw data recorded during the concerned scenario : body motion, system logs,
head motion, gaze motion, heart rate, and skin conductance. Entries in the raw data files include system
timestamps to synchronize the data modalities for analysis.

Questionnaire data of each user are stored in the root of the Data folder. Finally, the root folder
CREATTIVE3D also contains the Python scripts providing software tools described in following Section 4.2.4,
some usage examples, and the 7 scenario scenes used for the study in point cloud format.

https://zenodo.org/records/10406560
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GUsT-3D Data

Readme.md

Tools (spatial_sync.py) script to spatially synchronize motion data

Usage examples

Scenarios: scenes as point cloud

Data

questionnaire (.lss .csv): survey content and results

validation.csv: CSV with all the data issues

config.json: order of scenes for each participant

User 1

Condition_RWNV (RW/SW = real/simulated walking; NV/LV = normal/low vision)

Scene_SI0V

U1_RWNV_SC_dataframe.csv, dataframe125Hz.csv: Example dataframe for the user

U1_RWNV_SC_motion.bvh: Segmented raw motion data

U1_RWNV_SC_motion_hierarchy.csv, pos.csv, rot.csv: Absolute joint coordinates

U1_RWNV_SC_motion_transf.json: Transformation matrix for spatial synchronization

U1_RWNV_SC_shimmer.csv: Shimmer data

U1_RWNV_SC_LogI.json, U1_RWNV_SC_LogP.json: GUsT-3D system logs

U1_RWNV_SC_head.json: Gaze tracking - Head data processed

U1_RWNV_SC_gaze.json: Gaze tracking - Gaze data processed

U1_RWNV_SC_timesync: Gaze tracking - timesync

U1_RWNV_SC_por.json: calculated points of regard

Scene_SI2V / CI0V / CI1V / CI2V

Condition_RWLV / SWNV / SWLV

User 2, User 3,...User 40

4.2.3 Technical Validation
In order to ensure high data quality, multiple validations were put in place, including ten pilot runs

preceding the actual study, detailed list of data issues, conducting data synchronization, and verifying the
internal consistency of the questionnaires used. We detail each of these validations below.

Data issues and transparency. Despite the protocol devised and iterative testing, technical issues can
and do occur in complex studies such as the one we carried out, due to accidental manipulations on the
experimenter’s side, hardware crashes, issues in proprietary software, latency, and individual difficulties for
participants – most of which is normal and outside of the control of the study design.

With the objective of being full transparent on the data, all the incidents were reported in the production
process in a structured way. The data file is provided validation.csv giving a comprehensive list of
various data issues, and their impact. An empty cell indicates no issues were observed.

Out of the data on 960 scenarios (24 per participant), we observed the following more critical issues that
render one datatype unusable for a single scenario of a participant :

— Gaze : missing eye or head data (5 scenarios), inconsistent head coordinates (1 scenario) and timesync
(6 scenarios).

— Questionnaire : missing questionnaires in the post-experience survey due to connection problems (8
participants)

— GUsT-3D logs : missing or irregular files (2 scenarios and all data for 2 participants)

— Physiology : oversampling (1 participant), heart rate data not dependable

The missing timesync information can be corrected by applying an average delta of 28000 (28 ms) which
will ensure data synchronization with an accuracy of within 6 ms (delta ranged between 22000 and 34000).



4.2 – 4.2.4 Pre-processing and analysis software 59

Hardware crashes also occurred for seven participants due to the wireless module, impacting maximum
one scenario for the participant, mostly at the beginning of the study. The scenario was re-run after a hardware
restart and the study continued without further issues.

4.2.4 Pre-processing and analysis software
Along with the data, we provide python scripts to reproduce our work on the creation of multivariate

dataset, some preliminary analysis, and the granular visualization of behavioral data according to the context.
We present here the most relevant ones for the thesis.

Multivariate dataframe. We provide with the source code the script ex_data f rame.py that facilitates the
generation of a dataframe with the multivariate gaze, motion, emotion, and user log data for each participant.
The resulting dataframe can then be used as input for data visualization, statistical modeling, machine
learning, and other applications. A number of these applications are described in more details below.

Fine-grained user understanding. The rich recorded context allows us to have a fine-grained view of the
user’s current state, both from symbolic and continuous data. We take the example of electrodermal activity
(EDA, a.k.a. skin conductance), captured using the Shimmer GSR+ module. Using NeuroKit2 (Makowski
et al., 2021) we can process the EDA levels to separate the phasic and tonic components. In Figure 4.8 we
show a graph of the evolution of the user’s EDA throughout a single scenario. The example script to generate
this graph ex_EDA.py is included in this package.

4.2.5 Preliminary analysis of the data
We exemplify the potential of analysis with the collected data in this section by presenting a selection of

correlational analysis for UX understanding. We then elaborate the potential for fine-grained analysis of user
intentions in scene context.

4.2.5.1 Dataset analysis

We use a number of abbreviations as follows : The two walking conditions are abbreviated as real walking
(RW) and simulated walking (SW). The two visual conditions are abbreviated as normal vision (NV) and
simulated low vision (LV). The six scenarios are abbreviated S1-S6 in the order presented in Fig. 3.16. The
EDA (electrodermal activity) signal is the raw measurement of skin conductance in micro-Siemens (uS).

4.2.5.2 Demographics and questionnaire results

A total of 40 people participated, but at the time of this preliminary analysis, 16 people were recruited
(14 men and 2 women) between ages 18 and 34. Three participants used VR for the first time during this
study, five only used it once or twice before. All recruited participants were able to complete the entire study.
From the questionnaires results, we made two observations on the study design :

Relation between fatigue and study duration Despite the study length, participants did not report an
increase in the level of fatigue over time, nor any levels of nausea where they required a pause or skipping of
conditions. This could be mainly a result of our demographics, mainly young (18-35 age range) and mostly
men who have shown to be less susceptible to motion sickness.

Relation between condition and cognitive load On the self-reported scale of 1 (low) to 5 (high) on
cognitive load, we observed that the RW+NV condition was clearly the easiest with an average of 2.0,
followed by 2.5 for real walking+low vision and 2.8 for SW+NV. Naturally, the SW+LV condition was
ranked with the highest cognitive load, with an average of 4.0 on the score.
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Figure 4.6 – The evolution of the average time spent by all participants over the study across conditions and
scenarios in the order executed following the Latin Square assignment. It shows that the participants usually
spent more time on the first scenario of each condition than the scenarios that immediately followed, except
for the last condition.

4.2.5.3 Analysis of the user experience

Our large variety of data was synchronized by their Unix Timestamp and processed in a Jupyter notebook.
The EDA was processed as presented in Section 4.1.3.2. Well known Python libraries were used for data
processing, such as Pandas to organize dataframes, NumPy for mathematical functions, and Matplotlib for
data visualization. Combining multimodal data (physiological, motion, gaze, questionnaire, and scenario
interaction data) though a notebook allows a clear perception and analysis of the user embodied experience.

Learning curve As we can see from Figure 4.6, participants are not faster in carrying out the tasks in
the third and fourth conditions they encountered, as compared to the first and second one. Participants are
however are slower on the last scenarios of the last conditions, which is unexpected. A potential explanation
is that, unlike the answers given in the questionnaire, at this moment of the study, participants experienced
some fatigue.

Relation between scenario and skin conductance In the top half of Figure 4.7, we can see results on
the EDA in relation to the scenarios. Based on the original design, shown in Figure 3.16, the three most
emotionally intensive scenarios are supposed to be the third, fifth and sixth. As displayed by the global data,
the sixth scenario indeed resulted in higher arousal (0.064 uS), but the second and third highest arousal was
observed in S1 (0.106 uS) and S4 (0.232 uS), both scenario with no cars at all. This echoes a comment two
participants had, explaining the fact that when no cars are visible, they were not sure if a car would suddenly
appear. In a scenario with a car, they always see where is the car, and at what speed it is moving, making it
easier for them to plan their action.

Impact of low vision - first view As shown in the top half of Figure 4.7, the LV condition had an impact
on both the time to do the conditions, and the EDA measured. The impact on speed is small, taking on
average less than 1 second more to finish regardless of walking condition – RW (43.3 to 44.1 seconds) and
SW (46.8 to 47.2 seconds). The impact is however more noticeable on EDA, rising from -0.145 to -0.058 uS
in RW, and from 0.052 to 0.146 uS in SW. In accordance with this results, participants in the questionnaire
said that SW+LV was the most mentally demanding task, and often commented that they had difficulty to
handle the joystick while monitoring the road traffic, explaining why this condition is the one resulting in the
highest arousal.

Fine-grained task analysis In the bottom left side of Figure 4.7, we can see the time to perform crossing a
road task. As shown in the global results, the condition generating the highest EDA is the condition SW+LV.
It is interesting to note that between the least arousal-generating condition (RW+NV), and the most arousal
generating one (SW+LV) in Figure 4.7 top half (complete scenario) compared to bottom left side (road
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Figure 4.7 – (Top) Average time participants takes to complete scenarios for every condition and the
electrodermal activity (EDA) measured during these tasks. (Bottom Left) Average time participants take to
cross a road for every condition and the EDA measured during these tasks, (Bottom Right) compared to the
average EDA and time to take an object.

crossing task), the difference in EDA rises from 0.291 uS to 0.377 uS. This shows that the SW+LV condition
has a stronger impact on participant arousal when they have to cross the road than in the rest of the scenario.

In the bottom half of Figure 4.7, we can see in more detail the impact between a task asking the user to
take an object, and the task to cross the road. We can notice that while the road crossing scenario generate
much more EDA overall, both have a big increase when going from SW+NV to SW+LV, reported by most
participants as the complicated condition, as they have to handle both the walk with the controller and the
black dot in the center of the vision, asking for more effort.

Fine-grained emotion analysis In Figure 4.8 we can see the evolution of the EDA of one participant
across the different tasks of S2, including one car and simple interactions. Most notably, we observed a
momentary sharp rising of EDA when they were honked at by a car while jaywalking during a red light.

4.2.6 Discussion
In immersive experience’s domain, multiple datasets exist in the literature, as presented in Section 2.2.1.

Nonetheless, these datasets rarely include the behavioral and contextual metrics related to embodied interac-
tions (i.e., gaze motion, body motion, and virtual interactions) in a controlled 6DoF context. The amount of
6DoF datasets in interactive virtual environments with the rich multivariate behavioral cues needed for a
good understanding of embodied experiences is limited, as the majority focus solely on body motion data.

Methodologies to efficiently capture task-segmented and share datasets in virtual reality studies present
two advantages : first, they can open many possibilities for the study of behavior in multitask scenario
contexts, such as for simulated low vision (Delachambre et al., 2024) or wheelchair training scenarios (Arlati
et al., 2020). Second, a collection-processing-analysis framework on multivariate indices would open the
possibility of creating fully reproducible datasets in various contexts such that future studies using the same
protocol can compare to existing results with sufficient confidence.
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Figure 4.8 – The EDA of participant 1 during the scenario 2 in RW+NV condition, honked by a car while
jaywalking during a red traffic light.

We have presented here our CREATTIVE3D dataset of in 6DoF context. This immersive dataset was
built in a way enabling the synchronization of all the behavioral data with the contextual data on a granular
level, to open in-depth embodied interactions possibilities. We exemplified some analyses to demonstrate the
potential insights that can be drawn from CREATTIVE3D. Our task-based methodology is presented in the
next section to open-up for more in-depth embodied experience analysis.

4.3 Task-based methodology to characterize immersive user expe-
rience with multivariate data

Figure 4.9 – Our task-based methodology comprises three steps : (1) synchronise behavioural data with
context data, (2) use task model to define performance baselines, and (3) characterise user behaviour based
on their performances using multivariate data.

Related to the RQ2B and RQ2C, the following work present our conceived task-based methodology
applied on the previously presented dataset CREATTIVE3D (Section 4.2) to enable the characterization of
the embodied user experience. This work’s contribution is the conception of a methodology using existing
HCI domain task-based analysis applied to embodied VR context to analyze embodied interactions in
multi-tasks experience in correlation with the observed performances.

When a user misstep occurs when carrying out a task, whether it is overlooking an important indication,
forgetting necessary steps, or committing an error resulting in the failure of the task, finding the reason can be
extremely difficult : the misstep can be linked to invisible cues such as the person’s physical, attentional, or
emotional state, triggered by specific scene elements. In the case of training scenarios that involve a sequence
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of varied, non-trivial tasks, carrying out a precise performance evaluation to gain user understanding becomes
even more complex. Yet synthetic 3D environments in VR have this capacity, to allow the designers of
a scenario to observe and highlight user behavioral indices in their relevant context. Building a proper
understanding of granular user performance in the “lived” experience will bring multiple benefits : on the
one hand, to better accompany users in their training and propose personalized feedback according to their
performance and interaction profiles ; on the other hand, on the system side, design improved affordances
and guidance to the observed user behaviors and needs.

We thus present our task-based methodology to help enrich and characterize the experiential aspect of
user experiences (UX) that VR systems offer, by investigating the state of the system in relation to the state
of the user (Hassenzahl & Tractinsky, 2006). Inspired by performance measures such as GOMS (Sauro,
2009) (Goals, Operators, Methods, and Selection rules) as well as task modeling approaches such as CTT
(Santoro, 2005) and HAMSTERS (P. A. Palanque et al., 2011) – popularly used in engineering interactive
systems –, our method decomposes high-level VR scenarios and user task into lower-level sub-tasks (or
sub-sub-tasks) that can be completed by the user in different ways. The originality of our approach then
involves the use of task models to support the analysis of user behavior on various levels of granularity
(high and low-level tasks), aligning task execution in the scene context (e.g., current task, state of the scene,
user position) with multivariate data describing the embodied UX (i.e. attention, motion, emotion). It is
this alignment of user tasks with multivariate data that allows a better understanding of the performance
in relation to behaviors for every low-level task (i.e., take an object, go somewhere) within a scenario. To
evaluate a user’s performance for each task, we defined three performance components (i.e., efficiency,
attention, decision) with set baseline values to determine the success criteria for a given task. Once the tasks
and scenarios are settled, our approach allows the comparative analysis of task performance and multivariate
data that jointly characterize the immersive UX.

The proposed methodology introduces three primary advances for the analysis of VR training scenarios :
— Definition of user performances following three components (i.e. efficiency, attention, decision) and

baseline values for each component to observe the performance missteps on a low-level tasks
— Characterization of behavior using multivariate data based on the performance missteps
— Creation of user profiles based on observed link between behavior and performance missteps, to

improve personalized feedback and VR experiences
The remainder of the contribution presentation is organized as follows. In the Section 4.3.1, we present

the dataset required specificities to perform the presented analysis. In Section 4.3.2, we detail the task-model
method for fine-grained VR experience analysis, and show how we can achieve a fine-grained characterization
of user behavior based on task performance. Then in Section 4.3.3 we show the results of our analysis on the
variation in metrics for different performance components (i.e., attention, decision, and efficiency), which
leads to individualized behavioral profiles in relation to the performance missteps. Finally, we discuss these
findings, their implications, and present the next steps of this work in Sections 4.3.4.

4.3.1 Dataset
The dataset CREATTIVE3D fulfills two important criteria for our approach as it includes multivariate

data and these metrics can be spatio-temporally aligned with low-level tasks and scene context. These
two particularities allows us for each user and each scenario to visualized finely the behavioral metrics in
correlation with the context. The Figure 4.10 provides a sample visualization of the multivariate data for one
user in one scenario : the raw EDA values (in microsiemens µS), POR (x,y,z) (in meters), and inclination
of the center of pressure (COP) motion (x,y,z) (in degrees). This open possibilities for in-depth analysis of
behavior and performance, which is the focus of the presented task-based methodology.

We did highlight in the Table 4.3 the most relevant data contained in a synchronized dataframe from
CREATTIVE3D dataset, and the variables used for our behavior and performance correlational analysis
presented in the following sections. Here are some of the meaningful variables contained in the dataframe :

— unixTimeStamp : unix timestamp of the data entry,
— position : (x,y,z) position of the player in the 3D environment,
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TABLE 4.3 – Data contained in a dataframe of synchronized behavioral and 3D contextual data, decomposed
by tasks. Task objects row gives the name of 3D objects relevant for the current task. Performance metrics
row list the variables used to identify the missteps during the task.

Task # of logs Task objects Performance metrics
Get the key 1570 key efficiency (unixTimestamp)
Open the door with the key 480 key, door efficiency (unixTimestamp)
Get the trashbag 2243 garbage bag efficiency (unixTimestamp)

Cross the road safely 2929
car, traffic light,

traffic light button

efficiency (unixTimestamp)
attention (lookedAtItemName)

decision (carHonk, trafficLightColor)

Put the trashbag in the trashcan 642
garbage bag,

trashcan efficiency (unixTimestamp)

Figure 4.10 – An example of the raw multivariate data (i.e., skin conductance (EDA), point of regard
positions with x, y, z axis (POR), chest rotation value) synchronised with the context for one user in a single
scenario. During this scenario, the users carried out four tasks : (1) Go outside their house, (2) Cross the road
safely, (3) Take the box, (4) Cross the road safely to come back home

— user state variables : currentTask (the name of the task the user is performing) and item (object the
player is holding in VR),

— attention data : lookedAtItemName (the object the user is looking at) and inViewItems (all objects in
the user’s field of view),

— scene state variables : trafficLightColor (current color of the traffic light) and honk (boolean indicating
if a car is currently honking),

— EDA : raw EDA value in microseimens µS,

— point of regard : PorXYZ as a (x,y,z) position,

— motion capture sensor positions : MotionPos including (x,y,z) positions for each of the 17 motion
sensors).
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4.3.2 Task model
To tackle the challenges of characterizing experiential UX on a granular level for lifelike VR scenarios,

we conceived a task-based methodology inspired from existing methodologies in human-machine interaction
and robotics to finely observe and characterize user performance using multivariate data. This methodology
can be applied widely to studies presenting two characteristics : (1) a clear temporal segmentation and (2)
a set of synchronized behavioral and 3D contextual data. The former allows us to build a task model that
characterizes the sequence and success criteria for each task, and more importantly, detect the missteps,
i.e., when a task is incorrectly carried out. The latter then allows us to perform a fine-grained analysis of
behavioral metrics in correlation with the 3D context at the moment a misstep occurs.

In this section we first present the task-model definition from high-level scenario to low-level task. Based
on the task model, we then define the three baseline components that will be used to identify user performance
missteps : efficiency, attention and decision. Finally, we present and justify the selected behavioural metrics
derived from the multivariate data used to characterise the user behaviour in relation to performance missteps.

4.3.2.1 Task model conception

Our first step is to build our task-based approach inspired from task models (Santoro, 2005), describing a
scenario as a graph of high to low-level tasks to perform, in a precise order. Each task is composed of precise
set of criteria that classifies the execution of the task as a success, or with a misstep.

We constructed our task-model using Hamsters tool ∗ (P. Palanque & Martinie, 2016). Each task has its
own separate task-model with the following elements :

— task description from the high abstraction level – for example “open the door" – to the sequence of
motor tasks composing this task – “find the key", “walk to the key", “press the trigger to grab the key",
“walk to the door", “interact with the door" – in order to define precisely the ideal sequence of actions
the user is expected to perform.

— precise definition of objects included in a task and the interactions expected with them (i.e., touch,
grab, look at, place in, place on), which are the criteria to the success of a task.

Our scenarios feature 9 high-level tasks in the following sequence : (1) Open the door, (2) Take the garbage
bag, (3) Go outside your home (4) Cross the road safely, (5) Put the garbage bag in the trashcan, (6) Take the
box, (7) Cross the road safely, (8) Come back home, (9) Place the box on the table. Each scenario is a subset
of tasks from this selection. For example, the simple interaction scenario with one car is composed of the
task sequence 3 → 4 → 6 → 7 → 8 → 9. All scenarios are at least composed of one interactive task (e.g.,
take the box / garbage bag), and one road crossing task.

The Figure 4.11 illustrates a shorter, plausible scenario composed of only three high-level tasks, with a
simplified view of the three task models for each high-level task. Each sub-figure highlights the expected
interactions and the sequence to perform them in order to succeed at the task. In the “cross the road safely”,
the user must, for example, cross the road while the traffic light is green, after checking that the car has
stopped. The sequence however can be done in multiple orders creating multiple variation of a same scenario
(i.e. State 1 : Look at green light, look at the stopped cars, cross the road ; State 2 : Look at red light, wait,
look at green light, look at stopped cars, cross the road). The individual task models are made for all scenario
variants. As such, we could for example look only at the road crossing task for one user in a single scenario
individually, or we can aggregate all instances of the road crossing task across all users and scenarios in one
analysis, and all instances of the opening door task for a different analysis.

The road crossing task is the longest and most complex task, with multivariate metrics to observe and
analyse. It also incorporates all of the interactive mechanisms that appear in the other tasks. In the rest of the
paper, we therefore use this task as the example to demonstrate our task model approach to UX analysis and
performance evaluation.

∗. https://www.irit.fr/recherches/ICS/softwares/hamsters/

https://www.irit.fr/recherches/ICS/softwares/hamsters/
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Figure 4.11 – A simplified task model for three high level tasks : (a) “Go outside your house", (b) “Take
the box", (c) “Cross the road safely", to properly achieve the task, the user is expected to perform the right
interactions at the right time, and in the case of crossing the road, also look at traffic light and cars, and cross
when the light is green and the cars are stopped. Rectangles indicate tasks and ovals indicate object states.
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TABLE 4.4 – List of actions and the associated expected time to perform them in VR, inspired from GOMS
methodology, to define task efficiency baseline value.

Action Time
Scenario starting delay (S) 2.0 seconds
Audio instruction delay (I) 1.0 seconds
Grab an object (G) 2.6 seconds
Drop an object (D) 2.6 seconds
Press a button (P) 1.45 seconds
Red traffic light duration (T) 8.0 seconds
Walk physically (W) (Distance / 0.9) seconds

4.3.2.2 Performance baselines

From this task model, we can already begin to observe the different components that could be used to
quantify the success at performing the task (e.g., cross in time, cross during the green light, look left and
right before crossing, don’t get hit by a car). Out of this model, we can define the performances baselines
values that an analyst would like to observe and analyse when a user is crossing the road.

We therefore defined three components needed for the successful completion of the “cross the road
safely” task : (1) efficiency : the user must finish the task within a given amount of time, (2) attention : the
user must pay attention (i.e., look at) certain elements during the task to know when to do an action, and (3)
decision : the user must make correct choices in the sequence of executing actions.

Figure 4.12 – Time taken by all 40 participants (sorted by study completion order) to finish the tasks of the
scenario #6 (multiple interactions with two cars). The baseline column on the far right shows the baseline
value for each individual task stacked. Tasks where the user surpasses this baseline are outlined in black.

First, we define the efficiency component, that is the time limit to complete the task. We calculated our
baseline value on the existing human-computer interaction metric GOMS, which is a well known predictive
model to quantify how much time it will take to perform a given task. Based on the extension to VR proposed
by Guerra et al. (2022), we defined times to grab object, drop object and press the traffic light button. For
the task of physical walking, we estimated the preferred walking speed of users in VR at 0.9m/s based on
Wodarski et al. (2020), resulting in the list of actions presented in Table 4.4 to define the efficiency baseline
value of a task.
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TABLE 4.5 – The performance baseline values defined for the scenario six of the experiment. When crossing
the road in this scenario, the user is expected to look at the car and the traffic light, cross only when the
traffic light is green and the cars are stopped, in a total of 13.50 seconds.

Task Efficiency Attention Decision
Go outside the house S+I+W=2+1+3.5=6.50s \ \
Cross the road safely I+W+T=1+4.5+8.0=13.50s Look at : Cars, Traffic light Cross : Traffic light green, did not get honked
Take the box I+W+G = 1+3.4+2.6 =7.0s \ \
Cross the road back home I+W+T=1+4.5+8.0=13.50s Look at : Cars, Traffic light Cross : Traffic light green, did not get honked
Place the box on the table I+W+D=1+3.4+2.6=7.0s \ \

When starting a scenario, we take into account that users will need a short adaptation time to look around
at the environment, corresponding to the time S. For every task, users get a short audio instruction with task
instructions, which corresponds to the time I. When users want to cross the road, the time they will have to
wait for the light to go from red to green corresponds to time T .

Figure 4.12 allows us to visualise the time participants took to finish each task in scenario #6 (multiple
interactions with two cars) under one experimental condition. The column Baseline in Figure 4.12 shows
the efficiency component baseline defined for every task of the scenario. In this scenario, out of 200 tasks
performed, we can see that 24 efficiency missteps occurred (i.e., the execution time surpassed the baseline
value), highlighted by the black frames.

This definition process is also done for the two other performance components : attention and decision,
which are a more straightforward. The attention baseline defines objects in the scene that the user must look
at. The decision baseline designates certain states under which objects must be when the user executes a task.
The right-most column in Table 4.3, summarises the the data entries in the dataframe that are relevant to
each performance component for each task. Using these data entries, Table 4.5 then lists in detail the three
performance components for each task the same scenario in Figure 4.12. The efficiency baseline of each task
is defined as the sum of the actions comprising the task listed in Table 4.4. For example, during the second
task “Cross the road safely", to fulfill the efficiency component, users must finish the task within 13.50
seconds (i.e., the user can wait 1 second following the audio instruction to start the task, wait up to 8 seconds
for the traffic light to turn to green, and finally walk a distance of 5 meters at a speed of 0.9m/s, making a
total expected duration of up to 13.50 seconds to complete the task) ; to fulfill the attention component, users
must look at the cars and traffic light prior to going on the road ; finally, they must also cross road while the
traffic light is green without being honked by a car that wants to pass during their own green light to fulfill
the decision component.

After defining these performance components, we can then group the users in each task into those who
fulfilled the performance baselines and successfully executed the task under the baseline value, and those
who did not, thus incurring a performance misstep. We can then correlate user behavioral metrics to observed
performance missteps, allowing a more fine-grained analysis of the behavior in relation to the performance.

In order to carry out our task-based analysis, the field currentTask in the synchronized dataframe is used
to partition a scenario file in task groups corresponding to the rows in Table 4.3. With this partitioning,
we apply our baseline values the relevant variables, to characterize if a user did a misstep for the given
task. Again using the example of the “Cross the road safely" task, the missteps for the three performance
components are well-defined :

— efficiency : the unixTimeStamp value gap between the beginning and the ending of the task is above
the baseline value,

— decision : the user crossed the road while trafficLightColor value was at “red", or during the road
crossing task, the honk value has been equal to true at least once,

— attention : the user crossed the road without lookedAtItemName value being equal to “car" at least
once during the task.
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4.3.2.3 Behavioral metrics

The last step in our approach is to select the metrics with which we wish to characterize the user
performance. It is important to note that multiple possibilities can be imagined from such a dataset for
each data type. For example, the emotion data is composed of both electrodermal activity and heart rate
information. From motion capture data, gait characteristics, stability, limb coordination etc. can be derived.
In this work we limit our analysis to only a subset of these metrics to illustrate our approach, using the
following principles to help us in our choice :

1. Only one metric is chosen for each data type (i.e. motion, emotion and attention), since the goal is to
exemplify our task-based methodology along with its flexibility to be applied to diverse type of data,
and not present an overall analysis of all possible metrics.

2. Avoid metrics that are directly related to the person’s absolute physical characteristics, such as height
or step size, which can be correlated to additional factors such as gender, which could merit new sets
of research questions into other aspects of user experience analysis currently outside of the scope of
this work.

3. Prioritize metrics that have already been of interest for existing studies in VR, and are also relevant
to the performance baselines in our task model, which highlights the added value of our task-based
approach for fine-grained analysis.

Emotion we select skin conductance (or electrodermal activity, EDA) which shows the level of arousal of
the user, indirectly indicates the level of stress the user is experiencing in the long term and the intensity
of their timely physiological responses to stimuli, represented by skin conductance response (SCR) peaks.
Skin conductance (EDA) is often used in the literature (Xue, El Ali, et al., 2021) to evaluate the arousal of
the user considering multiple context with more or less stress-inducing elements. This metric is particularly
interesting in the context of this dataset which includes scenarios with more or less stress inducing elements
that could lead to missteps on user performance and observable variation on user behavior.

Attention we choose gaze fixation duration (GFD), which has been used to observe visual recognition
processes in Chan et al. work (2023) or gaze behavior for sports in Klostermann et al. (2020), who have
identified a potential link between longer duration of gaze fixations for professional players compared to
amateurs. We want to investigate notably if GFD is potentially a metric that could help characterize attention
and decision performance missteps, such as being correlated to shorter average fixations.

Motion we choose center of pressure inclination (COPI), adopted in existing studies to measure age and
height effect on body balance through center of mass (COM) and center of pressure (COP) inclination
(S.-C. Huang et al., 2008), or to measure body sway when viewing moving visuals in VR headsets (Kuno
et al., 1999). It is an important metric to measure body muscle stress (Zander et al., 2001), respiratory
mechanics (Mezidi & Guérin, 2019), and body balance (Eklund, 1972). The stability of users is a major
concern for VR experiences that involve physical walking, making this metric interesting in the context of
mobility in VR for our selected task, where there is physical walking involved to cross a road. We therefore
investigate the link COPI could have with performance.

Setting out from the synchronized dataframe, we process each data type to calculate the above-mentioned
metrics. The skin conductance data (EDA) is analyzed with the Python toolkit Neurokit (Makowski et
al., 2021), as presented in the previous Section 4.1 where the phasic component is calculated as the first
derivative of the normalized EDA, allowing us to observe short term variations of physiological response in
relation to the scene context. For gaze fixation, we used the I-VT algorithm (Salvucci & Goldberg, 2000) to
obtain the list of fixations and their duration. Center of pressure inclination is computed on raw motion data
records, using chest and ankle segments to compute the body angle, with a higher value when the body is
more inclined and zero meaning the body is 90°vertical.

This three step process : establishing the task model, defining performance components and baseline
values, and finally selecting relevant behavior metrics comprises our methodology which allows us to (1)
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TABLE 4.6 – The average values of each metric for tasks with misstep T Mc on a performance component c
and those without a misstep. We calculate the p-value significance of each behavioral metric in combination
with the performance component. The values in bold indicate significance p < 0.05. We can for example
observe a strong significance in COPI when comparing the groups with and without T Me.

Efficiency Attention Decision
Metrics COPI EDA GFD COPI EDA GFD COPI EDA GFD

T Mc median 3.72° 4.56e-4 153.23ms 3.70° 5.37e-4 153.87ms 3.61° 4.93e-4 153.91
Non T Mc median 3.28° 4.52e-4 148.11ms 3.26° 4.55e-4 148.78ms 3.24° 4.55e-4 147.94

p-value 4e-8 0.582 0.084 6e-14 4e-7 0.010 2e-4 0.159 0.011

finely segment tasks into identifiable actions, (2) define which components of performances are evaluated
and how they are quantified for each tasks done by the user, in order to classify the performance result (i.e.,
success or misstep), and (3) analyze correlations to behavioral metrics.

4.3.3 Results
In the previous section, we presented the multivariate data synchronization with context, the task model

based on the multivariate data, establishing baselines to define the components on which performance is
evaluated, and selection of metrics for characterizing user behavior. Here we take a deep dive into the analysis
of user behavior using multivariate data based on performances, and further investigate on the possibility
of identifying profiles of users whose performances are similar on certain observable metrics. We continue
using the road crossing task and the three defined performance components and baselines : (1) efficiency :
the time to finish the task, (2) attention : the elements looked at during the task and (3) decision : the choices
made by the user to finish the task.

The dataset contains the record of 40 participants who each completed 24 scenarios, for a total of
960 scenarios with road crossing tasks to observe. Using the performance component baselines, we can
identify the missteps for each performance component. We then analyses the behavioral metrics selected :
electrodermal activity (EDA), center of pressure inclination (COPI), and gaze fixation duration (GFD) in
order to characterize the behaviors that are in relation to performance missteps.

The following notation is used :

— T Ma, T Me, and T Md denote a task with the occurrence of an attention, efficiency, and decision misstep
respectively

— the metrics are abbreviated as COPI, EDA, and GFD for center of pressure inclination, electrodermal
activity, and gaze fixation duration respectively

4.3.3.1 Behavior at a scenario level

Out of the 960 scenarios with road crossing done by the 40 participants, 630 missteps of either attention,
decision or efficiency were observed. The majority of the missteps were T Ma representing 47.9% (302) of
all the misstep occurrences, then 27.1% (172) for T Me, and 24.9% (156) of T Md . The average missteps for
users was 7.6 T Ma, 4.3 T Me, and 3.9 T Md .

For the first part of the analysis, we would like to observe potential trends that could signify a link
between one performance component and one behavior metric. We take the road crossing task data from the
24 scenarios from all users, each classified according to the three tasks performance components, resulting in
a dataframe where each row represents the user, scenario, success or misstep associated to each performance
component, and the average value of each behavioral metric. To identify if the distribution for each metric
is significant between the T Mc and non-T Mc groups for a given component c, we then compute the null-
hypothesis significance testing with p-values (Aseeri & Interrante, 2021 ; Delrieu et al., 2020). As shown
in Table 4.6, we can find significance (p < 0.05) for T Ma+GFD and T Md+GFD, and strong significance
(p < 0.001), for the T Me+COPI, T Ma+COPI, T Ma+EDA, and T Md+COPI. The median values of each
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Figure 4.13 – Median COPI of all users for each scenario of the experiment based on the efficiency
component of performance. The red boxes represent the COPI values for T Me, and the green boxes represent
the COPI values for non T Me.

TABLE 4.7 – Individual users whose values for a given behavioral metric are significantly different (p < 0.05)
between tasks with and without missteps. uID corresponds to the ID of the user, Misstep corresponds to
the percentage of tasks that have a misstep for a performance component, and Var corresponds to the
variation (with positive/negative sign) observed median of the metric between T Mc and non T Mc for the
given performance component c

Efficiency misstep Attention misstep Decision misstep
uID p-value Misstep Var uID p-value Misstep Var uID p-value Misstep Var

COPI

851 0.034 54% -29% 321 0.020 29% +56% 666 0.001 13% -43%

963 0.009 42% -22%
511 0.010 46% -14% 877 0.004 25% -40%
495 0.031 29% -15% 828 0.026 38% -19%109 0.029 46% -18%

EDA

981 0.002 21% +55% 748 0.037 62% -18% 666 0.001 13% -71%
361 0.006, 25% +47% 091 0.047 50% -35% 981 0.016 13% -46%

658 0.009 17% +52% 213 0.004 21% +71% 361 0.021 25% -50%
446 0.026 29% +73%

GFD 361 0.032 25% +27% 666 0.020 42% +28% 748 0.017 21% +33%
940 0.029 17% -29% 682 0.027 56% +17% 446 0.033 21% -17%

metric are also shown for the different group and component combinations. We can see an increase of COPI,
EDA, and GFD for the different missteps compared to the scenarios without missteps. If we look in detail
at Figure 4.13, we can visualize the trend of the average COPI of three users. The group of tasks with
performance missteps has a globally higher median COPI than those without, the exceptions being scenarios
14, 17 and 19.

4.3.3.2 Behavior on user level

In order to observe on a more fine-grained level if a user presents specific behaviors in relation to their
performance, we conducted the same type of analysis for users individually, looking at each road crossing
task during the experiment, grouping their scenario data based on success or misstep in a performance
component. On these groups of behavioral metrics classified by performance, we computed the p-value
in order to identify those users whose behavior is significantly different for a given metric based on their
performance. For this analysis, we kept only users with a p-value below 0.05 and at least 10% of tasks with
occurrences of missteps in order to have a sufficient amount of data to compare between the performances
groups. The users included this analysis are shown in Table 4.7.
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Figure 4.14 – Visualization of the median COPI value of each scenarios with road crossing for the users
U511 (top), U495 (middle), U109 (bottom) with significant negative COPI variation in T Ma tasks. Red dots
represent the median COPI value during road crossing task for a scenario with attention misstep, green dots
represent the median COPI values during road crossing task for a scenario without attention misstep.

These results outline unique behavioral profiles. We found at least two people per combination of
performance-metric, and can observe that there is rarely one consistent trend of behavior : significantly
higher for one user but the exact opposite for another. Four interesting exceptions exist : a higher EDA for
T Me, a higher GFD for T Ma, and a lower COPI for both T Me and T Md . First, the revelation of the relation
between the gaze metric (GFD) with attention missteps makes logical sense, as the user does not switch
their gaze as frequently to take into account various pieces of information. The relation between emotional
metric (EDA) could also be an indicator of the level of stress the user is experiencing. Finally, a lower COPI
indicates that the person is more upright, which can be a sign of less engagement or walking slower. The
observations can then facilitate the conception of hypotheses to further validate these relations between the
performance and behavior. We can visualize more in Figure 4.14 the COPI of users U511, U495 and U109
who have a significant difference in value when committing a T Ma, with a decreasing tendency of their COPI
of -14% to -18% compared to non T Ma.

4.3.4 Discussion
Many analyses of immersive experiences using behavioral metrics exist in the literature, showing

correlations between diverse parameters such as heart rate and eye behavior related to a precise context
(B. J. Li et al., 2017 ; Y. Lang et al., 2018 ; Seinfeld et al., 2020). Nonetheless, these works rarely conduct
fine-grained analysis of user behavior in relation to scenarios with continuous lifelike training scenarios
composed of multiple sub-tasks to pinpoint the elements at a specific time of the study that trigger user
behavior. The experimental conditions in such studies are also often difficult to replicate (e.g., framework
reproducibility, differences in setup, data availability, population bias), limiting the possible conclusions to
the ones reported in the work itself.

While many methodologies exist in HCI for the analysis of user experience, few of them have been
designed and applied to embodied VR experiences. Such methodologies can enable granular observations
of user performance and behavior in relation to the continuous lifelike VR scenario context. To support
designers in the refinement of experiences or the guidance of users, being able to identify the metrics that are
most efficient at characterizing user behavior for a given type of task is very valuable. It facilitates the ability
to observe with accuracy when and why a user misstep or system limitation happens.

We have presented here a task-based methodology to evaluate and characterize experiential UX, taking
inspiration from existing work in human-machine interactions and robotic task modeling, which have not
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yet been fully explored and used for analysis of VR experiences. Our methodology proposes new ways to
evaluate the UX by looking at the fine-grained behavior synchronized with context on three performance
components, and finally allowing the characterization of specific user profiles. By applying the methodology
on a selected parameter of performance (i.e., attention, efficiency, decision) with suitably selected behavioral
metrics, we can observe whether a metric could potentially be interesting for a better characterization of the
UX in a given context, task, or type of performance measure.

While our analysis and results have mainly been focused on a deep dive into the performance of a single
road crossing task, it has already allowed us to observe some user behavior profiles, and highlight the metrics
are potentially more effective for the characterization of the experience, such as gaze for tasks requiring
visual attention, and emotion for task efficiency. We would also like to outline the inclusion of center of
pressure inclination (COPI), which is important for tasks that require spatial displacement within a limited
amount of time. We believe this is a novel and important contribution for VR that can benefit applications
such as training or rehabilitation applications, where the understanding of a user’s difficulties and needs when
working with a VR system is crucial to improve the both global experience and provide personalisation.

One major strength of the methodology is its flexibility, as it is applicable to various types of studies,
allowing the definition of performance parameters according to the task, and the analysis of corresponding
behavioral data. In this work, we demonstrated this analysis on a pre-existing dataset, applying new baselines
on performance that were not part of the original study design.

4.4 Conclusion
The first contribution of this chapter is the creation of publicly available immersive datasets. These works

contribute to the thesis by presenting the datasets PEM360 and CREATTIVE360, enabling the granular
analysis of user behavior and embodied interactions in an immersive context, providing answer to the RQ2A.

The second contribution of this chapter is the conception of our task-based methodology to analyze
embodied experiences using the datasets created in response to RQ2A. This methodology provides an answer
to RQ2B by enabling a better understanding of embodied experiences through the in-depth analysis of
embodied interactions by looking at synchronized behavioral and contextual data based on scenario tasks.
This work also provides an answer to the RQ2C, creating a link between the user’s physical behavior and the
task’s performance for the creation of user profiles. We believe this work opens new ways to understand the
user embodied experience, allowing us to pinpoint a link between user behavior and user difficulty. This
represents major information to support designers in the creation of personalized guidance and scenarios
according to users’ needs.
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CHAPTER 5
Investigating inter

user-designer
intersubjectivity
communication

5.1 Overview
The third subject investigated in this thesis concerns the conception of methodologies to identify and
understand the communication issues happening between designer, system, and user, during the design and
usage phases of an embodied experience. The promise of richer and more engaging interactions raises the risk
of miscommunication between the experience sought by the designer and the experience lived and interpreted
by the user. Based on Paul Dourish’s theory of embodiment, the intersubjectivity components result in gaps
in understanding from the designer to the user when communicating the task goals and constraints of the 3D
environment through the system. To bridge this gap between users and designers in the design and use of
embodied experiences, we need means to identify the issues causing gaps, what their impact is, and how to
prevent them.

This chapter investigates the RQ3 – How can we specify the intersubjectivity gap between design intention
and actual usage in embodied interactive experiences, and how can we use this specification to provide
feedback to the designers? – through two sub-questions :

— RQ3A : How to detect and classify the different issues of communication happening during the design
and the usage?

— RQ3B : How to prevent or avoid the potential issues to improve the communication between the
actors ?

The challenge investigated during this chapter, related to the RQ3A and RQ3B, concerns the conception
of a methodology that can support designers of embodied VR experiences in the comprehension and the
improvement of the designer-user communication mediated by VR systems.
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Figure 5.1 – Our model was inspired by Norman to characterize the designer-system-player communication
gulfs, allowing the definition of a taxonomy of eight issues sources of gulfs happening during the design,
usage, and interpretation phases.

5.2 The triangle of misunderstanding in interactive virtual narratives :
gulfs between system, designers and players

Existing works focusing on the user-system-designer communication ultimately aim at reducing the
communication gulf between the actors. Bad communication on the scenario’s narrative or on how to
interact with 3D objects – such as coming from personal biases, system limitations, forgetfulness, or lack of
guidelines – can impact the player’s immersion or the enjoyment of the experience. On the other hand, an
incomplete comprehension of the player’s lived experience can impact the designer’s knowledge on how to
improve an experience. Widely relevant HCI works exist for understanding communication issues, but were
designed for traditional media, based on 2D interfaces and affordances. They do not address the specificities
of VR applications : the immersion, the embodied interaction possibilities, the physical fatigue etc.

To observe and characterize the nature of the communication gulfs existing between the designer’s
intention and the player’s lived VR narrative experience, we conceived a communication model that supports
the identification and mapping of eight classes of issues causing miscommunication or misinterpretation in
the design-interpretation process. Our model is inspired by the seven stages of action model built by Norman
(2013), which refers to the way a user interacts with a product or a system in seven steps, separated into two
phases : the execution phase, during which the user will form an intention, construct a plan, and execute it,
and the evaluation phase, during which the user will observe the result of their action, make an interpretation,
and compare the consequences with their expectations. As a result, two key gulfs emerge from the usage of a
system : the execution gulf (i.e., the gap between the initial intention and the performed actions) and the
evaluation gulf (i.e., the gap between what the system shows and what the user expected).
We presents here three contributions :

— A communication model to investigate the designer-player communication gulfs, which highlights the
different steps composing the creation process between the designer and the system, and the usage
process between the player and the system.

— A qualitative method in the form of a structured interview, to observe and collect communication
issues happening during the usage and design of VR narrative experiences. This interview was applied
during a two-phase VR study, allowing the collection of 127 design and usage communication issues.

— A taxonomy of communication issues to supports the identification and mapping of all encountered
communication issues among eight classes of issues causing miscommunication or misinterpretation,
to analyze their individual impact on the proper narrative interpretation of the scenario.
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By revisiting Norman’s model in the context of VR narrative experiences, including both the design and
the usage process, we can support the identification, and eventually the reduction, of designer-player
communication gulfs in VR, by proposing means to treat each class of communication issues.

In the following chapter, we describe in section 5.2.2 our communication model and the structured
interview built based on this model to collect and classify issues. Then in section 5.2.4 we present the study
design and the technical setup. In section 5.2.5 we present our analysis on the correlation between the issues,
alongside some participants post-study insight.

5.2.1 VR communication model
We present our model of VR communication shown in Figure 5.1. The model was inspired by Norman’s

seven stages of action, well-known in the HCI research community, to represent the communication between
a player and a system. In our case, we need to add a third actor : the designer who uses the system to create
the experience for the player, who will then live the experience through the system. Both the designer and
player interact with the system following Norman’s seven stages of action : develop and act on their intention
to interact with the system, and compare the changes against the initial intention. The system is thus a
medium through which the designer communicates with the player, from which also emerge designer-player
gulfs, notably between the initial design intention and the final player interpretation. For these reasons, our
model is the concatenation of two models of the seven stages of action, with the left side representing the
design process and the right side representing the usage process.

Our model specifies four designer-system-player gulfs and eight classes of issues that are sources of these
gulfs. The first four issues occur on the designer-system side of Figure 5.1, potentially creating a design gulf
(i.e., the gap between what the designer wanted to create, and what they actually create) and an evaluation
gulf (i.e., the gap between what the system shows and what the designer understands). During this phase, the
designers define their design intention and build a VR scenario to communicate the intention through the
system. They then test their scenario, reiterating the design process until they can validate that it corresponds
to their initial intention. The four classes of issues are :

(1) Design limitations issues : limitations on the system to implement a desired scenario, potentially
limiting the designer’s creativity. For example : a designer who wants to build a scenario with fireworks
would rely on the system having an adapted particle system, the lack of which would force the designer to
change or suppress this idea.

(2) Design issues : actions that are present in the designer’s detailed plan, but not performed, or performed
incorrectly. For example : the designer forgets to create a task, or associates the wrong interaction to an
object resulting in a mismatch between the intention and final scenario.

(3) Evaluation perception issues : gaps identified by the designer between what they wanted to create
during the design process, and what they experienced while testing the scenario. For example, a designer
expects an object to be clearly visible but it is unexpectedly occluded due to the camera perspective.

(4) Evaluation comprehension issues : issues that the designer didn’t notice during the testing. For
example if the designer forgot to create a task and didn’t realize it during the test.
The second set of four issues occur on the system-player side in Figure 5.1, creating the scenario comprehen-
sion gulf (i.e., the gap between what the system communicates and what the player understands) and the
system interaction gulf (i.e., the gap between the expected and the actual interactions of the player with the
system). The four classes of issues in this phases are :

(5) Task comprehension issues : The player misunderstands the task to perform when communicated by
the system. For example the player takes the wrong object or performs the wrong interaction.

(6) Situation comprehension issues : the lack of comprehension on the player’s side of the purpose of
a task. For example : not understanding the goal of the task and/or the higher message of the scenario. As a
result, the player may believe the task serves no purpose in the story.

(7) Environment comprehension issues : lack of comprehension by the player due to the manner in
which the system communicates (e.g., visuals, audio, text). This can occur for example when the player
confuses the target object of the task with similar objects in the scene.
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(8) Performance issues : issues in executing the task by the player. For example : a player is unable to
find the target object or fumbles with the controllers to perform a desired action.

This specification of issues in eight classes opens up the possibility of investigating in depth the link
between issues, gulfs, and narrative interpretation. To detect and classify communication issues among these
categories, we built a qualitative methodology presented in the next section.

TABLE 5.1 – The structure interview built for the study, based on our model, to collect the initial intention,
the design issues, test issues, and interpretation issues. These questions allows us to characterize the gulf
between the designer initial intention and the player narration interpretation, by collecting the though process
on both sides and comparing them.

Issues Questions

Intention evaluation
(1) What scenario do you intend to create?
(2) What reaction, emotion, or experience do you want to generate through this scenario?
(3) What do you want players to experience through your scenario?

Designer - System issues

Before the design :
(3) What do you want players to experience through your scenario?
(4) What do you plan to do in the scenario to generate these reactions, emotions, or experiences?
(5) What sequence of tasks would you like to create to achieve this scenario ?
After the design :
(6) What scenario did you create ?
(7.1) Are there differences between your scenario and your initial intention ?
(7.2) What are the reasons for the differences between your scenario and your initial intention?
After the test :
(8) What did you observe during your test ?
(9) What did you understand about the scenario during the test ?
(10) Do you notice any differences between what you tested and what you wanted to create?
(11) If you could change anything, what would you change?

Player - System issues

To the scenario player :
(12) In order, what actions did you perform to achieve the scenario?
(13) Did the observed consequences of your actions correspond to your expectations?
(14) How successful were you in accomplishing what you were asked to do ?
(15) What did you understand from the scenario?
To the scenario designer :
(16) Was the scenario played as you expected ?
(17) The lived experience correspond to your expectations?
(18) In your opinion, what experience did the player live?

Narrative interpretation

To the scenario player :
(19) What did you understand from the scenario?
(20) In your opinion, what did the designer want to communicate through this scenario?
(21) What is the designer’s intention : What points correspond or not to your experience?
To the scenario designer :
(22) In your opinion, what experience did the player live?
(23) What did the player understand : Does that correspond to what you expected?

5.2.2 Methodology
We apply the model to a user study in VR where participants had to play both the roles of a designer and

a player, paired with a structured interview based on our model. The following sections first detail the design
of the structured interview, then describe the player study.

5.2.3 Structured interview
The structured interview is composed of a set of questions for each phase of the design-usage process

specified in our model, and was posed after each phase by the experimenter and recorded in a questionnaire.
The list of questions are shown in Table 5.1. The reasoning for question in each of the eight categories were :
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Design limitation issue : a designer’s conscious gap between the initial design intention (Q1-3) and the
scenario they were able to implement using the system (Q6,7).

Design issue : a designer’s unconscious gaps between what they believe they created (Q1-7), and what
they actually conceived (Q16-18), identified during the interview with the designer after player testing.

Evaluation perception issue : a designer’s conscious gaps between what they expected to create and
communicate (Q5,6,7) and what they observed while testing their own scenario (Q8-11), identified during
the designer evaluation phase.

Evaluation comprehension issue : a designer’s unconscious gaps between what they believe their
scenario communicates (Q6,8-11), and what the players understood (Q12-18), identified by discussing the
elements players didn’t understand with the designer.

Task comprehension issue : a player’s unconscious gap between the action the system asks them to
perform (Q5,6), and the action the player understood (Q12-15).

Situation comprehension issue : a player’s unconscious gap between the meaning of the task presented
by the system (Q5,6) and the comprehension of the purpose of this task by the player (Q12-15).

Environment comprehension issue : a player’s unconscious gap between the interaction expected by
the system to validate a task (Q5,6) and what the player actually performed (Q12-14).

Performance issue : a player’s gap between the expected performance of the designer (Q5,6), and the
observed performance of the player during the scenario (Q16,17).

Finally, we included a category on narrative interpretation, corresponding to the high-level gap
between the player’s understanding of the meaning of the scenario they tested (Q15,19-21) and the scenario
the designer actually wanted to communicate (Q1-3,22,23). While all previous presented issues aim at
characterizing the eight designer-system and system-player gulfs, the narrative interpretation falls outside of
this model. This enables the investigation of the potential correlation between the eight issues encountered
and the quality of the narrative interpretation observed.

5.2.4 User study
We present here a qualitative study protocol performed to observe and collect information regarding

the eight classes of issues. The study objective was to investigate (1) the impact of an issue on the creation
of other issues in a later process, and (2) the impact of a given issue on the final comprehension of the
experience by the user. The findings on these objectives are presented in Section 5.2.5

Figure 5.2 – The study protocol consists of three stages : (1) design phase, during which participants create
and evaluate their own experience ; (2) test phase, during which each participants test two previously created
experiences ; (3) and the post-test phase during which each participant watch record of two persons playing
the created scenario. The entire study lasted roughly two hours.

We recruited six participants for the pilot studies (5 women, 1 man) and ten participants for the main
study (5 women, 5 men) through 5 university and laboratory mailing lists. Participants needed to have
normal or corrected-to-normal vision. Among the ten participants recruited for the main study, five had no
prior experience with 3D scenario design, and five had minor or regular experience with it. The study was
approved by the instute ethics committee. Upon recruitment, the participants were sent a message with their
booked time slot as well as the informed consent form. The study lasted up to two hours. A compensation of
twenty euros was given in the form of a check at the end of the post-test phase. On arrival, participants were
first invited to sign the informed consent form and answer a short pre-experience survey. Participants were
informed of the risks of nausea and motion sickness during the test phase and were encouraged to ask for
a pause or request the end of the study if desired, without impact on their compensation. A time slot was
defined with the participant at the end of the study to perform the post-test phase of the study.
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In this two hours study, participants played the roles of both the designer and the player. Through
structured interviews, they explained as designers their intentions and implementation plans, and as players
their perceptions and interpretation of the scenario. A series of questions were used to determine if there
were issues, which were recorded and classified post-test. The study is composed of three phases : (1) the
design phase during which participants, as designers, create a VR scenario ; (2) the test phase during which
participants, as players, test two experiences created by other designers ; and (3) the post-test phase at a later
date, during which designers watch the recordings of two players who played their scenario. Two additional
participants were recruited for only phase two, to ensure that all scenarios had two players. The questions for
each phase are shown in Table 5.1 to identify for each phase the issues and their type, as well as the initial
designer intention and the narrative interpretation of the scenario by the player.

In Phase 1, the designer phase, designers created their VR experience on a laptop using the GUsT-3D ∗

open toolkit which is built on Unity. This toolkit allows the definition of a vocabulary to name objects and
locations, and to designate a series of interactive user tasks such as finding and placing objects in specific
locations, going somewhere, or using an object to interact with another. Text, audio, and visual hints can
also be added to the tasks. The toolkit has the advantage of allowing the design of interactive VR scenarios
without the need for prior training in Unity nor programming. For the VR setup used in phase 2, we used an
HTC Vive Pro Eye with a wireless module, two HTC Vive controllers to interact with the environment, four
HTC base stations to track a 5 by 5 meter space. This VR setup allows participants to physically walk and
interact in the virtual environment freely without cables restraining their movement. Logs are generated from
the user’s position and interactions at 10Hz.

Design phase : the participant followed a 10 to 15 minutes tutorial on how to build a 3D experience
using GUsT-3D comprised of low level tasks (e.g., take an object, go somewhere, place an object in or on
something). Designers were then asked to create a scenario composed of at most 10 tasks, a task being the
action to “Take an object", “Place an object", “Go somewhere", “Interact with an object" only. Each designer
is assigned one of two base 3D environments of 5 by 5 meters to design their scenario : (1) an interior
environment (Figure 5.3 top) with an office desk, a shelf, and some objects around the room. Designers
assigned to this environment are given the constraints to use the objects “Golf ball", “Golf club", and “An
object fallen on the ground" in their scenario, and (2) an exterior environment (Figure 5.3 bottom), comprised
of a small entry hall with some furniture, and a crosswalk behind a door leading to the other side of the road,
with some additional props. Designers assigned to this environment are given the constraint to use the objects
“Key", “Trashcan", and “A sweet object". When played, the tasks appear during the scenario in the form of a
text prompt in the field of view of the player, and is automatically updated as tasks are completed. Designers
were allowed to add at most two hints, appearing as text below the task prompt, which can either guide the
player or give additional narrative information. The designers were allowed to rename the objects and move
them in the scene to fit the scenario they want to communicate. As the designers build their scenario, they
can test and modify it as much as they wanted on the laptop. Once this phase was finished, designers test
their scenario in VR, and but were not allowed to make further modifications. Questions were asked during
these phases on the initial design intention, and characterize the issues related to each phase, as shown in
Table 5.1 rows “Intention evaluation" and “Designer - System issues". This phase took a maximum of 1 hour
and 15 minutes : 1 hour for the experience design and 15 minutes to test the scenario in VR, including the
structured interview questions.

Usage phase : during the second phase of the study, participants take the player role and experience two
scenarios created by the two preceding designers, one interior scene and one exterior. For example Designer
5 is player 2 for Designer 3 (which we denote as D3U2) and player 1 for Designer 4 (D4U1). The player
then responded to questions regarding the issues encountered in this phase, and the interpreted meaning of
the scenario in rows “Player - System issues" and “Narrative interpretation" of Table 5.1 respectively. This
phase takes up to 30 minutes.

Post-test phase : the third phase was programmed at a later date with the designer after two players
played their scenario. During this phase, a recording from the viewpoint of the two players is shown to the
designer. Following each recording, questions shown in the Table 5.1 under the rows “Player - System issues"

∗. https ://project.inria.fr/creattive3d/gust-3d/
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and “Narrative interpretation" were posed to determine if the scenario was interpreted and lived closely to
what the designer intended or not. This phase takes up to 15 minutes to watch the two player videos and
respond to the questions.

Figure 5.3 – The interior (top) and exterior (bottom) 3D environments were assigned to designers for the
creation of their scenarios. Both environments offered a 5-meter by 5-meter design space. Objects can be
moved and renamed to fit the designer’s intention. Participants assigned to the interior environments had to
include in their scenario the following objects : a golf club, a golf ball, and any fallen objects. Participants
assigned to the exterior environment had to include in their scenario the following objects : a key, a trashcan,
and any sweet object.

With the data collected from this study, we present in the next section 5.2.5 our observations on the gulfs,
showing correlations between issues, between issues and the proper narrative interpretation. We present
feedback from the designers observing issues in their design during the post-test, and the impact it got on the
communicated and lived experience.

5.2.5 Results
The user study guided through structured interviews allowed us to construct a rich dataset that contains

gulfs of communication occurring in interactive narrative experiences mediated by VR. Using our classifica-
tion methodology, we detected and successfully classified a total of 127 issues throughout the experiments
performed with our 10 participants. A total of 74 of them were done on the designer side and 53 on the
player side. The design issues and the performance issues were the most frequent ones for the two respective
sides. A summary of the encountered issues extracted from the studies is presented in Table 5.3. This data
allows us to perform two types of analysis to investigate : (1) the correlation between two different categories
of issues, and (2) the impact of a category issue on the proper narrative interpretation by the players.

Here, we present a few illustrative examples. We then go over a quantitative and qualitative analysis of
the issues observed, the correlations between issues, and the final comprehension, as well as some relevant
feedback collected from the participants.
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TABLE 5.2 – The correlation matrix on the eight issues and additionally the narrative interpretation. We
highlight (in green) the issues that are potentially correlated with another one in a later part of the design-
usage process, or in correlation with the score observed of narrative interpretation of the scenario by the
player.

Designer - System issues Player - System issues
System
design

limitation

Design
issues

Evaluation
perception

issue

Evaluation
comprehension

issues

Task
comprehension

issues

Situation
comprehension

issues

Environment
comprehension

issues

Performance
issues

Narrative
interpretation

System design
limitation 1

Design
issues -0,3 1

Evaluation
perception

issue
0,2 -0,2 1

Evaluation
comprehension

issues
-0,1 0,2 -0,7 1

Task
comprehension

issues
0,2 -0,1 -0,1 -0,1 1

Situation
comprehension

issues
0,2 0,2 0,1 0,0 -0,3 1

Environment
comprehension

issues
0,2 0,0 0,3 -0,1 0,0 0,2 1

Performance
issues 0,2 0,3 0,4 -0,1 0,0 0,2 0,6 1

Narrative
interpretation -0,4 0,6 0,1 0,0 -0,1 0,4 0,2 0,5 1

Total 0,3 0,5 0,3 0,0 0,1 0,5 0,6 0,8 0,5

TABLE 5.3 – All the issues observed during the 10 studies, classified under the eight issues specified by our
model. User Y of the designed experience X is referred as DXUY, for example user 2 of the experience 7 is
D7U2. The narrative interpretation row displays the score given for the accuracy of the narrative interpretation
done by the user. A score of 0 means the narrative was interpreted as intended, 1 means partially correct, and
2 means an incorrect interpretation.

Designer - System issues Player - System issues

Design
limitation

Design
issues

Evaluation
perception

issue

Evaluation
comprehension

issues

Task
comprehension

issues

Situation
comprehension

issues

Environment
comprehension

issues

Performance
issues

Narrative
interpretation

D1U1 0 2 1 0 1 0 0 1 2
D1U2 0 2 1 0 0 0 1 2 2
D2U1 1 0 1 0 0 1 1 1 0
D2U2 1 0 1 0 0 1 0 0 0
D3U1 1 3 2 0 1 1 1 2 2
D3U2 1 3 2 0 0 1 2 2 2
D4U1 1 2 1 1 0 0 0 1 0
D4U2 1 2 1 1 0 2 1 2 2
D5U1 0 3 0 1 0 1 0 0 2
D5U2 0 3 0 1 0 1 0 1 2
D6U1 0 1 1 1 0 0 1 1 1
D6U2 0 1 1 1 0 0 1 1 1
D7U1 1 0 2 0 1 0 0 1 1
D7U2 1 0 2 0 0 0 1 1 1
D8U1 1 1 1 1 0 1 1 1 2
D8U2 1 1 1 1 0 1 1 2 2
D9U1 1 2 0 1 0 0 1 1 1
D9U2 1 2 0 1 0 0 0 1 1
D10U1 1 1 0 1 1 0 1 1 0
D10U2 1 1 0 1 2 0 1 1 1
Total 14 30 18 12 6 10 14 23 25
Average 0,7 1,5 0,9 0,6 0,3 0,5 0,7 1,15 1,25
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5.2.5.1 Example scenarios

In the ten scenarios created by participants, we observed numerous issues with a variable impact on each
of the actors : the designer, player, and system. Here, we illustrate three study cases to highlight how we
identify and classify some issues encountered.

Figure 5.4 – The designer D4 created a scenario, to simulate an office worker in burnout, where the player
has to play golf on a precious trophy. The player D4U2 did the tasks properly, however, the player didn’t
understand the tasks the way the designer expected, interpreting this set of tasks as a desk tidying scenario.

Case 1 : Gulfs in design and evaluation resulting in gulfs in scenario comprehension and narrative
comprehension (D4,D8) : The designers of the experiences 4 and 8 both used the interior environment for
their scenario. It was experienced by the players D4U1, D4U2, D8U1, and D8U2. A part of the presented
scenario and communication issues encountered is shown on Figure 5.4.

Design phase : Both designers had the same idea of creating a scenario to simulate an office worker
experiencing burnout. They found this idea when seeing in the 3D scene the whiteboard object, which
depicted a red arrow like the plunging of stock prices, along with the unordered objects on the room floor :

“I want a scenario about a person working here, alone in the office, in burnout due to the company results.
This person wants to break, burn, or throw things in their office’s desk to let their anger out" (D4) “The
person is depressed, is angry against the world, want to do crazy things" (D8). Both designers encountered
system limitations as they couldn’t physically burn or break objects. Instead, noticing the mini-golf field,
they decided to create tasks to position the “laptop" (D8) or the “golden trophy” (D4), which they considered
as "precious objects", on the “golf field" and “office desk" respectively, and then to use the objects “golf
club" and “golf ball", to play golf on them. However, no textual information or narrative elements were used
to inform the players of the meaning of these interactions. During their self-testing, neither of the designers
realized the lack of communication on the meaning of the interactions, leaving the scenario largely open to
the player’s interpretation. In addition, D4 encountered an evaluation perception issue, not expecting gravity
to apply on objects in the scenes on experience start, resulting in the trophy falling on the ground.

Usage phase : All players successfully performed the tasks in the 3D environment. D4U1 interpreted
the task of placing the “golden trophy" on the “golf field” to “showcase them". D8U1 and D8U2 expressed
confusion on the purpose of the scenario, questioning the presence of a purpose to begin with, as the sequence
of tasks didn’t make much sense to them. D4U2 was the only player able to correctly interpret the scenario
as a burnout when seeing the plunging stocks and described the actions as violent. All three other players,
due to the nature of VR allowing free physical and visual exploration of the environment didn’t even notice
plunging stocks on the whiteboard. D4U1, seeing the trophy on the ground, interpreted this task as tidying
up the office.

Gulf evaluation : In the post-test, both D4 and D8 said they were aware that their scenario was
hard to understand. D4 described their scenario as “a bit far-fetched" and was surprised to learn that
D4U1 successfully interpreted their intention. After revealing the designer’s intention to the players, D8U1
responded : “the scenario is not really well-communicated, I don’t think I could have guessed it at all".
In this case study, we thus observed a design issue (lack of context and information to communicate the
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meaning of interactions), compounded by an evaluation comprehension issue (designers didn’t realize the
lack of communication on interaction meaning during the test phase). These two communication issues
resulted in situation comprehension issues for 3 players (D4U2, D8U1, D8U2), who did not understand the
meaning of the scenario at all. These communication issues resulted in a gulf between the designer intentions
and player interpretation and in an incorrect narrative interpretation by D4U2, D8U1, and D8U2.

Figure 5.5 – D5 created a scenario, where players perform a number of interactions, one of which is to
open a door with an access card. However, the designer forgot to rename the target object (the phone) as an
access card. D5U1 completed the tasks, but did not understand the logic of opening a door with a phone,
interpreting this interacting as humorous.

Case 2 : Design and evaluation gulfs resulting in system interaction gulfs (D5) : D5 used the
exterior environment. It was experienced by the players D5U1, D5U2. A part of the presented scenario and
communication issues encountered are shown on Figure 5.5.

Design phase : D5 wanted to create a simple scenario where the player have to go outside from home
to collect some sweets for an afternoon snack. They created tasks to “open the door of the house using the
access card", "go outside", and then tasks to bring home multiple “sweets" objects. The designer intended to
use a phone-looking object as the the card needed to open the door by renaming it “access card". However,
during the design phase, D5 forgot to change the name of the object, resulting in a design issue. During
the test phase, D5 didn’t notice that the name of the object didn’t matching their initial design intention,
resulting in an evaluation comprehension issue. Because of this, the final scenario asks the player to take the
phone and open the door with it.

Usage phase : Both the players D5U1 and D5U2 performed the scenario’s tasks properly. Both players,
however, didn’t understand the reason the task asked them to use the phone as a key to open a door, nor why
the phone did actually open the door. The rest of the scenario was performed correctly.

Gulf evaluation : In the post-test, D5 realized the confusion with an object’s name not matching the
tasks performed. As a result, both D5U1 and D5U2 encountered situation comprehension issues. D5U1
said that presenting an interaction that makes no sense was probably for humoristic purposes. On the other
hand D5U2 said that either the interaction made no sense or they had missed the meaning. This created
a communication gulf between the designer, who wanted to simulate a normal interaction with an access
card, and the players, who both interpreted this interaction as an interaction that makes no sense. During the
post-test, looking at the records, D5 first assumed that players understood the interaction’s meaning, only to
discover at the reveal of the interpretations the communication gulf around the phone interaction. D5 then
said, “I can understand the gulf ; it’s true that opening a door with a phone isn’t common; that’s fun, but I
didn’t expect them to go as far as believing it’s an absurd scenario for humoristic purposes."
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Figure 5.6 – The designer D10 created a scenario where players have to take a book and place it on the
ground. However, the designer did not specify which book exactly to take and didn’t notice this issue in the
test phase. The player D10U1 did understand the meaning of the task, however, due to the lack of detail on
the book to take in a scene full of books, the player took some time to find the right one.

Case 3 : Multi-interaction between all four gulfs (D10) : D10 used the exterior environment, experien-
ced by the players D10U1, D10U2. A part of the presented scenario and communication issues encountered
is shown in Figure 5.6.

Design phase : D10, motivated by the curiosity to experiment with how physics behaves in VR, decided
to create a scenario based solely on 3D interactions, where players had to find, take, and place objects.
Players were first asked to pile up multiple objects found in the 3D environment. The first group of tasks
involve placing the “cube" on the “pile of paper", then place the “ball" on the “cube" previously placed "pile
of paper“. Then the second group of tasks involves placing the “plant" and the “book" and place them on the
“ground". Finally, a task was created to ask players to place the “golf club" in balance on top of the “book"
and the “plant" previously placed on the “ground". Multiple design issues occurred. For example ; in the
task to take the “book", there were over ten book objects in the scene. This design issue was linked to an
evaluation issue, as D10 didn’t notice the issue, since they knew exactly which book to interact with.

Usage phase : Both players D10U1 and D10U2 successfully piled up the objects of the first group of
tasks in the scenario. On the second group of tasks, they both encountered similar task comprehension issues :
the task did not specify which book was concerned. Both players encountered a performance issue, trying
multiple books without being sure which one was the right one for the task. Afterward, both players had
difficulty knowing exactly how to place the “golf club", given the rich 3D interaction possibilities VR offers,
and the designer’s instruction wasn’t explicit enough.

Gulf evaluation : During the post-test phase, D10 immediately realized the issue with the books : “I
should have specified which book, something like : the blue book next to the plant". Multiple comparable
issues were encountered during this scenario, linked to a lack of information given by the designer on how
or which objects to interact with, notably on how to place the “book", and how to place the “golf club".
However, while these issues impacted the proper 3D interaction and task execution, they didn’t have a strong
impact on the narrative interpretation. The narrative of the scenario of experimenting with piling objects was
partially understood by D10U2 and fully understood by D10U1.
These case studies were selected to illustrate the difficulty of achieving a full understanding of the initial
designer intentions, but found that a partial understanding is mostly feasible. The overall narrative compre-
hension is shown in Table 5.3, where 0 means “Fully understood", 1 mean “Partially understood" and 2 mean
“Not understood at all". We also observed issues that fit under multiple classes, potentially cascading into
other issues in later stages of the model and widening the gulf between the designer and the player.
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5.2.6 Correlation between issues
While the prior case studies present a number of complicated causal relations between issues and

communication gulfs, we now investigate in more detail the correlations between multiple types of issues, as
well as their impact on narrative interpretation. For this purpose, we build a correlation matrix as shown in
Table 5.2 to highlight potential correlations between two issues, where -1 mean a negative correlation, 0 an
absence of correlation, and 1 a correlation. This includes the score on the interpretation of the narrative given
by players to estimate if an issue have an impact on the scenario comprehension. Here we discuss the results
obtained for each issue and their potential impact :

Design limitation issue : two minor negative correlations (-0.3 and -0.4) exist between design issues and
the narrative interpretation, indicating that setting design limitations could reduce design issues and better
narrative interpretation. We believe this can be linked to the fact that designers who encountered limitation
issues often tried to simplify their intentions, lowering the chance of design issues, making the scenario
easier to communicate and interpret. For example, D7 wanted to make players run around and eat objects in
the scene, but due to the limitations, they changed the scenario to find hidden objects that looked edible.

Design issues : there is a minor correlation of 0.3 with performance issues, and a notable correlation
of 0.6 with the narrative interpretation. This can be because a design issue is unconscious to the designer
and affects the communicated intention through the system. For example, when D5 forgot to rename the
“phone" as an “access card", the system communicates an erroneous message to the player, changing the
interpretation of the players in an unexpected way.

Evaluation perception issue we observed two minor correlations of 0.3 to 0.4 between environment
comprehension issues and performance issues. This can be explained by the fact that an evaluation perception
issue corresponds to a gulf between the designer intention and what the system actually displays. For example,
D3 noticed that a target object was not visible enough when testing. This can result in an environment
comprehension issue that makes the task harder for the players (performance issues) requiring more effort and
time than originally expected. We also observe a negative correlation of -0.7 with evaluation comprehension
issues, meaning that when the designer is conscious of a gulf between what they wanted and what the system
displayed, the unconscious gulf between their intentions and the actual scenario communicated was reduced.
For example, D1 noticed during testing that placing an object (a “lollipop") on the ground in VR can be
dangerous as it asks people to bend down with a VR headset on. Due to this issue, the designer foresaw that
the task might be done slowly or incorrectly.

Evaluation comprehension issues & Task comprehension issue : No notable correlations were observed
with these two issues in relation to other issues later in the process.

Situation comprehension issue A minor correlation of 0.4 is present between situation comprehension
issues and narrative interpretation. This can be because this issue corresponds to the proper understanding of
the purpose of the tasks. For example, D4U1 and D4U2 encountered a situation comprehension issue when
they didn’t understand why they opened a door with a phone, and for this reason, they misinterpreted the
overall narrative the scenario was communicating.

Environment comprehension issues we observe a notable correlation of 0.6 with performance issues,
which is expected. When a player doesn’t properly understand what the task is, they will often solve the
problem through trial and error. For example D6U1 and D6U2 had difficulty finding a “penguin" (a spaceship
toy renamed “penguin”), resulting in slow performance.

Performance issue there is a correlation of 0.5 between performance issues and narrative interpretation.
Two explanations are possible. First, players failing to perform the tasks properly could need more concen-
tration to succeed, spending less attention understanding the task purpose. Another possibility is that this
issue is the last one in the design-usage process, thus being the accumulated outcome of multiple previous
issues. We observe a strong correlation of 0.8 between the total number of issues and the performance issue
type, meaning that more issues often means more performance issues.

Finally the last row of Table 5.2 shows a 0.5 correlation between the total amount of issues observed and
the narrative interpretation, meaning that a higher number of issues also correlates with a worse interpretation
by the player. Situation comprehension, environment comprehension, and performance issues all show a
correlation above 0.5 with the total, which identify these issues as key impacts on good comprehension and
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interaction, and directly linked to narrative interpretation. On the design phase, only design issues displays a
correlation above 0.5, making it the main factor impacting narrative interpretation in the design phase.

These analyses allow us to have a view on the impact of the different issues, and which ones have the
strongest influence on proper narrative interpretation. Based on our analysis, we believe the design issues, the
situation comprehension issues, environment comprehension issues and the performance issues are the most
meaningful issues to investigate if we want to reduce the gulf designer-player, as they are the issues that seem
to be the ones that cause the biggest numbers of communication issues, as they show strong correlations with
other issues and with a low narrative interpretation score.

5.2.7 Post-test insight
This study and analysis allowed us to highlight the issues, conscious or not, that designers and players

encountered. All ten designers participated in the post-test to observe the issues in their design and suggested
improvements to make an experience that better matched or communicated their intention. Out of the 20
players, three believed that the explanation behind the issues was the players themselves and not what the
system communicated, three felt there were no issues, and the remaining fourteen found in addition one
or more improvements inspired from others’ designs that they could make to their own scenarios to better
communicate their initial intention. We detail here a few examples of issues that seven designers discovered
during the post-test in their created scenarios, as well as their ideas to prevent these issues.

D2 and D6 were very satisfied with their scenarios after seeing player replays. D2 observed the players
and saw them do exactly what was intended, and felt nothing needed to be modified. On the other hand, D6
was stressed when they realized that the design and evaluation issues encountered during the design phase
created an experience potentially too hard or frustrating compared to what was intended due to a lack of
instructions. However, seeing a very good comprehension and enjoyment of the scenario by the players,
where the lack of instructions created an escape-game like experience, they concluded the scenario is better
the way it is, even if it wasn’t what they intended originally.

Multiple designers noticed issues created due a lack of clarity in the vocabulary used. D3, D9 and D10
realized some object names and models were confusing, and most of their players encountered environment
comprehension issues (i.e., confusing brown table with black, newspaper holder with newspaper, and
Rubik’s cube with cube). Both D3 and D9 believe they should have added more instructions or renamed the
objects, while D10 believes the observed issue is a rare case which shouldn’t require changes. D10 and D4
encountered comparable issues : D4 agreed that the phone should have been renamed as access card to more
clearly communicate the meaning of the task. D10 noticed players had trouble identifying the correct “book"
amongst multiple similar objects and suggested that they could be more precise, such as “small blue book".

D4, D8 and D9 noticed a bad narrative interpretation as well as multiple situation comprehension issues
by their players, due to a lack of instructions in their scenarios. Multiple tasks required players to perform
interactions (e.g., place the golden trophy on the table, go to the entrance with the golf club) without giving
context as to why these tasks are relevant. All three believe this is the main reason why their scenarios were
misunderstood by their players.

From the 10 participants and analysis of over 100 issues on the design and the test of experiences, this
study highlights multiple important issues to the designers. The way designers proposed potential solutions
to reduce the designer-player gulf in their VR experiences based on the structured interview responses
was also very insightful, such as by adding more instructions to better communicate the scenario intention,
renaming objects in the environment to avoid confusion, or changing the task order to prevent potential
incomprehension by the player.
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5.2.8 Discussion
We have presented a communication model revisiting Norman’s seven stages of action, and a structured

interview to evaluate and characterize the different issues occurring during the design-usage process of a
VR narrative experience, leading to gulfs of comprehension. The challenge of reducing the gulf between
the designer’s intended way to use a system and the player’s actual interaction and interpretation can be
significant for research in highly immersive media such as VR : an experience not lived the designer’s
intended way could alter the way the data is collected, resulting in a less successful investigation of the
research questions. This is especially true in immersive environments, where observing and understanding
the experience can be more complex due to the free physical and visual exploration possibilities offered by
the 3D environment, as well as the possibility to use the body to physically move and interact with objects.

The presented model defines a taxonomy of issues related to the design and the usage of a VR experience.
This taxonomy was efficient for the context of our study, allowing us to classify all 127 issues encountered
into the eight categories in order to observe the link between issue, gulf, and narrative interpretation. By
analyzing the results obtained from the study through the structured interviews, we were able to identify
correlations between multiple issues and observe how compounding issues result in a wider designer-player
gulf. More specifically, we see a meaningful impact on the narrative interpretation for the design issues
and situation comprehension issues. This means that during the majority of our studies, unconscious issues
performed by the designers and an issue on the player side to understand the purpose of the given task were
the main reasons for inefficient designer-player communication.

A limitation linked to our model is the lack of representation of choices : when designing or experiencing
a scenario in VR, the designer can consciously decide to change the initial intention, or the player can decide
to not follow the presented scenario. While this is a case we did not encounter in our study, this could cause
problems in the later parts of the analysis. This would result, for example, in a gulf between what the designer
initially intended to create and what they actually created, but without any issues collected and classified
to explain this gulf. A way to improve this could be to explore how to include the reiterating nature of the
communication model in the taxonomy : in the design of a system, the system intention is usually not fixed
and can evolve over time.

Another limitation lies in the analysis presented in this paper, which is primarily focused on the proper
comprehension of the designer’s intention by the player who lives the experience, presented as the narrative
interpretation. The interaction performed could be further investigated by examining if the player did interact
with the system the way the designer expected them to. This is a case encountered with D10, who wanted
players to place a plant on the ground, but both D10S1 and D10S2 dropped the plant on the ground instead,
not satisfying the designer. Our communication model allows the observation and classification of these
elements, however deeper investigations are needed to precisely characterize the articulatory distance between
the designer’s intended usage and the real usage, in the same way that we investigated the semantic distance
by defining a score of narrative interpretation.

We believe the methodology proposed, by allowing the detection and classification of communication
issues, could support future work in investigating ways to detect and prevent issues. On the designer side,
usability heuristics could be efficient to provide guidelines to designers to help avoid design issues (Sutcliffe
& Gault, 2004). Cognitive walkthroughs could be efficient for the prevention of evaluation perception issues
(Doumanis & Economou, 2019 ; Q. Liu & Steed, 2021) to simulate experience usage. On the player side, the
usage of system dynamics modeling coupled with guidance methodologies (Nielsen et al., 2016 ; Sassatelli
et al., 2018) could be very efficient ways to address environment comprehension and performance issues by
reorienting players when they deviate from the expected experience. Surveys such as the System Usability
Scale (SUS), NASA-TLX, or more recently VR System Usability Questionnaire (VRSUQ) (Y. M. Kim &
Rhiu, 2024), could be used to address the environment comprehension and performance issues by gaining
insight on the usability viewed by the player. The analysis of logs such as task time, or complex data like
eye tracking and body movement (David-John et al., 2021a) could also be used to address environment
comprehension and performance issues, to finely observe the player experience and understand the source
of issues encountered. In both the design and the usage, think-aloud protocol (X. Zhang & Simeone, 2022)
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can be an efficient solution used to encourage designers and players to explicitly spell out any intention or
observation when designing or interacting, to pinpoint the exact time and context of potential issues.

5.3 Conclusion
We presented in this chapter our communication model, which aims at describing the design-usage

process of an embodied VR experience and the issues in communication and comprehension potentially
hurting the good communication of the narrative. To investigate the RQ3A, we presented our taxonomy as
well as our structured interview, which was revealed to be suitable for our user study, allowing us to identify
127 issues and categorize all of them among the eight defined categories.

This work explores the RQ3B through two contributions : (1) enabling the observation of the issues and
their impacts on the scenario ; and (2) supporting designers in the refinement of their experience. The most
meaningful observed categories of issues were design issues, situation comprehension issues, environment
comprehension issues, and performance issues, which need to be addressed in priority to reduce the designer-
user communication gulf. Through the post-study phase, we received a majority of positive feedback from
the designers who got to identify the issues in their design, helping them to determine means to improve the
built experience.

Contributions The publication presented through this chapter :

[
F. Robert, H.-Y. Wu, L. Sassatelli, and M. Winckler. “The triangle of communication in interactive
virtual narratives : gulfs between designers, system and players”. (Under review for SIGCHI 2025).





CHAPTER 6
Conclusion

This thesis explored the three components of the theory of embodiment proposed by Dourish (2004), with the
purpose of reducing the comprehension gap existing between designers and users of embodied experiences
in virtual reality. We proposed frameworks, datasets, methodologies and models to support designers on the
creation, observation and comprehension of embodied experiences. In this last section, we reflect on our
findings and the next contributions these three thesis chapters lead towards.

6.1 Contributions
To help designers of embodied experiences to understand and refine the UX, we took a user-centered

approach to design systems that sought to reduce the designer-user communication gap. We performed this
work through three research questions :

— RQ1 : How can we support designers in the creation and observation of embodied interactions in rich,
annotated 3D contexts ?

— RQ2 : How can we analyze intentionality from the user’s embodied interactions in immersive expe-
riences using multimodal metrics, and how can this analysis be used to provide feedback to designers ?

— RQ3 : How can we specify the intersubjectivity gap between design intention and actual usage in
embodied interactive experiences, and how can we use this specification to provide feedback to the
designers?

We present here an overview of the contributions of each chapter, and how they are connected to each other.
The first chapter explores the creation, management, and observation of rich interactive embodied

VR experiences. This chapter started with the introduction of our conceived framework GUsT-3D. The
contribution and novelty of this framework lies in the usage of a modular vocabulary that supports designers in
annotating the interaction and navigation properties of 3D environments. This foundation enables interactive
scenario creation and observation possibilities, through the generation of scene graphs with rich attributes, the
creation of guided tasks, and the logging of interactive and contextual data at a granular level. To validate the
efficiency of our framework, we conducted an embodied VR study using GUsT-3D, with the collection
of multimodal data. During this user study, participants engaged in physical interaction and navigation to
interact with the system and perform virtual road crossing tasks. The main contribution of this work lies in
the technical basis to enable the usage of embodied interactions, physical navigation, and the collection of
multimodal data. This work serves as the foundation for the second chapter’s work by allowing the creation
of our CREATTIVE3D large immersive dataset opening ways for granular embodied experience analysis.

The second chapter explores the analysis and understanding of embodied experiences in VR through
multimodal data, with immersive dataset creation and analysis methodology conception. This chapter started
with the introduction of our CREATTIVE3D and PEM360 immersive datasets. We stand apart from other
immersive datasets, as these datasets were built with the purpose to enable in-depth analysis of the embodied
experiences. The main contribution lie in the significant number of multimodal data (emotion, motion,
attention, interactions, and context) collected, temporally and spatially synchronized on a granular task level
in an immersive context. To work on these data, we conceived our task-based methodology to analyze
and characterize embodied experiences. We applied this methodology to the dataset CREATTIVE3D
to analyze on a granular level the correlation between physical behavior (body motion, skin conductance,

91



92 CHAPTER 6 — Conclusion

gaze movement) and scenario performance (efficiency, attention, and decision). The use of task-based
methodology applied to interactive virtual experiences is currently limited in the literature. We believe this
methodology will open new ways to characterize embodied experiences to create a user’s profile and support
designers in the refinement of personalized guidance and scenarios.

The last chapter explores the comprehension and improvement of the inter designer-user intersub-
jective communication mediated by an embodied VR experience. The main contribution and novelty
of this work is our conceived communication model to understand and improve designer-user communi-
cation mediated by an embodied VR experience, a subject still little explored in the VR literature. This
communication model supports the specification of a taxonomy of communication issues to identify and
classify them during the design and usage process of embodied experiences. We built a methodology using
the taxonomy and applied it in a study incorporating the complete design-usage workflow of an embodied
VR experience. The methodology proved to be efficient in classifying all encountered communication issues
and in supporting designers to understand communication issues and how to avoid them to build a better
designer-user communication.

6.2 Limitations
There are a number of limitations on the different contributions. Most of the limitations can represent

short term future work in direct link with the previously presented contributions.

User’s intentionality evaluation The intention of the user when interacting with a system is a component
that can support a more complete comprehension of the user’s embodied experience, by observing the link
between intention and interaction. While this thesis aims for a comprehension of intentionality, it primarily
concentrates on behavioral and contextual metrics to analyze and understand embodied interactions. We
believe we could go further on intention analysis, achieved through a survey design to collect the user’s
explicit intention during the usage of an embodied experience. By combining this explicit intention collection
with multimodal data analysis, we can open a deeper understanding of the user’s intention and how this
intention can be observed and understood through metrics.

Reproducible framework for embodied studies VR technology evolves rapidly, and multiple techniques
exist for the collection of behavioral data, such as gaze or motion data. This creates multiple issues when
trying to share datasets, technical setups, or study protocols. We believe the domain could gain a lot by
adopting common techniques and practices that are reproducible by designers to create datasets following the
same established procedure, opening up more in-depth analysis possibilities on large datasets. We explored
the idea with the CREATTIVE3D dataset, proposing a fully reproducible study that could be expanded with
more studies and introducing the concept of a living contextual dataset. Likewise, we could contribute more
in this sense on diverse aspects (i.e., study protocol, eye data collection, 3D scene sharing) to create an
environment where the research is fully reproducible and thus encourage more collaborative works. Research
domains using VR for user studies would greatly benefit from shared collection techniques and formats to
improve the reproducibility of a study and the re-usability of the generated data.

Cyclical communication model The presented communication model breaks down the workflow of an
embodied experience design and usage in 14 steps to specify a taxonomy of communication issues. This
communication model is able to support the investigation of the cyclical nature of the design and usage
processes, a point that wasn’t taken into account in the proposed methodology and study. After creating an
experience, the designer can evaluate it and refine it as many times as they want to. The designer intention
and the user intention can both evolve with time, and this model can allow us further exploration on that
topic to potentially create a richer taxonomy including that dimension of the designer-user communication.
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Communication issues survey conception The specification and identification of communication issues,
as shown in our contribution, supports designers in the refinement of experiences, but it can take a lot of time.
Supported by our communication model, we presented a methodology to detect and classify designer-user
communication issues. However, this methodology isn’t applicable to any existing VR study as is, and
reproducing it requires the composition of a task model and the creation of a custom-made structured
interview. To expand the usage of this methodology more broadly to detect and classify communication
issues, the next step is to design and validate structured interview templates or questionnaires based on this
model of communication, for users and designers of embodied VR systems. The use of structured interviews
to inquire about the design, evaluation, usage, and observation phases could help pinpoint the communication
issues to support designers of embodied experiences.

6.3 Future work
There are a number of subjects that could be further explored to expand on each presented contribution.

For example, how can we further improve the ontology to more accurately describe embodied experiences ?
Can guidance systems support designers in building better intersubjective communication ? Can visualization
systems improve the designer’s comprehension of the user’s intentionality? As the subject of supporting
designers in understanding embodied experiences is very broad, we see numerous perspectives to further
develop it. Most of the perspectives presented here were at some point discussed during the thesis as potential
directions to take during the thesis. In this section, we provide a wider perspective on the overall contributions
of this thesis, the areas that have not been explored deeply, and the new path to explore opened by this thesis.

6.3.1 Rich experience management and creation
The first identified perspective, mostly in link with the contribution of the first chapter of the thesis, is the

exploration of ways to further supports designers in the management and creation of rich interactive embodied
experiences. While our framework already explores the basis of rich interactive embodied experience creation
using an ontology, the development of the ontology and of the scenario could be developed in many ways.

Complex scenario design and observation For applications and researches valuing life-like narration,
such as training and simulation, supporting the design of complex embodied scenarios is a very valuable
component. Using GUsT-3D’s framework as a basis, already allowing the creation and granular observation
of embodied experiences, multiple directions could be considered to support more complex scenario design,
such as the usage of probabilistic models to represent uncertainty (i.e., Markov Decision Processes) or
scenarios comprised of tasks that can be performed in parallel. This work, however, represents multiple
challenges to overcome, to observe granularly the new complexity that has been introduced : how to represent
a task model, a scene graph, or an interactive experience, including parameters such as uncertainty or parallel
tasks. This perspective is particularly interesting, as more complex scenario creation and observation could
support more complex research using the controlled environment offered by VR.

Rich scene graph properties for embodied interaction description Defining a structured vocabulary
and relationships that accurately describe how objects in an environment can be perceived and interacted
with by a user is an efficient way to improve rich embodied interaction possibilities and observation. The
presented GUsT-3D’s scene graph already includes interaction properties on a basic level (grab, push, and
drop). However many object properties (i.e., temperature, fragility, weight) and interactive properties (i.e.,
balance, throwability, attachability, squeezeability) could be added to better describe an embodied interactive
environment. More detailed interaction properties can also help provide more accurate and granular logs
of the user’s interactions with the environment. Specifying precise properties could open perspectives to
create systems to predict interactions in embodied VR experiences to expand the scenario and guidance
possibilities, using system dynamics model or machine learning.
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6.3.2 Granular experience visualization
The second identified perspective is the exploration of ways to further support the designer in the in-depth

visualization of the embodied experience. While this thesis already proposes valuable user’s embodied
experience visualization through multimodal data analysis, we believe the research could go much further on
experience-based visualization.

Query system for granular behavior visualization Experience visualization is the cornerstone of expe-
rience understanding and refinement. We believe the proposed frameworks and datasets open doors to the
conception of visualization tools that can automate the granular analysis and visualization of multimodal
data. We presented in our first contribution through GUsT-3D the Log and Query component to visualize
during the post-scenario phase the logs related to the experience. In our second contribution, we presented
our task-based analysis methodology to characterize on a granular task-level the user embodied experience
using multimodal data. To take these ideas one step further, we could design an extension of the Log and
Query component, using the defined GUTask as a task model, to perform an analysis of the behavioral
metrics synchronized with the current context (e.g., tasks, interactions) on a task level. By automating a part
of our task-based analysis methodology directly in GUsT-3D, we could offer designers access to in-depth
visualization to obtain a granular understanding of user behavior in correlation with the context without
requiring the performance of complex, handcrafted data analysis. This would open the door to further work
on the possibilities opened by such tools, the impact it can have on embodied experience comprehension by
the designer, and how it can help with experience refinement.

6.3.3 Deeper embodied experience analysis
The third identified perspective is the exploration of ways to improve the granular analysis of the UX in

the VR embodied context. While this thesis already proposes a multimodal dataset along with methodology
to analyze and characterize the user experience, we believe the research could go much further to support
designers on user behavior analysis and comprehension.

Efficient metrics for embodied experience analysis While behavioral metrics are an important insight
for embodied experience comprehension to observe the body used as a communication tool, we don’t know
exactly which metrics are the most efficient ones to characterize an experience. We used in this thesis multiple
types of metrics : body motion, gaze movement, skin conductance, heart rate, etc. Using our task-based
analysis methodology, we identified for our analysis that COPI (Center of Pressure Inclination) was much
more relevant than the two other metrics used as examples (gaze fixation duration and skin conductance).
We could engage in deeper exploration of diverse tasks and conditions to determine which metrics are most
instructive when examining embodied experiences. As these sensors can be consuming in multiple ways
(e.g., cost, time, user’s cognitive load), it would be very valuable for future research performing embodied
experience analysis to know more accurately what metrics are efficient to characterize embodied experience.

6.3.4 Designer-user communication improvement
The last identified perspective, mostly in link with the last contribution of this thesis, is the exploration of

more ways to understand and improve the designer-user communication in the embodied context. While this
thesis proposes a methodology to classify and understand communication issues during design and usage,
we believe the research could go further to support designers on designer-user communication improvement.

Communication issues detection As highlighted in our work, many communication issues can arise
during the design and usage of an embodied experience. Being able to identify the issues and how to avoid
them greatly support designer-user communication improvement. In our work, we identified eight categories
of communication issues and their individual impact. We believe the next important step is to explore
diverse methodologies to detect and prevent communication issues on the design side, such as the design
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of guidelines and surveys to support designers in understanding their missteps. On the usage side, multiple
options could be explored to resolve some communication issues, such as using personalized guidance to
reorient users deviating from the specified tasks. For this purpose, we could use system dynamics modeling
to support designers in the creation of scenarios that adapt to user behavior over the time of the scenario.
Techniques to help designers on detecting and preventing communication issues would greatly benefit VR
research by allowing a reduction of the designer-user communication gulf.

Designer-User communication quality evaluation As presented in our initial state of the art on designer-
user communication, two methodologies are broadly adopted in HCI to reduce designer-user communication
gulfs. The first one is the construction and usage of an ontology to specify and understand issues, the
second one is the creation of a methodology to evaluate the quality of communication (C. S. D. Souza &
Leitão, 2009). Thus, the next valuable step of the presented communication model would be to explore
ways to evaluate the quality of the communication performed through the embodied VR experience. Used
in conjunction with our proposed model, we could open opportunities for deeper comprehension of the
communications issues and potential ways to prevent them.

6.4 Summary
The common feature of all of these future directions of embodied experience comprehension is the

need for multimodal immersive data collection and visualization, to supports designers in experience
refinement. A better UX comprehension in the VR embodied context is linked to a better analysis of
the lived experience : personalized guidance asks for precise task definition and observation, and an in-
depth experience visualization asks for granular multimodal analysis. Ultimately, the purpose is to provide
techniques for the creation of better embodied experiences, which can greatly benefit a wide variety of
research and application domains (e.g., sport, health, games), where the simulation of life-like narration and
interaction is a very valuable feature.
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Analyzing and understanding embodied interactions in virtual
reality systems

Florent ROBERT

Summary

Embodied interactions allow the creation of realistic and immersive 3D storytelling scenarios by giving
users the possibility to engage with virtual environments through the use of their physical bodies,
including gestures, posture, and locomotion. Nonetheless, new methodologies to capture and analyze
experiences are required for the case of embodied VR experiences, because of the use of the body as a
communication device, stimulating the brain and enabling reactions differently than traditional media.
Communication problems are also likely to arise between the experience sought by the designer and the
experience lived and interpreted by the user, due to the variety of scenarios and interaction modalities
that make up a realistic embodied scenario. To address these challenges, this thesis contributes to the
observation, analysis, and comprehension of the lived embodied experiences through the conception of
frameworks, models, and methodologies, a subject that has not yet been fully explored in the literature
applied to VR.

Paul Dourish’s theory of embodiment highlights three key elements to take into account for an
efficient comprehension of embodied interaction. Inspired by this theory, this thesis is composed of three
components : (1) The ontology component, presenting an embodied experience creation framework, to
address the creation, the management, and the observation of experiences using embodied interactions in
immersive environments ; (2) the intentionality component, presenting an embodied interaction analysis
methodology, to address the comprehension of the embodied interactions through the analysis of the
correlations between the user behavioral data and the system contextual data ; and (3) the intersubjectivity
component, presenting a designer-system-user communication model in embodied context, to address
the communication issues existing between a designer building an embodied experience and a user living
this experience. Each component represents a chapter of this thesis, taking a user-centered approach
to support designers in their understanding of the embodied experience lived in an immersive context
by proposing tools inspired by existing works in human-computer interactions (HCI). To validate our
tools, three user studies were conducted. The first study evaluates the system implementation of the
proposed creation framework, with participants who possess expertise in 3D experience development. The
second study enables embodied interaction observation and analysis by collecting participant behavioral
metrics (e.g., body motion, skin conductance) while they perform embodied interactions in VR. The
third investigates the communication gulf existing between the designer and the user of an embodied
experience by observing and classifying the issues happening during the design and the usage phases of
the experience. This thesis can support research that aims at a better understanding of human behavior or
the improvement of user experience (e.g., health, HCI) by submitting tools that can support designers in
acquiring a better understanding of how embodied experiences are lived in VR.

Keywords : Embodied interactions, Virtual reality, User behavior, Ontology, Intersubjectivity, Intentionality
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