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3.7 (a) Moiré patterns for NW OR in (1 1 1)γ with QA simulation misfit of 1.23. Green

atoms: FCC, Blue atoms: BCC. Blue and red lines highlight region of high atomic

mismatch between FCC and BCC structure along b1 and b2 respectively.(b)O-lattice

calculation for NW OR, schematized from [4, 54]. . . . . . . . . . . . . . . . . . . . 90

3.8 Atomic displacement map at the FCC-BCC interface, with only BCC atoms remain-

ing and NW OR. Extracted from QA simulation at t∗ = 70, with atomic displace-

ment vectors calculated between t∗ = 60 and t∗ = 70. Color coding based on atomic

displacement amplitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.9 Step-flow propagation mode of the FCC-BCC interface surface, for NW OR, as

extracted from QA simulations between t∗ = 70 and t∗ = 74. Only BCC atoms

are retained. Grey: atomic configuration at t∗70, red: at t∗ = 72 and yellow at

t∗ = 74. Blue arrow: (0 1 1)α layer nucleation, black arrow: step propagation in

(0 1 1)α. (a)plane (1 2̄ 1)γ , (b) plane (2̄ 1 1)γ . . . . . . . . . . . . . . . . . . . . . . . 93

3.10 Step-flow propagation mode of the FCC-BCC interface for a single terrace, as ex-

tracted from QA simulations between t∗ = 70 and t∗ = 71.5. Only BCC atoms are

retained. Only BCC atoms are retained. Grey: atomic configuration at t∗70, red:

at t∗ = 72 and yellow at t∗ = 74. Blue arrow: (0 1 1)α layer nucleation, black arrow:

step propagation in (0 1 1)α. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.11 Cross-slip mechanism at the FCC-BCC interface, with only BCC atoms remaining,

for NW OR with the (2 3 2)γ HP. Extracted from the QA simulation at t∗ = 70.

Only atoms with slip vectors of amplitude > 0.7∥b1,2∥ are colored. Blue: atoms

belonging to b1 dislocations, red: atoms belonging to b2 dislocations. (a) Interface

relief, cross slip region is highlighted by the black circle. (b) Cross-slip mechanism

as observed from the interface relief. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.12 FCC-BCC semi-coherent interface relief for GT OR, extracted from the QA simula-

tion at t∗ = 70. Surface relief was obtained using ’ambient occlusion’ rendering in

Ovito [136], displaying only BCC atoms. Blue and red arrows indicate the [1 0 1̄]∗γ

and [0 1 1̄]∗γ directions, respectively. Terraces are parallel to (1 1 1)γ as indicated by

the black circle and arrow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.13 Two dimensional views of the area around the FCC-BCC interface for GT OR,

extracted from the QA simulation at t∗ = 70. Green: FCC, blue: BCC, white:

unknown. The dark lines are qualitative guides, indicating the overall shape of the

interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97



9

3.14 Slip vector analysis of the dislocation networks at the FCC-BCC interface in the

(1 1 1)γ plane for GT OR, extracted from the QA simulation at t∗ = 70. Only slip

vectors with an amplitude of > 0.5∥b1, 2∥ are displayed. Blue: [1 0 1̄]∗γ direction,

red: [0 1 1̄]∗γ direction. Mean line directions ξ1 and ξ2, steps spacing d1 and d2, and

Burgers vectors b1, b2 are represented. Vectors are scaled 6 times. . . . . . . . . . . 98
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Introduction

Steel is employed across nearly all industries as a crucial structural material. This versatil-

ity stems from the broad range of mechanical properties of the materials, achieved through the

incorporation of alloying elements and specific thermomechanical treatments, which produce mi-

crostructures. Indeed, the allotropic transformations of iron at atomospheric pressure lead to a

rich microstructures arising from various phase transformations. Among all solid-state transfor-

mations in steels, the transformation from austenite γ (face-centered cubic phase, FCC) to ferrite

α (body-centered cubic phase, BCC) is a key process in the production of most contemporary

steels. This transformation results in numerous microstructures [1], such as allotrimorphic ferrite,

perlite, bainite or martensite (considered here as a deformed, carbon-supersaturated BCC phase).

Furthermore, in dual-phase steels, the FCC to BCC transformation controls subsequent bainitic or

martensitic transformations. This phase transformation directly influences the final microstructure

of steel, thereby impacting its mechanical properties. Additionally, the migration of the FCC-BCC

interface is significantly affected by the segregation of solutes already present in steel.

The advances made in physical metallurgy over the past century have highlighted the close

link between the macroscopic properties of steels and their atomic-scale organization. This un-

derstanding is particularly crucial for elucidating interface migration during the FCC to BCC

transformation, which ultimately determines the final volume fraction of these two phases and

predicts the segregation of alloying elements at this interface. These considerations have driven

researchers to develop new experimental and modeling tools to investigate materials at increasingly

finer scales. From an experimental perspective, this involves the use of high-resolution electron

microscopy techniques [2–6] and atomic probe analyses [7–9] to investigate the structure of the

interface and the atomic concentration across it. From a computational perspective, advancements

include the development of various atomic-scale modeling methods, such as Molecular Dynamics

(MD) [10–16], Monte Carlo simulation [17–20], and more recently, the Phase Field Crystal (PFC)

method [21–25]. The objective is to achieve an optimal balance between ‘computation time’ and the

accuracy of physical phenomena representation. Significant progress has been made in understand-

ing the atomic structure of the FCC-BCC interface via MD simulations. However, this approach is

limited in terms of the size of the modeled system (typically on the order of few nanometers) and

especially by the short timescales simulated (on the order of nanoseconds). Monte Carlo simula-

tions have also advanced our understanding of solute atom interactions with static interfaces [19,
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26]. However, incorporating the cooperative movement of atoms that occurs during the FCC to

BCC transformation remains challenging in the Monte Carlo models, which limits the application

of this method for studying interface migration.

In this context, Elder et al. [21] in 2002, proposed a new simulation method known as the Phase

Field Crystal method. This approach allows the simulation of phase transformation kinetics over

physical timescales several orders of magnitude longer than those achievable with MD. Recently,

the PFC method has been successfully applied to model grain boundary structure [27, 28], plastic-

ity and creep in one-component and binary systems [29–32], dendrite growth [33], stress-induced

grain boundary motion [34] and solute drag [35]. However, the PFC model does not account for

variations in atomic radii of components in binary systems, limiting its accuracy in representing

internal elastic fields associated with atomic size effects. This limitation can lead to the emer-

gence of artificial strip structures in the solid phase. To overcome these issues, the Quasiparticle

Approach (QA) was developed from the Continuous Atomic Density Function (CADF) framework

[36]. This method introduces two key novelties: the concept of quasiparticles, called fratons, to

describe dynamic degrees of freedom, and a model Hamiltonian that coonsiders the directionality,

length, and strength of interatomic bonds as well as atomic size. Using this approach, the FCC to

BCC phase transformation was successfully reproduced in the binary Cu-Fe system [37].

In the context of this work, the Quasiparticle Approach (QA) is applied to investigate the

mechanisms driving the displacive FCC to BCC transformation in pure iron, considering different

orientation relationships (ORs) between the two phases. Then, the QA is extended to the binary

Fe-C system to model the interaction of interstitial carbon atoms with the migrating interface. In

this context, the manuscript is organized in five chapters as follows.

The first chapter provides an overview of the literature on the FCC to BCC transformation.

This includes a presentation of theoretical models for the transformation mechanism and interface

morphology, atomistic modeling of the phase transformation in pure iron, a review of experimental

results. This chapter concludes with a brief discussion of the thermodynamic models of carbon

segregation at austenite-ferrite interface. The second chapter presents a detail description of the

Quasiparticle Approach (QA). It begins with the theoretical foundations of this method, cover-

ing the formulation of the Hamiltonian and the Helmholtz free energy. Additionally, the chapter

provides detailed descriptions of kinetic equations and interaction potentials for the FCC to BCC

phase transformation, covering both one-component systems (pure iron) and two-component sys-

tems (Fe-C). In the third chapter, the Quasiparticle Approach is applied to simulate and analyze

the FCC to BCC phase transformation in pure iron. The structural properties at the interface,

including the nature of dislocation characteristics and strain field distribution, are analyzed across

different orientation relationships. Additionally, the nucleation and propagation of the BCC phase

in FCC matrix are discussed in connection with this structural analysis of interface. The fourth
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chapter explores the mechanism of the FCC to BCC phase transformation across different orien-

tation relationships, based on results from QA simulations. Finally, the fifth chapter investigates

the interaction of carbon atoms with the moving FCC-BCC interface and examines its propagation

mode within an Fe-C system. In the end, the impact of ORs on the carbon concentration at the

FCC-BCC interface is analyzed.

The manuscript concludes with a general discussion on the mechanisms that drive the displacive

FCC to BCC phase transformation in pure iron, along with some details on the interaction of carbon

atoms with this migrated interface. Finally, some perspectives are provided for this work.
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Chapter 1

FCC to BCC phase transformation

The FCC to BCC phase transformation occurs trough a diffusionless, cooperative movement

of atoms, which transforms the parent FCC austenite crystal structure into the product BCC fer-

rite structure without any change in composition. However, diffusion of allowing elements, such

as carbon, may occur alongside the FCC to BCC displacive transformation. Rapid quenching of

austenite to room temperature often leads to the formation of the martensite BCT phase. In this

phase, carbon atoms are distributed on one of the octahedral sublattices of the BCC structure,

inducing tetragonal deformation.

Numerous theoretical models have been developed to understand the mechanism of the FCC

to BCC phase transformation. Several theoretical models explain the atomic mechanisms of this

phase transformation. Among them, the Bain model of FCC to BCC transformation [38], the

Kurdjumov-Sachs mechanism (KS) [39], or the Boger-Burgers / Olson-Cohen (BB/OC) mecha-

nism [40, 41]. The phenomenological theory of martensite crystallography [42], dislocation-based

models [14], and topological models [43] gave an insight on the macroscopic shape of the FCC-BCC

interface observed in experiments. Several atomistic simulations and experimental analyses have

also been conducted to elucidate the nature of this phase transformation. The multi-scale nature of

the FCC to BCC transformation makes it difficult, for a single approach, to reproduce all aspects

of the process, including both the macroscopic shape of the interface and the atomic mechanisms of

the transformation. Moreover, displacive phase transformation is a very rapid process which also

makes it challenging to investigate this transformation in experiments.

This chapter aims at providing an overview of the literature on the FCC to BCC transfor-

mation. It is organized as follows. First, theoretical models and transformation mechanisms will

be presented. Second, atomistic modeling of the austenite to ferrite phase transformation in pure

iron will be addressed. Third, key experimental analyses will be reviewed. Finally, the role of

carbon segregation at mobile interfaces will be assessed, as it plays a significant role in the phase

transformation of Fe-C alloys.
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1.1 Bain transformation

The austenite to ferrite phase transformation involves the rearrangement of the crystal struc-

ture from the FCC phase to the BCC phase, as illustrated in Figures 1.1a and 1.1b, respectively.

Several modes of transformation are described in the literature. Among them, the earliest and still

the most widely accepted model is the Bain path [38], which is the basis of the Phenomenological

Theory of Martensite Crystallography (PTMC) [42].

(a) (b)

Figure 1.1: (a) FCC unit cell (b) BCC unit cell.

The Bain path represents the smallest distortion that allows an FCC lattice to transform into

a BCC, pathing though a body-centered tetragonal (BCT) lattice [38, 44, 45]. This path is illus-

trated in Figure 1.2. The BCC lattice is constructed from the FCC austenite by a homogeneous

deformation with contraction along the c-axis and extension along the a-axis of a BCT cell. In the

case of pure iron, a 20% compression along c-axis and a 12% expansion along the a-axis of the BCT

cell completes the transformation. The resulting Bain strain matrix B, where η1 = η2 = aα
√
2

aγ
and

η3 =
aα
aγ

is given by:

B =

η1 0 0

0 η2 0

0 0 η3

 , (1.1.1)

This deformation corresponds to the formation of a perfect BCC unit cell. However, in steels,

the resulting structure often retains some degree of tetragonality. The Honda and Nishiyama model

[46], derived from experimental results for steels containing more than 0.6 wt% carbon, provides

the tetragonality ratio cα/aα as a function of carbon content:

cα
aα

= 1 + 0, 045wt%C. (1.1.2)
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Figure 1.2: Bain transformation: FCC→ BCT→ BCC.

While the Bain mode of transformation is often primarily considered, even in recent studies

[47, 48], it is relatively uncommon and observed only in specific cases, such as in ultrathin Fe films

[49]. To minimize the energy of the system during the FCC to BCC transformation, the interface

between the two phases should have minimal interfacial energy. This can be achieved if the interface

aligns with a crystallographic plane that do not undergo distortion or rotation during the phase

transformation. This plane is called invariant plane. However, while the Bain strain preserves an

undistorted direction [42, 44, 50], it does not maintain an unrotated direction. The Bain strain

is schematized in Figure 1.3a, where the black circle is deformed to obtain the blue ellipse. As

illustrated in this figure, this deformation does not maintain an invariant line, as the directions

a′b′ and c′d′ in the blue ellipse are rotated from their original positions in the black circle. An

additional rigid body rotation is required to keep the direction unrotated. This is schematized in

Figure 1.3b.

(a) Bain strain (b) Bain strain and rigid body rotation

Figure 1.3: Schematic representation of the (a) Bain strain that keeps the direction cc′ undistored
(b) Bain strain and rigid body rotation that keeps the direction cc′ undistored and unrotated.
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This total strain determines the final orientation relationship between two phases, while the

Bain strain achieves the complete FCC to BCC lattice change [42, 44, 50, 51]. The Bain strain

and the associated rotation are not physically distinct: the separation of the total transformation

strain into these components is a matter of mathematical convenience [44]. The Bain strain and

rigid body rotation result in specific ORs. The choice of OR is not arbitrary [44]: a specific OR

allows the best fit at the interface between the two crystals for a defined misfit, thus minimizing

the interface energy. However, as shown in Figure 1.4, the change in crystal structure during the

FCC to BCC transformation induces a change in the macroscopic crystal structure, which generates

significant internal stress. Therefore, an additional lattice invariant transformation is required to

alleviate this internal stress, as first proposed by Greninger and Troiano [52].

1.2 Phenomenological Theory of Martensite Cristallography

The Phenomenological Theory of Martensite Crystallography (PTMC) introduces the concepts

of invariant plane, schematized in Figure 1.4 and invariant plane strain as discussed previously[42,

45, 53]. The general form of the invariant plane strain starts with the general equation of a plane

[45], where n is the unit vector normal to the plane, r the position vector of points in the plane

and d represents the distance of the plane from the origin:

rn = d = constant, (1.2.1)

Figure 1.4: Schematic representation of the invariant plane OO′, its normal n and the displacement
direction s caused by the lattice invariant deformation, inspired from [45].

In the PTMC, the habit plane (HP), which is the mean interface plane between the FCC and

BCC structures, must coincide with the invariant plane [42, 45, 53]. The normal to this plane can

be calculated using equations provided in [45], where it is incorporated into the definition of the

invariant plane strain matrix, denoted as Ainv. Introducing the direction s of displacements caused
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by the lattice invariant deformation, and the dimensionless constant ϵ representing the amount of

strain, and I as the identity matrix, the invariant plane strain is expressed as follows:

A−1 = I + εs⊗ n. (1.2.2)

Then, the habit plane normal is expressed by Khachaturyan in [45], by means of eigenvalues λ1,3

and eigenvectors e1,3 of this invariant plain strain matrix , where λ1 < 1, λ3 > 1 and λ2 = 1:

n =

√
λ23 − 1

λ23 − λ21
e3 +

√
1− λ21
λ23 − λ21

e1. (1.2.3)

Two mechanisms of lattice invariant transformation that maintain the invariant plane unrotated

and undistorted have been considered to obtain equation 1.2.3: slip and twinning [42, 44, 45, 53].

First, slip mechanism results from periodic shear atomic displacements in the close packed slip

planes, along close-packed directions. This mechanism is illustrated in Figure 1.7a, where volume

conservation is achieved by the periodic slip. In contrast, the twinning mechanism involves a shear

on the twinning plane, reorienting part of the crystallographic structure into a mirror image, as

depicted in Figure 1.7b. Both slip or twinning deformations need to be addressed to evaluate the

invariant plane strain matrices. These matrices for slip and twinning can be defined using the

PTMC framework introduced by Welsher et al. [42]. In the following equation, g defines the shear

magnitude, and x represents the relative proportion of the second twin formation in a twinning

system:

Aslip =


η1

(
1− η1η2

η21 + η22
g

)
−η1

η21
η21 + η22

g 0

η2
η2

η21 + η22
g η2

(
1 +

η1η2
η21 + η22

)
0

0 0 η1

 , (1.2.4)

Atwin =


η2

(
1 + x

η21 + η22
η21 + η22

)
−xη2

η21 − η22
η21 + η22

0

xη1
η21 − η22
η21 + η22

η1

(
1− x

η21 − η22
η21 + η22

)
0

0 0 η1

 . (1.2.5)
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(a)

(b)

Figure 1.5: Schematic representation of the (a) slip mechanism and (b) twinning mechanism,
allowing the α-phase to fit in the macroscopic shape of its crystal parent γ-phase.

A key conclusion of the PTMC is that these matrices are analogous to each other. Specifically,

the shear magnitude g in the slip invariant plane strain matrix Aslip can be replaced by a parameter

f =
η1η2
η21 − η22

g, in the twin deformation matrix Atwin:

Aslip =


η2

(
1 + f

η21 + η22
η21 + η22

)
−fη2

η21 − η22
η21 + η22

0

fη1
η21 − η22
η21 + η22

η1

(
1− f

η21 − η22
η21 + η22

)
0

0 0 η1

 . (1.2.6)

Therefore, since both matrices are equivalent, they yield the same expression for the invariant

plane of transformation, which is also the HP. Various expressions for the habit plane exist in the

literature, based on the application of the PTMC with chosen crystallographic reference frame.

While these expressions do not always align perfectly with experimental results [14, 42], they

provide valuable insights about the possible HPs at the FCC-BCC interface. Based on Welsher et
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al. [42], the HP is (h k l)α in the BCC reference frame, where:

h =
1

2η1

(√
η21 + η22 − 2η21η

2
2

1− η21
−

√
2− η21 − η22

1− η22

)
, (1.2.7)

k =
1

2η1

(√
η21 + η22 − 2η21η

2
2

1− η21
+

√
2− η21 − η22

1− η22

)
, (1.2.8)

l =
1

η1

η21 − 1

1− η22
. (1.2.9)

Using the lattice parameters of pure iron aα = 0.286 nm and aγ = 0.356 nm the Equations

1.2.10-1.2.12 yields the HP normal n = [0.571, 0.197, 0.797]α, which is close to {1 2 1}γ HPs in

FCC. However, a more recent PTMC model gives a different expression and results for the HP

orientation. Using the expression 1.2.3 proposed by Khachaturyan [45], the HP is (h k l)γ in the

FCC reference frame, where:

h =
1√
2

√
d

(
η21 − 1

)
η21

η41 − η23 (2η1 − 1)2
, (1.2.10)

k =
1√
2

√
d

(
η21 − 1

)
η21

η41 − η23 (2η1 − 1)2
, (1.2.11)

l =

√
η21 − η23 (2η1 − 1)2

η41 − η23 (2η1 − 1)2
. (1.2.12)

Keeping the same lattice parameters, the habit plane normal calculated in Equations 1.2.10-1.2.12

is n = [0.5494, 0.5494, 0.6295]γ , which is at 3.7◦ form the (1 1 1)γ plane. In contrast to the expres-

sion given by Welscher et al. in Equations 1.2.10-1.2.12, this formulation consistently produces

habit planes of the type (a b a)γ , which are the most commonly found in the literature. Various

theoretical models [14, 43, 46, 54], as well as experimental observations [2, 4, 5, 55, 56], support this

type of habit plane. However various theoretical PTMC-based models provide different expression

for the habit plane [14], as no consensus has been reached. These considerations will be applied to

the QA simulation in Chapter 4.

The PTMC models not only predict the habit plane but also determine the orientation rela-

tionship (OR) between the FCC and BCC phases. In steels, the most frequently described ORs are

Kurdjumov-Sachs (KS) [39], Nishiyama-Wasserman (NW) [46], and Greninger-Troiano (GT) [52].

Each of the ORs involves specific parallel planes and directions, as listed in Table 1.1. Other ORs

such a Pitch OR and inverse GT are described for FCC to BCC phase transformation. However

they are observed in very specific cases, such as Widmanstätten ferrite for inverse GT OR [57].

For KS and GT ORs, for each of 4 (1 1 1)γ plane, there are 6 different orientation of the (0 1 1)α,

resulting in a total of 24 variants. In the case of NW ORs, the same BCC direction is chosen for

each variant, resulting in only 12 variants for this type of OR. The complete list of all variants for
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these three ORs is provided in Appendix A. The KS OR variants that share the same FCC plane

are illustrated in Figure 1.6.

Figure 1.6: KS ORs variants 1− 6.

Orientation Relationship (OR) FCC plane BCC plane FCC direction BCC direction Variants n◦

Kurdjumov-Sachs (KS) {1 1 1}γ {0 1 1}α ⟨1 0 1̄⟩γ ⟨1 1 1̄⟩α 24

Nishiyama-Wasserman (NW) {1 1 1}γ {0 1 1}α ⟨1 0 1̄⟩γ ⟨1 0 0⟩α 12

Greninger-Troiano (GT) {1 1 1}γ {0 1 1}α ⟨12 5 1̄7⟩γ ⟨7 17 1̄7⟩α 24

Table 1.1: KS, NW and GT parallels planes, parallels directions and number of variants.

An equivalent way to define NW and GT ORs is by their rotation relative to KS ORs. The

Table 1.2 provides the deviation angles between KS, GT, and NW ORs for variants sharing the

same parallel plane and Bain strain (KS v1, GT v1, and NW v2).



26 CHAPTER 1. FCC TO BCC PHASE TRANSFORMATION

FCC BCC
Deviation angle

KS v1 GT v1 NW v2

dense || plane (1 1 1)γ (0 1 1)α 0◦ 0◦ 0◦

dense dir. 1 [1 0 1̄]γ [1 1 1̄]α 0◦ 2.4◦ 5.26◦

dense dir. 2 [0 1̄ 1]γ [1 1̄ 1]α −10.52◦ −8.12◦ −5.26◦

secondary dir. [1 1 2̄]γ [0 1 1̄]α 5.26◦ 2.86◦ 0◦

Table 1.2: Main crystallographic plane/directions and their correspondences in FCC and BCC
crystals with KS v1, GT v1 and NW v2 ORs.

In conclusion, the PTMC provides a foundational understanding of the FCC to BCC phase

transformation by defining the orientation relationship (OR), habit plane (HP), and two invariant

transformation modes: slip and twinning. To better understand the twinning and slip mechanisms,

as well as the atomic displacements that occur at the interface, further investigation of the interface

morphology and the nature of its defects is required.

1.3 Interface morphology and dislocations

The PTMC alone does not describe the shape and morphology of the FCC-BCC interface. In

particular, the nature of dislocations which are usually presented at this interface is not considered,

despite the fact that it strongly impact the mechanical properties of steel. Then, first an overview of

dislocation properties is provided before discussing the FCC-BCC interface morphology as described

in the literature.

1.3.1 Dislocations properties

A dislocation is a crystalline linear defect characterized by two vectors: the line direction l and

the Burgers vector b. The Burgers vector represents the magnitude and direction of the lattice

distortion caused by the dislocation, while the dislocation line direction is a vector that indicates

the path along which the dislocation extends through the crystal lattice. If l and b are parallel,

the dislocation is classified as a ‘screw’ dislocation and if they are perpendicular, it is referred to

as an ‘edge’ dislocation. When the dislocation has both edge and screw components, it is classified

as a ‘mixed-type’ dislocation. Schematic representations of edge and screw dislocations are shown

in Figure 1.7. In general, a Burgers vector can be calculated as the closer failure of the Burgers

circuit around the dislocation line direction. This Burgers circuit is highlighted in blue in Figure

1.7, with the Burgers vector in red and line direction in green.
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(a) Edge dislocation (b) Screw dislocations

Figure 1.7: Schematic representation of (a) an edge dislocation, (b) a screw dislocations. Red:
Burgers vector b, green: line direction of dislocation l, blue: Burgers circuit.

Plastic deformation and displacive transformation result from the motion of dislocations. In a

single crystal, plastic deformation occurs through the translation of one atomic plane over another,

with this plane referred to as the slip plane. The glide of dislocations within a slip plane takes place

along specific crystallographic directions, known as slip directions. Thus, a slip system is defined

by a slip direction and a slip plane.

For a dislocation to move within a slip system, a shear stress must act in the slip direction along

the slip plane. This stress is generated by an externally applied stress [58]. The resolved shear

stress (RSS), related to the applied stress, is given by Schmid’s law. In the following equation σ is

the applied stress, ϕ is the angle between the normal of the slip plane and the applied stress, λ is

the angle between the applied stress and the slip direction and m is the Schmid factor:

τrss = σm = σ cosϕ cosλ. (1.3.1)

A slip will occur in a system when the resolved shear stress becomes superior or equal to the critical

resolved shear stress (CRSS) τcrss:

τcrss = σmmax. (1.3.2)

Furthermore, the maximum Schmid factor mmax, is specific to each crystallographic structure, re-

sulting in different slip planes for each structure. As a result, each structure has a distinct CRSS.

Slip systems consist of dense planes and directions. The primary slip planes and directions for FCC

and BCC structures are given in Table 1.3.
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Crystal structure Slip plane Slip direction

FCC {1 1 1}γ ⟨0 1 1⟩γ

BCC

{0 1 1}α
{1 1 2}α ⟨1 1 1⟩α
{1 2 3}α

Table 1.3: Common slip plane and slip direction for FCC and BCC structures.

While only one slip system is possible for the FCC structure, three competing slip systems exist

for the BCC structure. In the FCC structure, close packed (1 1 1)γ plane is slip plane. In contrast,

BCC is less dense than FCC structure, and the atomic density of its close-packed plane (0 1 1)α is

comparable to that of the {1 1 2}α and {1 2 3}α planes. Therefore, under specific amplitudes and

angles of the shear stress and/or thermal activation, additional slip planes can become activated in

BCC crystals [59].

Slip systems in FCC and BCC crystals are of particular importance for describing the interface

propagation during FCC to BCC transformation. Therefore, for dislocations to move with the in-

terface, they need to be in both an FCC and a BCC slip system. This results in specific geometries,

where dislocations lie on parallel FCC and BCC planes at the interface.

Dislocations in slip systems are full dislocations. A full dislocation occurs when the Burgers

vector of a dislocation aligns with a close-packed direction in a given crystalline structure. For ex-

ample, ⟨1 1 1⟩α dislocations in the BCC structure and ⟨0 1 1⟩γ dislocations in the FCC structure are

full dislocations. These types of dislocations are responsible for the slip mechanism in the PTMC.

However, another type of dislocation is possible when its Burgers vector does not point toward

to a specific close-packed direction, such as ⟨1 1 2⟩γ dislocations in FCC. These dislocations are

referred to as partial dislocations and create stacking faults in the material, as they do not restore

the lattice periodicity. This type of dislocation step in in the twinning mechanism (see Figure 1.2).

The case of the twinning invariant shear of the FCC structure, depicted in Figure 1.7b, is also

shown in Figure 1.8. In this Figure, the partial dislocation indicated by red vector as well as the

location of stacking fault delimited by the red atoms between the twin boundaries. Furthermore,

the presence of this partial dislocation changes the ABCABC stacking of close-packed planes in

FCC crystal into the ABAB stacking of close-packed planes of the hexagonal close-packed (HCP)

structure, represented by the red atoms in Figure 1.8.
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Figure 1.8: Schematic representation of a twinning mechanism with a (1 1 1)γ stacking fault created
by a partial disloction with a Burgers vector along the direction [1 1 2̄]γ . Blue vector: partial
dislocation Burgers vector, red atoms: HCP stacking due to the stacking fault.

The presence of a dislocation increases the free energy of a system, compared to a defect-free

structure. This is primarily due to the elastic stress field generated by the dislocation. The energy

of a dislocation line can be estimated as the elastic energy of the region surrounding the dislocation

core, where interactions can be treated using continuum elastic theory [59]. With b is the norm of

the Burgers vector of the dislocation, and µ the shear modulus, this elastic energy Ue is expressed

as follows:

Ue =
1

2
µb2. (1.3.3)

This expression of elastic energy alone can explain dislocation recombination and dissociation. Two

dislocations, b1 and b2, can combine into another dislocation b3 if b23 < b21 + b22. In contrast, a dis-

location b1 will split into two dislocations, b2 and b3, if b
2
1 > b22 + b23.

Partial dislocations occur when it is more energetically favorable for a full dislocation to dis-

sociate into two partials. This dissociation of a full dislocation into two Shockley partials occurs

primarily in crystalline structures with the highest atomic density, such as FCC or HCP structures,

while it is not observed for BCC structure which is less dense. For example, in FCC, a dislocation

with the Burgers vector b1 = aγ/2 [1 0 1̄]γ can split into two Shockley partials with Burgers vectors

b2 = aγ/6 [2 1̄ 1̄]γ and b3 = aγ/6 [1 1 2̄]γ , where b
2
1 =

a2γ
2 and b22 = b23 =

a2γ
6 , gives b21 > b22 + b23.

The Thomson tetrahedron, in Figure 1.9, can be used to visualize the possible dissociation of a

full dislocation into two Shockley partial dislocations.



30 CHAPTER 1. FCC TO BCC PHASE TRANSFORMATION

Figure 1.9: Thomson tetrahedron for an FCC structure.

1.3.2 Topological model

Some theoretical models, such as the Topological Model (TM) [43, 60–63], use dislocations to

determine the FCC-BCC orientation relationship, habit plane, and various other interface charac-

teristics. Therefore, in this section, we will examine the morphology of the semi-coherent interface

between the FCC and BCC phases using the TM. The interface shape described in most theoretical

models, and depicted in Figure 1.10, consists of periodically spaced steps and misfit dislocations

[4, 14, 43, 44, 55, 56, 64, 65]. Furthermore, it has been demonstrated that the appearance of the

steps is a result of the misfit between the two coexisting phases [45] and that the presence of steps

induces a dislocation along the terrace ledge [56]. In Figure 1.10, the interface shape consists of co-

herent terraces with parallel (1 1 1)γ and (0 1 1)α planes between the FCC and BCC structures. The

terraces are delineated by the line direction ξ1 of the dislocations along the terrace ledges, shown in

blue, and the line direction ξ2 of the misfit dislocation, shown in red. The habit plane normal nHP

is defined as the normal of the plane containing these two line directions. Moreover, the step height

h and the spacings d1 and d2 between each dislocation line ξ1 and ξ2 are also depicted in this figure.



31

Figure 1.10: Scheme of the FCC-BCC semi-coherent interface relief: showing coherent terraces
between FCC and BCC structures on (1 1 1)γ planes, with the mean direction ξ1 of disconnections
(red arrow) and the mean direction ξ2 of misfit dislocations (blue arrows). The angle θ indicates
the angle between the ξ1 and ξ2 directions, while the step height h and the interface habit plane
normal vector nHP deviate from the normal vector of the terrace by an angle ψ, which can be up
to 20 degrees.

This model also introduces the concept of a disconnection. The disconnection is identified by

the ξ1 line direction shown in Figure 1.10. It can be described by a set of topological parameters

(b, h), where b is the Burgers vector of the dislocation and h is the step height. Three categories of

disconnections can be defined. First, transformation disconnections are characterized by a non-zero

step height [60]. It is postulated in [43, 62] that the movement of these disconnections along the

interface drives the phase transformation and facilitates the migration of the interface. The second

category is a simple dislocation, where the step height is zero, with topological parameters (b, 0).

These are referred to as lattice invariant dislocations (LID) in the TM. They accommodate the

crystalline lattices at the interface but do not directly contribute to the phase transformation. The

final category is a pure step, with topological parameters (0, h), which is not considered in the

current TM [43].
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Figure 1.11: Schematic representation of a disconnection, with translation vectors τα and τγ with
yield the Burgers vector b of the disconnection. The smallest step height of the two crystals, here
hα, is equal to the step height h of the disconnection.

The structure of a disconnection is illustrated in Figure (1.11). Each surface contains a step

characterized by translation vectors τα and τγ . The step height of each crystal, denoted as hα and

hγ , is defined as the orthogonal component of each translation vector. The bicrystal is distorted in

the vicinity of the interface step due to the overlapping of these translation vectors, creating a line

defect. The interface step height is determined by the overlap of the step heights of the two crystals

and is equal to the smaller of the two defined step heights. The Burgers vector of the disconnection

is given by:

b = τγ − τα. (1.3.4)

The other fundamental concept introduced in the TM is the presence of coherent terraces between

arrays of dislocations and disconnections. Coherent interfaces between distinct phases generally

require the adjacent crystals to be strained [62]. Such elastic strains are reduced through a net-

work of line defects, including disconnections and dislocations. To calculate this theoretical elastic

strain, ’natural’ and ’coherent’ reference states are defined for the system [43]. In the natural state,

each crystal retains its free lattice parameters. The crystals are then oriented with a specific OR,

and then a deformation is applied so that the common planes between the two crystals align with

matching atomic sites. This process is illustrated in Figure (1.12).
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Figure 1.12: Elastic strain in the {1 1 1}γ || {0 1 1}α terrace plane gives rise to the coherent state.
The values of the elastic strain are calculated with aα = 0.2870 nm and aγ = 0.3580 nm, such as
in [43].

Defining the ‘coherent’ and ‘natural’ states is the first of three steps in the TM method. Next, it

is necessary to determine the possible interfacial defects that will arrange into a network to create

the interface structure. The total elastic strain from the natural to the coherent state, denoted

nE
−1
c (subscript n signifying ’natural’) iis determined by the deformation of the parent FCC crystal

from the natural to the coherent state, denoted cP
−1
n (subscript n signifying ’coherent’) and by

the deformation of the martensite (BCC) crystal, denoted cM
−1
n [43]. This strain is expressed as

follows:

nE
−1
c =

(
cP

−1
n −c M

−1
n

)
. (1.3.5)

In the case depicted in Figure 1.12, the deformation along the x and y axes can be approximated

by the difference in interatomic distances between the FCC and BCC structures, denoted dα,γxx

and dα,γyy , relative to the average interaction distance in each of these directions. Therefore, an

estimation of the deformation along the directions ⟨0 1 1̄⟩γ || ⟨1 1̄ 1⟩α can be expressed as:

εtotxx = 2 (dγxx − dαxx) / (d
γ
xx + dαxx) , (1.3.6)

and the deformation along directions ⟨1 1 2̄⟩γ || ⟨0 1 1̄⟩α is:

εtotyy = 2
(
dγyy − dαyy

)
/
(
dγyy + dαyy

)
. (1.3.7)

A compression of the FCC structure along the direction ⟨0 1 1̄⟩γ and a dilatation along the direc-

tion ⟨1 1 2̄⟩ should both be observed at coherent terraces. Using the same lattice parameters for

pure iron as for the PTMC model, i.e, aα = 0.286nm and aγ = 0.356nm, yields εtotxx = −12.7%

and εtotyy = 7.50%, which means a compression of the FCC structure along x and a dilatation along y.

The second step in the TM is the identification of the disconnections and lattice invariant dislo-
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cations (LID) that can form, depending on the coherent state. This is achieved using the topological

theory of interfacial defects [43, 66]. The fundamental requirements are that each set of disconnec-

tions and dislocations must be glissile within the terrace plane, and the intersection between the

disconnection and the LID should be glissile as well. The topological parameters of dislocations

and disconnections applied to the FCC to BCC phase transformation [43] are presented in Table

1.4. In this table, misfit dislocations are denoted as b1 and b2, while disconnections are denoted

as b−1/−1, b−2/−2, and b+1/+1, with the subscript indicating the step height in the FCC and BCC

phases, as in [43].

Defect bγ bα h

b1
1
2 [1 0 1]γ

1
2 [1 1̄ 1]α 0

b2
1
2 [1̄ 0 1]γ

1
2 [1̄ 1̄ 1]α 0

b−1/−1
1
2 [1̄ 1̄ 0]γ

1
2 [1 1̄ 1̄]α −1

b−2/−2
1
2 [2̄ 1̄ 1̄]γ [0 1 1]α −2

b+1/+1
1
2 [0 1 1]γ

1
2 [1̄ 1 1]α +1

Table 1.4: Dislocations and disconnections proposed by the TM at FCC-BCC interface [43].

The final step of the TM is related to the determination of line directions and spacings of the

arrays of disconnections and LIDs that accommodate the coherency elastic strain. This is achieved

using the Frank-Bilby equation [67], which provides the theoretical total Burgers vector btot of all

interfacial defects whose line directions intersect a ‘probe’ vector v lying in the interface. This probe

vector is defined as a vector in the plane of the interface, which helps determining the displacement

field cause by dislocations. The Frank-Bilby equation is expressed as follows :

btot = Fv, (1.3.8)

with F representing the closure failure of the Burgers circuit. In the case where no additional

rotation was applied after the coherency strain was defined, it is expressed as F = −nEc [43]. The

Topological Model considers the NW OR when defining the coherent and natural states. To obtain

the others ORs, such as KS or GT, a supplementary rotation is applied. The Frank-Bilby equation

is then applied to each predetermined disconnection, allowing the determination of their line direc-

tions and the spacing between arrays. Moreover, the TM can calculate a theoretical habit plane

for each chosen array of defects. The solution to the Frank-Bilby equation is not unique, which

allows the unique description of different cases associated with various solutions to this equation.

Therefore iterative refinements of solutions must be made to achieve accurate results.

The TM has been specifically applied to describe the FCC to BCC martensitic transformation

[43]. In this study, a set of LID and disconnections leading to a semi-coherent interface, where mi-

gration occurs through the lateral motion of disconnections. By selecting one set of LID and one set
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of disconnections, such as the b1 LID with the b−1/−1 disconnection, specific habit planes, mostly

of the form (a, b, a), were computed. Notably, solutions consistent with the {2 9 5}γ , {1 2 1}γ , and
{5 7 5}γ habit planes in various ferrous alloys were obtained [4, 5, 14, 43, 55, 68].

While the stepped interface model with two sets of defects proposed by the TM qualitatively

describes the FCC to BCC transformation interface, it requires strong assumptions about the nature

of dislocations and disconnections at the interfaces.

1.4 FCC to BCC transformation mechanism

Since the 1950s, several theories have sought to explain the mechanism of displacive FCC to

BCC transformation, with one of the earliest being the Bain path [42], as discussed in Section 1.2.

While the Bain path give some basic ideas to understand the FCC to BCC phase transformation,

it does not fully describes the atomic displacement involved in this transformation. Nowadays, two

major models describing the transformation path are used: the Kurdjumov-Sachs (KS) [39, 46, 69]

and the Bogers-Burgers-Olson-Cohen (BB/OC) transformation mechanisms [40, 41].

1.4.1 Kurdjumov-Sachs (KS)

The KS mechanism posits that the FCC to BCC transformation results from the action of two

shear displacements. While the directions of these shears depend on the specific KS OR variant, the

underlying mechanism remains consistent across all variants. In this section, the shear directions

will be described for the first KS variant (KS v1) only.
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(a) FCC iron structure. (b) Intermediate structure 1.

(c) Intermediate structure 2. (d) BCC iron structure.

Figure 1.13: Schematic representation of the KS transformation mechanism from the FCC lattice
(green) to the BCC lattice (blue), through intermediate lattices (gray). Color coding also indicates
the sequence of three (1 1 1)γ planes along the z direction: p1 plane is dark, p0 plane is light and
p−1 plane is empty. Dashes are used when two structures are superimposed to indicate the initial
lattice. The chosen lattice parameter for the FCC phase is aγ = 0.365nm.

The complete KS transformation mechanism for the KS v1 OR is illustrated in Figure 1.13,

where p1, p0 and p−1 corresponds to the sequence of three (1 1 1)γ planes along the z direction.

The first shear occurs along the direction [1 1 2̄]γ in (1 1 1)γ planes p1 and p−1, as shown in Figure

1.13a. This induces the transformation from an ABCABC sequence of close-packed (1 1 1)γ FCC

planes in planes p1 and p−1 to an ABAB sequence corresponding to the HCP structure. The second

shear occurs along the direction [1 0 1̄]γ within (1 1 1)γ planes, as illustrated in Figure 1.13c. This

shear results in the transformation of the FCC rhombic cell in the (1 1 1)γ || (0 1 1)α plane into the

corresponding BCC cell. The FCC to BCC transformation is completed by an expansion along the

[1 1̄ 1]α and [0 1 1]α directions, as depicted in Figure 1.13d, accompanied by a minor compression
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along the [1̄ 1̄ 1]α direction. While these shears are presented as sequential steps in Figure 1.13,

in reality, they occur simultaneously, resulting in the displacement pattern of the KS mechanism

illustrated in Figure 1.14a.

The KS transformation mechanism was reinterpreted by Nishiyama as the KSN mechanism [46,

69] to explain the FCC to BCC phase transformation with the Nishiyama-Wasserman orientation

relationship (NW OR). The KSN mechanism (see Figure 1.14c) involves the same first shear along

the direction [1 1 2̄]γ in the p1 and p−1 (1 1 1)γ as the KS. However, the second shear displacement

of the KS mechanism is replaced by a so-called stretch displacement which can be seen as the sum-

mation of the second shear displacements of the first and the sixth variants of the KS mechanism.

More generally, the KSN mechanism can be seen as the addition of the first and sixth variant KS

v1 and KS v6, depicted on Figure 1.14b, of the KS mechanism.

(a) KS v1. (b) KS v6.

(c) KSN v2.

Figure 1.14: Schematic representation of (a) the total KS v1 of the KS transformation mechanism,
(b) the total KS v6 of the KS transformation mechanism, (c) The total KSN v2 of the KSN
transformation mechanism.

The KS and KSN mechanisms were proposed before the introduction of partial dislocation

theories. However, they are not incompatible with the presence of partial dislocations [70]. The

glide of
aγ
6 [1 1 2̄]γ Shockley partials is consistent with the [1 1 2̄]γ shearing illustrated in Figure

1.14. In the case of the shear displacement along [1 0 1̄]γ , it can be achieved by the glide of screw
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dislocations [1 0 1̄]γ in (1 1 1)γ plane. This observation will be further explored in the context of

experimental findings and atomistic simulations related to the FCC to BCC phase transformation.

1.4.2 Bogers-Bugers-Olson-Cohen

According to the BB/OC model [40, 41], the shear required to transform an FCC lattice into

a BCC one require the presence of two different Shockley partials, corresponding to two shear

systems (Figure 1.15a). The first shear displacement is aγ/18 [1̄ 2 1̄]γ . This shear can be achieved

by an array of aγ/6 [1̄ 2 1̄] Shockley partial dislocations in every third (1 1 1)γ plane, shown by the

orange plane in Figure 1.15a. The second shear is aγ/12 [1 2̄ 1̄]γ . It can be achieved by an array of

aγ/6 [1 2̄ 1̄]γ Shockley partials in every second (1 1 1̄)γ plane, shown by the blue plane in Figure 1.15a.

The presence of the two Shockley partials dislocations alters the stacking of the system, as

described in Section 1.3.1. In the BB/OC model, the overall phase transformation involves the

formation of an intermediate HCP phase, during the FCC→HCP→BCC [41, 71] transition. As

shown in Figure 1.15b, the BB/OC transformation mechanism can be described as the creation of

two HCP lattices, ε1 and ε2, in blue, which form the BCC phase at their intersection, in orange.

(a)

(b)

Figure 1.15: Schematic of the FCC→HCP→BCC BB/OC transformation mechanism. (a) Shear
system in the austenite lattice. (b) Transformation mechanism viewed in the (1 1̄ 0)γ plane. The
BCC phase is formed at the intersection of two HCP plates.

It is noteworthy that the KS transformation path also involves the formation of an intermediate

HCP phase. The difference between KS and BB/OC models lies in the appearance of two HCP

plates with different orientations generated by two distinct sets of Shockley partial dislocations.

While the BB/OC mechanism does not involve shear along the directions [1 0 1̄]γ ||[1 1 1̄]α, disloca-
tions with Burgers vectors aα

2 = [1 1 1̄]α in the BCC phase can be observed, as these dislocations can

dissociate into Shockley partials in FCC to facilitate the BB/OC phase transformation. A careful
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assessment of the atomic displacements at the interface will therefore be necessary to distinguish

between the KS and BB/OC mechanisms, as both involve similar dislocations.

1.5 Atomistic modeling of the FCC to BCC phase transformation

Modeling and simulation tools proved useful to confirm, refine or even inspire theoretical predic-

tions, as well as interpret or even surrogate experiments on martensitic transformations. Computer

modeling of FCC-BCC interface structures began as early as 1979 with the work of Rigsbee et al.

[72]. Using geometrical models based on the Moiré pattern such as O-lattice theory [73], it was

demonstrated that the misfit stress induced by the lattice mismatch between the FCC and the

BCC structures at the interface could be relieved by the incorporation of structural ledges (disloca-

tion+step) and arrays of misfit dislocations at the interface. Although it provides a first numerical

modeling of the FCC-BCC interface, the predicted misfit dislocations were shown to be unable to

glide with the interface, making the athermal propagation of the FCC-BCC interface impossible,

in contradiction with the theory of martensitic transformation.

Although manifold numerical models were developed since then to simulate the FCC to BCC

transformation, both at the mesoscale with the phase-field model (PFM) [74–76], and at the atomic

scale with the Monte Carlo (MC) and Kinetic Monte Carlo (KMC) approaches [17, 18], molecu-

lar dynamics (MD) is now the baseline numerical tool to study displacive/martensitic structural

transformations. In this approach, the trajectories of particles (atoms, molecules etc.) are deter-

mined by numerically solving Newton’s equations of motion. For that purpose, the forces between

particles are calculated from an interaction potential, which replaces the true interatomic interac-

tions with a simplified parametric model. Several classes of interaction potentials with different

functional forms have been developed, including Pair-wise potentials such as Lennard-Jones and

Morse potentials [77], and many-body potentials such as the Embedded Atom Method (EAM) [78]

and an empirical extension of the EAM called the Modified Embedded Atom Method (MEAM)

[79]. In the EAM/MEAM potentials, the energy of the atom is given by the energy associated with

the electron density of the atom plus a constant background density which represents the energy

needed to ’embed’ an atom into the electron density contributed by all the surrounding atoms.

EAM/MEAM potentials are particularly suitable for metals, as they accurately replicate the vi-

brational properties of the material [80–83]. MD models equipped with this class of potentials was

specifically applied to the austenite-ferrite and austenite-martensite transformations in pure Iron,

low carbon steels and ferrous alloys [10–16].

A complete description of the FCC to BCC phase transformation includes the structure of the

interface, the propagation mode and mobility of the interface, and the FCC to BCC transformation

path. The present section thus provides an thematic overview of the numerical treatment of these

three salient features of the FCC to BCC phase transformation, using MD.
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1.5.1 Interface structure

First, Maresca et al. [14] confirmed the standard model of a one-stepped FCC-BCC interface

reticulated by arrays of misfit dislocations depicted in Figure 1.10. In this work, different lattice

misfit ratios
aγ
aα

ranging from 1.25 to 1.27, which is typical in low alloy steels and ferrous alloys,

as well as various ORs such as KS and NW and various HPs such as (1 2 1)γ and (5 7 5)γ were

considered. As a result, terrace steps in the [1̄ 0 1]γ with step heights of one or several (1 1 1)γ

interplanar spacings could be observed in every case.

Alternatively, Tateyama et al. [10], Ou et al. [12, 13], and Tripathi et al. [16] focused on

the FCC to BCC phase transformation in pure Iron for the NW and KS ORs. Although the

formation of steps at the FCC-BCC interface was not directly assessed in these studies, the atomic

potential energy map at the matching area of the FCC-BCC interface (see Figure 1.16) provided

a first insight on the underlying structural symmetry of the interface. As can be seen in Figure

1.16b, a characteristic diamond-shaped pattern could be observed for the NW OR. In details, the

matching areas between FCC and BCC regions are highlighted by red circles. They correspond to

regions of low potential energy. On the contrary, higher potential energy (light blue and green),

is observed in low coherency regions. This diamond-shaped pattern could lead to two arrays of

disconnections in the [1̄01]γ and [01̄1]γ directions. For the KS OR (Figure 1.16a), the potential

energy pattern at the interface differs significantly. Elongated regions of high coherency, marked

by red ellipses and relatively low interfacial energy, suggest the formation of extended terraces

along this direction, with a single step defining their boundary. This observation aligns with the

single-step interface model presented in the previous section. While a double-stepped interface was

not directly confirmed in their studies, it appears to be a possibility for orientations close to the

NW OR. On the contrary, the usual one stepped profile could be recovered for the KS OR.
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(a) KS OR

(b) NW OR

Figure 1.16: Superposed view of NW and KS ORs showing the (1 1 1)γ and (0 1 1)α planes at the
matching area of the interface from Ou et al. [12]. Atoms are colored according to their potential
energy.

1.5.2 Interface dislocations

Different sets of screw dislocations with Burgers vectors of the type
aγ
2 ⟨1 0 1⟩γ have been ob-

served in numerous MD simulations [10–14, 16]. In these studies, a first set of screw dislocations

with
aγ
2 [1̄ 0 1]γ Burgers vector was consensually detected alongside terrace steps. It should also

be noted that a deviation from the prefect ⟨1 0 1⟩γ was observed in [14] due to the presence of

dislocation kinks. Finally, this first dislocation was located in the FCC phase in [14], but not in

[16]. The spacing between arrays of this first set of disconnections was systematically determined,

depending on the lattice parameter misfit ratio between the FCC and BCC phases, and the OR. In

[14], a distance of 1.45 nm between two successive steps was found for a 1.254 misfit ratio and an

OR close to NW, in good agreement with previous high-resolution electron microscopy (HRTEM)

measurements (1.33 nm) [56].

A second set of dislocations was also identified in the aforementioned MD studies, except for

the KS OR. In [14], this second set of dislocations was found to be bcc kinked screw dislocations

with aα
2 [1 1̄ 1]α Burgers vector, which accommodate the misorientation between the [1̄ 0 1]γ and

[1̄ 1̄ 1]α directions when the OR is different from KS. The same second set of screw dislocations
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was observed in [16] for the NW OR, but not necessarily in the BCC phase. In addition, they

were not treated as misfit compensating dislocations, but rather transformation dislocations that

contribute to the propagation of the FCC-BCC interface in the same way as the first set of screw

dislocations. The spacing between these defects was measured [14], where it varies from 1.2 nm to

4 nm, depending on the OR (except KS) and the lattice misfit ratio. For the KS OR, it was found

in [14] that the second set of dislocations disappears due to the perfect alignment between [1̄ 0 1]γ

and [1̄ 1̄ 1]α dense directions. It was then suggested that this second set of screw dislocations are

actually replaced by BCC edge dislocations with aα
2 [1 1̄ 1]α Burgers vector in this case. However,

only few experimental studies support this conclusion [4], while these BCC edge dislocations were

not detected elsewhere [5].

The presence of partial dislocations at the FCC-BCC interface has also been observed in several

molecular dynamics simulations [12, 13, 16, 84]. In [16], it was suggested that the presence of

stacking faults bordering ribbons of HCP phase, result from the action of partial dislocations with

Burgers vectors in the ⟨1 1 2⟩γ direction in FCC. The presence at the FCC-BCC interface of Shockley

partials with a
aγ
6 ⟨1 1 2̄⟩γ Burgers vector was also observed in [13].

1.5.3 Interface mobility

In [10–14, 16], it was consensually concluded that the glide of the two sets of screw dislocations

carries the propagation of the FCC-BCC interface. However significant differences can be found

between these studies. First, it was found in [16] that both the first and second set of screw dis-

locations glide in the same (1 1 1)γ ∥ (0 1 1)α slip plane, while the second set of dislocations was

found to glide in the (1̄ 0 1)α plane in [14].

Moreover, edge-character kinks lying in the glide plane of both the first and second set of screw

dislocations were observed in [14], whereas it was not mentioned in [12, 13, 16]. In [14], it was

argued that edge-character kinks lying in the glide plane of the screw dislocation can move at very

low stress levels, which facilitate the glide of screw dislocations through side-wise kink motion. On

the contrary, they showed that the absence of kinks at the interface can impede the propagation

of the FCC-BCC interface. This is the case of the KS OR, where only the first set of screw dislo-

cations with [1 0 1̄]γ Burgers vector remained, but effectively collapsed to a straight (not kinked)

bcc screw dislocation, which has high Peierls stress, and is thus sessile. It should be noted that

the presence of kinks was detected in other MD studies on pure iron. For instance, Tateyama et

al. [10] observed kinks forming as part of the disconnections at the interface, and concluded that

these kinks contribute to the propagation of screw dislocations along these ledges. Similar kinks at

terrace ledges were also envisioned in [11].

Finally, dislocation glide is not the only possible mode of dislocation propagation, dislocation

climb can also occur. Dislocation climb is a purely diffusive mode of propagation, where the
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dislocation moves due to vacancy diffusion within the material. Although it is not compatible

with a purely displacive transformation, it still needs to be considered in the FCC to BCC phase

transformation, as a temperature dependence of interface mobility has been observed by Bos et al.

using molecular dynamics simulations [85]. Additionally, they showed that differences in interface

velocities also depend on the OR, with velocities ranging from 200 to 700 m/s.

1.5.4 FCC to BCC transformation mechanism

In [16], two different FCC to BCC transformation paths were observed for the NW OR and

(1 1 1)γ flat interface. First, the KS transformation mechanism was identified in the areas of maxi-

mum slip for the first and second sets of screw dislocations, through characteristic shear displace-

ments alongside
aγ
2 ⟨1 0 1⟩γ dense directions. These displacements are highlighted by the red ellipses

on the segments of the diamond-shaped unit shown in Figure 1.17.

Figure 1.17: Atomic displacements observed during the FCC to BCC transformation using molec-
ular dynamics simulation in Tripathi et al. [16]. Major regions of atomic displacement are circled
in red and the diamond unit pattern is showcased by dotted lines. Blue: BCC, green: FCC, red:
HCP, white: perturbed structure.

Large amplitude displacements in the ⟨1 1 2̄⟩γ direction were also observed at the intersections

of the two screw dislocations (red circle in Figure 1.17). Because these displacements match the

second aγ/12 [1 2̄ 1̄]γ shear displacements induced by the aγ/6 [1 2̄ 1̄]γ Shockley partial in the BB/OC

transformation mechanism, it was concluded in [16] that the BB/OC is the second transformation

path involved in the FCC to BCC transformation for the NW OR. In [12, 13] and [84], only the

BB/OC mechanism was explicitly mentioned, but the exact same displacements patterns as in [16]

were envisioned, thereby consistently supporting the paradigm of the concurrent action of the KS

and the BB/OC mechanism for the FCC to BCC transformation. It should finally be mentioned,

that no transformation path was proposed in [14].
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1.6 Experimental observations of the FCC to BCC phase trans-

formation

The experimental data on the FCC to BCC phase transformation provides valuable insights

on the interface structures, defects, and mobility. It should be noted that most experimental

observations of the FCC to BCC phase transformation have been conducted on iron alloys, while

molecular dynamics simulations results primarily focus on pure iron. This section will follow a

structure similar to that of the atomistic modeling section.

1.6.1 Interface structure

In experimental observations of the FCC to BCC transformation, consistent features emerge

across studies on iron alloys. Sandvik and Wayman [55, 56, 86, 87] conducted an in-depth study

of the crystallography and substructural features of low-carbon steels and Fe-Ni-Mn alloys using

transmission electron microscopy (TEM). In Fe-20Ni-5.5Mn steels [87], they observed an irrational

habit plane close to (5 7 5)γ for an orientation relationship that was deviated by 3.9◦ from the KS

OR, thus positioned between the NW and GT ORs. The observed interface was stepped, with

planar (1 1 1)γ ||(0 1 1)α terraces. Also, the presence of misfit dislocations was confirmed. In [56],

the step spacing was measured at approximately 1.3 nm.

Similar interface morphologies were detected by Moritani et al. [4] in Fe-0.6C-2Si-1Mn wt% and

lath martensite Fe-20Ni-5.5Mn wt% using HRTEM. Despite differences in composition and thermal

treatment, both alloys presented habit planes around (1 2 1)γ plane. The orientation relationships

scattered around the KS, NW, and GT ORs. In each case, monoatomic steps with (1 1 1)γ ||(0 1 1)α
were observed, as shown in Figure 1.18. Although the terrace spacing was not quantitatively mea-

sured, using Figure 1.18, is can be estimated to be less than 1 nm. These narrow terraces are

observed in the case of a 19.47◦ angle between the habit plane normal and the [1 1 1]γ direction. By

comparison, wider steps observed in molecular dynamics simulations [14] occur for smaller angles

(11.42◦) between the habit plane and the [1, 1, 1]γ direction.

Ogawa and Kajiwara in [5, 6] investigated several iron alloys using HRTEM. In [5], they studied

an Fe-23.0Ni-3.8Mn wt%, an Fe-30.5Ni-10Co-3Ti wt% and an Fe-8.8Cr-1.1C wt% alloys with OR

ranging from KS to NW and a (1 2 1)γ HP for all alloys. In [6], they focused on Fe-23Ni-3.8Mn

wt% and an Fe-9Cr-1.1C wt% alloy, both having a KS OR and {1 1 2}γ HP. Across all these dif-

ferent alloys, the interface structure remained consistent, exhibiting (1 1 1)γ ||(0 1 1)α terraces and

arrays of dislocations. However, contrary to Mortani et al. HRTEM observation [4], they mea-

sured steps that are several (1 1 1)γ ||(0 1 1)α plane. This is consistent with the topological model

[43], where disconnection exhibiting step character of several (1 1 1)γ ||(0 1 1)α plane were considered.

As reported in the literature, most FCC to BCC transformation interfaces in iron alloys, have
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Figure 1.18: HREM micrograph of Fe-20Ni-5.5Mn steel, showing the broad face of lath martensite
viewed along [1̄ 0 1]γ || [1̄ 1̄ 1]α [4].

HPs ranging between (5 7 5)γ and (1 2 1)γ planes and ORs that range from KS to NW. However, in

some alloys, different ORs such as GT are also observed. All these interfaces consistently exhibit a

stepped nature with dislocations or disconnections [2, 4, 5, 55, 56, 86–90].

1.6.2 Interface dislocations

Interface dislocations were also prospected experimentally. Sandvik and Wayman [55, 56, 86,

87] identified the presence of screw dislocations with Burgers vectors in the direction ⟨1̄ 1̄ 1⟩α in

Fe-20Ni-5Mn steels. They observed a single set of parallel screw dislocations, using dark field imag-

ing, with a Burgers vector of
aγ
2 [0 1̄ 1]γ ||aα2 [1 1̄ 1]α. Notably, they found that the dislocation lines

deviated by about 10◦ to 15◦ from the pure screw orientation, suggesting the presence of kinks

along the dislocation line. At the atomic scale, the dislocations were pure screw, but they deviated

from an exact screw orientation macroscopically due to the stepped structure of the interface. The

spacing between dislocation arrays ranged from 2.6 nm to 6.3 nm. These observations were fur-

ther confirmed by Ogawa and Kajiwara [5, 6], who detected dislocations with Burgers vectors of
aγ
2 [1̄ 0 1]γ or aα

2 [1̄ 1̄ 1]α in Fe-23.0Ni-3.8Mn, Fe-30.5Ni-10Co-3Ti and Fe-8.8Cr-1.1C alloys.

Moritani et al. [4] observed similar kinked screw dislocations with a Burgers vector of aα
2 ⟨1̄ 1̄ 1⟩α

in lath martensite Fe-20Ni-5.5Mn alloy using dark field imaging. From the HRTEM observa-

tions, they deduced two types of perfect screw dislocations: b1 =
aγ
2 [0 1̄ 1]γ ||aα2 [1 1̄ 1]α and b2 =

aγ
2 [1̄ 0 1]γ ||aα2 [1̄ 1̄ 1]α that accommodate the shear strain. Notably, the b1 dislocation was observed

along the step ledge described earlier. They concluded that the macroscopic habit plane consists

of monoatomic steps, corresponding to the b1 and b2 transformation dislocations observed. How-

ever, they did not perform HRTEM imaging along the [0 1̄ 1]γ direction to observe potential steps

associated with the b2 dislocation, making this conclusion incomplete. Moreover, Moritani et al.

proposed a schematic representation of atomic matching in (1 1 1)γ plane. In Figure 1.19, the
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diamond-shaped pattern due to atomic matching for NW ORs, which highlights dislocations b1

and b2 along the regions of atomic mismatch indicated by the black lines.

Figure 1.19: Atomic matching on the (1 1 1)γ ||(0 1 1)α plane when NW OR is held [4].

These dislocations were also detected in alloys with KS OR. It was concluded that, while the

b2 =
aγ
2 [1̄ 0 1]γ dislocations remained nearly perfect screw types, as observed in NW OR, the

b1 =
aγ
2 [0 1̄ 1]γ dislocations exhibited a mixed character, with their line direction close to [1̄ 0 1]γ .

Using O-lattice calculations, they demonstrated that the line direction D1 of b1 dislocations grad-

ually deviates as the θ angle between [1̄ 0 1]γ and [1̄ 1̄ 1]α directions decreases from 5.26◦ for NW

OR to 0◦ for KS OR (see Figure 1.20).

Figure 1.20: O-lattice calculation from Mortani et al. [4] for (1 1 1)γ ||(0 1 1)α interface with a
misorientation θ between [1̄ 0 1]γ and [1̄ 1̄ 1]α. (a) θ = 5.26◦ (NW OR), (b) θ = 1◦, (c) θ = 0◦ (KS
OR). The Burgers vectors are b1 =

aγ
2 [0 1̄ 1]γ and b2 =

aγ
2 [1̄ 0 1]γ .

The observations and conclusions from Moritani et al. [4] align well with the molecular dynam-

ics simulations conducted by Tripathi et al. [16]. Both studies reveal a similar diamond-shaped

dislocation pattern in the (1 1 1)γ plane for the NW OR at the interface. In particular, Tripathi et

al. highlighted major atomic displacements occurring along the b1 and b2 dislocations, highlighting

their crucial role in the transformation process.

Partial dislocations were also observed in some experiences, notably in [2] in an Fe-8Cr-1C wt %

alloy. Using HRTEM imaging, they visualized Shockley partial dislocations with a Burgers vector
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of
aγ
6 ⟨1 1 2⟩γ . Additionally, they observed two structural ledges associated with these dislocations,

which had Burgers vectors of
aγ
12 [1 1 2]γ or

aγ
12 [2 1̄ 1]γ . They concluded that the interface movement

was achieved by the glide of these dislocations on each close-packed plane.

In summary, both experimental observations and simulation results consistently observed per-

fect dislocations
aγ
2 [1 0 1̄]γ and

aγ
2 [0 1 1̄]γ The first set of dislocations aligns with the terrace step

direction. However, the nature of the second set of dislocations remains unclear. Additionally, par-

tial dislocations with Burgers vector
aγ
6 [1 1 2̄]γ have been detected, playing a role in the transition

from the FCC stacking of (1 1 1)γ dense planes to the BCC stacking of (0 1 1)γ dense planes.

1.6.3 Interface mobility

The interface mobility during FCC to BCC phase transformations has also been investigated

using various experimental techniques. In studies of the transformation dynamics at the austenite-

ferrite interface in Fe-C-Mo alloys [91], two types of interfaces were identified: a featureless, highly

mobile interface and a less mobile, faceted interface associated with the KS OR. In addition to the

transformation mechanisms described mostly for pure iron in this chapter, other processes might

take place due to the presence of alloying elements and their interactions, which could influence

the phase transformation kinetics, defect formation, and interface mobility. A more recent study

on dual-phase steels revealed similar findings: a highly mobile interface far from KS OR and a

less mobile interface close to KS OR [7]. Understanding the causes of these observations in these

alloys is challenging, as both the structure of the interface and the diffusion of alloying elements

play significant roles in the austenite to ferrite phase transformation. This particular aspect of the

transformation will be explored in greater detail in Section 1.7.

1.6.4 FCC to BCC transformation mechanism

In spite of the extremely high velocity associated with displacive phase transformations, exper-

imental techniques have been applied to study the FCC to BCC transformation mechanism. Some

experimental results appear to support a KS mechanism. The HRTEM has been applied by Kaji-

wara et al. [3] to investigate the austenite to ferrite phase transformation in an Fe-23.0Ni-3.8Mn

alloy. In this study, it was suggested that the phase transformation in this alloy can be described by

the KS mechanism. They found that the shear amplitude along [1̄ 2 1]γ direction on (1 1 1̄)γ plane

was greater than that proposed by the BB/OC model, matching more closely the shear described in

the KS model. Additionally, they did not observed any disturbance in the high-resolution images of

the atomic rows along the [1 0 1]γ and [1 1 1]α directions, as would have been expected if a BB/OC

mechanism were active. Therefore, they concluded that the KS mechanism is the only plausible

deformation mechanism in the FCC to BCC displacive transformation. A later study by Ogawa

and Kajiwara [6], which examined the FCC to BCC phase transformation for Fe-23Ni-3.8Mn and

Fe-9Ni-1.1C alloys and focused on interface structure and dislocations, further confirmed these ob-

servations.
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A recent study by He et al. (2022) [92] on strain-induced martensitic transformation using

HRTEM yet aligns with the BB/OC model. However it was not observed experimentally for

martensitic transformation with no external stress. Their atomic-scale observations revealed a

γ → ϵ→ α transformation sequence, consistent with the path proposed by the BB/OC mechanism.

Moreover, the transformation from FCC to HCP was attributed to the gliding of Shockley partials

with Burgers vectors aγ/6 ⟨1 1 2⟩γ on (1 1 1)γ plane. Earlier studies by Weina et al. [93] and

Yang et al. [94], also on strain-induced martensitic transformation, for Fe-20Mn-3Si-3Al alloys also

supported the BB/OC mechanism, observing the expected FCC to HCP to BCC transformation

path. However, although FCC to HCP to BCC transformation paths are often linked with the

BB/OC mechanism, the shear along the [1 1 2̄]γ direction in the KS transformation path also induces

a stacking change, potentially forming an intermediary HCP phase. Careful examination of the

transformation path is crucial, insofar as the sole observation of the FCC to HCP to BCC transition

does not conclusively point to a BB/OC mechanism.

1.7 Carbon segregation at mobile interfaces in Fe-C alloys

Carbon segregation at phase boundaries, especially during the FCC to BCC transformation,

plays a critical role in determining the mechanical properties and stability of iron-based alloys [95–

97]. The segregation of carbon at the interface affects transformation kinetics by altering the prop-

agation rate of the interface, often through pinning and unpinning mechanisms [19, 98–100]. This

phenomenon is particularly pronounced in Fe-C alloys, where carbon atoms segregate at disloca-

tions. This carbon segregation can simultaneously promote the FCC to BCC phase transformation

[96] and hinder the transformation by pinning dislocations at the boundary [75].

Different solute elements presented in steels also interact with carbon, inducing additional ef-

fects such as co-segregation. For example, carbon co-segregates with manganese in Fe-C-Mn alloys,

as shown in [7], and with heavy elements like niobium and molybdenum in [101]. Although ternary

and quaternary alloy systems are more common in experimental studies, analyzing the iron-carbon

interaction with a moving interface remains important due to the rapid migration of carbon atoms

to the transformation interface.

Numerous ab initio calculations [95–97, 101–103] and molecular dynamics simulations [100,

104–106] have been conducted to describe the interaction of carbon atoms with crystal defects

and FCC-BCC interface. Despite the intersting and important results obtained using these meth-

ods, these approaches can not capture the diffusion time sacle, which is crucial to this phenomenon.

This section is organized as follows. A review on the literature on the interactions between

carbon and moving dislocations will be presented first, following the consideration of recently
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proposed models of interface prolongations.

1.7.1 Carbon interaction with moving dislocations

In the pioneering work of Cottrell and Bilby [98, 99], it was demonstrated that carbon atoms

interact with the elastic field created by dislocations and segregate around them, leading to the for-

mation of so-called ‘Cottrel atmospheres’. This segregation creates a ‘pinning’ effect, which reduces

the mobility of the dislocation, and strengthen the material [59, 98, 100, 107]. A segregation of

carbon atoms around a BCC screw dislocation, has been simulated in [19], is shown in Figure 1.21

using Monte-carlo. The result of this simulation, highlighting the formation of Cottrell atmosphere

around the dislocation, is shown in Figure 1.21.

Figure 1.21: Monte-Carlo equilibrated carbon Cottrel [19] atmosphere at T = 300 K for 500 ppm
of carbon. Only non-BCC iron atoms (red) and carbon atoms (blue) are shown.

As mentioned before, the FCC-BCC interface is reticulated by two sets of screw dislocations.

Cottrell atmospheres around these dislocations have been observed experimentally using atom probe

tomography (APT) in Fe-0.45 at%C BCC ferrite [108]. Moreover, simulation methods, including ab

initio/DFT [95–97, 101–103] and Monte Carlo [19, 26], have been applied to study the segregation

of carbon atoms around dislocations in iron alloys. It was shown that ab initio and Monte Carlo

methods have successfully reproduced Cottrell atmosphere interactions around screw dislocations.

Also, it was demonstrated using molecular dynamics simulations, that carbon atoms strongly in-

teract with dislocations in iron [100, 104].

Moreover, the pinning-unpinning effect of Cottrell atmosphere around a moving dislocation

was observed using Monte-Carlo simulations in [19]. The critical velocity of dislocation motion

determines whether solute atoms will follow the dislocation. If the dislocation moves faster than

this critical velocity, it may escape the Cottrell atmosphere, leading to unpinning. The following
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expression for this critical dislocation velocity vdc has been provided in [59]:

vdc =
4DkT

β
. (1.7.1)

Here, D is the diffusion coefficient of the solute atoms, k the Boltzmann constant, T the temperature

and β a proportionality factor related to the dislocation-solute interaction strength. This equation

demonstrates a strong dependence of critical velocity with the temperature, with temperature

appearing both directly in the equation and indirectly through the solute diffusion coefficient.

Consequently, at high temperatures, dislocation unpinning becomes unlikely due to increased solute

mobility. In contrast, for lower temperatures favor dislocation unpinning is likely to occur, as solute

mobility is reduced. While the Cottrell effect is well-understood, the interaction of carbon solutes

with the fast-moving FCC to BCC phase transformation interface remains an area of active research.

Recent ab initio calculations in [102] suggest that carbon solute pinning at interface dislocations

enhances phase stability, impacting the kinetics of the FCC to BCC transformation.

1.7.2 Interface propagation models

In general, interface propagation models for the FCC to BCC transformation in Fe-C systems

fall into three main categories: diffusion-controlled models [109–111], interface-controlled models

[111, 112], and mixed-mode models [111, 113–116]. Each model represents a distinct approach to

understanding the interplay between diffusion, thermodynamics, and the dynamics of the moving

interface, and each is governed by specific assumptions and boundary conditions.

Diffusion controlled model

When the austenite-ferrite phase transformation is treated as a purely diffusion-controlled (DC)

model [109–111], the dissipation of the energy at the interface due to displacive transformation oc-

curring at the interface is neglected. As a result, the local equilibrium conditions are determined

by minimizing the Gibbs free energy function under conditions of constant temperature and pres-

sure. Under these conditions, the chemical potentials of carbon and iron must be equal across the

migrating interface in both the austenite and ferrite phases:{
µαC = µγC ,

µαFe = µγFe.
(1.7.2)

For a binary alloy, the boundary conditions for the diffusion problem can be directly evaluated

from the phase diagram. At a given temperature T = T1, the equilibrium compositions at the

interface corresponding to the minimum Gibbs free energy can be obtained by a common tangent

construction, depicted in Figure 1.22. The equilibrium concentration in α and γ phase are denoted

as Cα
c and Cγ

c , respectively. The mean concentration in the alloy is C0
c .
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Figure 1.22: Schematic Gibbs energy diagram of carbon concentration in an austenite-ferrite at T =
T1. C

α
c and Cγ

c are the equilibrium carbon concentration in the ferrite and austenite, respectively,
while C0

c is the mean concentration in the material.

The carbon composition profile at the interface illustrating the local equilibrium condition is

depicted in Figure 1.23. The difference in solubility between the austenite and ferrite phases leads

to a partitioning at the interface, where carbon rejected from the ferrite phase diffuse into the

austenite. It gradually increase the concentration in the austenite with a maximum carbon con-

centration at the austenite-ferrite interface.

Figure 1.23: Schematic carbon composition profile illustrating local equilibrium conditions at the
austenite-ferrite migrating inteface at T1.

According to the Zener model [109, 110], the interface velocity is controlled by the diffusion

of carbon in austenite. This is because the carbon concentration reaches its saturation point, Cγ
c ,

at the austenite-ferrite interface. For the ferrite to propagate, the carbon needs to diffuse away

from the interface further into the austenite. Therefore, using Fick’s first law, the velocity v of

the interface is proportional to the diffusion coefficient D of carbon in the austenite, the interface

velocity v can be expressed in the following expression, where ∆Cc is the difference in carbon
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concentration between the two phases at the interface:

v = D
∆Cc

Cα
c − Cγ

c
. (1.7.3)

The interface moves at a rate that balances the diffusion of carbon, which means that the speed of

interface migration is limited by how quickly carbon can diffuse away from the growing phase.

The local equilibrium assumption is a significant simplification as it is purely thermodynamic

[111]. However, many experimental and numerical analysis of proeutectoid ferrite formation in an

Fe-C system use the local equilibrium condition to describe the austenite-ferrite interface [117–120].

The simplest diffusion-controlled model is known as the sharp interface model (SI), as it assumes

an interface with no width, where properties such as crystalline structure and composition change

abruptly from one side of the austenite-ferrite interface to the other.

Interface controlled model

In contrast to the diffusion-controlled model, an interface-controlled (IC) model has been de-

veloped in [111, 112]. This model suggests that the transformation rate is controlled by the energy

required to move the interface rather than by the diffusion of carbon. This model can be applied

when an infinitely fast diffusion rate of carbon is considered, or when the interface can move faster

than carbon can diffuse. In the first case, this leads to a sharp transition at the interface with no

buildup of carbon. In the second case, as the interface moves faster than carbon can diffuse, this

could lead to non-equilibrium carbon concentrations at the interface. Both scenarios are shown in

Figure 1.24.

(a) (b)

Figure 1.24: Schematic carbon composition profile at the austenite-ferrite migrating interface in the
IC model with (a) infinitely fast carbon diffusion into the austenite and (b) the interface moving
faster than the carbon can diffuse.

Mixed mode model

The diffusion-controlled and interface-controlled approaches can both be seen as extreme cases

of the actual kinetics of the austenite to ferrite phase transformation in Fe-C systems. Models
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that include both diffusion and interfacial mobility in Fe-C steels have been developed and are

referred to as mixed-mode models [111, 113–116]. A mixed-mode model was developed in [113,

114], where the nature of the transformation is governed by a single dimensionless parameter Z.

This parameter is proportional to the diffusivity D of the partitioning elements and the area-

to-volume ratio Aα/Vα of the phase. It is inversely proportional to the interface mobility and a

thermodynamic proportionality factor related to the driving force χ is:

Z =
D

Mχ
.
Aα

Vα
. (1.7.4)

The interface mobility M is an effective mobility, as assessed in [121], and can account for solute

drag and transformation strain effects. Solute drag occurs when solute atoms segregate at the

interface, creating a drag force that impedes the motion of the interface. The solute drag effect is

particularly significant in cases where the solute atoms have a strong interaction with the interface.

This could be the case for carbon at FCC-BCC interface in specific condition, like in co-segregation

mechanism with another alloying element, such as manganese [7]. Although carbon segregation

during the phase transformation is considered, its interaction with other alloying elements leaves

the exact interaction with the interface undetermined.

When Z = 0, it implies that the phase transformation is purely diffusion-controlled, while when

Z → ∞, it implies that the transformation is interface-controlled. An S parameter is introduced to

quantify the character of the transformation. The S parameter is related to the Z parameter, with

S = 1 indicating an interface-controlled transformation and S = 0 indicating a diffusion-controlled

transformation. The concentration at the interface and the resulting interface velocity are directly

influenced by the Z or equivalently the S parameter. In [116], the interface velocity was defined

using the S parameter:

v =MχS
(
Cβα − C0

)
, (1.7.5)

where Cβα is the equilibrium concentration of carbon at the interface and C0 is the average con-

centration of the partitioning element in the system.

Moreover, the mixed-mode model, when specifically applied to austenite-ferrite phase transfor-

mation in Fe-C [113, 114] and Fe-C-Mn systems [116], has shown that the Z parameter decreases

as the growth of the new phase progresses. This means that the transformation initially starts

as interface-controlled and gradually shifts toward being diffusion-controlled. This shift is accom-

panied by a gradual decrease in interface velocity, as described by equation (1.7.5), with the S

parameter decreasing accordingly. This gradual decrease in interface velocity could be due to the

carbon segregation at the interface, creating a solute drag effect slowing down the transformation

rate. However, incorporating all of the interface characteristics, such as interface width, transfor-

mation dislocations, stacking faults, and intermediary phases, into mixed-mode models is not an
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easy task. Modeling the austenite to ferrite phase transformation may offer new perspectives for

understanding the transformation mechanism from austenite to ferrite, both in pure iron and in

Fe-C alloys.

1.8 Conclusions

This chapter provides a review of the austenite to ferrite phase transformation in pure iron

and Fe-based alloys. Theoretical models, along with experimental and simulation results that ex-

plain the FCC to BCC displacive transformation, were thoroughly assessed, covering both atomic

rearrangement and mobility of the transformation interface. It was emphasized that current ex-

perimental and theoretical data do not provide a clear consensus regarding the FCC to BCC

transformation mechanism.

In Fe-C systems, mixed-mode models provide valuable insights into the dual nature of the

transformation, which is both displacive and diffusive. However, since interface defects, such as

transformation dislocations, can serve as preferential sites for carbon diffusion, significant further

work is required to accurately assess these phenomena.
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Chapter 2

Quasiparticle approach

At the atomic scale, Molecular Dynamics (MD) and Monte Carlo (MC) methods are commonly

used to study phase transformations. MD, which enables tracking of individual atoms, is especially

effective for studying phase transformations from FCC to BCC. However, its effectiveness is limited

by the number of variables, which restricts the length and time scale of simulated systems. This

makes it less suitable for studying diffusive phase transformations. Conversely, kinetic MC can

simulate diffusive processes at the atomic scale, but it does not account for elasticity.

The Atomic Density Function (ADF), introduced by A.G.Khachaturyan in the 1970s [45, 122],

is a method employed to investigate the long-term evolution of systems at the atomic scale. Within

the ADF framework, the atomic configuration of the system is described by a set of occupation

probability ρα(r, t), which represents the probability of a lattice site r to be occupied by an atom

of type α at a given time t. The temporal evolution of atomic configuration follows Onsager-type

diffusion equations [45]. The probability function is specified at each site of the underlying Ising

lattice which coincides with the simulation grid. This confides the models application to isostruc-

tural phase transformation such as ordering or decomposition.

The phase-field crystal model (PFC)[21, 123] describes the temporal evolution of materials at

the atomic scale. In this model, the phase field is interpreted as an atomic density function in the

continuum space. Y.Jin and A.G.Khachaturyan [36] demonstrated that the PFC is a specific case

of the ADF and developed a more generalized approach by introducing the Continuous Atomic

Density Function (CADF). This models aims to remove constraints linked with a fixed lattice while

considering the elastic properties of the system.

The Quasi-particle approach, introduced in 2014 by A.G. Khachaturyan, H. Zaplosky and M.

Larvskyi [124] further extends the CADF framework. In this approach, the simulation grid spacing

∆x is several times smaller than the lattice parameter a. Then, atoms are no longer treated as

points but as spheres containing some simulation grid nodes. These grids are called fratons, from

the contraction of ”fraction of atoms” and possess the same properties as fermions, including the
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Pauli principle: two fratons cannot occupy the same simulation grid. The displacement of atoms

is thus due to the creation and annihilation of fratons. Fraton positions at a time t are described

by the configuration number c (r, t):

c (r, t) =

{
1 if site r ∈ atom,

0 if site r /∈ atom.
(2.0.1)

In the case of the two-component system, each component has its own configuration number at

each site r. The distinction between ADF and Quasi-Particle grids is illustrated in Figure 2.1.

(a) (b)

Figure 2.1: Schematic representation of atomic configurations on the rigid lattice for the ADF
model (a) and in the case of QA (b).

2.1 Hamiltonian and free energy

The Hamiltonian, which is based on the Ising model, can be formulated for both one-component

and two-component systems. This formulation assumes pair interactions and uses the mean-field

approximation. In this approximation, the interaction of all other particles with a pair of fratons,

located at positions r and r′ is taken into account and averaged to form a mean-field. For a

one-component system, the Hamiltonian is expressed as follows:

H =
1

2

∑
r,r′

V
(
r − r′

)
c(r, t)c(r′, t), (2.1.1)

where V (r − r′) represents the interaction between fratons at a distance |r − r′|. For a system

withm components, the system description in terms of fratons can be realized withm configuration

numbers. In this case, component α with α ∈ {1, ..,m} is described by the configuration number

cα (r, t). The Hamiltonian for the m-components system with components α and β is written:

H =
1

2

∑
α,β

∑
r,r′

Vα,β
(
r − r′

)
cα,β(r, t)cα,β(r

′, t). (2.1.2)
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For the m-component system Vα,β (r − r′) is the interaction between the fratons of component α

at the position r and of the component β at the position r′ with (α, β) = {1, ...,m}2. To express

the free energy of the system, the internal energy is defined as the average value of the Hamiltonian

H:

U = ⟨H⟩ = 1

2

∑
α,β

∑
r,r′

Vα,β
(
r − r′

) 〈
cα,β (r, t) cα,β

(
r′, t

)〉
, (2.1.3)

where the ⟨.⟩ symbol denotes the Gibbs ensemble average at temperature T and time t. In the QA

approach or in the phase field crystal model, atoms occupy a space proportional to their vibration

around their equilibrium position. The time average is thus calculated under the ergodic hypothesis

at a time scale that is greater than the vibrating period of the atoms. In this system, the number of

fratons, the volume of the simulation box, and the temperature are all constants. The equilibrium

state of the system is obtained by minimizing the Helmholtz free energy. Under the mean-field

approximation, the average ensemble segment of Equation 2.1.3 is reformulated as follows:

〈
cα (r, t) cβ

(
r′, t

)〉
= ⟨cα (r, t)⟩

〈
cβ
(
r′, t

)〉
. (2.1.4)

Configuration numbers cα (r, t) are averaged over the time-dependent Gibbs ensemble to yield

the occupation probability function ρα (r, t) = cα (r, t). This definition renders ρα (r, t) the prob-

ability of finding a fraton at the site r and time t. For m-components systems, ρα(r, t) must be

defined for each component. The schematic spatial evolution of the fratons density, in the case of

atomic spheres formation, is illustrated in a two dimensions case in Figure 2.2.

Figure 2.2: Schematic representation of fratons condensation in two dimension. ’0’ represents the
minima of the normalized occupation probability function and ’1’ the maxima.

To determine fratons density, the mean concentration of fratons of type α in the simulation
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box, denoted ρ̄α, is directly proportional to the atomic density of component α, denoted as ρatα :

ρ̄α = ρatα
4

3
πR3

α, (2.1.5)

where Rα is the atomic radius of the atoms. The internal energy is reformulated from Equations

2.1.3 and 2.1.4 as follows:

U =
1

2

∑
α,β

∑
r,r′

Vα,β
(
r − r′

)
ρα (r, t) ρβ

(
r′, t

)
. (2.1.6)

The entropy of the energy is then defined as:

S = −kB
∑
α

∑
r

ρα (r, t) ln ρα (r, t) , (2.1.7)

where kB is the Boltzmann constant.Therefore, the expression of the Hermoltz free energy in a

one-component system is given by:

F = U − TS =
1

2

∑
α,β

∑
r,r′

Vα,β
(
r − r′

)
ρα (r, t) ρβ

(
r′, t

)
+ kBT

∑
α

∑
r

ρα (r, t) ln ρα (r, t) , (2.1.8)

where T is the temperature.

2.2 Stability of homogeneous state with respect to infinitesimal

fluctuations and response function

In the Quasi-particle approach, the response function is used to describe the stability of the

system in response of the fluctuations of the occupation probabilities. Near the phase transition

temperature,Tc, the occupation probability can be expressed as follows:

ρα (r) = ρ̄α (r) + ∆ρα (r) , (2.2.1)

where ρ̄α is the average occupation probabilities and ∆ρα the fluctuations of the occupation prob-

abilities. The variation of Hermoltz free energy ∆F = F [ρα(r)]− F [ρ̄α] can then be expended in

a Taylor series around ρ̄α with respect to the these fluctuations [36]:

∆F =
∑
r

∑
α

Aα (r)∆ρα(r) +
1

2

∑
r,r′

∑
α,β

Bαβ

(
r, r′

)
∆ρα(r)∆ρβ(r

′)

+
1

3!

∑
r,r′,r′′

∑
α,β,γ

Cαβγ

(
r, r′, r′′

)
∆ρα(r)∆ρβ(r

′)∆ργ(r
′′).

(2.2.2)
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where:

Aα (r) =
δF

δρα(r)

∣∣∣∣
ρ̄α

,

Bαβ

(
r, r′

)
=

δ2F

δρα(r)δρβ(r′)

∣∣∣∣
ρ̄αρ̄β

,

Cαβγ

(
r, r′, r′′

)
=

δ3F

δρα(r)δρβ(r′)δργ(r′′)

∣∣∣∣
ρ̄αρ̄β ρ̄γ

,

are the expansion coefficients calculated in the disordered homogeneous state. The variation of

Hermoltz free energy presented in Equation 2.2.2 has the same characteristic as in PFC models, as

demonstrated in [125]. In this state, all sites are equivalent, thus Aα (r) = const. Furthermore, the

number of fratons is conservative, as such the sum of the fluctuation of occupation probabilities

over all sites is: ∑
r

∆ρα (r) = 0. (2.2.3)

Therefore, the first term of the Taylor expansion is always zero:∑
r

∑
a

Aα (r)∆ρα (r) = 0. (2.2.4)

When the system is close to the phase transition temperature TC , the fluctuations are small. As

such, only the first non-vanishing term of the Taylor expansion is considered. Therefore, Equation

2.2.2 simplifies as follows:

∆F =
1

2

∑
r,r′

∑
α,β

δ2F

δρα(r)δρβ(r′)

∣∣∣∣
ρ̄αρ̄β

∆ρα(r)∆ρβ(r
′), (2.2.5)

where the second derivative of the free energy, in the Fourier space, is the response function

Dαβ (k, T ) defined as follows:

Dαβ (k, T, {ρ̄α}) =
δ2F

δρα(k)δρβ(k)
= Ṽαβ(k) +

∂2S

∂ρα(k)∂ρβ(k)

∣∣∣∣
ρ̄αρ̄β

kBT. (2.2.6)

The response function, as defined in Equation 2.2.6, is an element of the m × m matrix

D̂ (k, T, {ρα}) where m is the number of independent components. This matrix is both Hermi-

tian and symmetric, which is due to the possible inversion of indexes α and β and the fact that all
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terms of Equation 2.2.6 are real values. The matrix can be written as:

D̂ (k, T, {ρ̄α}) =


D11 D12 · · · D1m

D12 D22 · · · D2m

...
...

. . .
...

D1m D2m · · · Dmm

 (k, T, {ρ̄α}) . (2.2.7)

With this definition of the response function, the Hermoltz free energy variation presented in

Equation 2.2.5 can be rewritten in the Fourier space as follows:

∆F =
1

2

∑
k

∑
αβ

Dαβ (k, T, {ρα}) ∆̃ρα (k) ∆̃ρ
∗
β (k) . (2.2.8)

Given that the variation of the Helmholtz free energy is a function of small perturbations and is

close to equilibrium, the normal mode representation of static concentration waves can be used to

reformulate Equation 2.2.8 [36]. In this representation, the system is decomposed in a superposition

of normal modes. Consequently, the occupation probability fluctuation ∆ρα (r) can be expressed

as a linear superposition of normal static concentration waves Ψα (s,k):

∆ρα (r) =
∑
k

m∑
s=1

Q (s,k)Ψα (s,k) , (2.2.9)

whereQ (s,k) is the amplitude of the normal mode concentration wave Ψα (s,k) and s = {1, 2, · · · ,m}
corresponds to a normal mode. The function Ψα (s,k) represents atomic vibrations of component

α around their equilibrium position on different sub-lattices. This function can be expressed in the

form of Bloch functions:

Ψα (s,k) = uα (s,k) e
ik.r, (2.2.10)

where uα (s,k) is the ”polarization vector” [36], which is a normalized eigenvector of the matrix

D̂ (k, T, {ρ̄α}). This relation yields the following expression introducing the eigenvalues λ (s,k, T, {ρ̄α})
of the matrix D̂ (k, T, {ρ̄α}):

D̂ (k, T, {ρ̄α})uα (s,k) = λ (s,k, T, {ρ̄α})uα (s,k) , (2.2.11)

Therefore, by injecting the Equation 2.2.9 into Equation 2.2.10, the Fourier transformation of the

occupation probabilities can be written as:

∆̃ρα (k) =
m∑
s=1

Q (s,k)uα (s,k) , (2.2.12)
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and as such the free energy variation expressed in Equation 2.2.8 can be simplified as follows:

∆F =
1

2

∑
k

m∑
s=1

λ (s,k, T, {ρ̄α}) |Q (s,k)|2 . (2.2.13)

In the Equation 2.2.13, the sign of the energy variation ∆F depends solely on the sign of the

eigenvalue λ (s,k, T, {ρ̄α}). Therefore the stability of the system depends of the sign of the lowest

eigenvalue denoted as λ (k, T, {ρ̄α}). If the sign of the eigenvalues λ (k, T, {ρ̄α}) is positively de-

fined for all k vectors, any concentration fluctuations will increase the Helmholtz free energy. As

such, the disordered homogeneous phase remains stable with respect to infinitesimal fluctuations.

If the sign of the eigenvalue λ0 (k0, T, {ρ̄α}) is negative for one k0 vector, then the corresponding

infinitesimal fluctuation will decrease the energy and the phase transformation will happen. If

various k vectors exist where the eigenvalue λ (s,k, T, {ρ̄α}) is less than 0, he system is unstable

with respect to all the corresponding fluctuations. However, the fluctuation corresponding to the

lowest value of λ (s,k, T, {ρ̄α}) will grow faster.

The critical temperature, denoted as TC , is the temperature at which the system becomes un-

stable with respect to infinitesimal fluctuations. Above this temperature, the homogeneous solution

remains stable. At T = TC , the lowest value of λ (s,k0, T, {ρ̄α}) reaches 0 causing the system to

lose its stability with respect to infinitesimal fluctuations. The eigenvalues of the response function,

as a function of T, are presented in Figure 2.3.

Figure 2.3: Schematic representation of the eigenvalue λ (k, T, {ρ̄α}) at different temperatures. All
functions reach their minimum at k = k0 where k is a one-dimensional vector. At T ≤ TC the
system becomes unstable and the phase transformation occurs.

The response function and eigenvalues can be expressed more in details for one- and two-

components systems. For a one-component system, the matrix D̂ consist of only one element, thus
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it can be expressed from Equation 2.2.6 as:

λ (k, T, {ρ̄α}) = D (k, T, {ρ̄α}) = Ṽ (k) +
∂2S

∂ρ (k)
kBT. (2.2.14)

The Equation 2.2.14 can then be simplified by taking into consideration the definition of entropy

in the QA approach, as given in Equation 2.1.7:

λ (k, T, {ρ̄α}) = Ṽ (k) +
kBT

ρ̄ (1− ρ̄)
. (2.2.15)

The first term in Equation 2.2.15, which is the interaction potential, will define the minima k0

and the second defines the temperature at which the system becomes unstable with respect to

infinitesimal fluctuations.

For two-component systems, in order to obtain the expression of the eigenvalues, the matrix

D̂ (k, T {ρ̄}) of the response function and its components need to be defined:

D̂ (k, T {ρ̄}) =

(
D11 D12

D12 D22

)
, (2.2.16)

where the components of the matrix are obtained from Equations 2.2.6 and 2.1.7:

D11 (k, T, {ρ̄α}) = Ṽ11 + kBT (1− ρ̄2) / (ρ̄1 (1− ρ̄1 − ρ̄2)) , (2.2.17)

D12 (k, T, {ρ̄α}) = Ṽ12 + kBT (1− ρ̄1 − ρ̄2) , (2.2.18)

D22 (k, T, {ρ̄α}) = Ṽ22 + kBT (1− ρ̄1) / (ρ̄2 (1− ρ̄1 − ρ̄2)) . (2.2.19)

The eigenvalues can then be determined with the following characteristic equations for eigenvalues

of a matrix: ∣∣∣∣∣D11 − λ D12

D12 D22 − λ

∣∣∣∣∣ = 0. (2.2.20)

As such, the eigenvalues for two component system has two solutions:

λ1,2 (k, T, {ρ̄α}) =
D11 +D22 ±

√
(D11 −D22)

2 + 4D2
12

2
. (2.2.21)

In consequence of the third term of the Equation 2.2.21 always being greater or equal to zero, the

lowest branch of the equation is:

λ2 (k, T, {ρ̄α}) =
D11 +D22 −

√
(D11 −D22)

2 + 4D2
12

2
. (2.2.22)



63

The temperature TC of the order-disorder transition can then be found with min (λ2 (k, T, {ρ̄α})) =
0.

2.3 Kinetic equation

The temporal evolution of the occupation probability function ρα (r, t) follows an Onsager

microscopic diffusion equation, which has already been used in the CADF theory [36]. For the α

component, where (α, β) = {1, ...,m}2, this function is expressed as follows:

∂ρα (r, t)

∂t
=

m∑
β=1

∑
r′

Lαβ (r − r′)

kBT

δF

δρβ (r′, t)
, (2.3.1)

where Lαβ is the matrix of kinetic coefficients between fratons of the kind α and β. Summation is

carried out over all points r′ of the computational grid approximating the continuum space. The

sum of occupation probabilities for the α-component over all the sites is a constant equal to the

total number of fratons of type α, denoted Nα, over the entire system:∑
r

ρα (r, t) = Nα. (2.3.2)

Hence, for all α ∈ {1, ...,m}, the summation of Equation 2.3.1 over all the sites equal zero:

∑
r

∂ρα
∂t

=
∑
r

 m∑
β=1

∑
r′

Lαβ (r − r′)

kBT

δF

δρβ (r′, t)

 = 0. (2.3.3)

As the driving force term in Equation 2.3.3 is independent of r, but not r′, this equation can be

reformulated as follows:

∑
r

∂ρα
∂t

=
1

kBT

m∑
β=1

∑
r′

δF

δρβ (r′, t)

∑
r

Lαβ

(
r − r′

)
= 0. (2.3.4)

In the general case, the sum of the driving force over all sites and components is different than zero:

m∑
β=1

∑
r′

δF

δρβ (r′, t)
̸= 0. (2.3.5)

Consequently, in order to satisfy the Equation 2.3.4, the sum of the Onsager kinetics coefficient

matrix over all sites must be equal to zero:∑
r

Lαβ

(
r − r′

)
= 0. (2.3.6)
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The conservation condition of the total number of fratons of each kind is satisfied by Equation

2.3.6. This condition translate in the reciprocal space as L̃αβ (k) = 0. The Fourier transformation

of the coefficients can be expressed as follows:

L̃αβ (k) =
∑
r

Lαβ (r) e
−ikr. (2.3.7)

The function L̃αβ (k) is symmetrical, and due to Equation 2.3.6, for large distance r − r′, which

correspond to small k, the first non-vanishing term of the Taylor expansion is:

L̃αβ (k) =
∂2L̃αβ (k)

∂k2

∣∣∣∣∣
k=0

k2, (2.3.8)

where
∂2L̃αβ(k)

∂k2

∣∣∣∣
k=0

is the mobility coefficient matrix. This term is proportional to the jump proba-

bility between a pair of fratons of type α and β at nearest-neighbor sites per time unit. Therefore, in

the reciprocal space, by means of Fourier transformation, the temporal evolution of the occupation

probability function is written:

∂ρ̃α (k, t)

∂t
= −

m∑
β=1

L̃αβ (k)

(
Ṽαβ ρ̃β (k, t) +

{
ln
ρβ (r, t)

ρm (r, t)

}
FT

)
, (2.3.9)

where {.}FT denotes the Fourier transformation. Equation 2.3.9 is the one implemented in the QA,

with calculations being done in the reciprocal space.

2.4 One component systems

2.4.1 Free energy and kinetic equation

A simulation grid in the system can be described by the presence or absence of a fraton. The

probability of such a grid to be occupied by a fraton is denoted ρf (r, t) and the probability of

the absence of fraton, i.e a vacancy, is denoted as ρv (r, t). Due to the conservation condition,

these two variables are inter-dependent, with ρv (r, t) = 1 − ρf (r, t). Therefore, the system can

be described solely by the occupancy probability of the fraton, denoted as ρ (r, t) = ρf (r, t).

Vacancy-vacancy and vacancy-fratons interactions are not considered in this study. Therefore, the

free energy function given by Equation 2.1.8 is expressed as follows:

F =
1

2

∑
r,r′

V
(
r − r′

)
ρ (r, t) ρ

(
r′, t

)
+ kBT

∑
r

[ρ (r, t) ln ρ (r, t) + (1− ρ (r, t)) ln (1− ρ (r, t))] .
(2.4.1)
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And the response function is written:

D (k, T, {ρ̄}) = Ṽ (k) +
kBT

ρ̄ (1− ρ̄)
. (2.4.2)

In this case, the temperature TC of order-disorder transition is only linked to the minimal value of

Ṽ (k) and the mean concentration of fratons ρ̄. As demonstrated in Section 2.3.1 and in Equation

2.4.2, increasing the temperature will increase the minimal value of D (k, T, {ρ̄}), while increasing

the mean concentration of fratons ρ̄ will decrease the minimal value of D (k, T, {ρ̄}). Therefore,

the driving force of transformation will follow the same rules.

The kinetics equation, in the Fourier space, as presented in Equation 2.3.9, is also simplified as

follows:
∂ρ̃ (k, t)

∂t
= L̃αβ (k)

[
Ṽ (k) ρ̃ (k, t) + kBT

{
ln

ρ (r, t)

1− ρ (r, t)

}
FT

]
. (2.4.3)

2.4.2 Interaction potentials

The choice of the interaction potential of the Hamiltonian in Equation 2.1.1 is crucial for

accurately simulating the solid phases and phase transformation. The Hamiltonian should ensure

the condensation of randomly distributed fratons into atomic spheres that reproduce the spatial

periodicity of the selected complex structure. To meet these criteria, the interaction potential is

divided into two parts [25, 124, 126]: a short-range potential which fixes the atomic radius and the

long-range potential that determine the crystallographic structure.

V1−1

(
r − r′

)
= λsr1 V

sr
1

(
r − r′

)
+ λlr1−1V

lr
1−1

(
r − r′

)
, (2.4.4)

where V sr
1 (r − r′) and V lr

1−1 (r − r′) represent the short- and long-range potentials, respectively,

each equipped with their amplitudes λsr1 and λlr1−1. Setting these amplitudes ensures that atoms

have a specific and finite size while maintaining the long-range interaction strong enough to repro-

duce the desired crystallographic structure. In Quasi-Particle approach, this expression is imple-

mented in reciprocal space through its Fourier transformation and normalized:

Ṽ1−1 (k) =λ
sr
1

Ṽ sr
1 (k)

max
(
V̂ sr
1 (k)

)
−min

(
V̂ sr
1 (k)

)
+λsr1−1

V̂ lr
1−1 (k)

max
(
Ṽ lr
1−1 (k)

)
−min

(
V̂ lr
1−1 (k)

) , (2.4.5)

where Ṽ sr
1 and V̂ lr

1−1 are the Fourier transformations of short- and long-range potential. The ex-

pressions of these potentials are normalized, and their respective strengths in the total potential

are determined by their amplitudes λsr1 and λlr1−1.
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Short range potential

In the one-component simulation of austenite (FCC) to ferrite (BCC) transformation, one short-

range potential and three long-range potentials were used: one for the BCC structure, another for

the FCC structure, and a third to ensure a controlled phase transformation from FCC to BCC.

The short-range potential V sr
Fe (r − r′) is a hard sphere potential chosen as a single step function

in the real space. In the following, r − r′, which represented the separation distance between two

fratons will be denoted as r. Therefore the iron short-range potential will now be denoted V sr
Fe (r)

instead of V sr
Fe (r − r′). Its expression is given by Equation 2.4.6, and the shape of the potential is

shown in Figure 2.4.

V sr
Fe(r) =


−1 , if 0 < r < RFe,

ξ , if RFe ≤ r ≤ RFe +∆RFe,

0 , else.

(2.4.6)

In this equation, RFe sets the width of the attractive part of the short-range potential, en-

abling the condensation of fratons into atomic spheres of radius RFe. ∆RFe and ξ are represent

respectively the width and the height of the potential barrier. The repulsive contribution in the

short-range potential prevents the overlapping of atomic spheres. Their impact on the elastic prop-

erties of the system will be discussed in Section 2.7.

Figure 2.4: Schematic iron short-range interaction potential V sr
Fe (r). ξ =4, RFe = 2.81 and ∆RFe =

0.17RFe.

The Fourier transformation of this potentiel is written:

Ṽ sr
Fe(k) =

∑
r

V sr
Fe(r)e

−ik.r. (2.4.7)
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The Equation 2.4.7 yields:

Ṽ sr
Fe(k) =

4π

k3

[
kRFe cos (kRFe)− sin (kRFe)

+ ξ
(
−kR∗

Fe cos
(
kR̃Fe

)
+ sin (kR∗

Fe)

+ kRFe cos (kRFe)− sin (kRFe)
)]
,

(2.4.8)

where R∗
Fe = RFe +∆RFe. The Fourier transformation of the short range potential is depicted in

Figure 2.5.

Figure 2.5: Schematic Fourier transformation of the normalized iron short-range interaction poten-
tial Ṽ sr

Fe (k). ξ =4, RFe = 2.81 and ∆RFe = 0.17RFe.

Long range potentials

The long range potential defines the specific crystal structure for each component. The challenge

faced with the FCC to BCC transformation is the presence of two phases with different crystal-

lographic structures for only one component. As such, the potential driving the transformation

must allow the growth of the BCC phase at the interface with the FCC structure while keeping

the FCC phase metastable to reproduce the displasive FCC to BCC structural transformation.

The choice to use only one potential to describe both FCC and BCC phases is a good compromise

between computational cost and a yield between the lattice parameters of both phase being close

to
√

(3/2) with correspond to the conservation of volume between FCC and BCC phases. The

misfit used in QA is of aFCC/aBCC = 1.23 which is underestimated compared to experimental

observations where it is between 1.25 and 1.27. This may result in different elastic strain and

shape of FCC to BCC interface. However, it is assumed, based on MD simulations [45], that this

version of QA should be able to reproduce the mechanism of the FCC to BCC phase transformation.
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Furthermore, the FCC to BCC simulation with the QA requires pre-relaxed FCC and BCC

structures in two independent single-phase simulations. With this context, three different long-

range potentials were used: one for FCC, one for BCC, and one to perform the FCC to BCC phase

transformation. All three potentials are expressed in the reciprocal space:

Ṽ lr
Fe−Fe (k) =

∑
r

V lr
Fe−Fe (r) e

−ik.r, (2.4.9)

where k belongs to the first Brillouin zone. In the following, the long range potentials for ho-

mogeneous FCC, BCC and FCC to BCC phase transformation, will respectively be denoted V lr
γ ,

V lr
α and V lr

γ−α. These potentials are defined as linear combinations of Gaussian functions [126].

In the general case, the number of minima present in the long-range potential should be equal to

the number of non-equivalent structural reflections in the first Brillouin zone of a given crystal-

lographic structure. The first Brillouin zone for FCC and BCC structure are depicted in Figure 2.6.

(a) (b)

Figure 2.6: First Brillouin zone for FCC (a) and BCC crystal lattice(b) where high symmetry
points are represented.

When examining the diffraction pattern of the FCC structure, two non-equivalent structural

reflections are found in the first Brillouin zone, each with the same number of spots. These spots

are located at kγ1 = 2π
√
3/aγ and kγ2 = 4π/aγ , resulting in the long-range FCC interaction potential

V̂ lr
γ having two wells of equal depth. For the BCC structure, the long-range potential features with

a single well located at kα = 2π
√
2/aα, as it is sufficient to reproduce the crystallographic structure

[25, 124].
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The FCC and BCC long range potentials are then expressed by Equations 2.4.10:
Ṽ lr
γ (k) = − exp

(
−(k−kγ1 )

2

2(σγ
1 )

2

)
− exp

(
−(k−kγ2 )

2

2(σγ
2 )

2

)
,

Ṽ lr
α (k) = − exp

(
− (k−kα)2

2(σα)2

)
,

(2.4.10)

where σα1 , σ
α
2 and σγ are the standard deviation of Gaussian wells. Their impact on the elastic

properties of the system will be discussed later.

(a) (b)

Figure 2.7: Schematic representation of long-range interaction for FCC (a) and BCC structures
(b).

Those two long range potentials, depicted in Figure 2.7, are used to simulate pure FCC or BCC

structure but are unable to simulate the displacive transformation from FCC to BCC. In fact, if

the BCC long-range potential is used to simulate the FCC to BCC transformation, the initial FCC

structure becomes strongly unstable: the transformation will thus occur throughout the entire

FCC bulk instead of propagating from the interface. In order to maintain the driving force of

transformation in favor of the BCC structure while rendering the FCC structure metastable, the

second well of V̂ lr
γ (k) was added to V̂ lr

α (k) with a smaller depth. The amplitude of this second

well is controlled by a multiplicative factor ϵ with 0 < ϵ < 1 to ensure that the BCC strucure still

has a lower value of chemical potential than the FCC phase. The obtained potential is given by

Equation 2.4.11 and depicted schematically in Figure 2.8.

Ṽ lr
γ−α = − exp

(
(k − kα1 )

2

(2σα)2

)
− ϵ exp

(
(k − kγ2 )

2

(2σγ2 )
2

)
. (2.4.11)

The total interaction potentials, for each long-range potentials described by Equations 2.4.10

and 2.4.11, is depicted in Figure 2.9.
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Figure 2.8: Schematic interaction potential used to simulate FCC to BCC phase transformation.

(a) (b) (c)

Figure 2.9: Normalized interaction potentials Vγ (k) (a), Vα (k) (b) and V
lr
γ→α (k) (c). σ

α = σγ1 =
σγ2 = 0.03, aα = 6.5∆x and aγ = 8.0∆x.

2.5 Two components systems

2.5.1 Free energy and kinetic equation

For two-components systems, every grid can be occupied by either a vacancy or two possible

type of fratons. The probability of a grid to be occupied by a ’vacancy,’ as for one-component

systems, depends on the probability of the grid to be occupied by a fraton. The difference is that

two different types of fratons coexist. Therefore, the occupation probability of a grid not containing

a fraton is ρv (r, t)+ρ1 (r, t)+ρ2 (r, t) = 1. In this case, the system is completely described by two

occupation probabilities: ρ1 (r, t) for first type of fratons and ρ2 (r, t) for second type of fratons.

Similar to the one-component system, vacancy interactions were neglected, and likewise, for two-

component systems, only interactions between fratons of iron and carbon will be considered. Thus,
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the free energy function for two-component systems can be written as:

F =
1

2

∑
r,r′

[
V1−1

(
r − r′

)
ρ1 (r, t) ρ1 (r, t) + 2V1−2

(
r − r′

)
ρ1 (r, t) ρ2 (r, t)

+ V2−2

(
r − r′

)
ρ2 (r, t) ρ2 (r, t)

]
+ kBT

∑
r

[ρ1 (r, t) ln ρ1 (r, t)

+ρ2 (r, t) ln ρ2 (r, t) + (1− ρ1 (r, t)− ρ2 (r, t)) ln (1− ρ1 (r, t)− ρ2 (r, t))] ,

(2.5.1)

As demonstrated in section.(2.2), the response function is a two-by-two matrix:

D (k, T, ρ̄1, ρ̄2) =

(
D1−1 (k, T, ρ̄1, ρ̄2) D1−2 (k, T, ρ̄1, ρ̄2)

D1−2 (k, T, ρ̄1, ρ̄2) D2−2 (k, T, ρ̄1, ρ̄2)

)
, (2.5.2)

where:

D1−1 (k, T, ρ̄1, ρ̄2) = V̂1−1 (k) + kBT
1− ρ̄2

ρ̄1 (1− ρ̄1 − ρ̄2)
, (2.5.3)

D1−2 (k, T, ρ̄1, ρ̄2) = V̂1−1 (k) + kBT
1

1− ρ̄1 − ρ̄2
, (2.5.4)

D2−2 (k, T, ρ̄1, ρ̄2) = V̂1−1 (k) + kBT
1− ρ̄1

ρ̄2 (1− ρ̄1 − ρ̄2)
. (2.5.5)

For a two-components system two kinetics equation should be solved, one for each component.

They are expressed and solved in the reciprocal space by mean of Fourier transformation:

∂ρ1 (k, t)

∂t
=L1−1k

2

[
V1−1 (k) ρ1 (k, t) + V1−2 (k) ρ2 (k, t)

+ kBT

{
ln

ρ1 (r, t)

1− ρ1 (r, t)− ρ2 (r, t)

}
FT

]
+L1−2k

2

[
V1−2 (k) ρ1 (k, t) + V2−2 (k) ρ2 (k, t)

+ kBT

{
ln

ρ2 (r, t)

1− ρ1 (r, t)− ρ2 (r, t)

}
FT

]
,

(2.5.6)

∂ρ2 (k, t)

∂t
=L1−2k

2

[
V1−1 (k) ρ1 (k, t) + V1−2 (k) ρ2 (k, t)

+ kBT

{
ln

ρ1 (r, t)

1− ρ1 (r, t)− ρ2 (r, t)

}
FT

]
+L2−2k

2

[
V1−2 (k) ρ1 (k, t) + V2−2 (k) ρC (k, t)

+ kBT

{
ln

ρ2 (r, t)

1− ρ1 (r, t)− ρ2 (r, t)

}
FT

]
.

(2.5.7)

Equations 2.5.6 and 2.5.7 are then applied to the specific case of Fe-C two-components system,
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which allows further simplifications.

2.5.2 Diffusion coefficients in an iron-carbon system

As shown in Section 2.3.1, the Onsager kinetics coefficient matrix is a two by two matrix. In

the case of an Fe-C system it is wrote:

L =

(
LFe−Fe LFe−C

LFe−C LC−C

)
, (2.5.8)

where the matrix is symmetric and positive definite. Carbon atoms are small (approximately 70pm

of radius) compared to iron atoms (approximately 140pm of radius), therefore they diffuse through

lattice interstices in the octahedral sites. As such, it can be assumed that there is no substitution

mechanism. Consequently, LFe−C is equal to zero, which simplifies Equations 2.5.6 and 2.5.7:

∂ρFe (k, t)

∂t
=LFe−Fek

2

[
VFe−Fe (k) ρFe (k, t) + VFe−C (k) ρC (k, t)

+ kBT

{
ln

ρFe (r, t)

1− ρFe (r, t)− ρC (r, t)

}
FT

]
,

(2.5.9)

∂ρC (k, t)

∂t
=LC−Ck

2

[
VFe−C (k) ρFe (k, t) + VC−C (k) ρC (k, t)

+ kBT

{
ln

ρC (r, t)

1− ρFe (r, t)− ρC (r, t)

}
FT

]
.

(2.5.10)

The kinetic diffusion coefficient LC−C must be higher than LFe−Fe. However it has been found

in [127] that the system is quite insensitive to the exact values chosen for these coefficients, as long

as the matrix is positive definite.

2.5.3 Interaction potentials

In the Fe-C two-component system, three potentials must be defined: the Fe-Fe VFe−Fe (r − r′),

the Fe-C VFe−C (r − r′) and the C-C VC−C (r − r′) interaction potentials.

Carbon-carbon interaction potential

The C-C interaction potential VC−C (r − r′) like the Fe-Fe interaction potential, is divided into

two parts: a short-range potential that assembles carbon fratons into atomic spheres of radius RC

and a long range interaction potential. The shape of the short-range potential is identical to the

one used for the Fe-Fe interaction potential in Equation 2.4.6. However, the long-range potential

should be defined differently. For the C-C interaction, this potential must take into account the

strong repulsion between carbon atoms situated in the octahedral sites of the iron lattice [128].

This repulsion decays rapidly with distance; hence, it is called a ”short-range” repulsion, even

though it is modeled by a long-range interaction potential. This interaction mimic chemical and
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elastic interaction between carbon at octahedral position which is highly repulsive at close range

[128]. It can be evaluated using ab-initio methods, as demonstrated in [128, 129]. In this work,

this potential was chosen as a decay exponential function:

V lr
C−C (r) =

{
0 , if r < RC +∆RC ,

e−αt , if r ≥ RC +∆RC ,
(2.5.11)

where ∆RC is the width of the potential barrier of the short range potential and α determines

the strength of the repulsive force. Then the Fourier transformation of the potential V lr
C−C can be

written as:

Ṽ LR
C−C(k) =

4π

k
e−αR∗

[
R∗k cos (kR∗) +R∗α sin (kR∗)

α2 + k2

+

(
α2 − k2

)
sin (kR∗) + 2αk cos (kR∗)

(α2 + k2)2

]
,

(2.5.12)

where R∗ = RC +∆RC . The C-C long-range interaction potential, its Fourier transformation and

the Fourier transformation of the total C-C interaction potential are all schematically depicted in

Figure 2.10.

(a) (b) (c)

Figure 2.10: Schematic illustration of long-range C-C interaction potential (a), its Fourier trans-
formation (b) and the Fourier transformation of the total C-C interaction potential.

Like the Fe-Fe interaction potential in Equation 2.4.5, the C-C interaction potential is nor-

malized and the strengths of short- and long-range potentials are determined by their respective

amplitudes λsrC and λlrC−C :

ṼC−C (k) =λsrC
Ṽ sr
C (k)

max
(
Ṽ sr
C (k)

)
−min

(
Ṽ sr
C (k)

)
+λsrC−C

Ṽ lr
C−C (k)

max
(
Ṽ lr
C−C (k)

)
−min

(
Ṽ lr
C−C (k)

) . (2.5.13)
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This normalization allows a better control of the simulation and keeps a simple parametrization of

the systems

Iron-carbon interaction potential

In the case of the Fe-C interaction potential VFe−C (r − r′), there is no requirement for an atomic

sphere formation. As such this potential is entirely expressed by its long-range part V lr
Fe−C (r − r′).

In this work, the Fe-C potential used was proposed by A.G.Khachaturyan in [130] as a pairwise

repulsive potential under the form of a screened Coulomb potential:

V lr
Fe−C (r) =

e2

r
exp

(
− r

rd

)
, (2.5.14)

where rd = 0.2036aγ is the Debye radius which set the screening distance and e the effective charge

of interstitial atoms. This charge is set to one in the simulations since electromagnetic effects are

not considered. The Fourier transformation of this potential is given by the following equation:

V̂ lr
Fe−C (k) =

1(
1
rd

)2
+ k2

. (2.5.15)

Then, the long-range potential in Equation 2.5.15, schematized in Figure 2.11 is normalized and

controlled by an amplitude λlrFe−C :

ṼFe−C (k) = λlrFe−C

Ṽ lr
Fe−C (k)

max
(
Ṽ lr
Fe−C (k)

)
−min

(
Ṽ lr
Fe−C (k)

) . (2.5.16)

All the potential for the Fe-C system are thus defined and their normalization and given am-

plitude allow a fine tuning of the simulation.

(a) (b)

Figure 2.11: Schematic illustration of the Fe-C long-range (a) and total (b) interaction potentials.
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2.6 Numerical schemes

For a one-component system, the numerical resolution of the kinetic equation is done with a

the combination of the Fourier-spectral treatment of space and the time integration of Eyre [131,

132]. It is written under a discretized form in [132]:

∂ρ̃ (k, t)

∂t
= a (ρ̃ (k, t)) + b (k) ρ̃ (k, t+∆t) , (2.6.1)

where:

a (ρ̃ (k, t)) = |k|2
[(
Ac + Ṽ LR

1−1 (k)
)
ρ̃ (k, t)−

{
ln

ρ (r) , t

1− ρ (r, t)

}
FT

]
, (2.6.2)

b = |k|2
(
Ac + Ṽ SR

1 (k)
)
. (2.6.3)

The parameter Ac in Equations 2.6.2 and 2.6.3 is a ”weight” defined in [132]. This numerical

scheme allows the use of high time steps, several orders of magnitude higher than in semi-implicit

Fourier, while guaranteeing the gradient-stability of the numerical solutions with a small trade-off

in precision.

For the two-component system, a third order semi-implicit scheme is used [133]:

∂ρ̃ (k, t)

∂t
=

11∂ρ̃ (k, t+∆t)− 18∂ρ̃ (k, t) + 9∂ρ̃ (k, t−∆t)− 2∂ρ̃ (k, t− 2∆t)

6∆t
. (2.6.4)

At the first time step this equation is replaced by a first order derivative and at the second time

step by a second order derivative.

2.7 Elastic properties

In the Quasi-particles approach, the elastic properties of the system can be adjusted with some

specific parameters. The values of standard Gaussian deviation of the Fe-Fe long-range interaction

potentials (σα1 , σ
γ
2 , σ

γ
2 ) considered in Equation 2.4.10 and 2.4.11 serve to adjust these properties.

However, other parameters such as the height ξ and width ∆RFe of the potential barrier, considered

for the short range potential in Equation 2.4.6. These two parameters were set to minimize their

impact on the elastic properties [25] and as such only (σα1 , σ
γ
2 , σ

γ
2 ) are set to adjust elastic properties.

Both FCC and BCC are cubic crystals and in this case, only three independent elastic constants

are considered: C11, C12, C44. The free energy in the QA is dependent of the deformation tensor

ε̂, for small deformations it can be written in the form of Taylor series in relation with εk variables
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in Voigt notation:

F (εk) = F0 +
V0
2

6∑
m,n=1

Cmnϵmεn, (2.7.1)

where F0 is the free energy of the system defined in Equation 2.1.8 and V0 the volume of the system

before the deformation.

In order to determine the elastic constants of the system, three type of deformations are applied:

cubic (D̂c), orthorhombic (D̂o) and monoclinic (D̂m). Their deformation matrices are:

D̂c =

1 + ε 0 0

0 1 + ε 0

0 0 1 + ε

 , D̂o =

1 + ε 0 0

0 1− ε 0

0 0 0

 , D̂m =

1 ε 0

0 1 0

0 0 0

 . (2.7.2)

The free energy is then expressed for each type of deformation:

Fc(ε) = F0 +
3

2
V0 (C11 + 2C12) ε

2 (2.7.3)

Fo(ε) = F0 + V0 (C11 − C12) ε
2 (2.7.4)

Fm(ε) = F0 + V0
C44

2
ε2 (2.7.5)

The definition of the Hermoltz free energy with respect to the three type of deformation of Equa-

tion 2.7.2 allow the calculation of elastic constants. In particular, the yield between the bulk modu-

lus B = (C11 + 2C12) /3 of each phase and the Zener anisotropy parameter A = 2C44/ (C11 − C12)

are computed. The comparison between QA simulation for each phase and the literature is done

in the following chapter.
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Chapter 3

QA modeling of FCC to BCC phase

transformation

In this chapter, the Quasi-Particles approach (QA) is applied to investigate the FCC to BCC

phase tranformation. The objective is to gain a deeper understanding of the structure and propa-

gation mode of the FCC-BCC interface and identify the transformation pathway.

In addition, in order to extract the relevant information from the simulation results, several

analysis tools were adapted from atomistic simulation methods or experimental techniques to fit

the QA framework. The results from QA simulations were analyzed using Slip Vector Analysis

(SVA) [134] and Common Neighbor Analysis (CNA). The austenite to ferrite phase transformation

was visualized with Paraview [135] and Ovito [136], after extracting atomic positions from the

fluctuations of the occupation probability field provided by QA simulations, using the fraton2atom

package [137].

The wide range of possible geometries for the austenite-ferrite interface requires to define a

specific set of simulated interfaces. As detailed in Chapter 1, the principal geometric properties,

i.e, the orientation relationship (OR) and the habit plane (HP), determine the characteristics of

the FCC-BCC interface. Furthermore, theoretical models such as the PTMC [42] suggest a depen-

dence between the misfit and orientation of the HP. Most ORs observed in experience lie between

the Kurdjumov-Sachs (KS) [39] OR and the Nishiyama-Wasserman (NW) [46] OR, conserving the

parallel alignment between {1 1 1}γ and {0 1 1}α planes.

In this study, three ORs are considered: KS, NW, and an intermediate OR, known as the

Greninger-Troiano (GT) OR [52]. The GT OR has an angle of approximately 2.40◦ between the

⟨1 1 1⟩γ and ⟨1 1 1̄⟩α.directions. A table with all variants for these three ORs is provided in Ap-

pendix A. To ensure that QA simulations results remains consistent across different OR variants,

two variants with distinct Bain directions were simulated for each OR. The list of simulated ORs
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is presented in Table 3.1.

OR FCC plane BCC plane FCC direction BCC direction Bain variant

KS v1 (111)γ (0 11)α [1 0 1̄]γ [1 1 1̄]α B3

KS v2 (1 1 1)γ (0 1 1)α [1 0 1̄]γ [1̄ 1 1̄]α B1

NW v2 (111)γ (0 11)α [1̄ 1 0]γ [1 0 0]α B3

NW v3 (1 1 1)γ (0 1 1)α [0 1̄ 1]γ [1 0 0]α B1

GT v1 (111)γ (0 11)α [12 5 1̄7]γ [7 17 1̄7]α B3

GT v2 (1 1 1)γ (0 1 1)α [1̄7 5 12]γ [7 1̄7 17]α B1

Table 3.1: KS, NW and GT simulated ORs with the Quasi-particles approach. ORs presented in
this chapter are in bold.

No meaningful differences were found between different variants for a given OR. Therefore, the

results presented in this chapter will primarily focus on one variant for each OR (in bold charac-

ters in Table 3.1. However, as discussed in Chapter 1, the OR alone does not fully describe the

morphology of the interface, as the habit plane must also be taken into account. In low-alloy steel

and pure iron, this plane can differ from the close-packed plane {1 1 1}γ and is often found between

{1 1 1}γ and {1 2 1}γ [14, 45]. Therefore, it can deviate by up to 20◦ from the close-packed plane.

Both the HP and OR depend on lattice misfit between the FCC and BCC phases and the

concentration of alloying elements. For low-alloy steels and pure iron, the expected OR is typically

Kurdjumov-Sachs (KS) [138]. The habit plane for a misfit of 1.23, calculated using Khachaturyan’s

formula [45] Equation 1.2.9 in the Chapter 1, is predicted to deviate by less than 1◦ from the (1 1 1)γ

plane. However, using the habit plane expression determined by Wechsler et al. [42], the habit

plane is at 21◦ from (1 1 1)γ , close to (1 2 1)γ HP. Moreover, experimental analyses show that the

austenite-ferrite interface is not perfectly consistent with these predictions and can exhibit multiple

HPs even when the composition and lattice parameters are fixed [7]. Similarly, the OR can deviate

by a few degrees from KS and NW [7].

Therefore, to represent a wide range of interfaces, several different ORs and HPs were selected

in QA simulations. For all ORs, the (1 1 1)γ habit plane was simulated, along with at least one

additional HP close to the habit plane reported in the literature for a specific OR [14]. Addition-

ally, the habit planes (5 7 5)γ and (1 2 1)γ were simulated to explore HPs with significant deviation

from (1 1 1)γ . The complete list of HPs simulated for each OR is provided in Table 3.2, where HPs

presented in the manuscripts are in bold characters.

However, as is common in many atomistic simulations [13, 14, 16, 64, 85, 139], the simulations

in this study are conducted on pure iron with fixed lattice parameters. The interface characteristics,

including its shape, a careful assessment of interfacial defects, and its motion, must then be defined.
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KS OR NW OR GT OR

HP

[1 1 1]γ [1 1 1]γ [1 1 1]γ
[5 7 5]γ [5 7 5]γ [5 7 5]γ
[1 2 1]γ [2 3 2]γ [1 2 1]γ

[1 2 1]γ

Table 3.2: HP simulated for each OR variant. HPs presented in this chapter are in bold.

This chapter is organized as follows. First, the numerical implementation of the QA simulation

for the FCC to BCC phase transformation in pure iron is presented. Then, the interface structure

and its motion for each OR will be examined.

3.1 Numerical implementation

3.1.1 Numerical parameters

In order to apply our simulation model to the FCC to BCC phase transformation in iron, we

need to estimate the values of various input parameters. The lattice parameters of austenite and

ferrite were set to achieve a misfit of 1.23 between the FCC and BCC structures. In our simu-

lations, with the length scale set to ∆x = 0.0445 nm, this corresponds to aγ = 8.0∆x = 0.356

nm and aα = 6.5∆x = 0.289 nm. As discussed in Chapter 2, while this misfit is underestimated

compared to experimental observations for different steels and may result in slightly different elastic

strains across the FCC-BCC interface, we suggest that it might reproduce the FCC to BCC phase

transformation and its characteristics. Indeed, with the selected parameters, the Zener anisotropy

parameter for the interaction potential was calculated for both the FCC and BCC phases: Aγ = 3.1

for the FCC phase and Aα = 1.3 for the BCC phase. Because A > 1 for both phases, the elastic

’soft’ directions, which minimize the elastic energy, are ⟨1 0 0⟩γ . Furthermore, the ratio between

the bulk modulus of BCC and FCC gives Bα/Bγ = 1.4, ensuring that the BCC structure is harder

than the FCC. This is qualitatively consistent with the experiential anisotropy parameter for BCC

iron [140, 141]. Moreover, the yield between the bulk modulus of the BCC and FCC structures in

the QA (1.4) is close to the experimental values for BCC Fe/FCC Fe (1.27)[140, 141].

Two different reduced time scales were used in this work. In the preliminary simulations of

homogeneous FCC and BCC structures, a first time step of ∆t = 0.05 was used to relax both

structures within a reasonable time frame. However, higher accuracy was required for the FCC to

BCC phase transformation simulations, so the time step was reduced to ∆t = 0.01. For clarity,

a time unit of t∗ = Nit ·∆t will be used throughout this work, where Nit is the number of iterations.

All parameters used to set up the FCC to BCC simulations are provided in Table 3.3. The

average fraton density, ρ̄ was defined as 4πR3N/(3V ), where V is the total volume of the sys-
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aα aγ R ∆R ξ λlr λsr ϵ σα σγ1,2 kBT ρ̄

8.0 6.5 2.81 0.48 4.0 1.0 0.2 0.1 0.03 0.03 0.05 0.17

Table 3.3: Parameters used in QA simulations.

tem (V = (∆xN)3). In this work, simulations were conducted with an average fraton density of

ρ̄ = 0.17, consistently with [124]. Moreover, kBT and ξ were expressed in units of kBTm, where Tm

is the melting temperature of the system.

3.1.2 Simulation initial conditions

In order to observe and analyze the phase transformation at a sufficient spatial scale, the size

of the simulation box was set to (512∆x)3, which is equivalent to (22.8 nm)3, with ∆x = 0.0445

nm. In some cases, the size of the simulation box was slightly adjusted in the x and y directions

on the box to further minimize elastic strains for specific OR-HP combinations. In the case of of

the KS v1 OR with a (1 2 1)γ HP, the simulation box size was (502∆x)2 × (512∆x). Additionally,

the simulation boxes were equipped with periodic boundary conditions (PBC).

All rotation matrices for the FCC and BCC phases were configured so that the habit plane is

parallel to the z axis of the simulation box. This alignment ensures that the BCC phase grows

along the same axis in all simulations of the FCC to BCC phase transformation. However, the x

and y axes of the simulation box were not aligned with specific Miller indices, meaning no particular

direction is favored in the FCC or BCC structures.

Relaxed FCC and BCC structures oriented along specific HP-OR combination were first pre-

pared based on preliminary QA simulations. Then, the initial configuration for the FCC to

BCC transformation was prepared, upon embedding a slice of the relaxed BCC structure, with

40∆x = 1.8nm, into the relaxed FCC structure. QA simulations of the FCC to BCC simulations

were then conducted, starting from this initial configuration, using he FCC to BCC transformation

potential applied throughout the entire box. The initial configuration is depicted in Figure 5.1,

using CNA method from Ovito [136], for the NW v2 OR with the (2 3 2)γ HP. Blue atoms belong

to the BCC phase, green atoms to the FCC phase, while the white atoms at the interface indicate

an unknown or perturbed structure.
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Figure 3.1: Initial configuration in QA simulation of the FCC to BCC phase transformation for
the NW v2 OR with the (2 3 2)γ HP. Visualization using the CNA method in Ovito [136]: green
represents FCC, blue represents BCC, and grey indicates unknown or perturbed structures.

3.1.3 Interface propagation

For the majority of QA simulations of the FCC to BCC phase transformation in iron, the com-

plete transformation is achieved in 15 000 steps at t∗ = 150. These simulations all begin with a

short relaxation of the interface (t∗ < 30), during which its structure forms. Therefore, most of

the interfacial structure and shape characterization was done at t∗ = 70, when the interface is fully

relaxed and there is no self-interaction between the upper and lower interfaces due to the PBC

(t∗ > 140). The QA simulation for the NW v2 OR with the (2 3 2)γ HP is shown at t∗ = 70 and at

t∗ = 150 in Figure 3.2. At t∗ = 150, self-interaction between interfaces due to PBC is observed at

the edges of the simulation box.
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(a) t∗ = 70. (b) t∗ = 150.

Figure 3.2: Atomic configurations during FCC to BCC phase transformation for the NW v2 OR
with (2 3 2)γ HP. Extracted from Qa simulations at t∗ = 70 and t∗ = 150. Visualization using
the CNA method in Ovito [136]: green represents FCC, blue represents BCC, and grey indicates
unknown or perturbed structures.

3.2 Interface characteristics

A common conclusion drawn from theoretical models such as the Topological model [43], exper-

imental observations [3–5, 55, 56, 86, 87], and atomistic simulations [13, 14, 16], is that interface

characteristics, such as the nature of the dislocations, their spacing, and the step height, are de-

pendent on the interface geometry, starting with OR and the HP. Therefore, this section will be

divided into three parts: NW, GT, and KS ORs, each of them associated with different HPs, as

listed in Table 3.2. The ORs will be presented starting with NW OR, which has the highest angle

(5.26◦) between the [1 0 1̄]γ and [1 1 1̄]α directions, followed by the intermediary GT OR with an

angle of 2.40◦ between those directions, and concluding with the KS OR, where the [1 0 1̄]γ and

[1 1 1̄]α directions are parallel.

3.2.1 Nishiyama-Wasserman orientation relationship

The interface structure and motion with an NW OR between the FCC and BCC phases is

investigated in this subsection. The second (NW v2) and third (NW v3) variants were simulated

for multiple habit planes. As no meaningful differences were found between the OR variants, the

results and figures provided in this subsection will focus only on the NW v2 OR. In the case of

NW v2 OR, FCC and BCC structures have (1 1 1)γ and (0 1 1)α parallel close-packed planes with

[1̄ 1 0]γ and [1 0 0]α parallel directions. The FCC to BCC phase transformation with NW ORs was

simulated with four different HPs:(1 1 1)γ , (5 7 5)γ , (2 3 2)γ and (1 2 1)γ , but only the (1 1 1)γ and

(2 3 2)γ HPs are presented in the manuscript. One the one hand, the (1 1 1)γ HP represents a limit

case where the HP is parallel to the close-packed planes of the FCC and BCC phases. This type

of HP is sometimes treated independently as ”flat interfaces” in the literature, such as in [16].



83

Furthermore, using Kachaturyan’s expression of habit plane in Chapter 1, with the QA lattice

parameters aγ = 8∆x and aα = 6.5∆x, the deviation of HP by 0.5◦ from (1 1 1)γ was calculated.

On the other hand, the (2 3 2)γ HP was not directly predicted by the theoretical calculations using

our lattice parameters. However, this type of plane is obtained with typical iron misfit for NW OR

in [14]. Morevoer, habit planes of form (a b a)γ are typically expected at FCC-BCC interfaces in [45].

For the NW v2 OR, the dense directions [1 0 1̄]γ and [0 1 1̄]γ are close to [1 1 1̄]α and [1 1̄ 1]α by an

angle of 5.26◦, respectively. In this section, directions close to [1 0 1̄]γ ∼ [1 1 1̄]α and [0 1 1̄]γ ∼ [1 1̄1̄]α

will be denoted as [1 0 1̄]∗γ and [0 1 1̄]∗γ .

This section is organized into two subsections. First, the characteristics of the interface structure

and its defects, such as the dislocation properties, will be discussed. Then, the interface motion

will be prospected, it depends on the interface dislocations.

3.2.1.1 Interface structure

The structure of the interface at t∗ = 70 is shown in Figure 3.3a for the (1 1 1)γ HP and in

Figures 3.3b and 3.3c for the (2 3 2)γ HP . In these figures, only atoms belonging to the BCC

structure were retained. NW OR interfaces consist of a periodic distribution of (0 1 1)α||(1 1 1)γ flat

terraces for all simulated HPs. They are indicated by the black circles in Figure 3.3. Additionally,

two arrays of periodically spaced perturbed regions are observed across the interface. It can be

concluded that the morphology of the interface is stepped, as highlighted in Figure 3.3c for the

(2 3 2)γ HP interface, where the steps are aligned along the [1 0 1̄]∗γ and [0 1 1̄]∗γ directions. These

steps will be referred to as step (1) and step (2), with their directions indicated by blue and red

arrows, respectively.
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(a) HP = (1 1 1)γ . (b) HP = (2 3 2)γ .

(c) Zoomed HP = (2 3 2)γ .

Figure 3.3: FCC-BCC semi-coherent interface relief for NW OR, extracted from the QA simulation
at t∗ = 70. Surface relief was obtained using ’ambient occlusion’ rendering in Ovito [136], displaying
only BCC atoms. Blue and red arrows indicate the [1 0 1̄]∗γ and [0 1 1̄]∗γ directions, respectively.
Terraces are parallel to (1 1 1)γ as indicated by the black circle and arrow.

Terrace coherency is evaluated by computing the elastic strain at the interface. The volumetric

strain ∆V/V in the BCC phase is visualized using Ovito, for the (1 1 1)γ HP in Figure 3.4a and

the (2 3 2)γ HP in Figure 3.4b. A color scale accompanies these figures, with the highest volumetric

strain measured for both the (1 1 1)γ and for the (2 3 2)γ HPs being 3.5%. The large positive or large

negative values of ∆V/V are observed at the terrace ledges and their intersections, while ∆V/V

is nearly zero for atoms on the terraces. In particular, the higher volumetric strain amplitudes for

each HP are located at the intersections of the terrace ledges. The presence of high elastic strain

values at the terrace ledges indicates the presence of transformation dislocations (see paragraph

‘dislocations’) at the interface, primarily along the step directions. As no elastic strain was detected

on the terraces, these measurements confirm the semi-coherency of the interface, where atomic sites

of the FCC and BCC structures match along the terrace. The same interface region depicted in

Figure 3.3c is shown in Figure 3.4c, where low elastic strain at the terrace is particularly visible,

further confirming that the interface is semi-coherent.
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(a) HP = (1 1 1)γ . (b) HP = (2 3 2)γ .

(c) Zoomed HP = (2 3 2)γ .

Figure 3.4: Volumetric strain for FCC-BCC semi-coherent interface relief for NW OR, extracted
from the QA simulation at t∗ = 70. Rendering done in Ovito [136], displaying only BCC atoms.
Atom coloration is based on elastic strain calculations, displaying volumetric strain ∆V/V . Red
indicates the maximum ∆V/V , and blue the minimum.

The observed volumetric strain can be compared to the potential energy map from molecular

dynamics simulations of the FCC to BCC phase transformation with NW OR in the (1 1 1)γ plane,

conducted by Ou et al. [12] and depicted in Figure 1.16 in Chapter 1. Indeed, the higher the elastic

strain, the more stretched or compressed the atomic bonds. In their figure, a diamond-shaped pat-

tern is produced by the intersection of two high-potential energy regions, with even higher potential

energy at their intersection. This pattern is similar to the volumetric strain observations in Figure

3.4 for the QA simulation of NW OR. Indeed, the highest volumetric strain regions are observed

at the intersections of the two steps.

In order to further characterize the interface steps, slices of the simulation box around the in-

terface were extracted parallel to each step direction in the FCC reference frame, along the [1̄ 0 1]γ

direction for step (1) and the [0 1 1̄]γ direction for step (2). These slices are shown for the (1 1 1)γ

HP in Figure 3.5a and 3.5b and for the (2 3 2)γ HP in Figures 3.5c and 3.5d. The black lines

represent a guide for the eyes of the interface location, indicating the overall shape of the interface

between the BCC phase (blue atoms) and the FCC phase (green atoms). The red line indicates
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the intersection between the HP and the cutting plane. Due to the precision of the CNA and the

manner in which the BCC phase propagates and nucleates, the steps may not be perfectly flat

locally. This point will be discussed later in 3.2.1.2.

(a) HP = (1 1 1)γ , step (1). (b) HP = (1 1 1)γ , step (2).

(c) HP = (2 3 2)γ , step (1). (d) HP = (2 3 2)γ , step (2).

Figure 3.5: Two dimensional views of the area around the FCC-BCC interface for NW OR, ex-
tracted from the QA simulation at t∗ = 70. Green: FCC, blue: BCC, white: unknown. The dark
lines are qualitative guides, indicating the overall shape of the interface

For all HPs other than (1 1 1)γ (including the (2 3 2)γ HP shown and (5 7 5)γ and (1 2 1)γ HPs

shown in the figures) the stepped nature of both arrays of defects is clearly visible. The step height

varies depending on the habit plane orientation. This is evident in Figures 3.5c and 3.5d, where

the differences in step height and length allow the macroscopic interface shape to be aligned with

the HP. When the HP deviates from the terrace plane, steps accommodate the tilt angle between

the two planes. For the (1 1 1)γ HP, while terrace still form, steps do not participate in the tilt of

the interface as it is already aligned with the HP.

For the (5 7 5)γ (not shown) and (2 3 2)γ HPs, the normal vectors are deviated of 9.4◦ and 11.4◦,

respectively, from the [1 1 1]γ direction. For both HPs, the height of step (1) is 2δ(1 1 1)γ , while the

height of step (2) is 1δ(1 1 1)γ . For the (1 2 1)γ HP (not shown), which has its normal at an angle

of 19.5◦ from the [1 1 1]γ direction, the height of step (1) is a mix of 2δ(1 1 1)γ and 3δ(1 1 1)γ , while

the height of step (2) is a mix of 1δ(1 1 1)γ and 2δ(1 1 1)γ . Therefore, a larger angle between the

terrace plane (0 1 1)α||(1 1 1)γ and the HP seems to favor higher step heights in both directions.
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Moreover, the step heights observed in Figure 3.5 are compatible with the Topological Model

(TM), as disconnections with step heights of 1 or 2δ(1 1 1)γ are expected. Furthermore, for the

(5 7 5)γ HP, multiple step heights can coexist in the same step direction, which was observed in

HRTEM experimental studies [4, 5] and described by Maresca et al. [14] in his version of the PTMC

model. It should be emphasized that the presence of a second step at the interface is uncommon,

as a single-step interface was postulated in the literature review in Chapter 1. However, dislocation

analysis will give insights about the nature of this second step.

As stated in [4], steps directions should be aligned with the transformation dislocations at the

interface. Therefore, the Slip Vector Analysis (SVA) [134, 142], was applied to analyze the presence

of dislocations and their Burgers vectors in all NW OR simulations. As detailed in the Appendix

B, the slip vector represents an accurate representation of the Burgers vector for each atoms. In

the following results and Figures, this vector will be therefore directly referred as Burgers vector.

The Burgers vectors of dislocations obtained by the SVA at the FCC-BCC interface in the HP

are shown in Figure 3.6a for the (1 1 1)γ HP. For the (2 3 2)γ HP, Burgers vectors are depicted both

in the HP, in Figure 3.6b, and in the (1 1 1)γ terrace plane, in Figure 3.6c. Blue Burgers vectors

points in the [1 0 1̄]γ direction, while red Burgers vectors points in the [0 1 1̄]γ direction. In these

figures, mean dislocation lines ξ1 and ξ2, the angle θ between them, and their respective angles

ϕ1,2 with Burgers vectors b1 and b2 are indicated. In Figure 3.6c, mean line directions ξ1 and ξ2

are projected onto the terrace (1 1 1)γ plane and denoted as ξ
(1 1 1)γ
1 and ξ

(1 1 1)γ
2 .
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(a) HP = (1 1 1)γ . (b) HP = (2 3 2)γ , shown in (2 3 2)γ plane.

(c) HP = (2 3 2)γ , shown in (1 1 1)γ plane.

Figure 3.6: Slip vector analysis of the dislocation networks at the FCC-BCC interface in the (1 1 1)γ
plane for NWOR, extracted from the QA simulation at t∗ = 70. Only slip vectors with an amplitude
of > 0.5∥b1,2∥ are displayed. Blue: [1 0 1̄]∗γ direction, red: [0 1 1̄]∗γ direction. Mean line directions
ξ1 and ξ2, steps spacing d1 and d2, and Burgers vectors b1, b2 are represented. Vectors are scaled
6 times.

In these figures, two arrays of dislocations are observed, with Burgers vectors b1 =
aγ
2 [1 0 1̄]∗γ

and b2 =
aγ
2 [0 1 1̄]∗γ . These two sets of dislocations border terrace steps, thereby confirming that

the elastic strain observed at terrace ledges arises from the presence of transformation dislocations,

as postulated by Moritani et al. [4]. Morevoer, b1 and b2 dislocations are locally oriented along the

[1̄ 0 1]∗γ and [0 1 1̄]∗γ directions. Thus, both dislocation sets have parallel Burgers vector and local

dislocation line, which makes them screw dislocation.

However, the mean dislocation directions ξ1 and ξ2 of b1 and b2 dislocations are deviated
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with respect to the [1 0 1̄]γ and [0 1 1̄]γ local dislocation lines, respectively. For instance, ξ1 =

[0.59, 0.19,−0.78]γ and ξ2 = [0.19, 0.59,−0.78]γ for the (1 1 1)γ HP, while for the (2 3 2)γ HP,

ξ1 = [0.61, 0.11,−0.78]γ and ξ2 = [−0.16, 0.62,−0.77]γ . For all HPs but (1 1 1)γ , including the

(2 3 2)γ HP, the deviations between mean line directions and Burgers vectors have two origins.

First, ξ1 and ξ2 lie in the terrace plane but not in the (1 1 1)γ plane, therefore ξ1 and ξ2 deviate

from [1 0 1̄]∗γ and [0 1 1̄]∗γ directions due to the inclination of the HP. Second, portion of b1 and b2

dislocations lying in the (1 1 1)γ also deviate from [1 0 1̄]∗γ and [0 1 1̄]∗γ directions in the terrace plane

by the angles ϕ
(
1,21 1 1)γ .

The two contributions to the mean line direction deviations are enabled in two different ways.

At each dislocation intersection, a cross-slip (CS) mechanism occurs . This CS mechanism gener-

ates out of terrace plane kinks and contributes to ξ2 deviation from b2 due to the HP orientation.

The role of CS in interface propagation will be examined in Section 3.2.1.2. The second contribu-

tion to this deviation comes from edge character of kinks in (1 1 1)γ plane. These kinks and the

deviation from the pure screw direction are predicted by Maresca et al. [14]. Additionally, several

experimental studies [4, 5] have observed this deviation from the pure screw direction due to these

kinks of edge character. The role and nature of these kinks in interface propagation and dislocation

glide will also be addressed with the interface motion in Section 3.2.1.2.

Figure 3.6 also provides points of comparison with the literature, including the deviation angle

ϕ1 between [1 0 1̄]γ and ξ1 directions in the HP, the angle θ between ξ1 and ξ2 in the same plane,

and the distances d1 and d2 between two successive b1 and b2 dislocations. Based on the deviation

angle values ϕ1,2, presented in Table 3.5, it can be concluded that all line directions deviate from

their pure screw direction by an angle between 8.2◦ and 24.6◦ for all HPs and line direction types.

The deviation angle ϕ1 is significantly larger than in Maresca et al. [14] and in the topological

model [43]. Based on the topological model, the deviation angle ϕ1, for the 1.23 misfit used in QA

simulations should be around 1.6◦.

The steps spacing can be calculated as the shortest distance between two line direction inter-

sections for a given step. This is depicted in Figures 3.6a and 3.6c for the (1 1 1)γ and (2 3 2)γ HPs

by the distance d1 for step (1) and d2 for step (2). Mean line directions ξ1,2 and steps spacing

d1,2 were calculated for the whole simulation box. The values of the mean line directions ξ1,2 and

the angle θ are given in Table 3.4, while steps spacing d1,2 and angles ϕ1,2 are listed in Table 3.5.

The average step (1) spacing, d1, measured for NW ORs ranges between 1.4 nm and 3.4 nm. In

comparison, Sandvik et al. [56] reported an experimental value of d1 = 1.3 nm, while molecular

dynamics simulations by Maresca et al. [14] yielded d1 = 1.45 nm for a NW OR, with (2 3 2)γ HP,

and a lattice misfit of 1.25. For the same OR and HP, with a QA misfit of 1.23, the average step

spacing is d1 = 1.7 nm, which is close to the TM prediction of d1 = 1.67 nm for NW OR [14].

Variations in the calculated step (1) spacing may partially arise from differences in misfit values
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between our simulations and the molecular dynamics simulations in [14]. Moreover, the spacing

between the ξ2 lines was measured to range from 2.6 nm to 6 nm in HRTEM experiments [56].

This spacing is expected to correspond closely to the step (2) spacing, denoted d2. In each HP

simulation, d2 varies between 2.4 nm and 3.3 nm, which aligns with the range observed in HRTEM

[56]. Additionally, for NW OR, the topological model [43] calculated a step (2) spacing of 2.32 nm,

which is close to QA simulations results.

The presence of two sets of kinked screw dislocations b1 and b2 at the interface was attested by

molecular dynamics simulations [12–14, 16] and experimental results [4]. These dislocations arise to

accommodate the atomic mismatch between the BCC and FCC phase at the interface. The misfit

between the two interfaces can be seen using the Moiré pattern, shown in Figure 3.7a. The Moiré

pattern shows that lower coherency areas are along the ξ1 and ξ2 and can be accommodated by b1

and b2 dislocations. Moreover, theoretical O-lattice calculation from Hall et al. [54] and Moritani

et al. [4], both predict the same interface structure with two arrays of kinked screw dislocations, as

schematized in Figure 3.7b. In these figures, theoretical mean line directions ξ1 and ξ2 are indicated

by the blue and red lines, respectively, with black arrows representing their Burgers vector.

(a) Moiré pattern.

(b) O-lattice theory [4, 54]

Figure 3.7: (a) Moiré patterns for NW OR in (1 1 1)γ with QA simulation misfit of 1.23. Green
atoms: FCC, Blue atoms: BCC. Blue and red lines highlight region of high atomic mismatch
between FCC and BCC structure along b1 and b2 respectively.(b) O-lattice calculation for NW
OR, schematized from [4, 54].

It should be underlined that it was stated by Moritani et al.[4] that transformation dislocations

are situated on the steps. Although the presence of both b1 and b2 was previously discussed in

literature for NW OR, this is the first time that a two-stepped interface is clearly observed with

steps along both transformation dislocations. Further details regarding the two-stepped nature of
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the interface will be given in the discussion.

Moreover, the energy of dislocations b1 and b2 can be computed. As presented in Chapter 1,

the energy of a dislocation line can be estimated as the elastic energy of the region surrounding

the dislocation core, where interactions are treated using continuum elastic theory [59]. With b

the norm of the Burgers vector of the dislocation, µ the shear modulus, and l the length of the

dislocation, the elastic energy Ue is expressed as follows:

Ue =
1

2
µb2 (3.2.1)

Using this approximation, where the length of b1 corresponds to the d2 spacing and the length of

b2 corresponds to the d1 spacing, the elastic energy of each dislocation along each step is provided

in Table 3.5. The smallest values for both dislocations has been found for (1 2 1)γ HP, while the

highest were for (1 1 1)γ HP.

According to the simulation, conclusions about the relationship between the HP with the inter-

face structure can be drawn. The angle θ1,2 between the two mean dislocation lines increases the

further the HP deviates from(1 1 1)γ . Both steps spacing d1,2 decrease with increasing HP angle,

though this effect is more pronounced for step 1. Regarding the angles ϕ1,2 between a Burgers

vector and its line direction, while the HP orientation has an influence, a direct correlation is not

apparent. However, it can be stated that the HP impacts the kinked nature of the dislocations.

Moreover, it is noteworthy that the highest ϕ1,2 angles were found for habit planes further from

the(2 3 2)γ HP predicted for NW OR in [14].

OR HP ξ1 ξ2 θ( ◦)

NW v2

(1 1 1)γ [0.59, 0.19,−0.78]γ [0.19, 0.59,−0.78]γ 32.6
(5 7 5)γ [0.63, 0.11,−0.77]γ [−0.07, 0.61,−0.79]γ 50.6
(2 3 2)γ [0.61, 0.11,−0.78]γ [−0.16, 0.62,−0.77]γ 54.9
(1 2 1)γ [0.58, 0.12,−0.81]γ [−0.40, 0.56,−0.72]γ 65.3

Table 3.4: NW OR line directions ξ1, ξ2, and angle θ between the two lines directions.

OR HP ϕ1(
◦) ϕ2(

◦) d1 (nm) d2 (nm) Ub1
e (eV) Ub2

e (eV)

NW v2

(1 1 1)γ 13.7 13.7 3.3 3.3 50.6 50.6

(5 7 5)γ 8.8 8.2 2.0 2.9 44.5 30.7

(2 3 2)γ 9.3 10.3 1.7 2.9 44.5 26.1

(1 2 1)γ 11.5 24.6 1.4 2.4 36.8 21.5

Table 3.5: NW OR angle ϕ1,2 between line directions ξ1,2 and Burgers vector b1,2, steps spacing

d1,2 and estimated elastic energy of each dislocation straight line U
b1,2
e
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3.2.1.2 Interface propagation

A displacement vector analysis was implemented in the QA simulation to quantify and ob-

serve atomic displacements. The displacement maps, for the (1 1 1)γ HP and for the (2 3 2)γ HP,

are shown in Figure 3.8. In this figure, atomic displacement vector amplitudes are displayed for

t∗ = 70 and were calculated as the difference in atomic positions between t∗ = 60 and t∗ = 70. The

color coding is in units of ∆x, ranging from 0 in blue to 1.5∆x in red, with ∆x = 0.0445 nm. the

maximum displacement measured was of 5.6∆x. However, extreme displacements, partly due to

numerical artifacts generated during the fraton to atom conversion, can affect the interpretation

of the results. Therefore, displacements greater than 1.5∆x are also displayed in red for better

visualization. From Figure 3.8, it can be concluded that interface propagation is primarily driven

by atomic displacement along the dislocations b1, b2 and their intersections.

(a) HP = (1 1 1)γ . (b) HP = (2 3 2)γ .

Figure 3.8: Atomic displacement map at the FCC-BCC interface, with only BCC atoms remaining
and NWOR. Extracted from QA simulation at t∗ = 70, with atomic displacement vectors calculated
between t∗ = 60 and t∗ = 70. Color coding based on atomic displacement amplitude.

In Figure 3.9, the FCC-BCC interface is presented at t∗ = 74, where only the atoms belonging

to the BCC structure are shown. In Figure 3.9a, a slice along the [1 2̄ 1]γ direction is depicted.

This direction is normal to the step (1) direction and the terrace plane. In Figure 3.9b, a slice the

[2̄ 1 1]γ direction is shown, with this direction normal to the step (2) direction and the terrace plane.

Atoms that shifted to the BCC structure between time steps t∗ = 70 and t∗ = 72 are depicted in

red, while those between t∗ = 72 and t∗ = 74 are shown in yellow. The outward propagation of

terrace steps (1) and (2) in the (0 1 1)α terrace is indicated by black arrows, and the nucleation

of new (0 1 1)α layers is indicated by blue arrows. Additionally, the growth for a single terrace is

visualized in Figure 3.10 between time t∗ = 70 and t∗ = 71.5. In this figure, atoms that shifted into

the BCC structure between time steps t∗ = 70 and t∗ = 70.5 are depicted in red, those between

t∗ = 70.5 and t∗ = 71 in yellow, and those between t∗ = 71 and t∗ = 71.5 in green.
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(a) Plane (1 2̄ 1)γ .

(b) Plane (2̄ 1 1)γ .

Figure 3.9: Step-flow propagation mode of the FCC-BCC interface surface, for NWOR, as extracted
from QA simulations between t∗ = 70 and t∗ = 74. Only BCC atoms are retained. Grey: atomic
configuration at t∗70, red: at t∗ = 72 and yellow at t∗ = 74. Blue arrow: (0 1 1)α layer nucleation,
black arrow: step propagation in (0 1 1)α. (a)plane (1 2̄ 1)γ , (b) plane (2̄ 1 1)γ .

The growth mode for the BCC phase corresponds to a step-flow growth mechanism, described

in [143]. This propagation involves two processes occurring in parallel: the propagation of exist-

ing steps in the (0 1 1)α plane and the nucleation of new BCC layers. As observed in Figures 3.9

and 3.10, the step propagation follows both step (1) and step (2) directions, with no observable

difference in propagation rate. However, as shown in Figure 3.9, the nucleation of new BCC layers

occurs only at the terrace ledges and is followed by the progression of the newly formed terrace.
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Figure 3.10: Step-flow propagation mode of the FCC-BCC interface for a single terrace, as extracted
from QA simulations between t∗ = 70 and t∗ = 71.5. Only BCC atoms are retained. Only BCC
atoms are retained. Grey: atomic configuration at t∗70, red: at t∗ = 72 and yellow at t∗ = 74.
Blue arrow: (0 1 1)α layer nucleation, black arrow: step propagation in (0 1 1)α.

As the propagation of terraces in (1 1 1)γ ||(0 1 1)α planes is associated with the glide of b1 and

b2 screw dislocations, the slip plane for these dislocations is therefore (1 1 1)γ . This provides the

(1 1 1)γ [1 0 1̄]
∗
γ and the (1 1 1)γ [0 1 1̄]γ slip systems for b1 and b2 screw dislocations, respectively.

Propagation of these dislocations is facilitated by the side-wise kink motion along the dislocations

line in the (0 1 1)α||(1 1 1)γ plane.

The given slip systems for each dislocation supports the cross-slip mechanism. This cross-clip

mechanism is depicted in Figure 3.11a, where the slip vector detection cutoff was increased to high-

light only atoms with a slip vector amplitude > 0.7∥b1,2∥. More precisely, in Figure 3.11b, CS glide

planes and slip directions are depicted as extracted from the QA simulation results. BCC screw

line directions cross-slip easily, as mentioned in Chapter 1. In Figure 3.11b, it can be seen that b1

dislocations, which have a (0 1 1)α[1 1 1̄]α slip system can cross-slip in the (1 0 1)α plane, depicted

in blue, while b2 dislocations, which have a (0 1 1)α[1 1̄ 1]α slip system, can cross-slip in the (1̄ 0 1)α

plane, depicted in red.
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(a) Cross-slip mechanism at dislocations intersec-
tions.

(b) Cross-slip planes and slip directions.

Figure 3.11: Cross-slip mechanism at the FCC-BCC interface, with only BCC atoms remaining,
for NW OR with the (2 3 2)γ HP. Extracted from the QA simulation at t∗ = 70. Only atoms with
slip vectors of amplitude > 0.7∥b1,2∥ are colored. Blue: atoms belonging to b1 dislocations, red:
atoms belonging to b2 dislocations. (a) Interface relief, cross slip region is highlighted by the black
circle. (b) Cross-slip mechanism as observed from the interface relief.

As this cross-slip process occurs at the dislocation intersections, it can be concluded that the

nucleation of the new (0 1 1)α layer is specifically driven by this mechanism. Moreover, the glide of

the b1 and b2 screw dislocations, facilitated by the sidewise motion of edge-character kinks in the

(1 1 1)γ ||(0 1 1)α plane, is responsible for the in-plane propagation of the BCC phase.

3.2.2 Grenning-Troiano orientation relationship

The next OR simulated in this work is the Greninger-Troiano (GT) OR. Likewise NW OR, two

variants were simulated, GT v1 and GT v2 OR, but only GT v1 will be showcased in this section.

As stated in Table 3.1, this OR has parallel close-packed planes (1 1 1)γ and (0 1 1)α between the

FCC and BCC phases, with [12 5 1̄7]γ and [7 17 1̄7]α as parallel directions. The GT v1 OR was

simulated for three different HPs: (1 1 1)γ , (5 7 5)γ and (1 2 1)γ .

The angle between [1 0 1̄]γ and [1 1 1̄]α directions is 2.40◦, while the angle between [0 1 1̄]γ and

[1 1̄ 1]α directions is 8.13◦. Directions close to [1 0 1̄]γ ∼ [1 1 1̄]α and [0 1 1̄]γ ∼ [1 1̄ 1]α will be denoted

[1 0 1̄]∗γ and [0 1 1̄]∗γ , respectively.

The same subsection organization as for NW OR is followed here. First, the interface structure

characteristics and defects, such as the dislocation characteristics, will be discussed. Then, the

interface propagation modes will be addressed.



96 CHAPTER 3. QA MODELING OF FCC TO BCC PHASE TRANSFORMATION

3.2.2.1 Interface structure

In this section, only GT v1 simulations with the habit planes (1 1 1)γ and (1 2 1)γ HPs will be

discussed. In the same manner as for NW OR, the interface is depicted for the (1 1 1)γ HP in

Figure 3.12a and for the (1 2 1)γ HP in Figures 3.12b and 3.12c. In these figures, atoms belonging

to the BCC structure were retained. The GT OR interface consists of a periodic distribution of

(0 1 1)α||(1 1 1)γ flat terraces with steps, as depicted in Figure 3.12c. The steps are aligned along

the [1 0 1̄]∗γ (step (1), blue) and [0 1 1̄]∗γ (step (2), red) directions. The GT OR interface structure is

similar to that of the NW OR, with both displaying a double-stepped interface. However, Figure

3.12c shows a greater length difference between steps (1) and (2).

(a) HP = (1 1 1)γ . (b) HP = (1 2 1)γ .

(c) Zoomed HP = (1 2 1)γ .

Figure 3.12: FCC-BCC semi-coherent interface relief for GT OR, extracted from the QA simulation
at t∗ = 70. Surface relief was obtained using ’ambient occlusion’ rendering in Ovito [136], displaying
only BCC atoms. Blue and red arrows indicate the [1 0 1̄]∗γ and [0 1 1̄]∗γ directions, respectively.
Terraces are parallel to (1 1 1)γ as indicated by the black circle and arrow.

Similarly to the NW OR, terrace coherency was evaluated by computing the elastic strain at

the interface for all HPs. The interpretation was consistent with that for the NW OR: higher elas-

tic strain values were measured along the steps, while lower values were observed on the terraces,

confirming the semi-coherency of the interface with coherent terraces and arrays of transformation

dislocations.
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The assessment of step (1) and step (2) heights was also carried out for GT OR, with slices of

the simulation box around the interface taken parallel to the step directions, as shown in Figure

3.13. The black lines are qualitative guides indicating the overall shape of the interface between

the BCC phase (blue atoms) and the FCC phase (green atoms) and the red line indicates the HP.

(a) HP = (1 1 1)γ , slice (1̄ 0 1). (b) HP = (1 1 1)γ , slice (0 1 1̄).

(c) HP = (1 2 1)γ , slice (1̄ 0 1). (d) HP = (1 2 1)γ , slice (0 1 1̄).

Figure 3.13: Two dimensional views of the area around the FCC-BCC interface for GT OR, ex-
tracted from the QA simulation at t∗ = 70. Green: FCC, blue: BCC, white: unknown. The dark
lines are qualitative guides, indicating the overall shape of the interface.

It can be concluded that, for GT OR, that a higher angle between the terrace plane (0 1 1)α||(1 1 1)γ
and the HP favors higher step heights. Moreover, for the (5 7 5)γ HP , multiple step heights were

observed along the same step direction. This is in agreement with experimental observations and

simulations results [4, 5, 14]. For (1 1 1)γ HP, terrace still form, however, steps do not participate

in the tilt of interface as it is already aligned with the HP.

Although the Topological Model (TM) predicts the step heights between 1 and 2δ(1 2 1)γ , in

the specific case of step (2) for the (1 2 1)γ HP shown in Figure 3.13b, a step height of 3δ(1 2 1)γ is

observed. This phenomenon has also been observed experimentally by Ogawa et al. [5] in HRTEM

images of the austenite-martensite interface in an Fe-23.0Ni-3.8Mn alloy, where even larger step

heights were noted. Thus, step heights are not strictly limited to 1 or 2δ(1 2 1)γ and can be larger

to accommodate specific interface geometries.
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As discussed previously, the step (1) and (2) directions are expected to align with the directions

of the transformation dislocations Burgers vectors. For confirmation, Burgers vector calculated

with the SVA are plotted in Figure 3.14a for the GT OR with (1 1 1)γ HP. For the (1 2 1)γ HP,

Burgers vectors are depicted both in the HP, in Figure 3.14b, and in the terrace plane, in Figure

3.14c.

(a) HP = (1 1 1)γ . (b) HP = (1 2 1)γ , shown in (1 2 1)γ plane.

(c) HP = (1 2 1)γ , shown in (1 1 1)γ plane.

Figure 3.14: Slip vector analysis of the dislocation networks at the FCC-BCC interface in the
(1 1 1)γ plane for GT OR, extracted from the QA simulation at t∗ = 70. Only slip vectors with an
amplitude of > 0.5∥b1, 2∥ are displayed. Blue: [1 0 1̄]∗γ direction, red: [0 1 1̄]∗γ direction. Mean line
directions ξ1 and ξ2, steps spacing d1 and d2, and Burgers vectors b1, b2 are represented. Vectors
are scaled 6 times.

The Burgers vectors obtained by the SVA at the FCC-BCC interface are the same for both

HPs, i.e., b1 =
aγ
2 [1 0 1̄]∗γ and b2 =

aγ
2 [0 1 1̄]γ . For (1 1 1)γ HP, the mean line directions are

ξ1 = [0.69, 0.03,−0.72]γ and ξ2 = [0.45, 0.37,−0.82]γ , while for (1 2 1)γ HP, the mean line di-

rections are ξ1 = [0.67, 0.06,−0.75]γ and ξ2 = [0.16, 0.50,−0.85]γ . These dislocations are aligned
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along the step directions and mean line directions ξ1 and ξ2 both lie within the HP.

The mean line directions ξ1 and ξ2 deviate from the perfect screw orientations by the angles ϕ1

and ϕ2, respectively. For (1 2 1)γ HP, the same angle designations, based on the plane of projection,

are used as for the NW OR. For GT OR, it appears that ξ1 line directions are less deviated from

their Burgers vector than the ξ2 line directions. This is quantitatively supported by the data in

Table 3.7, where the angle ϕ1 is between 2.0◦ and 4.6◦ for all simulated HP, indicating only weak

deviation from b1. In contrast, the angle ϕ2 ranges from 17.3◦ to 33.0◦ across all HPs, suggesting

a higher density of kinks along ξ2 compared to ξ1. The origins of these deviations an be related

to cross-slip (CS) and edge character of kinks in the (1 1 1)γ plane. This point will be further

developed in Section 3.2.2.2.

Although O-lattice calculations were not performed for GT OR, the Moiré pattern can be

computed and compared to QA simulation results. The Moiré pattern in the (1 1 1)γ plane is

depicted in Figure 3.15. This figure indicates that regions of lower coherency between the FCC and

BCC phases are located near the mean lines directions of dislocations. Furthermore it indicates

a larger misorientation between b2 and ξ2 than between b1 and ξ1, which is observed in QA

simulations.

(a) Moiré pattern.

Figure 3.15: Moiré patterns for GT OR in (1 1 1)γ with QA simulation misfit of 1.23. Green atoms:
FCC, Blue atoms: BCC. Blue and red lines indicates regions of high atomic mismatch and a related
to the mean line directions of dislocations b1 and b2 , respectively.

The measured steps spacing, provided for all HPs in Table 3.7, are within the experimental

range described previously in Section 3.2.1.1. The spacing of step (1) ranges between 1.2 nm and

3.3 nm, while the length of step (2) is between 5.2 nm and 6.2 nm. For every HP, the length of

step (2) is significantly greater than that of step (1). This large difference in steps spacing is in
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agreement with the Moiré pattern, in Figure 3.15, as the spacing between b2 appears greater than

the spacing between b1 dislocations. These results can be compared to those from the TM [43],

where at 0.1◦ from the GT OR, the calculated step (1) spacing is d1 = 1.256 nm and the step (2)

spacing is d2 = 3.801 nm. The step (1) spacing d1 determined by the TM is within the range of

the QA simulations and closely matches the values for the (1 2 1)γ HP. Nevertheless, the theoretical

step (2) spacing computed by the TM is smaller than observed QA simulations, though it remains

significantly larger than d1 in both cases.

The elastic energy U
b1,2
e of dislocations, assuming they are straight alongside a terrace step,

is computed using Equation 3.2.1. As d2 is rather consistent across all HPs, the elastic energy of

the dislocation with the Burgers vector b1 does not vary too much for different HPs. However, the

elastic energy of the second dislocation with the Burgers vector b2 is much smaller for the (1 2 1)γ

habit plane, due to d1 decreasing with increasing HP tilt. All dislocation parameters, including

ξ1,2, θ1,2, ϕ1,2, d1,2 and U
b1,2
e for each simulated HP, are provided in Tables 3.6 and 3.7. As shown

in these tables, the angle θ between ξ1 and ξ2 increases with the increasing angle between the

terrace plane and the HP, while steps spacing decrease. The reduction in steps spacing is more

pronounced for step (1), where it goes from 3.3nm for the (1 1 1)γ HP tp 1.2 nm for the (1 2 1)γ HPs.

OR HP ξ1 ξ2 θ( ◦)

GT v1
(1 1 1)γ [0.69, 0.03,−0.72]γ [0.45, 0.37,−0.82]γ 24.9
(5 7 5)γ [0.67, 0.06,−0.75]γ [0.16, 0.50,−0.85]γ 39.7
(1 2 1)γ [0.67, 0.03,−0.74]γ [−0.24, 0.53,−0.82]γ 62.3

Table 3.6: GT OR line directions ξ1, ξ2, and angle θ between the two lines directions.

OR HP ϕ1(
◦) ϕ2(

◦) d1 (nm) d2 (nm) Ub1
e (eV) Ub2

e (eV)

GT v1

(1 1 1)γ 2.0 33.0 3.3 6.2 95.0 50.6

(5 7 5)γ 4.6 17.3 1.8 5.4 82.8 27.6

(1 2 1)γ 3.4 18.2 1.2 5.2 79.7 18.4

Table 3.7: GT OR angle ϕ1,2 between the line directions ξ1,2 and Burgers vector b1,2 and steps
spacing d1,2.

3.2.2.2 Interface propagation

To investigate the interface motion, a displacement map was calculated for all GT OR with

considered HPs. No meaningful difference was found with NW OR, as high displacements are

along mean dislocations lines ξ1 and ξ2, decorating the steps. The propagation and nucleation of

the BCC phase are shown in Figure 3.16 at t∗ = 74, while the nucleation and propagation for a

single terrace is shown in Figure 3.17.
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(a) Plane (1 2̄ 1)γ .

(b) Plane (2̄ 1 1)γ .

Figure 3.16: Step-flow propagation mode of the FCC-BCC interface surface, for GT OR, as ex-
tracted from QA simulations between t∗ = 70 and t∗ = 74. Only BCC atoms are retained. Grey:
atomic configuration at t∗70, red: at t∗ = 72 and yellow at t∗ = 74. Blue arrow: (0 1 1)α layer
nucleation, black arrow: step propagation in (0 1 1)α. (a) plane (1 2̄ 1)γ , (b) plane (2̄ 1 1)γ .

To conclude, the propagation and nucleation of the BCC phase follow the same step-flow mech-

anism, as suggested in [143], and involve two processes occurring in parallel: the propagation of

existing steps in the (0 1 1)α plane along the step directions and the nucleation of new BCC layers

at dislocation intersections.
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Figure 3.17: Step-flow propagation mode of the FCC-BCC interface for a single terrace, as extracted
from QA simulations between t∗ = 70 and t∗ = 71.5. Only BCC atoms are retained. Only BCC
atoms are retained. Grey: atomic configuration at t∗70, red: at t∗ = 72 and yellow at t∗ = 74.
Blue arrow: (0 1 1)α layer nucleation, black arrow: step propagation in (0 1 1)α.

Furthermore, both dislocations b1 and b2 glide in (1 1 1)γ ||(0 1 1)α plane, which gives slip systems

(1 1 1)γ [1 0 1̄]γ and (1 1 1)γ [0 1 1̄]γ . The glide of b1 and b2 dislocations is facilitated by the sidewise

motion of edge character kinks in the (1 1 1)γ plane. These dislocations glide are responsible of the

in-plane BCC phase propagation.

3.2.3 Kurdjumov-Sachs orientation relationship

The last OR simulated for the FCC to BCC phase transformation in this chapter is the KS OR.

Like the other two ORs, two variants were simulated but only one will be presented. As stated

in Table 3.1, KS v1 OR has (1 1 1)γ and (0 1 1)α with [1 0 1̄]γ and [1 1 1̄]α parallel directions. For

consistency, the same denotation [1 0 1̄]∗γ will still be used as for the other two ORs. However, the

angle between [0 1 1̄]γ and [1̄ 1 1̄]α directions is 10.52◦ for KS v1, directions close to [0 1 1̄]γ ∼ [1̄ 1 1̄]α

be referred to as [0 1 1̄]∗γ .

3.2.3.1 Interface structure

For KS OR, only (5 7 5)γ and (1 2 1)γ HPs will be depicted. Although KS v1 OR with (1 1 1)γ

HP was simulated, it corresponds to a particular case (flat interface) already treated for NW and

GT OR. However, in the case of KS v1 OR, the simulation with (5 7 5)γ HP gives an additional

insight about the mechanism of FCC to BCC phase transformation. Therefore, the structures of

the interface with (5 7 5)γ HP and (1 2 1)γ HP will be considered. Moreover, a slightly different

method of visualization than for the NW and GT OR will be used in the case of KS OR. The same

CNA method from Ovito [136] was used to illustrate the interface relief for all FCC-BCC interfaces

obtained from QA simulations. However, the stepped structure of the interface can be highlighted

easily by keeping, alongside the BCC phase, the atoms that were detected as ‘other’. In the KS
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OR cases, the CNA was less accurate in distinguishing the BCC phase at the interface, partly due

to the small width of step, as it will be observed. The three dimensional views of the interface with

(5 7 5)γ and (1 2 1)γ HP are shown in Figure 3.18. These figures indicate the absence second set of

steps (step (2)) for the NW and GT ORs. It appears that each terrace spans the entire interface

along the [1 0 1̄]∗γ direction. However, the interface is locally perturbed by an interfacial defect.

These zones are indicated by the red arrows in Figure 3.18.

(a) HP = (5 7 5)γ . (b) Zoomed HP = (5 7 5)γ .

(c) HP = (1 2 1)γ . (d) Zoomed HP = (1 2 1)γ .

Figure 3.18: FCC-BCC semi-coherent interface relief for KS OR, extracted from QA simulation at
t∗ = 70. Surface relief obtained using ’ambient occlusion’ rendering in Ovito [136], displaying BCC
atoms and atoms marked as ’other’ by the CNA. Blue arrows indicates [1 0 1̄]∗γ direction. Terraces
are parallel to (1 1 1)γ as indicated by the black rectangle and arrow.

The amplified view of this perturbed area for (5 7 5)γ and (1 2 1)γ HPs is shown in Figures

3.18b and 3.18d, respectively. It can be seen that the interface consists of a periodic distribution

of (1 1 1)γ ||(0 1 1)α flat terraces. Only one step, whose direction is [1 0 1̄]∗γ , is visible. It will be

referred to as step (1) thereafter to maintain consistency with the terminology used for NW and

GT ORs.

The volumetric strain is computed for each atom at the FCC-BCC interface and is shown in

Figure 3.19. In this figure, only atoms belonging to the BCC structure are retained. As a result,
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no elastic strain is calculated for atoms not identified as part of the BCC phase.

(a) HP = (5 7 5)γ . (b) HP = (1 2 1)γ .

Figure 3.19: FCC-BCC semi-coherent interface relief for KS OR, extracted from the QA simulation
at t∗ = 70. Rendering done in Ovito [136], displaying only BCC atoms. Atom coloration is based
on elastic strain calculations, displaying volumetric strain ∆V/V . Red indicates the maximum
∆V/V , and blue the minimum.

The regions of high volumetric strain, indicated by black arrows in Figure 3.19, corresponds

to the localized interfacial defects in Figure 3.18. Moreover, low volumetric strain was measured

in regions were only the step structure was observed without this interfacial defect. The observed

volumetric strain can be compared to the potential energy map from molecular dynamics simula-

tions of the FCC to BCC phase transformation with KS OR in the (1 1 1)γ plane, conducted by Ou

et al. [12], and discussed in Chapter 1 along the Figure 1.16a. In this figure, no diamond-shaped

pattern is observed. Instead, only one direction of high potential energy is noted, which has the

same direction as regions of low potential energy. This result can be more specifically compared to

the QA simulation of KS OR with (1 1 1)γ HP or (5 7 5)γ HP. The nature of these regions of high

volumetric strain will be assessed in more detail in the dislocation analysis.

The stepped nature of the interface is assessed in the same manner as for NW and GT ORs,

with slices of the simulation box taken around the interface. These slices are displayed in Fig-

ure 3.20 and were obtained outside of the high elastic energy regions detected by the volumetric

strain in Figure 3.19. Step (1) along the [1 0 1̄]∗γ direction is confirmed for both (5 7 5)γ and (1 2 1)γ

HPs, as indicated by the black lines in Figures 3.20a and 3.20b. For the (5 7 5)γ HP, the step

height was measured at 1δ(1 1 1)γ , while for the (1 2 1)γ HP, the step height was a mix of 1δ(1 1 1)γ

and 2δ(1 1 1)γ . The observation of different step heights for the same HP is again consistent with

HRTEM experimental observations [4, 5] and the modified PTMC model by Maresca et al. [14].
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(a) HP = (5 7 5)γ . (b) HP = (1 2 1)γ .

Figure 3.20: Two dimensional views of the area around the FCC-BCC interface for KS OR, ex-
tracted from the QA simulation at t∗ = 70. Green: FCC, blue: BCC, white: unknown. The dark
lines are qualitative guides, indicating the overall shape of the interface.

For KS OR, the presence of a single step structure at the interface is consistent with the liter-

ature, as most theoretical models consider only one step structure [43, 45]. In QA simulation with

KS OR, this steps spacing is between 0.9 nm and 1.1 nm for each HP, as reported in Table 3.8.

This is smaller than in Maresca et al. [14] molecular dynamics simulation and than in Sandvick et

al. experimental results were the average step spacing was of 1.45 nm and 1.33 nm, respectively.

However, it closely matches the TM prediction [43], where this step spacing was of 0.97 nm. The

Burgers vectors and line directions of dislocations for the KS OR are plotted using the SVA in

Figure 3.21.
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(a) HP = (5 7 5)γ , shown in (5 7 5)γ plane. (b) HP = (1 2 1)γ , shown in (1 2 1)γ plane.

(c) HP = (5 7 5)γ , shown in (1 1 1)γ plane.

(d) HP = (1 2 1)γ , shown in (1 1 1)γ plane.

Figure 3.21: Slip vector analysis of the dislocation networks at the FCC-BCC interface in the
(1 1 1)γ plane for NW OR, extracted from the QA simulation at t∗ = 70. Only slip vectors with an
amplitude of > 0.5∥b1, 2∥ are displayed. Blue: [1 0 1̄]∗γ direction, red: [0 1 1̄]∗γ direction. Mean line
directions ξ1 and ξ2, steps spacing d1 and d2, and Burgers vectors b1, b2 are represented. Vectors
are scaled 6 times.
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Although, the second step is absent for KS OR, the SVA confirms the presence of the two

type of dislocations previously detected: b1 =
aγ
2 [1 0 1̄]∗γ , highlighted by the blue arrows, and

b2 =
aγ
2 [0 1 1̄]γ , highlighted by the red arrows. The mean line directions ξ1 and ξ2 deviate from

the perfect screw orientations by the angles ϕ1 and ϕ2, respectively. Since the line directions and

the Burgers vectors of the dislocations do not lie in the same plane, the angles shown in Figure

3.14 represent the angles between the projections of these vectors onto the HP. The mean angle

measured between ξ1 and b1 across all HPs ranges from 0.6◦ to 2.5◦. This slight deviation from

the perfect screw orientation induces a kinked character of dislocations.

Concerning, b2 dislocations, their mean line direction ξ2 is highly deviated from the pure screw

orientation. As indicated in Table 3.9, ξ2 is deviated by an angle between 41.7◦ and 61.2◦ from b2,

indicating that the dislocation is therefore mixed. Moreover, while ξ2 deviate from b2, it becomes

more close to ξ1 with an angle of only 4.9◦ for (5 7 5)γ HP. The presence of these dislocations for KS

OR in the FCC-BCC interface does not reach a consensus in the literature. They are described by

Maresca et al. [14] as extra half-planes due to edge dislocation cores
aγ
2 [1 1̄ 1]α, which is equivalent

to b2. However, the results from QA simulations lead to different conclusions. First, the dislocations

with Burgers vector b2 can not be considered as pure edge dislocations as the angle between b2 and

their mean line direction ξ2 varies between 41.7◦ and 61.2◦. However, the edge component of these

dislocations can be detected using a Burgers circuit in the [1 0 1̄]γ plane, as shown in Figure 3.22.

Figure 3.22: Burgers circuit of edge component of dislocation with Burgers vector b2 =
aγ
2 [0 1̄ 1]∗γ .

Extracted from the QA simulation at t∗ = 7, for the KS v1 OR with the (5 7 5)γ HP. Blue: BCC,
green: FCC, grey: undefined crystalline structure.

As indicated by the Moiré pattern, shown in Figure 3.23a, dislocations of type b1 alone do not

achieve perfect matching between the BCC and FCC phases in the (1 1 1)γ plane. However, adding

dislocations of type b2 in a direction close to ξ1 deforms the system to locally match the FCC and

BCC structures. Moreover, this type of dislocation was computed by Hall et al. [54] and Moritani

et al. [4] using the O-lattice approach. A schematic representation of the direction of dislocations
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lines and Burgers vector from the O-lattice is provided in Figure 3.23b.

(a) Moiré pattern. (b) O-lattice theory [4, 54]

Figure 3.23: (a) O-lattice calculation for NW OR, schematized from [4, 54]. (b) Moiré patterns for
NW OR in (1 1 1)γ with QA simulation misfit of 1.23. Green atoms: FCC, Blue atoms: BCC. Blue
and red lines highlight region of high atomic mismatch between FCC and BCC structure along b1
and b2 respectively.

In Figure 3.24, dislocations lines ξ1 and ξ2 are depicted in a three dimensional view of the

interface. Dislocations with Burgers vector b1 are highlighted by the blue colored atoms and dislo-

cations with Burgers vector b2 by the red ones.

(a) HP = (5 7 5)γ . (b) HP = (1 2 1)γ .

Figure 3.24: Line direction-step connection for KS OR, as determined by slip vector analysis of
the FCC-BCC interface, with only BCC atoms remaining, extracted from the QA simulation at
t∗ = 70. Only atoms with slip vectors of amplitude > 0.5∥b1,2∥ are colored. Blue atoms have a b1
Burgers vector. Red atoms have a b2 Burgers vector.

As with the NW and KS ORs, the interface structure is composed of two dislocation networks

with Burgers vectors b1 =
aγ
2 [1 0 1̄]∗γ and b2 = aγ

2 [0 1 1̄]∗γ . For (5 7 5)γ HP, the mean line directions

are ξ1 = [0.73,−0.03,−0.69]γ and ξ2 = [0.69,−0.03,−0.73]γ , while for (1 2 1)γ HP, the mean line

directions are ξ1 = [0.71,−0.01,−0.70]γ and ξ2 = [0.47, 0.20,−0.87]γ . However, unlike other ORs,
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only a single step, which is along the mean dislocation line ξ1 is observed, which can be attributed

to specific characteristics of KS OR interfaces.

The mean line directions ξ1 and ξ2 show minimal deviation from each other, with an angle

θ = 4.9◦ in the case of the (5 7 5)γ HP. Although this angle increases to 20.4◦ for the (1 2 1)γ HP,

the mean dislocation line direction does not represent the local morphology of the b2 dislocations.

This is shown by the line direction analysis applied to b2 dislocations in Figure 3.25. This algo-

rithm is an extension of the SVA developed for the QA simulations post-treatment and is presented

alongside the SVA in Appending B. It is observed that local line directions ξloc2 of b2 dislocations,

indicated by black arrows are aligned with ξ1. Additionally, because ξ1 deviates only slightly from

b1, with a maximum deviation of 2.5◦ across all HPs, ξ2 is generally closer to b1 than to b2.

In other ORs, it was observed that the step directions with kinks align with the mean line

directions ξ1,2, while the step itself follows the direction of its associated Burgers vector: b1 for

step (1) and b2 for step (2). Consequently, in the case of KS OR, the theoretical steps (2) and their

kinks should align with the mean line direction ξ2, which is closer to b1 than to b2. This results in

only small segments of steps oriented along b2, which could be identified as kinks for the step (1)

along b1.
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Figure 3.25: Line direction analysis applied to dislocations with Burgers vector b2 computed by the
SVA at the FCC-BCC interface in the (1 1 1)γ plane for KS OR, extracted from the QA simulation
at t∗ = 70. Only slip vectors with an amplitude of > 0.5∥b1,2∥ are displayed. Blue: [1 0 1̄]∗γ
direction, red: [0 1 1̄]∗γ direction. Mean lines directions ξ1 and ξ2, and local dislocation line ξloc2 are
represented in blue, red, and black, respectively. Burgers vectors are scaled 6 times for improved
visualization.

The influence of the HP on interface characteristics for KS OR is summarized in Table 3.8 for

the line directions ξ1,2 and the angle θ between, and in Table 3.9 the deviation angles ϕ1,2 and

steps spacing d1,2 are noted. Since no second step was detected, the spacing for step (2) is denoted

as ø for each HP. The HP orientation appears to have minimal effect on ξ1, as its deviation angle

from b1 remains close to 1 degree across the tested HPs. However, as shown in Figure 3.24b for

the (1 2 1)γ HP, increasing the angle between the HP and terrace plane reduces the deviation angle

ϕ2 and increases the angle between ξ1 and ξ2. Additionally, this changes the periodicity of the b2

dislocations at the interface, as seen in Figure 3.5. Since dislocation lines along step (1) remain

uninterrupted, their total elastic energy cannot be calculated for KS OR. Similarly, the geometry

of the interface prevents this calculation for b2.

OR HP ξ1 ξ2 θ( ◦)

KS v1
(1 1 1)γ [0.71,−0.01,−0.70]γ [0.72,−0.02,−0.70]γ 0.2
(5 7 5)γ [0.73,−0.03,−0.69]γ [0.69, 0.03,−0.73]γ 4.9
(1 2 1)γ [0.71,−0.01,−0.70]γ [0.47, 0.20,−0.87]γ 20.4

Table 3.8: KS OR line directions ξ1, ξ2, and angle between the two line directions. All x, y and z
values of the mean dislocations lines [x, y, z]γ have a maximum error of ±0.02.
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OR HP ϕ1(
◦) ϕ2(

◦) d1 (nm) d2 (nm)

KS v1

(1 1 1)γ 0.9 61.2 1.1 ø

(5 7 5)γ 2.5 57.6 0.9 ø

(1 2 1)γ 0.6 41.7 0.9 ø

Table 3.9: KS OR angle ϕ1,2 between the mean line directions ξ1,2 and Burgers vector b1,2 and
steps spacing d1,2.

3.2.3.2 Interface propagation

The displacement vector analysis is applied to the KS OR simulation results, the displacement

maps are displayed in Figure 3.26.

(a) HP = (5 7 5)γ . (c) HP = (1 2 1)γ .

Figure 3.26: Atomic displacement map at the FCC-BCC interface, with only BCC atoms remaining
and KS OR. Extracted from QA simulation at t∗ = 70, with atomic displacement vectors calculated
between t∗ = 60 and t∗ = 70. Color coding based on atomic displacement amplitude.

The regions of highest atomic displacement are located alongside ξ2. The displacement am-

plitude in these regions is greater than in areas where only the b1 screw dislocations are present,

suggesting that the presence of the mixed dislocation b2 plays an important role in the phase trans-

formation for the KS OR.

Moreover, the step structure is particularly visible, with high-displacement regions located at

the terrace edges. Moreover, these displacements are not homogeneous, with small portions along

step (1) exhibiting notably higher values of displacement. In Figure 3.27, for the (1 2 1)γ HP, a

zoom into a step (1) terrace ledge indicates that these high displacement zones coincide with the

presence of kinks. It can be concluded that b1 dislocation glides in the (1 1 1)γ plane via side-wise

kink motion.
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Figure 3.27: Atomic displacement map at the FCC-BCC interface, with only BCC atoms remaining
and KS OR and (5 7 5)γ HP. Extracted from QA simulation at t∗ = 70, with atomic displacement
vectors calculated between t∗ = 60 and t∗ = 70. Color coding based on atomic displacement
amplitude. Zoom on the b2 dislocation free region, showcasing the kinks along the line direction
ξ1 of dislocations b1.

From the displacement maps, two propagation rates can be distinguished: in b2-rich regions,

more BCC phase forms over a given time t∗ than in regions where only b1 dislocations are detected.

In fact, most of the BCC phase nucleation and propagation occurs in these regions, further indi-

cating their significant role in the FCC to BCC phase transformation for the KS OR.

The nucleation and propagation of the BCC phase are illustrated in Figure 3.28 where the

forming BCC phase is marked by red atoms. In this figure, two propagation rates can be distin-

guished: in b2-rich regions, mode BCC phase forms over a given time t∗ than in regions where only

b1 dislocations are detected. In fact, most of the BCC phase nucleation and propagation occurs in

the regions, further indicating their significant role in the FCC to BCC phase transformation for

the KS OR.

To determine the differences in propagation mode between regions where b2 dislocations are

detected or not, the nucleation and propagation of the BCC phase in b2-free and b2-rich regions is

treated in more details and separately in Figures 3.29a and 3.29b, respectively.
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Figure 3.28: BCC phase formation at the FCC-BCC interface, where only the atoms belonging
to the BCC structure are shown. Extracted from QA simulation with KS OR and (1 2 1)γ HP at
t∗ = 72. Red atoms: BCC phase formation between t∗ = 70 and t∗ = 72.

(a) BCC phase propagation and
nucleation in b2-free regions.

(b) BCC phase propagation and
nucleation in b2-rich regions.

Figure 3.29: (a) 3D propagation and nucleation of the BCC phase in b2-free region, corresponding
to the blue rectangle region in Figure 3.28. (b) 3D propagation and nucleation of the BCC phase
in b2-rich region, corresponding to the green rectangle region in Figure 3.28. Black arrow: step
propagation in the (0 1 1)α plane, blue arrow: (0 1 1)γ layer nucleation, purple arrow: kink side wise
motion.
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In regions where only b1 dislocations were detected, no layer nucleation was observed. How-

ever step propagation, showcased by black arrows, is achieved by the glide of b1 dislocations in the

(0 1 1)α||(1 1 1)γplane, with the assistance of side-wise kink motion. In regions where dislocations b2

are detected, the BCC nucleation and propagation are more complex. Due to the presence of both

b1 and b2 dislocations in these areas, several phenomena occur simultaneously. First, as observed

in b2-free regions, step propagation is achieved by the glide of b1 dislocations in the (0 1 1)α||(1 1 1)γ
plane. Second, layer nucleation is observed in b2-rich regions while it was absent in the regions

were only b1 dislocations are detected.

From the propagation and nucleation mechanisms of the BCC phase, it can be postulated that

both b1 and b2 dislocations glide in the (0 1 1)α||(1 1 1)γ plane, which gives the (1 1 1)γ [1 0 1̄]γ slip

system for b1 dislocations and the (1 1 1)γ [0 1 1̄]γ slip system for b2 dislocations. With these slip

systems, and the presence of both b1 and b2 dislocations in the b2-rich region shown in Figure

3.29b, it can be concluded that the BCC phase propagation and nucleation is achieved by the glide

of b1 and b2 dislocations.

In summary, for KS OR, the formation of the BCC phase is non-homogeneous across the

interface. Its nucleation and propagation occurs primarily in regions where mixed dislocations

b2 are located. In region of the interface where there is no b2 dislocation, only the BCC phase

propagation in the already nucleated (0 1 1)α terrace happens, due to the glide of b1 dislocations

in this plane and the side-wise kink motion. The BCC phase nucleation is achieved only in regions

where both b1 and b2 are present, due to the cross-slip mechanism happening at dislocations

intersections. Furthermore, b2 dislocations also contribute to the step propagation in the (0 1 1)α

terrace. It can be concluded that the high density of displacements in regions where b2 dislocations

are detected is due to the glide of both b1 and b2 dislocations in (0 1 1)α||(1 1 1)γ .

3.2.4 Discussion

The FCC to BCC phase transformation interface structure and motion have been analyzed

for NW, GT, and KS ORs. For all ORs, a semi-coherent stepped interface structure was detected,

characterized by (0 1 1)α||(1 1 1)γ terraces. In the cases of the NW and GT ORs, two step structures

were observed. The terrace ledges are accompanied by two kind of screw dislocations b1 =
aγ
2 [1 0 1̄]∗γ

and b2 = aγ
2 [0 1 1̄]∗γ . While this direct observation of a double-stepped interface with two disloca-

tions was not previously discussed, interfaces displaying these two arrays of screw dislocations were

observed experimentally by Moritani et al. [4] in the case of lath martensite in Fe-20Ni-5.5Mn.

Moreover, in their study, while they did not directly show a second step, they have stated that

the step direction was identical to the Burgers vectors of the transformation dislocations, which

happen to be the same as b1 and b2 detected in the QA simulation of the austenite-ferrite phase

transformation. A schematic representation of the two-stepped interface is shown in Figure 3.30,

showcasing the terrace planes (1 1 1)γ ||(0 1 1)α, the line directions ξ1,2, their angle θ, the habit plane
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normal nHP and the step heights h1,2.

Figure 3.30: Schematic representation of a double stepped interface. Line directions ξ1: blue, ξ2:
red, step height h1,2: black, habit plane normal nhp: green.

Moreover, for the NW OR, the volumetric strain analysis shown in Figure 3.4 can be com-

pared to potential energy calculations in molecular dynamics simulations [12, 13]. Both displayed a

diamond-shaped pattern with high potential energy/volumetric strain along the QA-detected step

directions and their intersections. This diamond shape pattern corresponds to the Moiré pattern in

Figure 3.31a. This diamond structure was also discussed in [4], were they schematized the regions

of atomic matching, as shown in Figure 3.31b. The regions of atomic mismatch correspond to the

formation of dislocations with Burgers vector b1 and b2 along their respective mean line directions

ξ1 and ξ2. Moreover, this pattern and the formation of transformation dislocations were observed

in recent molecular dynamics simulations by Tripathi et al. [16]. The apparent difference in the

diamond angles of the Moiré pattern between the NW OR QA simulation and theoretical predic-

tions is due to the difference in lattice misfit: 1.23 in the QA simulation compared to 1.25 in [4].
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(a)

(b)

Figure 3.31: (a) NW Moire pattern with QA simulations misfit. (b)Atomic matching for NW OR
as represented by Moritani et al. [4].

For the KS OR, although both b1 and b2 are still detected at the interface, a step forma-

tion occurs only along the b1 dislocations. This type of interface is more commonly found and

considered to characterize FCC-BCC interphases [5, 12, 14, 43, 144]. However, the reasons of a

second step absence compared to the QA simulations of the NW and GT ORs need to be discussed.

As observed for the NW and GT ORs, b1 and b2 dislocations are aligned with the steps direc-

tions. However, as quantified by the misorientation angles ϕ1 and ϕ2 between the Burgers vectors

b1 and b2 and their respective mean line directions ξ1 and ξ2, in Table 3.10, the orientation of

the line direction ξ2 is dependent on the OR. From NW to KS OR, the angle between [1 0 1̄]γ and

[1 1 1̄]α decreases from 5.26◦ to 0◦, with the GT OR having an intermediary angle of 2.4◦. As a

consequence, the mean line direction ξ2 becomes increasingly deviated from its Burgers vector b2.

Thus, as this angle decreases, ξ2 becomes more kinked. As previously discussed, in the case of KS

OR, this results in only small segments of steps oriented along b2, with a local line direction ξloc2

close to b1. These small segments can therefore be identified as kinks for step (1) along b1, while

step (2) becomes invisible.

O-lattice calculations [4, 54], illustrated for QA simulations in Figure 3.32, displayed the the-

oretical mean line directions ξ1 (blue) and ξ2 (red), for NW, GT, and KS ORs, alongside their

respective Burgers vectors.
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(a) NW OR (b) GT OR (c) KS OR

Figure 3.32: Schematic mean line directions ξ1, in blue and ξ2, in red, with Burgers vectors
b1 =

aγ
2 [1 0 1̄]∗γ and b2 =

aγ
2 [0 1, 1̄]∗γ for (a) NW OR, (b) GT OR and (c) KS OR.

Moreover, as shown in Figure 3.32, the spacing between line directions ξ2 increases as the OR

shifts from NW to KS. This explains the wider step (2) spacing for GT OR compared to NW OR.

Moreover, regarding ξ1, the decreasing disorientation angle ϕ1 from NW to KS OR, as indicated in

Table 3.10, can be attributed to a decreasing number of intersections with the b2 dislocations for

a given line direction.

OR ϕ1 ϕ2

NW 8.8 to 13.7 8.2 to 24.6

GT 2.0 to 4.6 17.3 to 33.0

KS 0.7 to 2.5 41.7 to 61.2

Table 3.10: ϕ1 and ϕ2 misorientation angle of ξ1 and ξ2 line directions from their respective Burgers
vector for each OR.

It was observed for all ORs that the HP also plays an important role in the interface structure.

Increasing the angle between the HP and the terrace planes produces larger step heights, while the

spacing between terraces becomes smaller. This was particularly noted for NW and GT ORs, where

the step (1) length was more affected by the change in HP than step (2). Moreover, the HP has

an opposite impact on the deviation of the line direction ξ2 compared to the OR. As the HP angle

increases, the angle θ between xi1 and ξ2 also increases, altering the direction of ξ2. This trend

was observed for all ORs, and is particularly visible for KS OR in Figure 3.24, where ξ1 and ξ2 have

similar directions for smaller HP angles, while ξ2 becomes more deviated from ξ1 for the (1 2 1)γ HP.

As shown by the interface motion characterization for different OR, dislocations b1 and b2

glide in the (0 1 1)α||(1 1 1)γ plane. The propagation of the BCC phase at the interface is achieved

through the glide of both dislocations. This glide, particularly observed for the b1 dislocation in

the KS OR, occurs via side wise kink motion. These kinks form alongside the dislocation and are

independent of the cross-slip mechanism and/or an interaction with the other dislocations.
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The nucleation of new (0 1 1)α terraces takes place at the intersections of b1 and b2, where both

dislocations can glide in the (0 1 1)α||(1 1 1)γ upper plane due to a cross-slip mechanism. Therefore,

it can be concluded that both b1 and b2 dislocations are necessary for the interface to propagate

and for the FCC to BCC phase transformation to proceed. The absence of either of these dislo-

cations could impede interface propagation, as the CS mechanism would not be activated. In the

literature [4, 5, 14], it was observed that for particular misfits and HPs, b2 could be absent in KS

OR, which could hypothetically result in an immobile interface. This conclusion is in contradiction

with Maresca et al. [14], that stated that this dislocation was just accommodating the misfit for

NW OR without contributing to the interface propagation.

Additionally, the interfacial energies were calculated for each OR and HP. First, the total free

energy of the initial FCC and BCC phases was determined. Then, at a specific time step during

the FCC to BCC transformation, where approximately half of the system consists of FCC and the

other half of BCC, the total free energy of the system was extracted. By using proportionality, the

free energies of the FCC and BCC phases were subtracted to determine the free energy of the two

interfaces in the system. This energy, for a single interface, is presented in reduced units of u.nm−2

in Table 3.11.

OR HP Interfacial free energy (u.nm−2)

NW

(1 1 1)γ 129
(5 7 5)γ 98
(2 3 2)γ 83
(1 2 1)γ 101

GT
(1 1 1)γ 136
(5 7 5)γ 121
(1 2 1)γ 121

KS
(1 1 1)γ 149
(5 7 5)γ 124
(1 2 1)γ 111

Table 3.11: Interfacial free energy values for the each OR and HP.

Two conclusions can be drawn from the interfacial free energy results. First, the HP with

the lowest interfacial free energy is (2 3 2)γ for the NW OR and (1 2 1)γ for the KS OR, which

correspond to the HP calculated using the PTMC of Maresca et al. [14]. Thus, the most stable

interface computed by the QA aligns with the PTMC model. Based on these results, the most stable

interface for the GT OR is likely obtained for an HP between (2 3 2)γ and (1 2 1)γ . Furthermore,

for a given HP, NW OR interfaces are more stable than those for GT and KS OR.
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3.3 Conclusion

In this chapter, the QA method was employed to simulate the FCC to BCC phase transfor-

mation in pure iron across three ORs: KS, GT, and NW. The integration of advanced analysis

tools, such as Slip Vector Analysis (SVA) and displacement vectors, enabled an understanding of

the interface structure and its motion.

It was shown that the FCC-BCC interface is semi-coherent, with a periodic distribution of flat

(1 1 1)γ ||(0 1 1)α terraces , separated by arrays of transformation dislocations. For each OR and

HP combination, the primary array of defects consists of screw dislocations with a Burgers vector

b1 =
aγ
2 [1 0 1̄]∗γ . The second array, composed of dislocations with a Burgers vector b2 =

aγ
2 [0 1 1̄]∗γ ,

transitions from screw in the NW OR to a progressively kinked and mixed type for KS OR, with

local line directions aligning to b1 dislocation line direction.

For NW and GT ORs, each transformation dislocation aligns along a step direction, forming a

double-stepped interface. While these two dislocations and their step-following behavior have been

proposed in the literature, this is the first time that a clear double stepped interface is observed in

simulations. Moreover, it was demonstrated that the mean line direction of dislocations depends

on both the HP and the OR, with the latter having a major influence on the interface shape.

Specifically, the spacing between the mean line directions ξ2 of b2 dislocations increases as the OR

shifts from NW to KS. Concurrently, ξ2 becomes increasingly misaligned with b2 and tends to align

with b1 in the case of KS OR.

Although the overall shape of the interface changes between ORs, a unique transformation mode

was identified. The transformation follows a step-flow mode of transformation driven by dislocation

glide. The interface propagates along the b1 and b2 directions, with nucleation occurring at their

intersections. The presence of b1 and b2 dislocations across all simulated ORs and HPs, coupled with

consistent BCC phase nucleation and propagation modes, suggests a shared atomic transformation

path for NW, GT, and KS ORs.
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Chapter 4

FCC to BCC transformation path

The phase transformation from the FCC to BCC structures is characterized by a significant

rearrangement atomic positions, which can profoundly affect the mechanical properties, phase sta-

bility and overall performance of materials.

This chapter explores the fundamental aspects of the FCC to BCC phase transformation with

different ORs, based on results obtained from QA simulations. In particular, the atomic displace-

ment during the FCC to BCC transformation will be analyzed. Using this data, the mechanism of

displacive phase transformation will be discussed.

4.1 Displacement vectors maps

In the previous section, for all ORs, the presence of transformation dislocations b1 and b2 with

slip systems (1 1 1)γ [1 0 1̄]γ and (1 1 1)γ [0 1 1̄]γ at the interface was attested. The glide of these

dislocations is coherent with the KS mechanism [39] involving a shear in the [1 0 1̄]γ direction. In

the Chapter 1, three major theoretical mechanisms for the FCC to BCC phase transformation were

considered: the KS[39], the KSN [46], and the BB/OC [40, 41] mechanisms. Both involve the

presence of a shear in the [1, 1, 2̄]γ direction, which has not yet been detected.

In order to detect the possible shear in the [1 1 2̄]γ direction, displacement maps for NW, GT,

and KS ORs, all with a (1 1 1)γ HP, are depicted in Figure 4.1. Displacements along the [1 0 1̄]∗γ

direction are shown in blue, and displacements along the [0 1 1̄]∗γ direction are shown in red. Inter-

mediary displacements, between these directions, are shown in green. Displacements in green can

corresponds to two different directions: [1 1̄ 0]γ ∼ [1 0 0]α direction, and [1 1 2̄]γ ∼ [0 1 1̄]α direction.

These directions are denoted as [1 1̄ 0]∗γ and [1 1 2̄]∗γ respectively. Burgers vectors of dislocation

detected in the previous chapter along their mean line directions are superimposed on the displace-

ment maps, with b1 =
aγ
2 [1 0 1̄]∗γ and b2 =

aγ
2 [0 1 1̄]∗γ .
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(a) NW OR. (b) GT OR.

(c) KS OR.

Figure 4.1: Atomic displacement vectors maps at the FCC-BCC interface in the (1 1 1)γ plane for
ORs with (1 1 1)γ HP. Extracted from the QA simulation at t∗ = 70, with atomic displacement
vectors calculated between t∗ = 60 and t∗ = 70. Color coding based on atomic displacement
direction. Displacement vectors are scaled by a factor of 10 for better visualization. Blue: direction
along [1 0 1̄]∗γ , red: direction along [0 1̄ 1]∗γ . (a) NW OR , (b) GT OR, (c) KS OR.

Displacements along [1 0 1̄]∗γ (blue) and [0 1 1̄]∗γ (red) correspond to shear displacements associ-

ated with the glide of dislocations b1 and b2. However, additional displacements are detected at

the intersections of ξ1 and ξ2, occurring along [1̄ 1 0]∗γ and [1 1 2̄]∗γ . The observed displacements in

the [1 1̄ 0]∗γ and [1 1 2̄]∗γ directions are the sum of the displacements along [1 0 1̄]∗γ and [0 1 1̄]∗γ , both
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associated with the glide of dislocations b1 and b2.

Moreover, Moritani et al. [4] suggested that the shear strain in the
aγ
2 [1 1 2̄]γ direction can be ac-

commodated by two perfect dislocations with Burgers vectors b1 and b2. Although only two perfect

dislocations were detected by the SVA, an additional perfect dislocation in the FCC, with a Burgers

vector direction of [1 1̄ 0]∗γ and a partial dislocation
aγ
6 [1 1 2̄]∗γ , might also be present at the interface

for considered ORs. These dislocations results of the local recombination of b1 and b2 Burgers vec-

tors, as indicated by the displacement along [1̄ 1 0]∗γ and [1 1 2̄]∗γ in the displacement maps of all ORs.

4.2 Transformation path determination

Based on the displacement maps and the theoretical models reviewed in Chapter 1, this section

will explore the transformation mechanism for the FCC to BCC phase transformation. Observed

displacements along the directions [1 0 1̄]∗γ , [0 1 1̄]
∗
γ and [1 1 2̄]∗γ allow to formulate the hypothesis

of a KS or KSN mechanism. Indeed, displacement maps in a single structural unit containing

all major displacements suggest the presence of KS and KSN transformation mechanism. These

displacements maps are shown for each OR in Figure 4.2.
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(a) NW OR: QA simulation structural unit

(b) NW OR: Schematic structural unit

(c) GT OR: QA simulation structural unit

(d) GT OR: Schematic structural unit

(e) KS OR: QA simulation structural unit

(f) KS OR: Schematic structural unit

Figure 4.2: Displacement maps in structural units in the (1 1 1)γ plane at the FCC-BCC interface.
Extracted from the QA simulation at t∗ = 70, for (a) NW OR, (c) GT OR and (e) KS OR.
All simulated ORs have (1 1 1)γ HP. Displacement vectors are scaled by a factor of 10 for better
visualization. Blue: direction along [1 0 1̄]∗γ , red: direction along [0 1̄ 1]∗γ ,green: [1 1̄ 0]∗γ or [1 1 2̄]∗γ .
Black line delimitate the scheme of structural unit. Schematic representation of structural units,
highlighting zones with different types of transformation mechanism indicated in distinct colors:
(b) NW OR, (d) GT OR and (e) KS OR.
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The FCC to BCC phase transformation can be interpreted as the combined action of two KS

mechanism variants. At the edges of the steps, KS v1 and KS v6 variants propagate through the KS

mechanism, while at the intersections of KS v1 and KS v6, the KSN mechanism is activated. Both

KS and KSN transformation mechanism were previously identified in atomistic simulations of the

FCC to BCC phase transformation [16, 64, 84]. Areas where this transformation mechanism takes

place are schematically represented for each OR in Figure 4.2, alongside the atomic displacements

observed in the QA simulation. In these schemes, the propagation is indicated by fill color: blue

for KS v1, red for KS v6, purple for KSN v2, and green for KSN v2’. KS v1 and KS v6 variants are

along dislocations b1 and b2, respectively. The observation of the displacement in their respective

areas, depicted in Figure 4.2 is coherent with the description of these mechanism given in Chapter 1.

The KS v1 and KS v6 variants each have two possible orientations, corresponding to two op-

posite orientations for the second shear displacement along [1 0 1̄]∗γ and [0 1 1̄]∗γ on either side of the

dislocation line. KS v1 and KS v6 variants of the KS mechanism overlap in regions (c) and (d) of

Figure 4.2. When KS v1 and KS v6 share the same orientation for the first shear, i.e both having

[1, 1, 2̄]∗γ or [1̄, 1̄, 2]∗γ as the first shear direction, they produce the KSN v2 mechanism, shown in

Figure 4.3c and corresponding to region (c) in Figure 4.2 [46, 69]. This configuration results in a

major shear along the [1 1 2̄]∗γ direction, with the stretch of the rhombi representing the mean dis-

placements along [1 0 1̄]∗γ and [0 1 1̄]∗γ between KS v1 and KS v6. However, when KS v1 and KS v6

overlap with opposite first shear directions, there is no net displacement along the [1 1 2̄]∗γ direction,

and the stretch displacement occurs along the [1̄ 1 0]∗γ direction. This mechanism is denoted KSN

v2’ and was previously identified in [64]. It is located in region (d) of Figure 4.2 and depicted in

Figure 4.3d.

The KS v1, KS v6, KSN v2 and KSN v2’ transformation mechanism observed in the QA sim-

ulation are illustrated in Figure 4.3 by following a unit cell throughout its transformation in these

regions. These images were extracted from the QA simulation with GT OR and (1 1 1)γ HP. The

figures of the FCC unit cell were taken at t∗ = 20, and the figures of the BCC unit cell were taken

at t∗ = 100, in order to show the complete transformation path. Alongside QA observation, the

schematic representation of KS v1, KS v6 and KSN v2 mechanism presented in Chapter 1 are

depicted. Red vectors correspond to the total atomic displacement, and atoms are color-coded

to indicate both the structural lattice (green: FCC, blue: BCC) in the three consecutive (1 1 1)γ

planes (dark: p1, neutral: p0, light: p−1 planes).
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(a) KS v1 transformation path. (b) KS v6 transformation path.

(c) KSN v2 transformation path. (d) KSN v2’ transformation path.

Figure 4.3: Local transformation mechanism from FCC to BCC lattice. QA simulations alongside
their schematic representation discussed in Chapter 1. QA FCC lattice were extracted at t∗ = 20
while BCC lattice were extracted at t∗ = 100. Color indicate both the structural lattice (green:
FCC, blue: BCC) and the position of atoms in three consecutive (1 1 1)γ planes (dark: p1, neutral:
p0, light: p−1 planes). Red arrows represent the total atomic displacement for each atom.

Atomic displacement associated with the KS v1, KS v6, and KSN v2 transformation mechanism

in the QA simulation are shown in Figure 4.2 for each OR. The precise role of these transformation

paths in the propagation and nucleation of the BCC phase can be clarified using results from the

interface motion analysis. Indeed, it was demonstrated in the Chapter 3, that the interface prop-

agation and nucleation follow a step-growth mechanism. This mechanism was characterize by in

(1 1 1)γ ||(0 1 1)α plane propagation of the BCC phase due to dislocation glide and its nucleation on

the upper (1 1 1)γ ||(0 1 1)α planes at dislocations intersections. Moreover, BCC phase nucleation

was found to result from the cross-slip of b1 and b2 dislocations. These findings can therefore be

applied to regions at the interface where the KS v1 transformation mechanism is present. While

the KS v1 transformation mechanism alone does not initiate BCC phase nucleation, it facilitates

propagation along a terrace. The same conclusion applies to the KS v6 transformation mechanism.

The KSN v2 transformation mechanism is located at the intersections of b1 and b2 dislocations,

where BCC phase nucleation was observed in the upper (1 1 1)γ ||(0 1 1)α planes. This suggests that

the KSN mechanism may be responsible for the nucleation of the BCC phase.
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Figure 4.4: NW OR with (1 1 1)γ HP local misorientation angle Φ in the (1 1 1)γ plane between
the lattice direction initially aligned with the [1 1 2̄]γ direction (ϕ = 0◦) before the FCC to BCC
transformation and the [0 1 1̄]α direction. Extracted from QA simulations at t∗ = 70.

As introduced by Nishiyama [46], the KSN v2 transformation mechanism should result in the

NW v2 OR and in the same manner, KS v1 and KS v6 transformation mechanism should yield

KS v1 and KS v6 ORs. The parallel action of KS v1, KS v6, KSN and KSN v2’ transformation

mechanism, observed in all ORs, results in a BCC structure with transiently heterogeneous OR.

It is best observed for NW OR in Figure 4.4, where the local misorientation angle Φ between

the lattice direction initially aligned with the [1 1 2̄]γ direction (Φ = 0◦) before the FCC to BCC

transformation, and the transient [0 1 1̄]γ direction after the transformation, is displayed at t∗ = 70.

In this figure, blue areas along b1 dislocations correspond to Φ = 5.26◦, which indicates the BCC

structure with KS v1 variant, while the blue areas along b2 dislocations correspond to Φ = −5.26◦

which indicates the BCC structure with KS v6 variant. Also, white areas correspond to Φ = 0◦,

with indicates the BCC structure with NW v2 OR.

This results in a BCC structure with a transiently heterogeneous OR. The locally misoriented

BCC structure then undergoes a slow, symmetric relaxation process until a homogeneous OR is

achieved. For the NW OR, the KS v1 and KS v6 transformation mechanisms are present in equal

proportions, collectively producing an overall OR equivalent to that of the KSN v2 transformation

alone. Consequently, after the relaxation process, the NW v2 OR is microscopically retrieved. In

contrast, for the GT OR the KS v1 transformation path slightly outweighs the KS v6 path, result-

ing in an OR intermediate between NW v2 and KS v1. Thus, similar to NW v2 OR, the GT v1

OR is macroscopically retrieved following the relaxation process.
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However, the interpretation for the KS v1 OR is more complex. Since the macroscopic orienta-

tion is already KS v1, only the KS v1 transformation mechanism is expected to be present at the

interface. As indicated by the Moiré pattern in Figure 3.7a of Chapter 3, local displacements cor-

responding to the glide of b1 and b2 dislocations are required, and these displacements necessitate

both local KS v1 and KS v6 transformations. In Figure 4.5, displacement vectors corresponding

to [0 1 1̄]γ and [0 1̄ 1]γ are marked by black rectangles and labeled as −b2 and +b2, respectively.

In both regions, the KS v6 transformation mechanism occurs. However, as indicated by the dis-

placement vectors in the intermediary regions between −b2 and +b2, displacements due to these

transformation paths cancel each other out.

Figure 4.5: Map of atomic displacement vectors at the FCC-BCC interface in the (1 1 1)γ plane for
KS OR with (1 1 1)γ HP. Atomic displacement vectors are calculated between t∗ = 60 and t∗ = 70.
Extracted from the QA simulation at t∗ = 70, at the intersection two KS v6 regions. Color coding
based on atomic displacement direction. Displacement vectors are scaled by a factor of 10 for better
visualization. Blue: direction along [1 0 1̄]γ , red: direction along [0 1̄ 1]γ .

4.3 Diffraction patterns

According to KS or KSN mechanisms, during the FCC to BCC phase transformation, the AB-

CABC sequence of (1 1 1)γ planes should be transformed to the ABAB sequence of (1 1 1)α planes

in the BCC structure. This transformation is operated by the shear of one of the (1 1 1)γ plane in

[1 1 2̄]γ direction. This shear, at intermediate stage, should create the HCP structure. Furthermore,

the atomic displacement in the [1 1 2̄]γ direction can be interpreted as a partial dislocation glide,

with the creation of Shockley partial dislocations associated with the stacking fault and having a
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Burgers vector of
aγ
6 [1 1 2̄]∗γ .

Furthermore, while the KS/KSN mechanisms have been demonstrated, the absence of a BB/OC

transformation path has not been conclusively proven. This transformation path occurs through

the intersection of two HCP plates generated by stacking faults due to two distinct Shockley partial

dislocations. Diffraction diagrams can potentially reveal the formation of the HCP phase associated

with the presence of these partial dislocations. These diffraction patterns were produced directly

from the QA simulation without the fraton2atom[137] method, therefore accessing more direct in-

formation. The diffraction patterns based on the atomic configuration extracted at t∗ = 70 for

NW, GT, KS ORs with (2 3 2)γ HP for NW OR and (1 2 1)γ for the other two are shown in Figure

4.6. These diffraction pattern were calculated for zone axis z = [1 1 1]γ . In this figure, diffraction

spots corresponding to the FCC, BCC, and HCP phases are indicated, with their spots circled in

green, red, and blue, respectively.



129

(a) NW OR. (b) GT OR.

(c) KS OR.

Figure 4.6: FCC-BCC diffraction pattern, with zone axis z = [1 1 1]γ extracted from QA simulation
at t∗ = 70. Diffraction spots are indexed, with BCC, FCC and HCP diffraction spots circled in
red, green and blue, respectively. (a)NW OR with (2 3 2)γ HP, (b) GT OR with (1 2 1)γ HP, (c)
KS OR with (1 2 1)γ HP.

For all ORs, FCC and BCC structures can be identified [145]. In NW OR, the diffraction

pattern of the HCP phase expected for the zone axis z = [1̄ 2 1̄ 3]ε is clearly observed. The HCP

structures for this zone axis can be defined by the angles and ratios between vectors m, n1 and n2

shown in Figure 4.6a [145]. As shown in Table 4.1, theoretical calculations [145] of angles between

vectors m and n1, n1 and n2, and the ratio between n and n1 magnitudes, match QA simulation

results for NW OR. These vectors are represented for the NW OR in Figure 4.6a.
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However, the diffraction pattern of the HCP phase in the case of GT and KS ORs indicate

that this phase is deformed. This deformation is greater for KS than for GT OR, indicating that

it increases the further from NW OR. The other additional diffraction spots observed for all ORs

could be due to the shear taking place at the interface, which can locally shifts all phases.

m̂n1 n̂1n2
n1
m

Theory [145] 63.97◦ 52.06◦ 1.139

QA simulation 63.96◦ 52.34◦ 1.12

Table 4.1: HCP phase diffraction spots characteristics in the QA simulation of the FCC-BCC
interface for NW OR, compared with theoretical predictions [145]

The HCP structure detected by the diffraction pattern shown in Figure 4.6 can also be in-

terpreted as and indication of the stacking fault structure, generated by a
aγ
6 [1 1 2̄]∗γ dislocation.

Moreover, the existence of [1 1 2̄]γ partial dislocations at FCC-BCC interfaces is attested in several

molecular dynamics simulations [12, 13, 16, 84] and experimental observations [2, 92, 93]. Some

Burgers vectors corresponding to these partial dislocations were detected by the SVA. However, as

they are small and localized only at dislocation intersections, most of these partials fell below the

SVA detection threshold. It can also be concluded that the SVA is less sensitive in detection of

partial dislocations compared to perfect dislocations.

As only one HCP phase orientation was detected in the diffraction patterns in Figure 4.6, and

only one direction of shear along a ⟨1 1 2̄⟩γ was observed, it can be concluded that only one type

of partial dislocation exists at the simulated interfaces, with b =
aγ
2 [1 1 2̄]γ . This does not coincide

with a BB/OC type of transformation path, where two different partial dislocations are expected.

Moreover, additional diffraction patterns conducted along different zone axes did not reveal a sec-

ond HCP phase and the large displacements in the directions [1 0 1̄]γ and [0 1 1̄]γ does not align

with the transformation path suggested by the BB/OC mechanism. The BB/OC transformation

path can thus be excluded in the case of the FCC to BCC phase transformation considered in this

work.

Then, it can be concluded that the observed KS and KSN transformations are responsible of

the FCC to BCC phase transformation. Moreover, the theoretical shear and stretch displacements

produced by the KS and KSN mechanisms perfectly match both the present simulations and MD

simulations [12, 16]. While the second shear of the BB/OC mechanism in their work was only

speculated and not observed directly in [12, 16]. Finally, HRTEM observations [4, 5] of the interface

structure at austenite/martensite interface align with the KS/KSN models and present simulations.
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4.4 Conclusion

Based on the QA simulation, it can be concluded that the complete FCC to BCC transforma-

tion path for NW, GT, and KS ORs involves the action of the KS mechanism in two variants along

b1 and b2 dislocations, with the KSN mechanism emerging as the average of the two KS mecha-

nisms. This transformation was observed for the first time on a stepped interface. Additionally,

the periodic repetition of the structural unit transformation path at the FCC-BCC interface cor-

responds to a collective atomic movement, characteristic of displacive transformations at a larger

scale. By comparing with the determined propagation and nucleation mode of the BCC phase from

the previous chapter, the role of each transformation path can be clarified. The KS v1 and KS v6

transformation mechanisms occur along the b1 and b2 dislocations, respectively, and it was shown

that the interface propagates in the (0 1 1)α plane through the glide of these dislocations. Thus,

the KS v1 and KS v6 transformation mechanisms are the main contributors to this propagation.

However, BCC phase nucleation was found at dislocation intersections where the KSN transforma-

tion mechanism is detected, indicating that the KSN mechanism plays a major role in BCC phase

nucleation.
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Chapter 5

Carbon interaction with the

FCC-BCC interface

This chapter will explore the interactions of carbon with the moving FCC-BCC interface. Con-

sistently with Chapter 3 and 4, the KS and NW ORs between the FCC and BCC structure will

be considered. Understanding carbon segregation mechanisms at interfaces during the FCC to

BCC phase transformation is essential for optimizing material performance. A prime example

can be found in steels, as the Fe-C binary system serves as the basis for all steel grades [7, 146].

Notwithstanding significant achievements from ab initio [95–97, 101–103] and molecular dynam-

ics (MD) simulations [100, 104–106], including the modeling of carbon spatial distribution in a

Cottrell atmosphere as a function of carbon concentration in BCC iron [105] and the influence

of carbon segregation on the driving force of the FCC to BCC phase transformation [96]. How-

ever, the description of carbon segregation at moving FCC-BCC interfaces remains challenging for

these methods. On the one hand, ab initio methods are confined to very small space scales (a

few nanometers) and 0K calculations. On the other hand, diffusional time scales remain behind

reach for MD, which precludes the simulation of carbon diffusion toward the moving FCC-BCC

interface on sufficiently long times. The quasi-particles approach (QA) opens a way to overcome

this problem, as this approach allows to reproduce the kinetics at diffusion time scale.

This chapter is organized as follows. First, the numerical implementation of the binary Fe-C

system in QA simulation for the austenite-to-ferrite phase transformation in pure iron is presented.

Then, the carbon interaction with the FCC-BCC interface structure will be examined. Finally, the

interface mobility will be discussed.
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5.1 Numerical implementation

5.1.1 Numerical parameters

For the Fe-C two-component systems, different spatial and temporal step settings are required

compared to those used in Chapter 3 and 4 (for pure iron). In particular, the length scale for Fe-C

simulations was set to be twice as fine as that of single-component systems, with ∆x = 0.0223

nm. Accordingly, the lattice parameters were set to aγ = 16∆x = 0.356 nm for the FCC phase

and aα = 6.5∆x = 0.289 nm for the BCC phase. Moreover, a smaller time step than that used

in the one-component system is necessary to ensure numerical stability for simulations with low

carbon concentrations. Therefore a reduced time step of ∆t = 5.10−5 was used in the case of binary

system. This change feeds through to the reduced time scale t∗ = Nit∆t, where Nit is the number

of iterations. All parameters used in simulation are listed in Table 5.1.

aα aγ RFe RC ∆R ξ

16.0 13.0 5.65 2.82 0.48 4.0

λlrFe−Fe λsrFe−Fe λlrC−C λsrC−C λFe−C ϵ σα σγ1,2 kBT ρ̄Fe

1.0 0.2 32.0 2.0 7.0 0.4 0.03 0.03 0.05 0.17

Table 5.1: Parameters used in two-components QA simulations.

Interaction potentials for binary Fe-C system

For Fe-C system, the potential embodies three different contributions: iron-iron, iron-carbon,

and carbon-carbon interactions. The relative amplitudes of these 3 contributions are set by the

parameters λlrFe, λ
sr
Fe, λ

sr
C , λlrC and λFe−C . Regarding the Fe-Fe interaction potential, the same

amplitudes λlrFe and λ
sr
Fe as in Chapter 3 and 4 have been used: λsrFe = 1.0 and λlrFe = 0.2. However,

the parameter ξ that set the depth of the second well of the FCC phase in the FCC-BCC potential

is increased from 0.1 to 0.3. This modification was necessary to ensure the stability of the FCC

phase thoughout the simulation with a controlled phase transformation at the interface.

In order to ensure the diffusion of carbon atoms accross the FCC phase to the interface, a small

amplitude was chosen for the short range C-C interaction, with λsrC−C = 2, while a strong amplitude

was chosen for the long range C-C interaction, with λlrC−C = 32. In this case, the probability to

find a carbon atom at any octahedral sites is a constant equivalent to the carbon concentration.

Moreover, the iron-carbon potential amplitude was set at λFe−C = 7. The setting of C-C and Fe-C

amplitudes ensures a homogeneous distribution of carbon atoms on the octahedral interstitial sites

of the FCC crystal.
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5.1.2 Simulation model

In order to accurately describe the carbon interaction with the interface, the box size should

be greater than terraces spacings, measured in Chapter 3. Therefore, the simulation box was set

to (256∆x)3, which is equivalent to (5.8 nm)3.

In the same manner as in the one-component iron simulations, FCC and BCC phases were

rotated so that the habit plane was aligned with the z axis, ensuring the propagation of the FCC-

BCC interface perpendicular to this direction.

At the beginning, preliminary simulations of the FCC and BCC structure, already oriented

according to the specific HP-OR combinations, were conducted. Additionally, the FCC phase was

then relaxed with a carbon concentration of 0.92 wt% (4.32 at%). Then, a slice of pure iron

(no carbon atom) with the BCC structure was embedded in the FCC phase, with a thickness of

40∆x = 0.9 nm. This yield a total carbon concentration in the system of 0.74 wt% (3.44 at%).

The inital configuration with the NW v2 OR with (2 3 2)γ HP is depicted in Figure 5.1a using CNA

method from Ovito [136]. In this figure, blue atoms belongs to the BCC phase, green atoms to the

FCC phase, while white atoms at the interface indicate a perturbed structure. In Figure 5.1b the

distribution of carbon fratons are shown using Paraview visualization [135].

(a) Fe initial configuration (b) C initial configuration

Figure 5.1: Initial configuration in QA simulation of the FCC to BCC phase transformation for
the NW v2 OR with the (2 3 2)γ HP. (a) Visualization of iron atoms using the CNA method in
Ovito [136]: green represents FCC, blue represents BCC, and grey indicates unknown or perturbed
structures. (b) Visualization of carbon fratons with ρC ≥ 0.03 in Paraview [135] .

The interface relaxation for two-component systems was achieved after 2.106 simulation itera-

tions, corresponding to t∗ = 100. Consequently, all simulation results will be presented for t∗ > 100.
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5.2 Carbon interaction with the interface structure

As it was previously demonstrated in Chapter 3, the QA simulations of the FCC to BCC phase

transformation in iron correctly reproduce the interface structure: the interface is semi-coherent,

with a periodic distribution of flat terraces (1 1 1)γ ||(0 1 1)α separated by arrays of transformation

dislocations associated with step ledges. In the NW OR configuration, two sets of kinked screw

dislocations were identified, with Burgers vectors b1 =
aγ
2 [1 0 1̄]∗γ and b2 =

aγ
2 [0 1 1̄]∗γ . However, for

KS OR, the second set of dislocation was mixed, with its line direction close to Burgers vector b1.

Therefore, carbon interactions with the moving interface will be analyzed specifically in terms of

interactions with these two sets of dislocations.

In Figure 5.2, the interface shape is shown at t∗ = 300 for NW OR and at t∗ = 200 for KS

OR. In this figure, terrace ledges along [1 0 1̄]∗γ and [0 1 1̄]∗γ directions are indicated by blue and

red segments, respectively. Unlike the one-component simulations and NW OR, the KS OR top

(1 1 1)γ ||(0 1 1)α and bottom (1̄ 1̄ 1̄)γ ||(0 1̄ 1̄)α interfaces exhibit distinct shapes and periodicities.

Consequently, the top interface is shown in Figure 5.2b, while the bottom interface is presented in

Figure 5.2c. For NW OR, the two terrace steps observed in the one-component simulation are also

detected here. Similarly to one-component simulations, the KS OR configuration displays only a

single step along the [1 0 1̄]∗γ direction.
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(a) NW v2 with (2 3 2)γ HP. (b) Top interface of KS v1 OR with (1 2 1)γ HP.

(c) Bottom interface of KS v1 OR with (1 2 1)γ HP.

Figure 5.2: FCC-BCC semi-coherent interface relief, extracted from the QA simulation. Surface
relief was obtained using ’ambient occlusion’ rendering in Ovito [136], displaying BCC atoms and
atoms marked as ’other’ by the CNA. Blue and red segments the steps along the [1 0 1̄]∗γ and [0 1 1̄]∗γ
directions, respectively. Terraces are parallel to (1 1 1)γ as indicated by the black arrow. (a) NW
v2 OR with (1 2 1)γ HP at t∗ = 300, (b) Interface (1) KS v1 OR with (1 2 1)γ HP at t∗ = 200, (c)
Interface (2) KS v1 OR with (1 2 1)γ HP at t∗ = 200.

The preferential location of C atoms at the interface is prospected in Figure 5.3 for the NW and

KS ORs. Therein, a visualization cutoff value ρC was used for the carbon probability function. In

the present simulations, the cutoff value was set at ρC = 0.06. It means that the position indicated

in figure 5.3, represent the site where the carbon atoms can be find with the probability bigger than

ρc. Iron atoms are displayed with transparency to emphasize the preferential carbon segregation

sites, shown in black.
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(a) NW v2 with (2 3 2)γ HP. (b) Top interface of KS v1 OR with (1 2 1)γ HP.

(c) Bottom interface of KS v1 OR with (1 2 1)γ HP.

Figure 5.3: FCC-BCC semi-coherent interface relief in transparency, with carbon preferential segre-
gation sites in black. Extracted from the QA simulation, displaying BCC atoms and atoms marked
as ’other’ by Ovito’s CNA [136]. (a) NW v2 OR with (1 2 1)γ HP at t∗ = 300, (b) Top interface
of KS v1 OR with (1 2 1)γ HP at t∗ = 200, (c) Bottom interface of KS v1 OR with (1 2 1)γ HP at
t∗ = 200.

For both NW OR in Figure 5.3a, and the top interface of KS OR in Figure 5.3c, it appears that

carbon atoms have preferential segregation sites at the interface. In the case of the NW OR, the

segregation sites seems mostly located at the intersection of the terrace ledges. Whereas for the KS

OR top interface, the preferential segregation sites align with the step ledges identified in Figure

5.2. However, distinct differences emerge between the two KS interfaces, at the bottom interface

the segregation of carbon was not observed. To accurately determine the carbon segregation sites,

the SVA was used to compute the Burgers vector at the interface, following the same methodology

as in Chapter 3.

To better understand the link between the dislocations and the sites of carbon segregation, the

Burgers vectors distribution in the HP is displayed in Figure 5.4, using the same color coding as in

the previous chapters: blue vectors align along [1 0 1̄]∗γ , red vectors along [0 1 1̄]∗γ and green vectors

represent intermediary orientations. Additionally, the mean line directions ξ1,2 for each dislocation
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are indicated for NW OR and the bottom KS OR.

(a) NW v2 with (2 3 2)γ HP. (b) Top interface of KS v1 OR with (1 2 1)γ HP.

(c) Bottom interface of KS v1 OR with (1 2 1)γ HP.

Figure 5.4: Carbon segregation sites (black spheres) overlaid on Burgers vectors from the slip
vector analysis at the FCC-BCC interface in the (1 1 1)γ plane for NW OR, extracted from the
QA simulation. Only slip vectors with an amplitude of > 0.5∥b1,2∥ are displayed. Blue: [1 0 1̄]∗γ
direction, red: [0 1 1̄]∗γ direction. (a) NW v2 OR with (1 2 1)γ HP at t∗ = 300, (b) Top interface
of KS v1 OR with (1 2 1)γ HP at t∗ = 200, (c) Bottom interface of KS v1 OR with (1 2 1)γ HP at
t∗ = 200.

Several observations can be made. For the NW OR interface, preferential segregation sites are

along the dislocations b1 and at the intersections of b1 and b2. In the case of the KS OR (Figure

5.4b and 5.4c), carbon segregation exhibited two distinct behaviors depending on the interface. At

the top interface, shown in Figure 5.4b, the dislocations are highly perturbed. While most Burgers
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vectors align along [0 1 1̄]∗γ , a clear dislocation line could not be identified. However, segregation

sites are aligned with [1 0 1̄]γ which was shown to be close to the local dislocation line of b2 disloca-

tions for KS OR with (1 2 1)γ HP in Figure 3.25 of Chapter 3. By referring to the SVA results from

Chapter 3, it seems that this interface corresponds to the highly perturbed region where both b1

and b2 dislocations were detected. While in contrast, the bottom interface shows only dislocation

lines with b1 dislocations, consistent with observations for this OR.

A first piece of interpretation of the preferential location of carbon atoms at the FCC-BCC

interface is provided in Figure 5.5a. In this figure, the volumetric strain ∆V/V is computed, at

the NW interface (Figure 5.5a) and the top KS interface (Figure 5.5b). Low volumetric strain

in indicated in white and high volumetric strain is indicated in blue (compressive strain) or red

(tensile strain). Preferential segregation sites of carbon are indicated by small black spheres. From

this figure, and compared to SVA results, it can be observed that segregation sites are located close

to the deformed regions due to the presence of dislocations.



140 CHAPTER 5. CARBON INTERACTION WITH THE FCC-BCC INTERFACE

(a) NW v2 with (2 3 2)γ HP. (b) Top interface of KS v1 OR with (1 2 1)γ HP.

(c) Bottom interface of KS v1 OR with (1 2 1)γ HP.

Figure 5.5: Carbon segregation sites (black spheres) overlaid volumetric strain for FCC-BCC semi-
coherent interface relief. Extracted from the QA simulation for NW v2 OR with (1 2 1)γ HP at
t∗ = 300. Rendering done in Ovito [136], displaying only BCC atoms. Iron atoms coloration
is based on elastic strain calculations, showcasing volumetric strain ∆V/V . Red indicates the
maximum ∆V/V , and blue the minimum.

For the bottom KS OR interface, in Figure 5.5c, a relatively uniform elastic strain field was

observed, with no distinct areas of high or low volumetric strain. Furthermore, as shown in Figure

3.19 of Chapter 3.25 for KS OR, regions of higher volumetric strain were identified in areas where

b2 dislocations were present, while regions with only b1 dislocations exhibited significantly lower

strain, closer to BCC bulk values. This difference may explain the variation in carbon segregation

at KS OR interfaces, as higher elastic strain tends to promote carbon segregation.

5.3 Interface mobility

To assess interface mobility, carbon concentration profiles for each OR are shown in Figure

5.6. Carbon concentrations from QA simulations are obtained by computing the mean occupation

probabilities of iron, ρ̄Fe, and carbon, ρ̄C , across several box subsets centered along the z-axis.
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Each subset has a size of (256∆x)3 × (8∆x). Since iron and carbon atoms have different atomic

volumes, VFe and VC , this difference is taken into account in the calculation of carbon concentration

in each subset. Consequently, the carbon content can be expressed as:

CC =
ρ̄C(VFe + VC)

VC(ρ̄FeVC + ρ̄CVFe)
. (5.3.1)

In Figure 5.6, the carbon content is displayed for NW OR at times t∗ = 200 and t∗ = 300, and

for KS OR at time t∗ = 200. At t∗ = 200, the NW OR and the top KS OR interface carbon

concentration profiles are similar, showing narrow, symmetric segregation peaks with a thickness

of approximately 0.5 nm and a maximum concentration around 6.5 at.%. Additionally, carbon-

depleted regions close to the interface are observed for both ORs. This depletion is more pronounced

for KS OR, where the carbon content reaches 3 at.% in the depleted regions, compared to 3.5 at.%

further from the interface. However, the bottom interface of KS OR differs (Figure 5.6b), showing

a smaller segregation peak of only 4.5 at.%. Furthermore, this segregation peak is asymmetrical,

with a broader distribution in the austenite region compared to the ferrite. This observation aligns

with expectations, as no specific segregation sites were detected for this interface.

The time evolution of carbon content can only be assessed for NW OR at t∗ = 300, as the

simulation of KS OR was not prolongated. It shows a smaller amplitude of the segregation peaks

compared to t∗ = 200, with a maximum carbon content of 6 at.%. Moreover, the interface became

asymmetrical, with a broader distribution in the austenite region compared to the ferrite.
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(a) NW v2 with (2 3 2)γ HP, t∗ = 200. (b) KS v1 OR with (1 2 1)γ HP.

(c) NW v2 with (2 3 2)γ HP, t∗ = 300.

Figure 5.6: Concentration profile of carbon across the FCC-BCC interface, dotted black lines
indicate positions of interfaces. (a) NW v2 OR with (1 2 1)γ HP at t∗ = 200, (b) KS v1 OR with
(1 2 1)γ HP at t∗ = 200, (c) NW v2 with (1 2 1)γ HP at t∗ = 300.

The asymmetrical peaks of carbon concentration for NW OR at t∗ = 300 indicate that the

carbon diffuse from the interface into the austenite. This type of profile is compatible with local

equilibrium (LE) conditions at the interface. Moreover, at t∗ = 200, the depletion regions in the

austenite near the interface are caused by the initial diffusion of carbon at the forming FCC-BCC

interface until local equilibrium is reached. For Fe-C binary systems, LE conditions have been

successfully used by many authors to describe the concentration profiles of carbon concentration

at austenite-ferrite interfaces [147–151].

While LE conditions are typical for a diffusion-controlled transformation rate, the rapid diffu-

sion of carbon indicates that the transformation rate may still be governed by the driving force at

the interface. A mixed-mode model, provides a more accurate description of interface propagation

than a purely diffusion-controlled model, with the limiting rate determined by either the interface
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of diffusion controlled transformation rate. Additionally, solute drag may occur, further slowing

the transformation rate.

In the case of the bottom KS OR interface, the asymmetrical segregation peak indicates that

carbon continues to diffuse from the newly formed ferrite into the austenite, which is characteristic

of a local equilibrium (LE) condition. Furthermore, the asymmetry of this peak is identical to that

of NW OR, suggesting a similar diffusion rate of carbon when the maximum solubility at the inter-

face is reached. Therefore, despite the small carbon segregation observed at the interface, the same

conclusions can be drawn for the bottom KS OR interface, with LE conditions and a mixed-mode

propagation rate.

5.4 Conclusion

In this chapter, the QA method was employed to simulate the FCC to BCC phase transforma-

tion in an Fe-C system for NW and KS ORs. Carbon segregation sites were found to be located

in regions of high volumetric strain. It was shown in Chapter 3, that this strain is induced by

the presence of b1 and b2 dislocations at the interface, with a significantly higher strain at their

intersections. This observation is confirmed in this chapter for NW OR, where carbon segregation

sites are concentrated at dislocation intersections and along b1.

Furthermore, the influence of interface morphology on carbon segregation was demonstrated.

For NW OR and the top KS interface, carbon segregation was observed. However, this was not the

case for the bottom KS OR interface. Unlike the other two, this interface contained only perfect

b1 screw dislocations, with close to no kinks. This particular geometry can be attributed to the

size of the simulation box. Indeed, in Chapter 3, regions larger than the two-component simulation

box with only b1 dislocations were detected. Therefore, the real KS OR interaction with carbon

solutes likely represents a combination of behaviors observed at the top and bottom interfaces.

Local equilibrium (LE) conditions may correspond to the results observed for all simulated

interfaces. However, the propagation of the interface may not be purely diffusion-controlled: the

rapid diffusion of carbon into the austenite could shift the regime to interface-controlled, with the

interface driving force as the limiting factor. Additionally, solute drag may occur, further limiting

the transformation rate. To determine the limiting factor for interface propagation rates, additional

simulations of Fe-C binary systems over an extended timeframe are necessary. These simulations

could then be compared with the propagation rates in pure iron phases to discern whether the

limiting factor is carbon content or the interface driving force.

QA simulations of the FCC to BCC phase transformation in an Fe-C system have shown promis-
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ing results. Extending the temporal and spatial scales of these simulations could provide deeper

insights into the interaction of the interface with carbon solutes and its propagation mode.
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Conclusions and future prospects

The main purpose of this work was to improve our understanding of the FCC-BCC structural

transformation from the austenite (γ) to the ferrite (α) phases of iron, as it is a pivotal process

in the production of contemporary steels such as Dual Phase steels for the automotive industry.

This phase transformation gives rise to different microstructures, depending on the crystallography

(lattice misfit and OR between FCC and BCC structures), the interface properties (HP, coherency,

thickness, etc.), and the chemical composition of the alloy. In this work, we thus aimed at connect-

ing the different parameters of the FCC-BCC transformation, including the OR and HP, to the

structure and propagation mode of the FCC-BCC interface, the underlying FCC-BCC transforma-

tion paths at atomic scale, and the interaction of the alloying elements with the moving interface.

To address this problematic, a recent numerical model called the Quasiparticle Approach (QA)

was used in this work to investigate the mechanisms driving the FCC-BCC transformation, for

different ORs and HPs. For that purpose, the QA was first applied to the fundamental study case

of pure iron, as a mean to identify the structure and propagation mode of the FCC-BCC interface,

as well as its connection with the transformation path at atomic scale. Then, the present model

was extended to the binary Fe-C system, in order to model the complex interaction of interstitial

carbon atoms with the migrating interface.

The QA enables to model atomic movements at sub-interatomic distances while operating on the

timescale of the FCC to BCC phase transformation. It was successfully used to analyze the interface

characteristics of various geometries, including different orientation relationships (ORs) and habit

planes (HPs). In particular, the QA was applied to model the displacive FCC to BCC phase trans-

formation with the Nishiyama-Wasserman (NW), Greninger-Troiano (GT), and Kurdjumov-Sachs

(KS) ORs. The crystallography of the FCC-BCC interface has already been studied extensively in

the literature and these different crystallographic ORs have been reported. Moreover, in order to

extract valuable information from the QA simulations, several analyses tools were adapted to the

QA framework, such as the Slip Vector Analysis (SVA) which allow an accurate characterization

of interface dislocations.

It was shown that, for all NW, GT and KS ORs, a semi-coherent stepped interface structure was

detected, characterized by (1 1 1)γ ||(0 1 1)α terraces. The step height, which corresponds to several

interplanar spacings of the (1 1 1)γ planes, depends on the habit plane (HP) angle with the terrace
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plane. It was concluded that as this angle increase, the step heights also increase. In the NW and

GT ORs, two stepped structures were observed, while only one was detected for the KS OR. These

steps are accompanied by sets of kink screw dislocations with Burgers vectors b1 =
aγ
2 [1 0 1̄]∗γ and

b2 =
aγ
2 [0 1 1̄]∗γ . Although the second step is absent in KS OR, the b2 dislocations associated with

it are still present at the interface.

This difference in the interface structure between the various ORs can be connected to the ori-

entation of the mean dislocation line of the transformation dislocations at the FCC-BCC interface.

In the present work, only NW, KS and GT ORs were prospected. While they share the same

{1 1 1}γ ||(0 1 1)α parallel dense planes between the FCC and BCC structures, they differentiate

regarding the deviation angle between the ⟨1 0 1̄⟩γ and ⟨1 1 1̄⟩α dense directions. Considering that a

key factor governing the position and orientation of the mean dislocation lines is the location and

direction of maximum lattice mismatch between the FCC and BCC phases in the Moiré pattern at

the FCC-BCC interface, the different misorientations between the ⟨1 0 1̄⟩γ and ⟨1 1 1̄⟩α depending

on the OR, lead to the different dislocation line orientations observed in this work. This, in turn,

affects dislocation mobility through the frequency of kinks along their length.

Moreover, the HP also influences the angle between the line directions, with a higher HP angle

relative to the terrace plane resulting in a greater angle between ξ1 and ξ2. This produces slight

variations in interface morphology within the same OR for different HPs. These changes in dislo-

cation line directions result in different step spacings for the ORs. For the step associated with the

b1 dislocations, spacings are measured between 1.0 and 3.3 nm, with higher HP angles relative to

the terrace plane producing smaller spacings across all ORs. It should be noted that even if the HP

influences the spacing between the second set of steps for the NW and GT ORs, the OR remain

the leading factor for the spacing between terrace steps.

Overall, this work provides a detailed description of the FCC-BCC interface using QA sim-

ulations. The interface morphology, including dislocation characteristics, step heights, and spac-

ings, shows encouraging agreement with various theoretical models, experimental observations, and

atomic simulations. However, a unique feature of the QA-simulated interface, namely the presence

of a double step for the NW and GT ORs, has not been previously described in the literature.

While b2 dislocations were known to appear at the FCC-BCC interface for the KS OR, this is the

first time they have been directly observed.

Moreover, although the interface characteristics depend on the OR and HP, a single trans-

formation mechanism was identified, characterized by a step-flow mode of transformation driven

by dislocation glide. The FCC-BCC interface propagates along the b1 and b2 dislocations in the

(0 1 1)α||(1 1 1)γ plane, with nucleation of the BCC phase occurring at dislocation intersections. It

was determined that they are due to similar transformation path taking place for all ORs. Specifi-
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cally, it was concluded that the complete FCC to BCC transformation path for the NW, GT, and KS

ORs involves the concurrent action of two twinning variants of the KS transformation path along b1

and b2 dislocations. Moreover, the overlaying of these two variants of the KS transformation path

at the intersection of b1 and b2 dislocations mimics the shear displacement of KSN transformation

path, which was often mistaken for the BB/OC transformation mechanism in previous MD studies

of the FCC to BCC phase transformation. Displacement vector analysis and diffraction patterns

revealed that this mechanism involves the formation of Shockley partial dislocations with a Burgers

vector of b =
aγ
6 [1 1 2̄]∗γ and the creation of an HCP interphase.

The detailed description provided for one-component iron systems then served as a basis for

studying carbon segregation at the FCC-BCC interface. Although this remains a work in progress,

it was shown that carbon segregation is influenced by the interface structure, with preferential

segregation sites located near regions of higher elastic strain. Moreover, the carbon concentration

profiles were consistent with local equilibrium conditions at the interface, with carbon diffusing

from the ferrite into the austenite.

A first blind spot of this work concerns the influence of the misfit on the FCC-BCC trans-

formation. Indeed, only one misfit ratio between the FCC and BCC structures was considered

in this work (1.23). The PTMC suggest that the lattice misfit sets the HP, which in turn influ-

ences the geometry of the FCC-BCC interface, including the spacing between terrace steps, step

height etc. Moreover, different lattice misfits result in different Moiré patterns at the interface,

which in turn lead to different deviation angles for the two dislocation sets at the interface and

potentially different mobility of the interface linked with different kink numbers along dislocations.

An important development of the QA, would be to extend the model to different lattice misfits, in

order to assess the connection between lattice misfit and FCC-BCC interface structure and mobility.

While the detailed analysis of the FCC-BCC interface structure and transformation mechanism

in pure iron provided valuable insights, the FCC to BCC phase transformation under constraint

was not prospected in this work. In particular, it was suggested in the literature that external

constraints applied to the system could change the FCC to BCC transformation path from the KS

and KSN paths, to the BB/OC path. A perspective of this work would be to account for different

strains in the long range interaction potential, as it was done in previous QA studies, and prospect

strain induced FCC to BCC transformation paths and interface structure and mobility.

More generally, the QA can be applied to describe displacive phase transformations in systems

with different crystal structures, including the HCP or monoclinic structures. For instance, the

FCC to HCP displacive transformation is observed in high entropy alloys where it contributes to

high work hardening behavior during tensile deformation. The QA has previously demonstrated

its capacity to reproduce different crystal structures, such as the diamond and the HCP structures.
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Therefore, an interesting perspective would be to prospect displacive transformations in systems

with different crystal structure, based on the capacity of the QA to model diverse crystal structures.

However, it is in multi-component systems that the most promising developments lie. While

carbon segregation at the interface was observed, the time and spatial resolution were limited com-

pared to the one-component system. Further work using higher resolutions and extended time

frames, that could be accessed by improving the numerical scheme, could enable a more accurate

representation of carbon interactions with interface dislocations. This approach may also clarify

whether the FCC to BCC phase transformation is driven primarily by carbon diffusion or the inter-

face driving force, and whether solute drag occurs. Additionally, refining the interaction potentials

used in this work could yield more accurate results. Once the Fe-C two-component system has

been more thoroughly explored, the next step could be QA simulations of ternary alloys, such as

Fe-C-Mn systems.

In parallel, including substitutional solute atoms in the QA simulations of FCC-BCC transfor-

mations would allow to open up the field of mutli-component systems accessible to the approach.

This two developments would bring a twofold insight on the FCC-BCC transformation in steels.

First, it would improve our understanding on fundamental segregation processes on a moving FCC-

BCC interface in multi-component systems, such as co-segregation and desegregation processes. It

might allow to correlate the concentration profile at the interface with the different modes of seg-

regation (LE, NPLE, PE), thereby addressing the gaps in the literature regarding the segregation

mode at the FCC-BCC interface. Second, it would enable more quantitative comparisons of QA

simulations with experimental observations on industrial prototype alloys, paving the way for using

QA to guide and even substitute certain experiments.

From a methodological standpoint, new numerical tools have recently emerged in material sci-

ence, with Machine Learning (ML) as an emblematic figure. This class of approaches propose a

paradigm shift in the modeling and simulation of materials evolution and characterization at var-

ious scales. In particular, ML was applied to develop new interaction potentials for MD, classify

experimental observation of microstructures, detect and analyze atomic defects, predict and up-

scale mesoscale simulations such as phase field methods, and assist new materials design. A very

promising perspective would be to develop ML tools for QA at three levels. First, ML could be

implemented to develop a new class of parametric interaction potentials, in order to improve the

reproduction of materials properties, such as the elastic constants, and the tetragonality of cubic

cells in steel. Second, ML methods for defects analysis could be added to the current post-treatment

tools used in this work (SVA, CNA etc.), in order to spot and characterize more accurately interface

dislocations. Finally, advanced deep neural networks such as X-LSTM could be used to predict and

upscale three-dimensional QA simulations, thus overcoming current computational limitations in

simulating FCC-BCC phase transitions across large spatial domains in multi-component systems.
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List of KS, NW and GT variants

OR FCC plane BCC plane FCC direction BCC direction Bain variant

KS1 (1 1 1)γ (0 1 1)α [1 0 1̄]γ [1 1 1̄]α B3

KS2 (1 1 1)γ (0 1 1)α [1 0 1̄]γ [1̄ 1 1̄]α B1

KS3 (1 1 1)γ (0 1 1)α [1̄ 1 0]γ [1 1 1̄]α B1

KS4 (1 1 1)γ (0 1 1)α [1̄ 1 0]γ [1̄ 1 1̄]α B2

KS5 (1 1 1)γ (0 1 1)α [0 1̄ 1]γ [1 1 1̄]α B2

KS6 (1 1 1)γ (0 1 1)α [0 1̄ 1]γ [1̄ 1 1̄]α B3

KS7 (1̄ 1 1)γ (0 1 1)α [1 0 1]γ [1 1 1̄]α B1

KS8 (1̄ 1 1)γ (0 1 1)α [1 0 1]γ [1̄ 1 1̄]α B3

KS9 (1̄ 1 1)γ (0 1 1)α [1̄ 1̄ 0]γ [1 1 1̄]α B2

KS10 (1̄ 1 1)γ (0 1 1)α [1̄ 1̄ 0]γ [1̄ 1 1̄]α B1

KS11 (1̄ 1 1)γ (0 1 1)α [0 1 1̄]γ [1 1 1̄]α B3

KS12 (1̄ 1 1)γ (0 1 1)α [0 1 1̄]γ [1̄ 1 1̄]α B2

KS13 (1 1̄ 1)γ (0 1 1)α [1̄ 0 1]γ [1 1 1̄]α B1

KS14 (1 1̄ 1)γ (0 1 1)α [1̄ 0 1]γ [1̄ 1 1̄]α B3

KS15 (1 1̄ 1)γ (0 1 1)α [1 1 0]γ [1 1 1̄]α B2

KS16 (1 1̄ 1)γ (0 1 1)α [1 1 0]γ [1̄ 1 1̄]α B1

KS17 (1 1̄ 1)γ (0 1 1)α [0 1̄ 1̄]γ [1 1 1̄]α B3

KS18 (1 1̄ 1)γ (0 1 1)α [0 1̄ 1̄]γ [1̄ 1 1̄]α B2

KS19 (1 1 1̄)γ (0 1 1)α [1̄ 0 1̄]γ [1 1 1̄ ]α B1

KS20 (1 1 1̄)γ (0 1 1)α [1̄ 0 1̄]γ [1̄ 1 1̄]α B3

KS21 (1 1 1̄)γ (0 1 1)α [1 1̄ 0]γ [1 1 1̄]α B2

KS22 (1 1 1̄)γ (0 1 1)α [1 1̄ 0]γ [1̄ 1 1̄]α B1

KS23 (1 1 1̄)γ (0 1 1)α [0 1 1]γ [1 1 1̄]α B3

KS24 (1 1 1̄)γ (0 1 1)α [0 1 1]γ [1̄ 1 1̄]α B2

Table A.1: KS variants
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OR FCC plane BCC plane FCC direction BCC direction Bain variant

NW1 (1 1 1)γ (0 1 1)α [1 0 1̄]γ [1 0 0]α B2

NW2 (1 1 1)γ (0 1 1)α [1̄ 1 0]γ [1 0 0]α B3

NW3 (1 1 1)γ (0 1 1)α [0 1̄ 1]γ [1 0 0]α B1

NW4 (1̄ 1 1)γ (0 1 1)α [1 0 1]γ [1 0 0]α B2

NW5 (1̄ 1 1)γ (0 1 1)α [1̄ 1̄ 0]γ [1 0 0]α B3

NW6 (1̄ 1 1)γ (0 1 1)α [0 1 1̄]γ [1 0 0]α B1

NW7 (1 1̄ 1)γ (0 1 1)α [1̄ 0 1]γ [1 0 0]α B2

NW8 (1 1̄ 1)γ (0 1 1)α [1 1 0]γ [1 0 0]α B3

NW9 (1 1̄ 1)γ (0 1 1)α [0 1̄ 1̄]γ [1 0 0]α B1

NW10 (1 1 1̄)γ (0 1 1)α [1̄ 0 1̄]γ [1 0 0]α B2

NW11 (1 1 1̄)γ (0 1 1)α [1 1̄ 0]γ [1 0 0]α B3

NW12 (1 1 1̄)γ (0 1 1)α [0 1 1]γ [1 0 0]α B1

Table A.2: NW variants

OR FCC plane BCC plane FCC direction BCC direction Bain variant

GT1 (1 1 1)γ (0 1 1)α [12 5 1̄7]γ [7 17 1̄7]α B3

GT2 (1 1 1)γ (0 1 1)α [1̄7 5 12]γ [7 1̄7 17]α B1

GT3 (1 1 1)γ (0 1 1)α [1̄7 12 5]γ [7 17 1̄7]α B1

GT4 (1 1 1)γ (0 1 1)α [12 1̄7 5]γ [7 1̄7 17]α B2

GT5 (1 1 1)γ (0 1 1)α [5 1̄7 12]γ [7 17 1̄7]α B2

GT6 (1 1 1)γ (0 1 1)α [5 12 1̄7]γ [7 1̄7 17]α B3

GT7 (1̄ 1 1)γ (0 1 1)α [17 5 12]γ [7 17 1̄7]α B1

GT8 (1̄ 1 1)γ (0 1 1)α [12 5̄ 17]γ [7̄ 17 1̄7]α B3

GT9 (1̄ 1 1)γ (0 1 1)α [12 17 5̄]γ [7̄ 1̄7 17]α B2

GT10 (1̄ 1 1)γ (0 1 1)α [17 12 5]γ [7 1̄7 17]α B1

GT11 (1̄ 1 1)γ (0 1 1)α [5 1̄2 17]γ [7̄ 1̄7 17]α B3

GT12 (1̄ 1 1)γ (0 1 1)α [5 17 1̄2]γ [7̄ 17 1̄7]α B2

GT13 (1 1̄ 1)γ (0 1 1)α [17 5 1̄2]γ [7̄ 1̄7 17]α B1

GT14 (1 1̄ 1)γ (0 1 1)α [1̄2 5 17]γ [7̄ 17 1̄7]α B3

GT15 (1 1̄ 1)γ (0 1 1)α [12 17 5]γ [7 17 1̄7]α B2

GT16 (1 1̄ 1)γ (0 1 1)α [17 12 5̄]γ [7̄ 17 1̄7]α B1

GT17 (1 1̄ 1)γ (0 1 1)α [5̄ 12 17]γ [7̄ 1̄7 17]α B3

GT18 (1 1̄ 1)γ (0 1 1)α [5 17 12]γ [7 1̄7 17]α B2

GT19 (1 1 1̄)γ (0 1 1)α [17 5̄ 12]γ [7̄ 1̄7 17]α B1

GT20 (1 1 1̄)γ (0 1 1)α [12 5 17]γ [7 1̄7 17]α B3

GT21 (1 1 1̄)γ (0 1 1)α [1̄2 17 5]γ [7̄ 1̄7 17]α B2

GT22 (1 1 1̄)γ (0 1 1)α [17 1̄2 5]γ [7̄ 17 1̄7]α B1

GT23 (1 1 1̄)γ (0 1 1)α [5 12 17]γ [7 17 1̄7]α B3

GT24 (1 1 1̄)γ (0 1 1)α [5̄ 17 12]γ [7̄ 17 1̄7]α B2

Table A.3: GT variants
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Slip vector analysis

The SVA is a obtained from the differential displacement analysis (DDA) proposed by V. Vitek

[152]. The DDA quantifies and characterizes the atomic displacement of each atom’s nearest neigh-

bors to reveal the strain fields around a dislocation [142]. This method requires a well-defined,

defect-free reference structure to compare with the structure being analyzed. Here, the ideal FCC

and BCC structures serve as reference configurations. During DDA, an atomic pair is formed

between an atom i and one of its first neighbors j is formed in the reference configuration. The

distance between the two atoms of these atomic pair is denoted as Rref
ij and expressed as:

Rref
ij = rrefi − rrefj . (B.0.1)

The corresponding pair is also defined at a given step of simulation during the FCC-BCC phase

transformation simulation:

Rtra
ij = rsimi − rsimj . (B.0.2)

The displacement vector for an atomic pair ij is then calculated:

∆Rij = Rref
ij −Rsim

ij . (B.0.3)

While the DDA stops at this step and a 2D vector plot is used to display the result, the SVA has

the advantage of representing a slip vector in a three-dimensional vector plot. This slip vector is

defined by [134, 142]:

Si =
−1

NS

N∑
i ̸=j

∆Rij . (B.0.4)

Here, N represents the number of nearest neighbors of the atom i, and NS represents the number

of those neighbors that have slipped. The literature [134] does not provide clear guidance on how

to determine which atoms have slipped. Furthermore, due to the discrete approximation of the

QA method, loss of information at dislocation cores and small displacements hinder the accurate
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determination of the number of slipped neighbors. Therefore, Equation B.0.4 is simplified as follows:

Si =
−1

N

N∑
i ̸=j

∆Rij . (B.0.5)

As detailed in [134, 142], the slip vector for atoms near the slip plane is expected to reflect the

gradient distribution of the Burgers vectors. All atoms near a dislocation will exhibit slip vectors,

with magnitudes that decrease with distance from the dislocation. Furthermore, slip vectors on op-

posite sides of a dislocation core will tend to point in opposite directions, as illustrated in Figure B.1.

Figure B.1: Schematic gradient distribution of slips vectors, represented by red arrows, around a
dislocation core.

Due to the approximation in Equation B.0.5, the magnitude of the Burgers vector cannot be

determined with a good precision but it can be estimated. The direction and the line direction of

the dislocation can then be determined with good precision.

However, adapting the SVA for use in QA is necessary due to information loss at dislocation

cores, which arises from the application of the F2A method that converts the continuous distribu-

tion of fratons into discrete atoms. This information loss can be attributed to two specific causes.

Firstly, the density of fratons at dislocation cores may be too low to convert them into individual

atoms, potentially resulting in atom disappearance while conserving the total fraton density within

the simulation box. Secondly, when two high-density fraton regions are in close proximity, they

may form a ‘peanut’ structure (see Figure B.2), which the F2A algorithm then converts into a

single atom.

Consequently, the reference structure may not have matching indexing with the corresponding

phase during the FCC-BCC phase transformation. Therefore, it was necessary to adapt the SVA

to establish a correspondence between atomic sites. To achieve this, Common Neighbor Analysis

(CNA) is performed using the adaptive algorithm proposed in Ovito [153]. This analysis distin-

guishes between three types of structures: FCC, BCC, and ‘others’, which encompass all atomic

sites not identified as FCC or BCC. By employing this approach, the appropriate reference struc-

ture can be used to calculate slip vectors. Atoms classified as ‘others’ are often near or within
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Figure B.2: 2-Dimensions visualization in Paraview of ’peanut’ structure in an FCC-BCC interface
simulated by the Quasi-particles approach. Red areas denotes a high fraton density and blue areas
a low fraton density.

dislocation cores, so the comparison is made between a reference phase (FCC or BCC) and the

corresponding phase, including atoms categorized as ‘others’ (i.e., FCC and ‘others’ or BCC and

‘others’).

To ensure accurate matching of atomic sites, the following procedure is carried out. First, data

sets containing atomic positions of the reference structures and atomic positions of the analyzed

phase are merged into a single data set. The cKDTree algorithm from SciPy [154] is then employed

to calculate and detect the nearest neighbors for each atomic position in the merged data set. As

atomic positions from the reference structure and from the selected FCC or BCC phase align in

defect-free regions, this allows the reindexation of corresponding atoms. Outside dislocation cores,

where information loss due to fraton2atom can introduce artifacts, the atomic displacement is

smaller than the distance between nearest neighbors in FCC or BCC structures. Therefore, it does

not impede correct indexing. Furthermore, this reindexing method has the advantage of detecting

atoms that disappear in the FCC-BCC simulation, along with other numerical artifacts arising

from the F2A post-processing step. These atoms and artifacts are removed from the subsequent

SVA calculations.

In order to accurately determine the line directions of dislocations and improve the identifica-

tion of Burgers vectors, an enhancement of the SVA technique has been made. The principle is

that the Burgers vector of a dislocation remains constant along the dislocation line. Therefore, the

LDA first scans for neighboring atoms within a specified cutoff distance, dependent on the lattice

parameter, that exhibit the same slip vector direction as the central atom. If an atom has no neigh-

bors with the same slip vector direction or has more than two neighbors with the same slip vectors,

it is removed from the list to eliminate isolated atoms and dislocation intersections. Consequently,

each remaining atom has one or two neighbors with the same slip vector direction. Based on this

list, the line directions of the dislocations can be determined, as schematized in Figure B.3
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Figure B.3: Schematic dislocation lines l detected by the LDA. Slip vectors are represented by red
arrows

An additional verification step is performed to ensure that the calculated lines accurately follow

the atomic sites. For a given atom at position pi in a line direction, the angle θ formed by the line

from the atom indexed i−1 to the atom i and the line from the atom i to the atom i+1 is evaluated.

If θ exceeds a predetermined cutoff threshold, the line direction is split into two segments. This

process, depicted in Figure.(B.4), is repeated for the new line segment starting at atom i+1 in the

previous dislocation line, ensuring that the new dislocation line also follows the atomic sites. By

implementing this approach, the line directions of dislocations can be accurately determined, and

the plot of the directions of Burgers vectors is significantly improved.

Figure B.4: Schematic dislocation lines splitting.
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[111] M. Gouné et al. “Overview of the current issues in austenite to ferrite transformation and

the role of migrating interfaces therein for low alloyed steels”. en. In: Materials Science and

Engineering: R: Reports 92 (June 2015), pp. 1–38.

[112] A. Saha, G. Ghosh, and G. Olson. “An assessment of interfacial dissipation effects at re-

constructive ferrite–austenite interfaces”. en. In: Acta Materialia 53.1 (Jan. 2005), pp. 141–

149.



163

[113] Y. van LEEUWEN and J. Sietsma. “The Influence of Carbon Diffusion on the Character of

the g–a Phase Transformation in Steel”. en. In: ISIJ International 43.5 (2003).

[114] J. Sietsma and S. van der Zwaag. “A concise model for mixed-mode phase transformations

in the solid state”. en. In: Acta Materialia 52.14 (Aug. 2004), pp. 4143–4152.
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[121] J. Svoboda, F. Fischer, and E. Gamsjäger. “Influence of solute segregation and drag on

properties of migrating interfaces”. en. In: Acta Materialia 50.5 (Mar. 2002), pp. 967–977.

[122] A. Khachaturian. Ordering in Substitutional and Interstitial Solid Solutions. Ordering in

Substitutional and Interstitial Solid Solutions vol. 22,n° 1 -vol. 23,n° 4. Pergamon Press,

1978.

[123] K. R. Elder and M. Grant. “Modeling elastic and plastic deformations in nonequilibrium

processing using phase field crystals”. en. In: Physical Review E 70.5 (Nov. 2004), p. 051605.

[124] M. Lavrskyi, H. Zapolsky, and A. G. Khachaturyan. “Quasiparticle approach to diffusional

atomic scale self-assembly of complex structures: from disorder to complex crystals and

double-helix polymers”. en. In: npj Computational Materials 2.1 (Nov. 2016), p. 15013.
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Modélisation atomistique de la transition de phase austénite-ferrite dans les aciers.

Résumé

Cette thèse applique l’approche des Quasiparticles (QA) pour étudier les mécanismes à l’échelle

atomique qui conduisent à la transformation de phase CFC à CC dans le fer. Dans un premier

temps, cette étude se concentre sur le fer pur, fournissant des résulats détaillés sur la nature et le rôle

des dislocations à l’interface CFC-CC. Il a été montré que l’interface CFC-CC est semi-cohérente,

avec des marches, et contient deux réseaux de dislocations de transformations. L’approche des

Quasiparticles a permis de révéler l’influence de la relation d’orientation sur les caractéristiques de

l’interface. Bien que les relations d’orientation étudiées ont montré diférentes structures d’interface,

il a été démontré que toutes suivent le même chemin de transformation atomique, dû au glissement

des dislocations de transformation à l’interface. Il a été conclu que la transformation complète

de CFC à CC implique le mécanisme de transformation de Kurdjumov-Sachs (KS) en deux vari-

antes le long des lignes de dislocations, avec le mécanisme de transformation de Kurdjumov-Sachs-

Nishiyama (KSN) qui émerge comme la moyenne de l’action des deux mécanismes KS. Cette de-

scription détaillée a servi de base pour l’étude des systèmes Fe-C, où la ségrégation du carbone à

l’interface a été observée. De plus, il a été montré que les profils de concentration de carbone sont

cohérents avec des conditions d’équilibre local à l’interface.

Abstract

This thesis applies the Quasiparticle Approach (QA) to investigate the atomic scale mechanisms

driving the phase transformation from FCC to BCC structures in iron. Initially, the study focuses

on pure iron, providing detailed results into the nature and role of dislocations, at the FCC-BCC

interface. It was shown that the FCC-BCC interface is semi-coherent and stepped, with two sets

of transformations dislocations at the interface. The QA framework reveals how each orientation

relationship (OR) influences the interface characteristics. Although the ORs displayed different in-

terface structures, all were ultimately found to follow the same atomic transformation path, driven

by the glide of transformation dislocations at the interface. It was concluded that the complete

FCC to BCC phase transformation involves the action of the Kurdjumov-Sachs (KS) transformation

mechanism in two variants along the two sets of dislocations, with the Kurdjumov-Sachs-Nishiyama

(KSN) mechanism emerging as the average of the two KS mechanisms. This detailed description

served as a basis for the study of Fe-C systems, where carbon segregation at the interface was

observed. Moreover, it was shown that the carbon concentration profiles were consistent with local

equilibrium conditions at the interface.

Mots clés : Transformation de phase austénite-ferrite, interfaces de transformation de phase,

mécanisme de transformation, dislocations, ségrégation du carbone, simulation atomistique, champ

de phase cristallin, quasiparticules, modélisation, fer, fer-carbone, acier.
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