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Résumé: La médecine de précision en oncolo-gie a pour but de personnaliser les traitementsen fonction des profils génétiques et molécu-laires uniques des tumeurs des patients, etce, afin d’améliorer l’efficacité thérapeutiqueou de minimiser les effets secondaires. Àmesure que les avancées technologiques pro-duisent des données de plus en plus pré-cises sur le micro environnement tumoral, lacomplexité de ces données augmente égale-ment. Notamment, les données spatiales — untype récent et prometteur de données omiques— fournissent des informations moléculairesà la résolution de la cellule tout en conser-vant le contexte spatial des cellules au seindes tissus. Pour exploiter pleinement cetterichesse et cette complexité, l’apprentissageprofond émerge comme une approche ca-

pable de dépasser les limitations des ap-proches traditionnelles. Ce manuscript détaillele développement de nouvelles méthodes dedeep learning et computationnelles ayant pourbut d’améliorer l’analyse des systèmes com-plexes des données single-cell et spatial. Troisoutils sont décrits : (i) Scyan, pour l’annotationde types cellulaires en cytométrie, (ii) Sopa, unepipeline générale de preprocessing de don-nées spatiales, et (iii) Novae, un modèle defondation pour données spatiales. Ces méth-odes sont appliquées à plusieurs projets demédecine de précision, approfondissant notrecompréhension de la biologie du cancer et facil-itant la découverte de nouveaux biomarqueurset l’identification de cibles potentiellement ac-tionnables pour la médecine de précision.

Title: Deep learning and computational methods on single-cell and spatial data for precisionmedicine in oncology
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Abstract: Precision medicine in oncology cus-tomizes treatments based on the unique ge-netic and molecular profiles of patients’ tu-mors, which is crucial for enhancing therapeu-tic efficacy and minimizing adverse effects. Astechnological advancements yield increasinglyprecise data about the tumor microenviron-ment, the complexity of this data also grows.Notably, spatial data — a recent and promis-ing type of omics data — provides molecularinformation at the single-cell level while main-taining the spatial context of cells within tis-sues. To fully exploit this rich and complexdata, deep learning is emerging as a powerfulapproach that overcomes multiple limitations

of traditional approaches. This manuscript de-tails the development of new deep learningand computational methods to enhance ouranalysis of intricate systems like single-cell andspatial data. Three tools are introduced: (i)Scyan, for cell type annotation in cytometry,(ii) Sopa, a general pipeline for spatial omics,and (iii) Novae, a foundation model for spatialomics. These methods are applied to multipleprecision medicine projects, exemplifying howthey deepen our understanding of cancer biol-ogy, facilitating the discovery of new biomark-ers and identifying potentially actionable tar-gets for precision medicine.
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1.1 . Context

This manuscript presents the work conducted over three years during my PhD at the
MICS laboratory at CentraleSupélec and the U981 and U1015 laboratories at the Gustave
Roussy Institute, all located in the Greater Paris area. My research focused on the devel-
opment of advanced methodologies in single-cell and spatial omics, initially motivated by
specific applicative projects at Gustave Roussy that exposed several limitations in existing
state-of-the-art methods. This led to the creation of new methodological tools designed
to (i) complete the applicative projects I was involved in, but also (ii) bring new packages
to the open-source community. Therefore, the consistent approach I had throughout this
PhD was to understand a biological unmet need, and bring a solution that could be used
by the community (both inside and outside our institute).

The collaboration between CentraleSupélec and Gustave Roussy was essential, as
CentraleSupélec researchers provided expertise in themathematical aspects of deep learn-
ing, while Gustave Roussy researchers provided biological knowledge and practical appli-
cations. This interdisciplinary partnership facilitated the development of tools that are
both practically relevant and broadly applicable across various research projects all over
the world. In particular, as a data scientist by training, many expert immunologists helped
me better understand the complex systems I was working on.

Additionally, my doctoral research benefited from collaborations with numerous de-
velopers from the scverse community. These international interactions were enriching
for diverse reasons. Notably, it (i) gave me a better overall understanding of research
and the different ways to conduct it, (ii) showed great examples of good development
practices, and (iii) showed many different ways to communicate research.

1.2 . Motivation

Note: For non-specialists, consider reading the background chapter (chapter 2) first.

Single-cell and spatial omics technologies have provided new opportunities to study
the cellular andmolecular characteristics of cancer at high resolution. However, the com-
plexity and scale of these datasets present significant analytical challenges, making it dif-
ficult to extract meaningful biological insights using traditional methods. This work is mo-
tivated by the need for advanced computational approaches that can effectively handle
the volume and complexity of these data.
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1.2.1 . Challenges in cytometry

In the context of cytometry,manual cell type annotation—once a commonpractice—is
no longer reliable due to the increasing complexity and dimensionality of the data. Man-
ual annotations are often biased, time-consuming, and difficult to reproduce, especially
as datasets grow larger. The presence of batch effects (i.e., when experimental variations
introduce discrepancies between datasets generated at different times or under differ-
ent conditions) further complicates this process. Batch effects in omics data can obscure
true biological signals, making consistent, fast, and accurate cell type identification more
difficult. This research is motivated by the need for computational approaches that can
automate this process, ensuring reproducibility and scalability, while minimizing the in-
fluence of batch effects.

1.2.2 . Challenges in spatial omics

In spatial omics, the complexity is even greater. The data generated by various ven-
dors often come in different file formats, use different coordinate systems, and have in-
compatible versioning, creating a fragmented landscape that makes standardization a
pressing need. Without standardization, it is challenging to compare results across plat-
forms or integrate datasets from different sources. Furthermore, spatial omics datasets
are often very large, typically exceeding the capacity of standard memory, necessitating
the use of sophisticated data handling methods like lazy loading (where only necessary
portions of data are loaded intomemory on-demand). This allows for the analysis of large
datasets without overwhelming computational resources, but it also requires advanced
computational tools that can handle these workloads efficiently.

The issue of batch effects is particularly severe in spatial omics, where variations oc-
cur almost at the slide level due to differences in technology, reagents, or even the gene
panels used. These batch effects can obscure biological signals andmake cross-slide com-
parisons difficult.

Additionally, the diversity of tissues and technologies used in spatial omics adds an-
other layer of complexity, making it hard to operate acrossmultiple datasets and requiring
methods that can generalize across different tissues, technologies, and gene panels.

1.2.3 . Regarding the need for deep learning

As datasets grow larger and the technologies used to generate them become more
complex, there is a critical need for advanced mathematical methods that can handle
these challenges. Traditional approaches are no longer sufficient for the scale and com-
plexity of single-cell and spatial omics data. In comparison, deep learning offers distinct
advantages over other approaches due to its ability to automatically learn complex pat-
terns and relationships from high-dimensional data without extensive manual feature
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selection. Unlike conventional statistical models or simpler machine learning techniques,
deep learningmodels can capture intricate interactions acrossmultiple layers of biological
information, which is crucial for understanding the heterogeneity of tumors and their mi-
croenvironments. This work aims to develop deep learning models specifically designed
for these cytometry and spatial omics, with the goal of providing robust, scalable solu-
tions that can fully exploit the richness of these datasets and improve our understanding
of cancer biology.

1.3 . Outline

The first chapter of the manuscript introduces the two main fields of this PhD, i.e.
immunology and deep learning. The two latter are explained to be understandable by a
broad audience, as they are the foundation of the work presented in the following chap-
ters. I also provide more context specific to my PhD topic, i.e. on single-cell and spatial
omics. This allows us to understand the different challenges of this field, and the reasons
why there is a need to develop new deep learning methods.

The second chapter presents the first methodological contribution of my PhD, i.e.
Scyan [Blampey et al., 2023]. This project was initiated by the need to better annotate
cell types in cytometry data in a large clinical study from Gustave Roussy, known as Pop-
Durva (detailed in Chapter 4). This study aims to include up to 150 patients in a few years,
meaning that the cohort suffers from significant batch effects. Existing annotation meth-
ods were very sensible to this batch effect, significantly decreasing the robustness and
quality of the annotation. Afterward, Scyan was made more general, so that it can be ap-
plied to a broad range of studies, being published, and used by the community.

The third chapter concerns another topic: spatial omics data, a field I was involved-
in when the first MERSCOPE machine was acquired at Gustave Roussy. In this chapter,
I present the second methodological contribution of my PhD, i.e. Sopa [Blampey et al.,
2024b], which was also initiated by a specific need, i.e. processing MERSCOPE data. In or-
der to broaden the impact of Sopa, the pipeline was made technology-invariant, so that
it can be applied to any image-based spatial omics data. Therefore, this project estab-
lishes strong foundations to standardize the analysis of spatial omics data, with a focus
on time andmemory efficiency to handle the large datasets produced by thesemachines.

The fourth chapter presents the last methodological contribution of my PhD, that is
Novae [Blampey et al., 2024a]. This project naturally follows Sopa, as it consists in an-
alyzing preprocessed spatial transcriptomics data. In other words, Sopa is used as pre-
processing, and Novae is used as the downstream analysis. It is a foundation model that
captures cell representations within their spatial environments, and is trained on a large
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dataset of nearly 30 million cells across 18 different tissues. As spatial transcriptomics
studies are increasing in size, it became possible to collect a large dataset to train Novae,
and to provide a model that can be used without re-training on new datasets.

In the fifth chapter, I list various applicative projects I was involved in during my PhD.
Especially, these projects cover a wide range of applications, and exemplifies how the
methods I developed can be used.

Finally, the conclusion chapter summarizes the different contributions ofmy PhD, and
discusses the potential impact of the methods I developed.

1.4 . Contributions

I summarize below the different contributions of my PhD, including the publications,
packages, and communications I have been involved in.

1.4.1 . Articles

As mentioned above, I was involved in several applicative projects during my PhD,
which led to several co-author publications. In parallel to this, motivated by the need to
develop new methods, I also published three first-author papers. Note that the papers
below are intricate since most of my applicative projects (i.e., the co-author papers) use
the methods developed in my first-author papers.

First author papers

• Nature Communications - Sopa: a technology-invariant pipeline for analyses of image-
based spatial omics [Blampey et al., 2024b]

• Briefings in Bioinformatics - A biology-driven deep generative model for cell-type an-
notation in cytometry [Blampey et al., 2023]

• (Preprint) - Novae: a graph-based foundationmodel for spatial transcriptomics data
[Blampey et al., 2024a]

Co-author papers

• Cancer Discovery - Trem2-expressingmultinucleated giantmacrophages are a biomarker
of good prognosis in head and neck squamous cell carcinoma [Gessain et al., 2024]

• (Unpublished yet, title not definitive) - 1510Multiomic functional biomarkers for cancer
prediction and early detection
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• (Unpublished yet, title not definitive) - Short-term Pre-OPerative Durvalumab in early
small triple-negative breast cancer patients (POP-Durva)

• (Unpublished yet, title not definitive) - Antecedent viral immunization and efficacy of
immune checkpoint blockade: an extensive serum antibody profile to predict out-
comes in Non-small Cell Lung Cancer

• (Unpublished yet, title not definitive) - Efficacy of INCA033989 andRuxolitinib in chronic
and advanced formsof CALRdel52 andCALRins5myeloproliferative neoplasms (MPN)
models

• (Unpublished yet, title not definitive) - Von Willebrand Factor-Positive Hematopoietic
Stem Cells Are CALRdel52 Disease-Initiating Cells associated with signaling of the
PERK/EiF2 Branch of Unfolded Protein Response

• (Unpublished yet, title not definitive) - Unravelling DC subsets and states across hu-
man normal adjacent and malignant tissues

• (Unpublished yet, title not definitive) - LegendScreen project
• (Unpublished yet, title not definitive) - TCE-CRS project

1.4.2 . Open-source packages

The development of the methods presented in this manuscript was done in the open-
source community, and led to the creation of several packages. Since these packages are
based on core packages from the scverse community (see section 2.3 for more details
about this community), I also contributed to these core packages.

Open-source packages creator

• novae (Graph-based foundation model for spatial transcriptomics data)
• sopa (Spatial omics pipeline analysis)
• scyan (Single-cell cytometry annotation network)
• spatialdata_xenium_explorer (Conversion between the Xenium Explorer and spa-
tialdata)

Open-source packages contributions

• spatialdata (scverse core package for spatial omics data)
• pytometry (scverse package for cytometry)
• spatialdata-io (readers for spatialdata)
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1.4.3 . Communications

Developing new methods is essential, but it is also important to communicate about
them. I have been involved in several communications, including oral and poster presen-
tations.

• Oral and poster presentation - Scyan ([Blampey et al., 2023]) at the Joint annual meet-
ing of the SFI and AFC (Nice, France; Nov. 2022)

• Poster presentation - Sopa ([Blampey et al., 2024b]) at the Cancer Core Europe summer
school (Albufeira, Portugal; Oct. 2023)

• Oral presentation - Scyan ([Blampey et al., 2023]) at the scverse community meetings
(Online; May. 2024)

• Oral and poster presentation - Sopa ([Blampey et al., 2024b]) at the VIB spatial omics
conference (Ghent, Belgium; June. 2024)

• Oral and poster presentation - Novae ([Blampey et al., 2024a]) at the scverse confer-
ence (Munich, Germany; Sept. 2024)
1.4.4 . Teaching and supervision

Finally, I have been involved in several teaching and supervision activities at Centrale-
Supélec during my PhD.

• Practical sessions - Statistics and machine learning course at CentraleSupélec (2022)
• Project supervision - 5-student project at CentraleSupélec (2022)
• Intern supervision - Master 2 internship on Cytometry (2022-2023)
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Abstract

This background section provides a basic overview of immunology and oncology, cov-
ering theminimal required concepts to understand the PhD. Notably, it details what is
a cell, the immune system, cancer, and precision medicine. It then introduces omics
data, explaining the different modalities, resolutions (bulk, single-cell, spatial), key
vendors, and the associated tasks and challenges. The importance of open-source
communities in advancing single-cell analysis is emphasized, with a focus on scverse,
the Python ecosystem. A simple explanation of deep learning follows, highlighting its
utility in single-cell and spatial analysis with examples such as Cellpose and scVI.

2.1 . Introduction to immunology and oncology

In this section, we provide a fundamental understanding of key biological concepts to
help deep learning experts with no background in biology appreciate the relevance and
application of computational methods in precision medicine, particularly in oncology.

2.1.1 . Cell: the basic unit of life

A cell is the basic building block of all living organisms. It is a small, self-contained unit
that carries out the essential functions necessary for life. Cells can be broadly categorized
into two types: prokaryotic cells, like bacteria, which lack a nucleus, and eukaryotic cells,
like human cells, which have a nucleus and specialized structures called organelles. In
this manuscript, we will focus on eukaryotic cells only. The cell nucleus holds the cell’s
DNA and controls its functions. The cytoplasm is a jelly-like substance that contains or-
ganelles such as mitochondria, which produce energy, and the endoplasmic reticulum,
which helps make proteins and lipids. The cell membrane is a thin layer that surrounds
the cell, providing structure and regulating what goes in and out. Within a cell, three key
components play crucial roles: DNA, RNA, and proteins.

DNA (Deoxyribonucleic Acid)

DNA is the cell’s genetic material. It contains the instructions needed for building and
maintaining the organism. These instructions are coded in the form of sequences of nu-
cleotides. DNA is organized into structures called chromosomes, which are found in the
cell’s nucleus.

RNA (Ribonucleic Acid)

RNA is a molecule that helps translate the instructions in DNA into proteins (see be-
low). The process begins with transcription, where a specific segment of DNA is copied
into RNA. This RNA copy, known as messenger RNA (mRNA), carries the genetic informa-
tion from the nucleus to the ribosomes, which are the cell’s protein-making machinery.
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Proteins

Proteins are complexmolecules that performmost of the functions within a cell. They
are made up of amino acids and are synthesized by the ribosomes based on the instruc-
tions carried by mRNA. Proteins play a wide variety of roles, including: (i) structural roles
(building and maintaining cell structure), (ii) enzymatic roles (catalyzing biochemical reac-
tions), or (iii) regulatory roles (controlling the expression of genes and the activity of other
proteins).

In simple words, DNA provides the blueprint for life, RNA serves as the messenger
that conveys these instructions, and proteins are the workers that carry out the tasks
specified by the genetic code. Understanding these components and their interactions is
fundamental to studying biology and developing new medical treatments.

Nucleus

Membrane

Cytoplasm

RNA

Proteins

DNA

Figure 2.1: Illustration of an eukaryotic cell. Themain components of a eukaryotic cell include
the nucleus, cytoplasm, and cell membrane. The DNA is located in the nucleus and contains the
genetic instructions for the cell. RNA molecules help translate these instructions into proteins,
which carry out various functions within the cell (proteins can be located at different places in
the cell, including the membrane).

Depending on the location in the human body (e.g., bones, muscles, nerves, or or-
gans), cells will have different functions, and will specialize to carry out specific tasks. We
denote by "cell type", a group of cells with similar functions. The diversity of cell types
allows the body to function efficiently and respond to a wide range of needs, as each
type is adapted to perform a unique role. For example, muscle cells are specialized for
movement, contracting and relaxing to enable physical activity. Nerve cells, or neurons,
are specialized for communication, transmitting signals throughout the body to coordi-
nate actions and responses. Blood cells, such as red blood cells, transport oxygen and
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nutrients to tissues, while white blood cells are involved in defending the body against
infections.

2.1.2 . The immune system

The immune system is the body’s defensemechanism against infections and diseases.
It is a complex network of cells, tissues, and organs that work together to protect the
body from harmful invaders like bacteria, viruses, or cancer. The immune system can be
divided into two main parts: the innate immune system and the adaptive immune sys-
tem. The innate immune system is the body’s first line of defense. It responds quickly to
invaders in a general way, without needing to recognize specific pathogens. The adap-
tive immune system provides a targeted and more specific response to invaders. It takes
longer to respond but has a memory component that allows it to respond more rapidly
and effectively to pathogens it has encountered before. The immune system can be de-
scribed by two main lineages of cells: the myeloid and lymphoid lineages. Below, we
briefly describe themain types of immune cells and their roles, and their relation with the
innate and adaptive immune systems:

T Cells

T cells are a type of lymphocyte that plays a central role in the immune response,
notably in identifying and killing infected cells. Helper T Cells (also known as CD4+ T Cells)
are crucial for coordinating the immune response. They help activate other immune cells
by releasing signaling molecules called cytokines. CD4+ T cells enhance the ability of B
cells to produce antibodies and stimulate macrophages to destroy ingested microbes.
Cytotoxic T Cells (also known as CD8+ T Cells) directly kill infected cells, cancer cells, and
cells that are damaged in other ways. They recognize and bind to antigens presented on
the surface of infected cells, leading to their destruction.

B Cells

B cells, another type of lymphocyte, produce antibodies (i.e. are proteins that specif-
ically target and neutralize pathogens like bacteria and viruses). B cells can also present
antigens to T cells, facilitating a more robust immune response. When B cells encounter
their specific antigen, they can differentiate into plasma cells that secrete large amounts
of antibodies or become memory B cells that provide long-term immunity.

Natural Killer (NK) Cells

Natural killer cells are a type of lymphocyte that plays a key role in the innate immune
response. Unlike T cells and B cells, NK cells do not require antigen presentation to rec-
ognize and kill their targets. They can detect stressed cells in the absence of antibodies
and MHC (Major Histocompatibility Complex), making them effective against tumor cells
and virally infected cells.
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Figure 2.2: Illustration of themain immune cell types. The twomain lineages are themyeloid
and lymphoid lineages. The myeloid lineage gives rise to monocytes, macrophages, dendritic
cells (DC), neutrophils, eosinophils, mast cells and basophils. The lymphoid lineage gives rise
to B cells, T cells, and natural killer (NK) cells.

Macrophages

Macrophages are large phagocytic cells that can be found in almost all tissues and are
particularly abundant in areas of infection or inflammation. Macrophages digest pathogens,
dead cells, and cellular debris. They also present antigens to T cells and release cytokines
that recruit and activate other immune cells.
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Dendritic Cells (DCs)

Dendritic cells are antigen-presenting cells that act as messengers between the in-
nate and adaptive immune systems. They capture antigens from pathogens and present
them on their surface to T cells, thereby initiating and regulating the adaptive immune
response. Dendritic cells are found in tissues that are in contact with the external envi-
ronment, such as the skin and mucous membranes.

These various immune cells work together in a highly coordinated manner to detect,
respond to, and eliminate pathogens and other threats, maintaining the body’s health
and defending against disease. Understanding the functions and interactions of these
immune cells is crucial for developing effective treatments and therapies for various dis-
eases, including infections, autoimmune disorders, and cancers.

2.1.3 . An overview of cancer

Cancer is characterized by the uncontrolled growth and spread of abnormal cells. It
occurs when the normal regulatory mechanisms that control cell growth and division fail,
leading to the formation of tumors and potential spread to other parts of the body. Nor-
mal cells in the body grow, divide, and die in an orderly fashion, butwhen cancer develops,
this process is disrupted. The genetic material (DNA) within cells becomes damaged or
altered, leading tomutations that affect normal cell functions. Thesemutations can cause
cells to grow uncontrollably, avoid programmed cell death (apoptosis), and invade other
tissues. Cancer cells can also spread to other parts of the body through the bloodstream
or lymphatic system, a process known asmetastasis. Cancer can arise in virtually any part
of the body, and the main types include carcinomas, sarcomas, leukemias, lymphomas,
and central nervous system cancers. Carcinomas originate in the epithelial cells (a cell
type that lines the inside and outside surfaces of the body, such as the skin, lungs, and
breasts). Sarcomas develop in the bone, cartilage, fat, muscle, or other connective tissues.
Leukemias are cancers of the blood and bone marrow, characterized by the overproduc-
tion of abnormal white blood cells. Lymphomas originate in the lymphatic system, which
is part of the immune system, and central nervous system cancers begin in the tissues of
the brain and spinal cord. Cancer treatment depends on the type, stage, and location of
the cancer, as well as the patient’s overall health. Common treatments include surgery,
radiation therapy, chemotherapy, targeted therapy, hormone therapy, and immunother-
apy.

The tumor itself is not only composed of tumor cells, it is a complex and dynamic
ecosystem, comprising various cell types, signaling molecules, and extracellular matrix
components. We call it the tumor microenvironment (TME). It includes immune cells, fi-
broblasts, blood vessels, and other elements that interact with cancer cells, influencing
tumor growth, progression, and response to therapy. Therefore, this complex system
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requires sophisticated machines to measure as subtle information as possible. Notably,
global information about the TME ("bulk resolution") is a good indicator of the patient’s
tumor. But, instead, information at the cell resolution ("single-cell resolution"), is more
informative and can be better used for precision medicine, for instance to predict the
treatment response.

Figure 2.3: Illustration of the tumor microenvironment. The tumor microenvironment is a
complex ecosystem of a large range of cell types. Illustration from [Hassan and Seno, 2020].

2.1.4 . Precision medicine in oncology

Precision medicine [Tsimberidou et al., 2020, Waldman et al., 2020] is an innovative
approach to patient care that tailors treatment to the individual characteristics of each
patient and their disease. In oncology, precision medicine involves using detailed infor-
mation about a patient’s genetic profile, the specific characteristics of their cancer, and
other relevant information to develop personalized treatment plans [Tsimberidou et al.,
2020, Alturki, 2023]. This approach aims to improve the effectiveness of therapies, mini-
mize side effects, and enhance overall patient outcomes. Therefore, it is key to develop
computational methods that can analyze and interpret large-scale biological data to iden-
tify patterns and relationships to guide treatment decisions. Such a measurable pattern
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is called a biomarker, i.e. a biological indicator that can be used to diagnose diseases or
personalize therapy plans. Biomarkers play a crucial role in precisionmedicine by helping
to identify which patients aremost likely to benefit from specific treatments. For example,
the presence of certain genetic mutations or the expression of specific proteins on can-
cer cells can indicate whether a patient will respond to a particular therapy. Biomarker
testing can guide the selection of the most appropriate and effective treatment for each
patient, increasing the likelihood of a successful outcome.

One of the most promising areas of precision medicine in oncology is immunother-
apy [Waldman et al., 2020]. Immunotherapy harnesses the body’s own immune system
to fight cancer. Unlike traditional treatments such as chemotherapy and radiation, which
directly target cancer cells, immunotherapy works by stimulating or enhancing the im-
mune system’s natural ability to recognize and destroy cancer cells. It has the potential
for higher success rates and better responses compared to traditional therapies, as it can
be tailored for each patient. However, it remains difficult to predict which patient will re-
spond or which patient will suffer from severe toxicities because of the treatment. There
are several types of immunotherapy used in precision medicine, we describe some of
them below:

Figure 2.4: Illustration of checkpoint inhibitors. Checkpoint inhibitors are a type of im-
munotherapy that block proteins that prevent the immune system from attacking cancer cells.
By inhibiting these proteins, the immune response against cancer cells is enhanced. In this fig-
ure, the mechanism of an anti-PD-1 checkpoint inhibitor is shown.

Checkpoint Inhibitors

These drugs block proteins that prevent the immune system from attacking cancer
cells [Alturki, 2023]. For example, drugs that inhibit the proteins PD-1 or PD-L1 can boost
the immune response against cancer cells, leading to their destruction. Checkpoint in-
hibitors have shown remarkable success in treating certain types of cancers, such as
melanoma and lung cancer.
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CAR-T Cell Therapy

This innovative treatment involvesmodifying a patient’s own T cells to better recognize
and attack cancer cells [Sterner and Sterner, 2021]. T cells are collected from the patient,
genetically engineered to express a receptor specific to the cancer cells (chimeric antigen
receptor or CAR), and then infused back into the patient. CAR-T cell therapy has been
particularly effective in treating certain blood cancers, like acute lymphoblastic leukemia
and some types of lymphoma.

Cancer Vaccines

These vaccines are designed to stimulate the immune system to attack cancer cells
[Fan et al., 2023]. Unlike traditional vaccines that prevent infections, cancer vaccines are
therapeutic and aim to treat existing cancers by enhancing the immune response against
specific cancer antigens.

Overall, precisionmedicine and immunotherapy are revolutionizing cancer treatment
by providing more targeted, effective, and personalized therapies. By integrating compu-
tational methods with biological data, researchers and clinicians can identify biomarkers,
predict treatment responses, and optimize patient outcomes. The development of deep
learning models that can analyze complex biological data and extract meaningful insights
is a critical step towards advancing precision medicine in oncology.

2.2 . Exploring biological systems through omics data

Omics data refers to large-scale biological data generated from high-throughput tech-
nologies that capture various aspects of biological systems. These technologies allow re-
searchers to study the molecular components of cells, providing a detailed view of bio-
logical processes.

2.2.1 . Omics data modalities

Omics data can be generated from different modalities, such as genomics, transcrip-
tomics, proteomics,metabolomics, and epigenomics, as detailed below. Eachomicsmodal-
ity captures a specific aspect of the biological system, providing information on different
biological layers. In the context of precision medicine, omics data plays a crucial role in
identifying biomarkers, predicting treatment responses, and guiding personalized thera-
peutic strategies.

Genomics

Genomics is the study of the complete set of DNA (the genome) in an organism. It
involves sequencing and analyzing the entire genetic material to understand the struc-
ture, function, and evolution of genes. Genomic data helps identify genetic variations
and mutations that may contribute to diseases, providing insights into molecular alter-
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ations, inherited conditions, and potential therapeutic targets.

Transcriptomics

Transcriptomics is the study of the complete set of RNA transcripts produced by the
genome at any given time. This includes messenger RNA (mRNA), which is translated
into proteins, as well as other types of RNA that have regulatory and structural functions.
Transcriptomic data reveals which genes are actively being expressed and to what extent,
offering a snapshot of gene activity under various conditions.

Proteomics

Proteomics is the study of the complete set of proteins (the proteome) produced by a
cell, tissue, or organism. Proteins are the functionalmolecules that performa vast array of
taskswithin the cell. Proteomic data helps identify the types, quantities, andmodifications
of proteins present, providing insights into cellular processes and signaling pathways.

Metabolomics

Metabolomics is the study of the complete set of small molecules, or metabolites,
within a cell, tissue, or organism. Metabolites are the intermediates and products of
metabolic reactions. Metabolomic data helps understand the biochemical activitieswithin
cells, revealing how cellular metabolism changes in response to various factors such as
disease, drug treatment, or environmental conditions.

Epigenomics

Epigenomics is the study of the complete set of epigenetic modifications on the ge-
netic material of a cell. These modifications, such as DNA methylation and histone modi-
fication, regulate gene expression without altering the underlying DNA sequence. Epige-
nomic data provides insights into how gene activity is controlled and how it can be influ-
enced by environmental factors and lifestyle.

In this manuscript, we will focus mainly on the analysis of transcriptomics and pro-
teomics data, which provide crucial information about cellular functions anddiseasemech-
anisms. By studying both gene expression (transcriptomics) andprotein levels (proteomics),
we get a comprehensive view of how cells operate and how they change in disease con-
ditions.

2.2.2 . Different technologies with different resolutions

In modern biological research, various technologies are employed to measure and
analyze biological data at different resolutions, each providing unique insights into the
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Figure 2.5: Illustration of omics data modalities. Omics data captures various aspects of
biological systems, including genomics, transcriptomics, proteomics, metabolomics, and epige-
nomics. If multiple modalities are used at the same time, this is called multi-omics.

complex mechanisms of life. These technologies can be broadly categorized into bulk
data, single-cell data, spatial data with spot resolution, and spatial data with single-cell
resolution.

Bulk data

Bulk data refers to measurements taken from a large population of cells, providing an
average signal across the entire sample. This approach is useful for identifying general
trends and overall gene or protein expression levels in tissues or large cell populations.
However, it masks the variability and unique characteristics of individual cells, potentially
overlooking rare but important cellular behaviors (especially in heterogeneous popula-
tions of cells, like the tumor and its microenvironment).

Single-cell resolution data

Single-cell data addresses the limitations of bulk data by measuring gene or protein
expression in individual cells. This high-resolution approach reveals the heterogeneity
within a cell population, allowing researchers to identify distinct cell types, states, and
transitions. Single-cell technologies provide a detailed understanding of cellular diversity
and function, which is crucial for studying complex biological systems and diseases like
cancer.
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Spatial data with spot resolution

Spatial data with spot resolution combines spatial information with gene or protein
expression profiles. Technologies in this category capture data from defined regions or
spots within a tissue sample. Each spot typically contains multiple cells, providing local-
ized but not single-cell resolution. This approach helps map the spatial organization of
different cell types and their interactions within the tissue, offering insights into the tis-
sue architecture and microenvironment.

Spatial data with single-cell resolution

Spatial data with single-cell resolution (or subcellular resolution) takes the analysis
a step further by providing detailed information at the level of individual cells and even
subcellular structures. These advanced technologies allow researchers to see the pre-
cise localization of molecules within cells and how they interact with their immediate sur-
roundings. This high resolution is critical for understanding the intricate details of cellular
function and pathology.
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Figure 2.6: Illustration of omics data resolutions. Omics data can be measured at different
resolutions, including bulk data, single-cell data, and spatial data with single-cell resolution.
For instance, bulk-RNA-seq measures a vector of gene expression (more than 30,000 genes) for
the whole sample. Also, scRNAseq data measures the same information for each single cell,
while spatial transcriptomics data also maintain the spatial location of cells within the tumor.

In this manuscript, we focus on single-cell resolution data as well as spatial data with
single-cell resolution, for both transcriptomics and proteomics. These high-resolution
technologies, while expensive, provide the most detailed and informative data about cel-
lular processes and interactions.

2.2.3 . A myriad of vendors and machines
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The field of omics research is rapidly evolving, with numerous vendors and machines
offering a wide range of technologies for single-cell and spatial-resolution data. All ma-
chines are different, and each has its own strengths and limitations, making it essential to
choose the right technology for the specific research question. The key vendors include
10x Genomics, Vizgen, Nanostring, Akoya Biosciences, Beckman Coulter, Fluidigm, and many
others. Below, we provide a brief overview of some of the technologies offered by these
vendors, according to their modality and resolution:

Machine Vendor Omics Resolution Spatial Imaging-basedChromium 10X Genomics Transcriptomics Single-cell No NoVisium 10X Genomics Transcriptomics Spots Yes NoVisium HD 10X Genomics Transcriptomics Subcellular Yes NoXenium 10X Genomics Transcriptomics Subcellular Yes YesMERSCOPE Vizgen Transcriptomics Subcellular Yes YesCosMX Nanostring Transcriptomics Subcellular Yes YesGeoMX Nanostring Transcriptomics Spots Yes NoCytoFLEX Beckman Coulter Proteomics Single-cell No NoCytek Aurora Cytek Biosciences Proteomics Single-cell No NoPhenocycler Akoya Proteomics Single-cell Yes YesMACSIma Miltenyi Proteomics Single-cell Yes YesHyperion Fluidigm Proteomics Single-cell Yes Yes
Table 2.1: Non-exhaustive list of omics machines and vendors, and their characteristics.

All these machines come with different file formats, a different number of genes or
proteinsmeasured, different coordinate systems, different sensitivities, and different res-
olutions. Therefore, it is crucial to develop computational methods that can handle these
differences and extract meaningful insights from the data. We will further provide more
details on the advantages and drawbacks of each of these machines.

2.2.4 . Tasks and challenges in omics data analysis

Analyzing omics data involves a range of tasks, each presenting unique challenges.
Some of the main tasks include (i) cell type annotation, (ii) handling batch effects, (iii) inte-
grating multi-omics data, or (iv) dealing with the computational complexities of the data.
Below, we explore these tasks and the associated challenges in more detail.

Cell type annotation

Cell type annotation is one of the primary tasks in single-cell omics analysis, involv-
ing the identification and classification of the various cell types present in a dataset. This
can for instance be done by comparing the gene expression profiles of individual cells
to known markers or reference datasets [Biancalani et al., 2021]. While essential for un-
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derstanding cellular diversity and function, this task can be challenging due to the high
dimensionality of the data, the biological variation within and between cell types, and the
lack of reference data for some rare or poorly characterized cell types.

Batch effects

Batch effects are non-biological variations in the data, that arise from technical vari-
ability between different batches of experiments (or samples), which can obscure true
biological differences. These effects can be introduced during sample preparation, se-
quencing, or data processing. Handling batch effects is crucial for ensuring the validity of
the analysis. It can be addressed by normalization methods that adjust for technical vari-
ability, or also Deep Learning models that can learn and correct for batch effects [Lopez
et al., 2018, Korsunsky et al., 2019].

Multi-omics integration

Integratingmulti-omics data provides a comprehensive view of biological systems but
introduces several challenges [Picard et al., 2021]. Different omics data types have dis-
tinct characteristics and scales, making integration complex. Combining large datasets
requires significant computational resources and sophisticated algorithms to handle the
increased complexity and ensure meaningful integration.

Computational complexity

Omics data can represent from gigabytes up to terabytes of data for each patient,
mostly when dealing with spatial omics data. Indeed, spatial omics datasets can be ex-
tremely large, with multi-channel images reaching up to 1TB and individual slides contain-
ing billions of transcripts. Managing and processing such vast amounts of data require
robust computational infrastructure and efficient algorithms. High storage and memory
requirements necessitate efficient data management strategies, such as data compres-
sion and distributed computing. Computational performance can be affected by high-
resolution spatial data, which can slow down analysis pipelines. Optimizing algorithms
for speed and efficiency and utilizing high-performance computing (HPC) clusters can help
mitigate this issue.

Advances in computational methods and hardware infrastructure are continually im-
proving our ability to tackle these challenges. Open-source communities and collabora-
tive efforts play a crucial role in developing and disseminating tools that address these is-
sues, enabling researchers to push the boundaries of omics data analysis [Virshup et al.,
2023]. With the increasing size and complexity of the data, deep learning methods are
becoming increasingly efficient and popular for analyzing omics data.

30



2.3 . Open-source communities and packages for omics data analysis

The analysis of omics data, particularly single-cell and spatial data, requires sophisti-
cated computational tools to clean, process, and analyze, the vast and complex datasets
generated by modern technologies. Open-source communities play a crucial role in ad-
vancing these tools by fostering collaboration, innovation, and accessibility. Seurat (in R)
and scverse [Virshup et al., 2023] (in Python) are the two leading communities in single-
cell data analysis. The contributions of open-source communities like Seurat and scverse
have transformed omics data analysis, providing powerful, flexible, and accessible tools
that drive scientific discovery. As a contributor to scverse, I will highlight and providemore
details about this community. scverse is a Python ecosystem of interoperable packages
tailored for single-cell and spatial omics data analysis. The scverse community is dedicated
to developing tools that are flexible, efficient, and easy to integrate into various analytical
workflows. Here are the main packages of scverse:

anndata [Virshup et al., 2021]

This package provides a scalable way to store annotated data matrices. It is designed
to handle large single-cell datasets efficiently, ensuring that metadata and experimental
data are stored together in a structured format. anndata serves as the foundational data
structure for many scverse tools.

scanpy [Wolf et al., 2018]

Built on top of anndata, scanpy is a powerful toolkit for analyzing single-cell gene ex-
pression data. It includesmodules for data preprocessing, clustering, trajectory inference,
and visualization.

squidpy [Palla et al., 2022]

This package extends scanpy’s capabilities to spatial transcriptomics data. squidpy
provides tools for analyzing spatial patterns, interactions, and neighborhood relation-
ships within tissues. It integrates seamlessly with anndata and scanpy, allowing users
to perform comprehensive spatial analysis alongside their single-cell analyses.

spatialdata [Marconato et al., 2024]

spatialdata is an universal framework for processing spatial omics data. It provides
a common interface for reading, writing, and manipulating any spatial dataset, enabling
interoperability between different spatial technologies and analysis tools.

Open-source communities like scverse are essential for several reasons. First, it brings
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Figure 2.7: Overview of the scverse ecosystem. a, Core packages and ecosystem. AnnData, MuData and Spatial-
Data are data structures used by core packages such as Scanpy or Squidpy. On top of that, contributors can add
other packages to the ecosystem. b, The scverse community is a large community with many ways to contribute
and exchange. [Image credits: [Virshup et al., 2023]]

together researchers, developers, and data scientists from around the world to collabo-
rate on improving and expanding analytical tools. This collective effort accelerates the de-
velopment of innovative methods and best practices. Secondly, these open-source soft-
ware are freely available for anyone to use, modify, and distribute. This transparency en-
sures that scientific analyses canbe reproduced and validatedby independent researchers,
which is essential for the credibility and reliability of scientific findings. Finally, by provid-
ing free tools and resources, open-source communities democratize access to advanced
analytical methods. This accessibility allows researchers from institutions with limited
resources to perform cutting-edge analyses and contribute to scientific progress.

2.4 . Introduction to Deep Learning

2.4.1 . Basics concepts

Deep learning [LeCun et al., 2015] is a subset of machine learning, which is itself a
subset of Artificial Intelligence (AI). Deep learning uses mathematical models known as
neural networks to analyze, perform tasks, and interpret complex data. These neural
networks are trained to recognize patterns and make predictions by optimizing a set of
parameters through iterative learning processes. In simple words, a deep learning model
is a parametrized function with specific inputs and outputs, and the training process con-
sists of finding the right parameters that make this function "good" (according to a certain
measure of performance). The function itself, the neural network, consists ofmultiple lay-
ers of interconnected nodes (or neurons). Each neuron performs a simple mathematical
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operation, typically involving a weighted sum of its inputs followed by a non-linear activa-
tion function. The connections between neurons are represented by weights, which are
adjusted during training tominimize the error between the network’s predictions and the
actual (or expected) outcome. The fundamental building block of a neural network, i.e.
the neuron, is mathematically represented by the following equation:

y = f(
n∑

i=1

wixi + b), (2.1)
where (xi)i are the input features, (wi)i are the corresponding trainable weights, b

is the trainable bias term, and f is a chosen activation function (a non-linear function).
Common activation functions include the Rectified Linear Unit (ReLU), sigmoid, and tanh
functions. The output y is the result of the neuron’s computation. By "trainable", wemean
a parameter that is optimized during the training process.

As mentioned above, before training a model, a "loss function" (denoted L), must
be defined to quantify the performances of the model given a specific set of parame-
ters (the weights and biases). Usually, the complete set of parameters is denoted as
θ := (w1, . . . , wn, b, . . . ). Note that the parameters (w1, . . . , wn, b) are only the param-
eters of one neuron, therefore the complete model, composed of possibly millions of
neurons, may have a very large set of parameters θ. Then, training a neural network in-
volves finding the optimal set of weights and biases that maximizes the performances of
the model (i.e., finding θ that minimizes the loss function L(θ)). This process is done us-
ing a technique called backpropagation, which calculates the gradient of the loss function
with respect to each weight by applying the chain rule of calculus. The weights are then
updated using gradient descent or one of its variants, such as stochastic gradient descent
(SGD), Adam, or RMSprop.

Deep learning has proven to be exceptionally powerful in handling large-scale and
high-dimensional data, making it ideal for applications in image and speech recognition,
natural language processing, and more recently omics data. Its ability to automatically
learn representations of data eliminates the need for manual feature engineering, allow-
ing the model to uncover intricate patterns and relationships within the data. By leverag-
ing the power of deep learning, researchers can analyze complex biological datasets, such
as single-cell and spatial omics data, to gain new insights into cellular processes, disease
mechanisms, and potential therapeutic targets.

2.4.2 . Main deep learning architectures

Deep learning encompasses various neural network architectures, each designed to
address specific types of problems and data structures. Below, we describe some of the
most prominent architectures: Multi-layer perceptrons, convolutional neural networks,
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recurrent neural networks, transformer networks, and graph neural networks. Each of
the architectures below has unique strengths and is suited to specific types of problems.

Multi layer perceptrons (MLPs)

Multi-layer perceptrons are the simplest type of artificial neural network, where the
information moves in one direction only: from the input layer, through the hidden layers,
to the output layer. They are mainly used to process one-dimensional vector data (e.g.,
patient clinical data or a single-cell gene expression vector). Each layer consists of neurons
that are fully connected to the neurons in the subsequent layer. The architecture of aMLP
can be mathematically expressed as:

h(l) = f(W(l)h(l−1) + b(l)),

where h(l) is the output of the l-th layer,W(l) are the weights, b(l) are the biases, and
f is the activation function. The size and number of hidden layers can vary. The input x
is provided as h(0) := x, and the final output layer provides the prediction, i.e. y = h(L),
where L is the number of layers.

Convolutional Neural Networks (CNNs)

Convolutional neural networks [Yamashita et al., 2018] are specifically designed for
processing structured grid data, such as images. Therefore, they can be used for tasks
such as cell segmentation. CNNs use convolutional layers that apply a set of filters to
the input data to capture spatial hierarchies and patterns. These layers are followed by
pooling layers that reduce the dimensionality of the data, making the network more com-
putationally efficient. The operation of a convolutional layer can be described as:

h
(l)
i,j = f

(∑
m,n

W(l)
m,nh

(l−1)
i+m,j+n + b(l)

)

where h
(l)
i,j is the output of the l-th layer at position (i, j),W(l)

m,n are the convolutional
filters, and f is the activation function.

Transformer Networks

Transformer networks [Vaswani et al., 2023] have revolutionized the field of natu-
ral language processing by using self-attention mechanisms to process sequential data.
Transformers allow for parallelization and can handle long-range dependencies. The self-
attention mechanism is defined as:

Attention(Q,K, V ) = softmax
(
QKT

√
dk

)
V
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whereQ (queries),K (keys), andV (values) are linear transformations of the input, and
dk is the dimension of the key vectors. The transformer architecture typically consists of
an encoder-decoder structure, where both the encoder and decoder are composed of
multiple layers of self-attention and MLPs. More recently, transformers were adapted for
vision tasks (Vision Transformers [Dosovitskiy et al., 2021]), showing high performances
for tasks such as image classification and segmentation.

Graph Neural Networks (GNNs)

Graph neural networks are designed to process data represented as graphs, which
consist of nodes and edges. GNNs are particularly useful for tasks involving relational
data, such as networks of cells (e.g., in spatial omics). They leverage the structure of the
graph to learn representations for nodes, edges, or the entire graph. The operation of a
GNN layer can be described as:

h
(l+1)
i = f

W(l)h
(l)
i +

∑
j∈N (i)

W(l)
e h

(l)
j


where h

(l+1)
i is the updated representation of node i at layer l+1,W(l) andW

(l)
e are

weightmatrices, andN (i) represents the neighbors of node i. GNNs can capture complex
dependencies and interactions within the graph, making them powerful for a variety of
applications. There are many types of GNN, and some involve attention mechanisms
(known as Graph Attention Networks, or GAT [Brody et al., 2022]).

2.4.3 . Deep learning for omics data analysis

Deep learning has showngreat promise in analyzing omics data, particularly single-cell
and spatial omics data. Notably, deep learning led to significant advancements in various
tasks, including segmentation, clustering, and cell-type annotation. Below are detailed
examples of applications in omics data analysis.

Cell segmentation

In imaging data, CNNs are employed to accurately segment individual cells and sub-
cellular structures. Architectures like U-Net [Ronneberger et al., 2015] and its variants
are widely used due to their ability to capture fine details and spatial patterns, enabling
precise delineation of cells in complex tissue environments. Examples of deep learning
tools used for segmentation include Cellpose [Stringer et al., 2021], an open-source frame-
work for cell segmentation that works across a wide variety of imaging modalities using
a U-Net-based approach, and StarDist [Schmidt et al., 2018], a deep learning method that
represents objects by star-convex polygons, which is particularly effective for segmenting
objects with varying shapes and sizes, such as nuclei in microscopy images.
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Representation learning

Representation learning aims to reduce the dimensionality of omics data while pre-
serving its essential features, facilitating tasks such as clustering, classification, and visu-
alization. Deep learning methods like autoencoders and in particular variational autoen-
coders (VAEs [Kingma and Welling, 2019]) are particularly effective for this task. VAEs, in
addition to providing low-dimensional representations, are generative models that learn
the underlying distribution of the data. This is invaluable for tasks such as data imputa-
tion (very useful in transcriptomics, where the data is very sparse). Another technique,
variational inference, can be used to approximate complex probability distributions. It al-
lows for scalable and efficient inference in models with high-dimensional latent variables.
A successful application of variational inference in omics data analysis is the scvi-tools
ecosystem, which provides a comprehensive suite of tools for single-cell analysis. In par-
ticular, the scVI [Lopez et al., 2018] model within this suite uses variational inference to
learn a latent representation of single-cell RNA sequencing data, enabling robust normal-
ization, clustering, differential expression analysis, and integration of multiple datasets.

In brief, deep learning has transformed omics data analysis by providing sophisticated
methods for segmentation, representation learning, generativemodeling, and variational
inference. Tools like Cellpose and StarDist enhance segmentation accuracy, while VAEs
and frameworks like scVI enables robust data integration and analysis. These techniques
enable researchers to handle the complexity and scale of omics data, uncovering valuable
insights into cellular functions, disease mechanisms, and potential therapeutic targets.
The integration of deep learning into omics research is driving significant advancements
in precision medicine, disease research, and our fundamental understanding of biology.
In spatial omics data analysis, a relatively recent field, deep learning methods are now
predominant, which can be explained by the high complexity of the data and the large
size of datasets, which are very suitable conditions for applying deep learning.
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Abstract

Cytometry enables precise single-cell phenotypingwithin heterogeneous populations.
These cell types are traditionally annotated via manual gating, but this method lacks
reproducibility and sensitivity to batch effect. Also, the most recent cytometers —
spectral flow or mass cytometers — create rich and high-dimensional data whose
analysis viamanual gating becomes challenging and time-consuming. To tackle these
limitations, we introduce Scyan (https://github.com/MICS-Lab/scyan), a Single-
cell Cytometry Annotation Network that automatically annotates cell types using only
prior expert knowledge about the cytometry panel. For this, it uses a normalizing flow
— a type of deep generative model — that maps protein expressions into a biologi-
cally relevant latent space. We demonstrate that Scyan significantly outperforms the
related state-of-the-art models on multiple public datasets while being faster and
interpretable. In addition, Scyan overcomes several complementary tasks, such as
batch-effect correction, debarcoding, and population discovery. Overall, this model
accelerates and eases cell population characterization, quantification, and discovery
in cytometry.

3.1 . Context and motivation

The simultaneous detection of several cellular proteins by spectral and mass cytome-
try opens up an unprecedentedway to detect, quantify, andmonitor the function of highly
specific cell populations from complex biological samples [Behbehani, 2019]. These rich
analyses are made possible using large panels of markers, typically more than 30 or 40
markers, which considerably increases the information in the data [Spitzer and Nolan,
2016]. They provide key insights to better understand specific diseases, immune cell func-
tions, or monitor the response to therapies [McKinnon, 2018].

When studying cytometry, population annotationmust be performed to provide each
cell with a biologically meaningful cell type. Yet, due to the data’s high dimensionality
and complexity, manual annotations become challenging and labor intensive [Newell and
Cheng, 2016]. This process, called gating [Staats et al., 2019], corresponds to the visual in-
spection of a series of two-dimensional scatterplots. At each step, a subset of cells, either
positive or negative for the two visualizedmarkers, is selected and further stratified in the
subsequent iterations until populations of interest are captured (see Figure 3.2 for more
details). Manual gating is very time-consuming and subjective, with a bias towards well-
known cell types [Newell and Cheng, 2016]. These drawbacks are amplified as the number
of cytometry samples increases, reinforcing the need to develop and use automatic tools
in population annotation and data analysis [Newell and Cheng, 2016, Aghaeepour et al.,
2013]. Usually, a few scatterplots (up to 20) are used during manual gating, which is far
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Figure 3.1: Overview of cytometry data. a. Illustration of the process to acquire cytometry
data. Cells are stained, and then, using a laser, the fluorescence emitted by each single-cell
is measured. This allows us to measure the expression of the proteins used when staining
the cells. b. After the experiment, the data can be transformed into a cell-by-protein table,
usually using an AnnData [Virshup et al., 2021] object. The number of cells can reach millions,
or hundreds of millions, while the number of proteins typically goes up to 50.

less than the total number of 2D-scatterplots. Indeed, when the panel consists of 40 dif-
ferent markers, it is possible to generate up to 820 different 2D-scatterplots.

Many clustering tools [Levine et al., 2015, Traag et al., 2019, Qiu et al., 2011] have been
developed for automatic data exploration and population discovery. However, a manual
analysis of marker expressions is still required to name each cluster with a meaningful
cell type. Indeed, clusters do not necessarily correspond to one specific cell type, and it is
up to the investigator to decide to which population each cluster corresponds. Clustering
tools also do not scale well and are sensitive to batch effects, making this approach less
suited for large datasets with a large inter-sample variation. An alternative approach to
clustering is to use automatic annotation models. The first category of annotation mod-
els are supervised or semi-supervised models [Li et al., 2017, Abdelaal et al., 2019, Kaushik
et al., 2021, Liu et al., 2020], but they rely on prior manual gating to train themodels. More-
over, thesemodels can only annotate populations with predefined types of cells, and they
cannot be used to discover new ones. The second category, to which our model belongs,
corresponds to unsupervised annotationmodels that leverage prior biological knowledge
about the panel of markers. Although some models have been developed [Lee et al.,
2017, Ji et al., 2018, Liu et al., 2020], they either (i) lack interpretability, (ii) cannot discover
new populations, (iii) require the usage of batch-effect correction models before being
applied, or (iv) scale poorly to large datasets. Surprisingly, deep learning has been un-
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Figure 3.2: Illustration of population annotation bymanual gating. Themanual gating pro-
cess consists of sequentially selecting cell populations based on scatterplots of the expression
of one or several markers (usually, two markers, as shown in this figure). The selections are
performed manually, usually by defining a rectangle or a polygon around the dots of interest
on the 2D scatterplot.

derused for cytometry annotations, while proving efficient and flexible for many related
applications of single-cell biology [Lopez et al., 2018, Zhang et al., 2019, Amodio et al., 2019].
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In this chapter, we introduce a single-cell cytometry annotation network called Scyan
that annotates cell types and corrects batch effects concurrently without any label or gat-
ing needed. Scyan is a Bayesian probabilistic model composed of a deep invertible neural
network called a normalizing flow [Rezende and Mohamed, 2015, Papamakarios et al.,
2021, Izmailov et al., 2020]. This flow transforms cell data into a latent space that is used
for annotation, does not contain batch effect, and is key for population discovery.

We demonstrate Scyan efficiency, scalability, and interpretability on three public mass
cytometry datasets for which manually annotated cell populations are used to evalu-
ate models. We compare Scyan classification performance to two knowledge-based ap-
proaches [Lee et al., 2017, Ji et al., 2018], one clustering method [Levine et al., 2015, Lee
et al., 2017], and two supervised models [Abdelaal et al., 2019, Kaushik et al., 2021]. Addi-
tionally, we compare Scyan batch-effect correction to four state-of-the-art batch correc-
tion methods [Korsunsky et al., 2019, Lun et al., 2017, Johnson et al., 2007, Amodio et al.,
2019]. We also show that our model can be used for population discovery, as well as for
the general task of debarcoding. Overall, these properties make Scyan an end-to-end
analysis framework for mass/spectral/flow cytometry.

3.2 . Methods

Let x1, . . . ,xN ∈ RM represent the vectors of M marker expressions for N cells.
We assume these expression levels have already been transformed using the asinh or
logicle [Parks et al., 2006] transformation and standardized (see supplementary subsec-
tion A.1.11). Our objective is to associate each cell to one of the P predefined cell types
using a marker-population table ρ ∈ RP×M , with ρz,m summarising the knowledge about
the expression of marker m for population z. If it is known that population z expresses
m then ρz,m = 1; if we know that it does not expressm then ρz,m = −1. Otherwise, if we
have no knowledge or if the expression can vary among the population, then ρz,m = NA.
Note that it is also possible to choose values inR; for instance, for mid or low expressions,
we can choose 0 and 0.5, respectively (see supplementary subsection A.1.6). In addition,
we can add covariates c1, . . . , cN ∈ RMc associated with each cell, e.g., information about
the batch or which antibody has been used by the cytometer. Mc denotes the number of
covariates; it can be zero if no covariate is provided.

3.2.1 . Broad overview of the Scyan methodology

This short section details broadly the method behind Scyan. It is described in more
details in the following sections.
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Scyan is composed of two core components: (i) fϕ, a neural network called normalizing
flow, and (ii) a latent space on which a target distributionU is defined (Figure 3.3b). This
target distribution is a mixture of distributions — one per population — built using prior
biological knowledge about the cell types. This knowledge is provided as a table: for all
populations, each expected marker expression is given or left unknown (more details in
supplementary subsection A.1.6). This table is then used tomathematically define the tar-
get distributionU. Also, the latent space (on whichU is defined) has the same dimension
as the original space; therefore, each marker has its corresponding latent expression.

The purpose of the normalizing flow is to learn an invertible mapping between the
actual marker expression distribution and the targetU. By mapping marker expressions
to a biologically-defined latent space, we force the transformation to provide latent ex-
pressions on a scale that is shared for every marker, going from negative (-1) to positive
(+1). These latent marker expressions are meant to be free of batch effect or any non-
biological factor. By the design of fϕ and of the objective function, the normalizing flow
is not allowed to make huge space distortions, which helps preserve the biology. After
learning themodel parameters ϕ, annotations are performed on the latent space. We an-
notate a cell by choosing the population distribution whose likelihood is the highest for
the cell latent representation. If a cell latent representation does not correspond to any
component of themixture, then the cell remains unlabelled, but population discovery can
be run afterward to annotate it eventually (see Figure 3.6).

3.2.2 . Generative process

In this section, we detail the generative process of Scyan (illustrated in Figure 3.3b/c).
Let X be the random vector of size M representing one cell by its standardized marker
expressions; in otherwords,X is the randomvariable fromwhichx1, . . . ,xN are sampled.
We modelX by the following deep generative process:

Z ∼ Categorical(π)

E | Z = (em)1≤m≤M , where
{

em = ρZ,m if ρZ,m ̸= NA
em ∼ U([−1, 1]) otherwise,

H ∼ N (0, σIM)

U = E+H

X = f−1
ϕ (U).

(3.1)

In the above equations, π = (πz)1≤z≤P represents the weights of each population,
with the constraints πz ≥ 0 and∑z πz = 1. Z is the random variable corresponding to
a cell type among the P possible ones. E is a population-specific variable whose terms
are either known according to the expert knowledge table ρ or drawn from a uniform
distribution between negative expressions (represented by -1) and positive expressions
(represented by +1). H contains cell-specific terms, such as autofluorescence. Finally,
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U is the cell’s latent expressions, summing a population-specific component and a cell-
specific one. Note that E,H andU have a dimension ofM . Also,U can be transformed
into a measured cell marker expressions vector X by the inverse of a deep invertible
network fϕ detailed below. The normalizing flow aims to learn an invertible mapping
between the actual marker expression distribution and the targetU. By mapping marker
expressions to a biologically-defined latent space, we force the transformation to provide
latent expressions on a scale that is shared for every marker, going from negative (-1) to
positive (+1). These latent marker expressions are meant to be free of batch effect or any
non-biological factor. By the design of fϕ and of the objective function, the normalizing
flow is not allowed tomakehuge space distortions, which helps preserve the biology. Also,
an ablation study shows that both fϕ and the uniform termare key for good performances
(see supplementary Table A.2).

3.2.3 . Invertible transformation network

The core network, fϕ (illustrated in Figure 3.3b), is a normalizing flow [Rezende and
Mohamed, 2015, Papamakarios et al., 2021, Izmailov et al., 2020]. It transforms the target
distribution pX into the known base distribution pU , which was described in the previous
section. Using a change of variables, we can compute the exact likelihood of a sample x

by:
pX(x; θ) = pU (fϕ(x);π) ·

∣∣∣det∂fϕ(x)
∂xT

∣∣∣. (3.2)
To be able to compute this expression, we need to choose an invertible network with a
tractable Jacobian determinant. We have chosen a set of transformations called Real Non-
Volume-Preserving (Real NVP [Dinh et al., 2017], we justify this choice in supplementary
subsection A.1.1) transformations, which are compositions of functions named coupling
layers fϕ := f (L) ◦ f (L−1) ◦ · · · ◦ f (1) with L the number of coupling layers. Each coupling
layer f (i) : (x, c) 7→ y splits both x and y into two components (x(1),x(2)), (y(1),y(2)) on
which distinct transformations are applied. We propose below an extension of the tradi-
tional coupling layer [Dinh et al., 2017] to integrate covariates c (illustrated in Figure 3.3c):

y(1) = x(1)

y(2) = x(2) ⊙ exp
(
s([x(1); c])

)
+ t([x(1); c]).

(3.3)

In the equations above, ⊙ stands for the element-wise product, [.; .] is the concate-
nation operator, and (s, t) are functions from Rd+Mc to RM−d where d is the size of x(1).
These functions can be arbitrarily complex, in our case,multi-layer-perceptrons. Note that
the indices used by the coupling layer to split x into (x(1),x(2)) are set before training and
are different for every coupling layer. This way, we ensure that the flow transforms all the
markers. Each coupling layer has an easy-to-compute log Jacobian determinant, which is∑

i s([x
(1); c])i, and is easily invertible as shown in the following equations:
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x(1) = y(1)

x(2) = (y(2) − t([y(1); c]))⊙ exp
(
− s([y(1); c])

)
.

(3.4)

As fϕ is a stack of coupling layers, it is also invertible, and its log Jacobian determinant
is obtained by summing each coupling layer log Jacobian determinant. Stacking many
coupling layers is essential to learning a rich target distribution and complex variables
interdependencies. Overall, the normalizing flow has some interesting properties: (i) the
coupling layers preserve order relation for two different expression values, and (ii) penal-
ize huge space distortion (the log determinant term). The two properties are useful to
preserve biological variability as much as possible.

3.2.4 . Learning process

The model parameters are θ = (π, ϕ). For computational stability during training, in-
stead of learning π itself we actually learn logits (lz)1≤z≤P from which we obtain πz =

elz∑
k elk

. By doing this, we ensure the positivity of each weight and guarantee they sum to
1. To train the model, we minimize the Kullback-Leibler (KL) divergence between the cell’s
empirical marker-expression distribution pX∗ and our model distribution pX . It is equiv-
alent to minimizing the negative log-likelihood of the observed cell expressions (mathe-
matically defined as−Ex∼pX∗

[
log pX(x; θ)

]) over θ. Using Equation 3.2 and adapting it to
integrate covariates leads to minimizing the following quantity:

LKL(θ) = −
∑

1≤i≤N

[
log
(
pU (fϕ(xi, ci);π)

)
+ log

∣∣∣det∂fϕ(xi, ci)

∂xT

∣∣∣]. (3.5)

In the above equation, the term pU (fϕ(xi, ci);π) =
∑P

z=1 πz · pU |Z=z(fϕ(xi, ci)), which
is not computationally tractable because the presence of NA in ρ leads to the summation
of a uniformand a normal randomvariable. We approximate the density of the sumof the
two randomvariables by a piecewise density function that is constant on [−1+σ, 1−σ]with
Gaussian queues outside of this interval. In practice, we choose a normal law with a low
standard deviation, which leads to a good piecewise approximation (see supplemental
subsection A.1.2). If we consider the KL-divergence as described above, somemodes may
collapse; that is, one small population may not be predicted. Indeed, a small population z

that has a small weight πz leads to smaller gradients towards this population. To solve this
issue, we favor small populations once every two epochs. For that, for all z, we replace
πz by π

(−T )
z = e−lz/T∑

k e−lk/T where T is called temperature [Ackley et al., 1985, Ficler and
Goldberg, 2017] as it increases the entropy of π(−T ). Note that here we added the minus
signs to reverse the weights of the populations so that it favors small ones. A temperature
close to 0 leads to high weights for small populations, while an infinite temperature leads
to equal population weights, i.e., themaximum entropy. Alternating between π and π(−T )

allows for a better balance of population sizes at the end of the training.
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We optimize the loss on mini-batches of cells using the Adam optimizer [Kingma and
Ba, 2015]. Once finished training, the annotation processAθ consists in choosing themost
likely population according to the data using Bayes’s rule. So, for a cell x with covariates
c, we have:

Aθ(x, c) = argmax1≤z≤P πz · pU |Z=z(fϕ(x, c)). (3.6)
We also define a log threshold tmin to decide whether or not to label a cell (see sup-

plementary subsection A.1.4 to determine its value). That is, we don’t label a cell if:
max1≤z≤P pU |Z=z(fϕ(x, c)) ≤ etmin .

3.2.5 . Batch-effect correction

Batch information is one-hot-encoded and added to the covariates (see covariates
usage in Equation 3.4). Minimizing LKL(θ) (as in Equation 3.5) will naturally reduce inter-
batch variability in the latent space. Note that we don’t need to add any additional loss
terms, and Scyan will naturally use the batch information inside the covariates to better
align the distribution of the different batches on the target distributionU. Since the nor-
malizing flow is invertible, we can conserve this batch alignment when mapping back in
the original space by using a simple trick: we map all cells back with the same reference
covariates cref . Note that cref is simply one of the existing covariates vectors; usually,
we choose the covariates of the patient with the most cells. More formally, to correct the
batch effect of a sample x with covariates c ̸= cref , we first transform x into its latent
expressions via fϕ. Since the latent space is batch-effect free, latent expressions can then
be transformed back into the original space using the covariates of the reference batch
and f−1

ϕ . Formally, we denote by x̃ the batch-effect corrected cell associated to x; that is,
x̃ = f−1

ϕ

(
fϕ(x, c), cref

). In this manner, we get expressions x̃ as if xwere cell expressions
from the reference batch. After training, we can also infer the missing values ("NA") from
the table by using themean latent expressions for all populations: it allows to refine batch
correction for all markers.

3.2.6 . Interpretability and population discovery

Understanding Scyan predictions

One important thing to notice is that U1 | (Z = z), . . . , UM | (Z = z) are indepen-
dent for every population z. It means that we can decompose log pU |Z=z(u) as follow:
log pU |Z=z(u) =

∑
m log pUm|Z=z(um), and we can gather all these terms into a matrix of

scores (log pUm|Z=z(um)
)
z,m

. The term log pUm|Z=z(um) can be interpreted as the impact
of marker m towards the prediction of the population z for the latent cell expression u.
Based on that, we can interpret Scyan predictions for a group of cells (xi, ci)i by trans-
forming the cells into their latent expressions and then averaging the score matrices. The
resulting matrix is typically displayed on a heatmap (Figure 3.6d), and populations are
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sorted by their score (sum over a score matrix row). Note that, in the figure, each popu-
lation score is scaled to make it easier to read.

Latent expressions

Considering a cell x and its covariates c, its latent representation is u = fϕ(x, c). The
information of which marker is positive or negative is contained in u. Indeed, um ≈ 1 cor-
responds to a positive expression, while um ≈ −1 represents a negative expression, what-
ever the marker m (i.e., expression levels for all markers are unified). Similarly, um ≈ 0

is a mid-expression, and so on. We average the latent cell expressions over one popula-
tion to obtain a latent expression at the population level. These population-level latent
expressions can be displayed for one population (Figure 3.6c) or for all of them at once
(Figure 3.6b).

3.2.7 . Benchmark-related methods

Datasets used

We compare Scyan to the relatedworks on three publicmass cytometry datasets. One
is from patients with acute myeloid leukemia [Levine et al., 2015] (AML, N = 104 184 cells,
mass cytometry), one from bone marrow mononuclear cells [Bendall et al., 2011] (BMMC,
N = 61 725 cells, mass cytometry), and the last one from peripheral blood mononuclear
cells (PBMCs) samples of peanut-allergic individuals [Chinthrajah et al., 2019] (POISED, N =
4 178 320 cells, mass cytometry). The latter contains 30 samples, divided among 7 batches,
and under two different conditions (peanut stimulated or unstimulated). Finally, one flow
cytometry dataset [Zunder et al., 2015] has been used for debarcoding (N=100 000 cells).
Manual gating has been performed in previous studies [Levine et al., 2015, Bendall et al.,
2011, Chinthrajah et al., 2019], providing ground truth labels to evaluate annotation mod-
els. Note that the unsupervised models listed below do not use these labels during train-
ing.

Compared models

We compared Scyan to six other annotation models: three knowledge-based models
(ACDC [Lee et al., 2017], a baselinemodel defined by the authors of ACDC, andMP [Ji et al.,
2018]), one clusteringmethod (Phenograph [Levine et al., 2015]), and two supervisedmod-
els (LDA [Abdelaal et al., 2019] and CyAnno [Kaushik et al., 2021]). We also benchmarked
our model ability to correct batch effect to four models: Cydar [Lun et al., 2017], Combat
[Johnson et al., 2007], SAUCIE [Amodio et al., 2019], and Harmony [Korsunsky et al., 2019].
We used the POISED dataset on which we had 7 biological batches, and we amplified the
batch effect to complex the batch correction (see subsection 3.2.7).
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Evaluation

We evaluated the models for the classification task using accuracy, macro averaged
F1-score, and balanced accuracy [Jiao andDu, 2016]. The results are detailed in Figure 3.4a.
For the debarcoding task, the Silhouette score and the Calinski Harabasz Scorewere used.
All the abovemetricswere implemented in Scikit-learn [Pedregosa et al., 2011]. Concerning
the batch-effect-correction task, we provide two metrics: the cell-type LISI (cLISI), which
measures if the biological variability is kept, while the integration LISI (iLISI) measures
how well the batches overlap, i.e., if the batch-effect was corrected. We used the imple-
mentation from Harmony [Korsunsky et al., 2019]. For more details, see supplementary
Figure A.6.

Batch effect amplification

On the POISED dataset, we amplified the batch effect so that the benchmark becomes
more complex. Let σBE > 0 a scale factor, and b1, . . . , bN ∈ [1 . . . 7] the batch number as-
sociated to each of theN cells. Then, we sample 7matricesS1, . . . ,S7 ∈ RM×M , whose el-
ements are drawn fromN (0, σBE). For a cell i of expression xi, the batch-effect-amplified
expression x

′
i is multiplied by some batch-relative term: x′

i = (IM + Sbi)xi. In this equa-
tion, IM is the identity matrix of size M ×M , and the multiplication operation is matrix
multiplication. In practice, we use σBE = 0.01. Note that the UMAPs were computed on
the cell-type related markers and did not use cell-state markers.

Implementation details and hyperoptimization

We implemented our model using Python and the Deep Learning framework Pytorch
[Paszke et al., 2019]. We used between 6 and 8 coupling layers whose multi layer per-
ceptrons (s, t) have each between 6 and 8 hidden layers depending on hyperparameter
optimization. The hidden layer size can vary between 16 and 32. Model hyperoptimization
can be performed using an unsupervised heuristic (see supplementary subsection A.1.9),
but Scyan is robust to small changes of the main hyperparameter σ (see supplementary
subsection A.1.5).

3.3 . Results

3.3.1 . Scyanprovides abetter and faster annotation thanunsupervisedmeth-
ods

Classification metrics comparison

We evaluated Scyan to four unsupervised or semi-supervised models for the classifi-
cation task (ACDC and its baseline [Lee et al., 2017], MP [Ji et al., 2018], and Phenograph
[Levine et al., 2015]), on three public datasets, and over 3 different metrics (see subsec-
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Figure 3.3: Overview of Scyan usage and architecture. a, Illustration of Scyan typical use case. It requires (i)
one or multiple cytometry acquisitions and (ii) a knowledge table that details which population is expected to
express which markers: Then, Scyan annotates cells in a fast and unsupervised (or fully-automatic) manner while
removing batch effect (if any). After training, we provide interpretability tools to understand Scyan annotations and
discover new populations that can eventually be added to the table afterward. b, Illustration of Scyan architecture:
it is composed of two core components: (i) fϕ, a neural network called normalizing flow, and (ii) a latent space
on which a target distribution U is defined (cube on the right). The table from (a) is used to define this target
distribution U mathematically. Also, the latent space (on which U is defined) has the same dimension as the
original space; therefore, each marker has its corresponding latent expression. Finally, one cell is represented by
its marker expressions vector and eventual covariates. Once a cell is mapped into the latent space, annotation can
be made by choosing the highest probable population, whose distribution is Gaussian-like and on a hypercube
vertex. c, One coupling layer, the elementary unit that composes the transformation fϕ, contains two multi-layer
perceptrons (s and t) and uses cell covariates such as the batch information.

tion 3.2.7 for more details). The tests show that Scyan outperforms the other models. In
particular, Scyan is about 20 points higher than the other models on POISED and BMMC
for the F1-score and the balanced accuracy, which is explained by the capacity of Scyan
to detect better small populations (Figure 3.4a). On these datasets, multiple populations
represent less than one percent of the total number of cells, making these populations
more difficult to detect and label. Yet, small population annotations can still be essential,
and thus so is Scyan’s capacity to detect them. Also, the gap between Scyan and the other
models ismore stringent for POISED, showing ourmodel’s ability to better annotate large,
complex datasets with batch effect.
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Figure 3.4: Comparison to state-of-the-art unsupervised methods. a, Performance comparison of Scyan and
four other unsupervised methods on three datasets (POISED, AML, BMMC) using three metrics for each. b, UMAP
representing the manually annotated populations on the POISED dataset. c, Models runtime comparison (left)
and RAM usage comparison (right) over multiple dataset sizes. d, UMAPs representations of the annotations of
all five models on the POISED dataset. e, Unsupervised metrics for the debarcoding task. f, UMAP representing
Scyan debarcoding. Cells that did not correspond to any desired barcode were left unclassified (NA).

Computational speed, scalability, and memory usage

To demonstrate the scalability of Scyan on large datasets, we compare the execution
times and the random access memory (RAM) usage of the different algorithms over mul-
tiple dataset sizes (Figure 3.4c). The different sizes were obtained by sub-sampling the
POISED dataset, for various sample sizes from 125,000 to 4 million cells. All experiments
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were run using the same hardware; in our case, CPUs only (i.e. no GPU acceleration,
even though Scyan can use GPUs, supplementary subsection A.1.12). On N = 4 million
cells, Scyan runs in five minutes, while ACDC/MP/Phenograph need between one day and
seven days. Scyan scales well to large datasets, as shown by the low slope on Figure 3.4c.
Concerning RAM consumption, Scyan uses less than 4GB of RAM, which means it can be
run on any standard laptop. In comparison, ACDC, MP, and Phenograph all require be-
tween 128GB and 512GB of RAM, which is only available on large computer clusters. See
supplementary subsection A.1.8 for comments about supervised models runtime.

Comparison for barcoding deconvolution

Barcoding is a method that reduces the batch effect and data variability by allowing
the processing of multiple cell samples together, each cell sample being labeled— or bar-
coded—with a unique combination of antibodies. This protocol requires (i) the dedication
of a fewmarkers to make barcodes and (ii) the identification of each cell sample based on
its barcode. The latter task, called debarcoding [Zunder et al., 2015], can also be expressed
as a knowledge-based annotation task. In this situation, we annotate samples instead of
populations, and the expert knowledge required for this task simply corresponds to the
known barcodes. Figure 3.4e shows that Scyan outperforms ACDC, MP, and the base-
line on a public dataset with 20 barcodes and 6 markers [Zunder et al., 2015].The UMAP
on Figure 3.4f shows a clear separation of the different barcodes, with some small resid-
ual clusters (not to be considered) corresponding to non-existing barcodes. The UMAPs
corresponding to the debarcoding of the other methods can be found in supplementary
Figure A.7.

3.3.2 . Scyan corrects batch effect

A batch effect is a phenomenon that induces data variability due to non-biological
factors such as the use of a different antibody or slightly different cytometer settings.
In practice, these factors may introduce variability that interferes with the analysis and
can lead to confusion, over-interpretation, and difficulties in annotating populations. To
tackle this issue, Scyan can align the distribution of different batches (see methods sub-
section 3.2.5). Classically, batch effect correction is performed before annotation, but our
method allows for correcting it at the same time as the annotation. Taking into account
the batch helps Scyan to annotate the populations better. Figure 3.5a shows the batch
effect we want to correct (from the amplified POISED dataset, see subsection 3.2.7). The
next figures, i.e., Figure 3.5b/c, show that Cydar’s and Combat’s corrections are very lim-
ited, even though they keep the biological variability. SAUCIE provides the best iLISI, so
it mixes well the different batches, but it also removes most of the biological variability
(high cLISI). On the opposite, Scyan and Harmony successfully remove the batch effect
while preserving the biological variability. Another benchmark on POISED without ampli-
fication can be found in supplementary Figure A.6.
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Figure 3.5: Batch-effect correction on the POISED dataset with batch-effect amplification. a, UMAP showing
the 7 different batches (before batch effect correction). The batch effect is visible since different batches form
separated clusters. b, Batch-effect correction of Scyan, Cydar, Combat, SAUCIE, and Harmony. A superposition of
all batch distributions can show a good batch effect correction. c Batch-effect correction metrics. A low cLISI (at
the top of the figure) denotes good cell-type variability preservation, while a high iLISI (on the right of the figure)
denotes better batch mixing.

3.3.3 . Scyan latent space provides interpretability and helps population dis-
covery

Scyan’s latent space (see subsection 3.2.6) is key for interpretability. Specifically, it
enables the understanding of the Scyan annotation process, and also helps to quickly
characterize new populations of cells to improve the annotation. We illustrate population
discovery on the POISED dataset. For this purpose, we show that we could annotate six
populations that weremissed duringmanual gating, such as differentiated effector T cells
[Sallusto et al., 1999] (TCD8 TEM) and γδTCR CD16+ cells (Figure 3.6a shows the popula-
tions we had before running population discovery). To demonstrate two different ways of
discovering new populations, we show that we can (i) annotate more precise populations
among known ones using Leiden [Traag et al., 2019] sub-clustering and Scyan latent space
(see subsection 3.2.6 and Figure 3.6b), or (ii) discover a population that was missing from
the table (see Figure 3.6c/d). For the latter case, we show that cells corresponding to a
population that is not in the table will be annotated as ’unknown’ by Scyan, and its inter-
pretability (subsection 3.2.6) will help characterize thismissing population.One advantage
of Scyan is its table flexibility: the new populations, once characterized, can be added to
the knowledge table, and Scyan will then be able to annotate them. This is shown by
Figure 3.6e that summarizes all the populations we annotated.
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Figure 3.6: Interpretability and population discovery with Scyan. a, UMAP on POISED before population discovery. Two subclusters ofTCD4 EM cells have been defined and characterized in (b). Also, intermediate and non-classical monocytes were removed from the knowledgetable to show that we can retrieve existing populations that are missing from the table: as shown by the red magnifying window, Scyan annotatedthese cells as unknown, and (c/d) helped to characterize them as intermediate and non-classical monocytes. b, Latent space expressions forsubsets of TCD4 cells, displayed on a heatmap. We can easily see the difference between the two clusters: one is CD27+, the other CD27-. Thesubclusters were obtained by running Leiden [Traag et al., 2019] clustering on the TCD4 EM populations. c, Scyan helps characterize the unknowncells defined in (a) by showing its latent marker expressions, displayed on a shared scale going from Negative to Positive expressions. We can see,for instance, that these "Unknown" cells are CD16 positive and CD14 negative. d, Scyan provides soft predictions for all populations (first column),i.e., a log probability is associated with each population. Then, each population probability is decomposed into a sum of marker impact on theprobability (one row). Dark colors indicate that the corresponding marker expression decreased the population probability of the correspondingrow. According to the first column, we see that the first guesses of Scyan are classical monocytes (both CD14 high andmid) andmDC1. Then, we lookat the three corresponding rows: they correspond to the confidence of Scyan for these populations decomposed by markers. For instance, we seethat the expression of CD14 (which is negative, according to (c)) decreased Scyan’s confidence toward the prediction of classical monocytes. Thus,based on the first row, we can conclude that the ’Unknown’ cells are similar to classical monocytes but are CD14- instead of CD14+, and that thesecells are non-classical or intermediate monocytes. Similarly, the third row shows that they look like mDC1 cells but with a CD16+ expression insteadof negative (again, (c) was needed to see the expression of CD16). Once more, we indeed conclude that these cells are non-classical/intermediatemonocytes, and they can be added back to the table for the annotation. e, UMAP of Scyan annotations after population discovery. The red boxesdenote new populations compared to (a): such populations were found using subclustering and analyzing Scyan’s latent space.

Understanding Scyan annotation process

Scyan annotation process can be interpreted on one cell or a group of similar cells (see
methods subsection 3.2.6). Typically, we can select one population and interpret Scyan’s
annotation process on this group of cells. First, we can display all the latent marker ex-
pressions corresponding to these cells (Figure 3.6c). It opens up a new simple way to
understand which marker is positive or negative at a glance. Indeed, the latent space has
a shared scale for all markers, and a simple scale indicates expression levels between
Negative (-1) and Positive (+1). But mostly, we can provide a confidence measure (or log-
probability) to belong to each cell type (Figure 3.6d, left column). Then, for each popula-
tion, we can decompose the population probability as a sum ofmarker impact (expressed



as log-probabilities). It allows explaining which marker contributed the most to the prob-
ability of each of the populations. This interpretability property can be used to discover
new populations (see subsubsection 3.3.3).

Annotating unknown populations

Sometimes, users may forget some populations in the table given to Scyan, and the
corresponding cells will be left unclassified. Since every population from the POISED
dataset was already described, we decided to remove two populations from the table
provided to Scyan (non-classical and intermediate monocytes) to see if we could retrieve
them. As shown in Figure 3.6a on the red magnifying glass, cells corresponding to these
populations were annotated as being "Unknown" (light grey color). We can further investi-
gate these "Unknown" cells to retrieve their corresponding population, see Figure 3.6c/d.
To summarise, the process is the following: (i) we choose a group of cells that were un-
classified by Scyan, (ii) we quickly characterize these cells using Scyan latent space, and (iii)
we update the table to annotate them. Combining Figure 3.6c and Figure 3.6d provides a
description of the Scyan annotation process that is understandable by humans, through
decomposition into confidence measures by marker and by population.

3.3.4 . Comparison to supervised models

Performances on POISED

Two supervised models (LDA [Abdelaal et al., 2019] and CyAnno [Kaushik et al., 2021])
were compared to Scyan on the POISED dataset. Figure 3.7a shows the performances of
the threemodels on POISED. Even though the benchmark is in favor of supervisedmodels
(since they use labels), Scyan still has a higher performance. Also, since we are comparing
an unsupervised method to supervised methods, comparing results to manual gating is
biased. For this reason, we additionally compare the models’ agreement (in a pairwise
manner) using Cohen’s Kappa score (Figure 3.7b). We see that LDA and Scyan are the two
models whose agreement is the highest, even higher than LDA and CyAnno (while they
are two supervised methods trained for the same task). Concerning the disagreement
between Scyan and the manual gating, we show in the supplementary Figure A.9a/b that
most disagreement is partly due to the subjective delimitation boundaries between non-
classical/intermediate/classical monocytes. As shown by supplementary Figure A.9a/b,
although Scyan is also properly annotating these populations, it has slightly different de-
cision boundaries than manual gating, which still significantly decreases F1-score or bal-
anced accuracy. It emphasizes again the importance of comparing the agreement be-
tween all models instead of only comparing to manual gating.

Annotations of the ungated cells

One key aspect of annotation models is whether they annotate more cells than tra-
ditional manual gating. This can enhance the biomarker discovery and provides higher
statistical significance during post-annotation analyses. We compared the number of
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Figure 3.7: Comparison to supervisedmodels. The last two figures were done after Scyan’s population discovery.
a, Metrics on POISED. Note that among the three methods tested, CyAnno and LDA are supervised methods (i.e.,
using training labels from manual gating). b Heatmap representing pairwise models agreement using Cohen’s
Kappa score. A high value indicates a better agreement (the highest value is 1). c, After annotation, one can
extract biomarkers and run differential expression relative to a clinical condition. Here, we show the significance
of the biomarkers for all methods (higher is more significant). d, Number and percentage of cell types that were
annotated by the models among the ungated ones.

cells annotated by Scyan, LDA [Abdelaal et al., 2019], and CyAnno [Kaushik et al., 2021]
on POISED, and demonstrated that Scyan annotates more cells than CyAnno, and a sim-
ilar amount of cells to LDA (Figure 3.7d). Indeed, CyAnno annotated 15% of the ungated
cells, Scyan 97%, and LDA was set up to annotate all cells. Moreover, Scyan annotated
6 more populations compared to CyAnno and LDA. Most importantly, we show by back
gating that the annotated cells were properly classified (see supplementary Figure A.9).
Indeed, one limitation of supervised models such as LDA or CyAnno is that they can not
annotate new populations, i.e., they are limited to manually gated populations. Although
knowledge-based annotation models (like ours) are limited to populations from the pro-
vided table, the table can be easily extended. This property is, therefore, crucial for pop-
ulation discovery with Scyan.

Usage for biomarker discovery

The POISED dataset is decomposed into two conditions: peanut-stimulated samples,
and unstimulated ones. We try to find biomarkers that are differentially expressed on
peanut-stimulated samples. For that, for all models, biomarkers were extracted, and we
ran Wilcoxon signed-rank tests [Wilcoxon, 1945] between the two conditions (we assume
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patients are independent). On Figure 3.7c, we sorted the biomarkers by p-value for all
models, and we display the −log10(p − value) of the first 400 biomarkers. We show that
Scyan extracts more biomarkers of higher significance. Note that a similar process could
be run for other clinical conditions, such as the patient response to treatment. Having
more significant biomarkers means it will be easier to predict such an outcome.

3.4 . Discussion

3.4.1 . Summary of Scyan

We have introduced Scyan, a multi-purpose neural network for cytometry annota-
tion, batch-effect removal, debarcoding, and population discovery. It provides a robust
and broad pipeline to analyze cytometry cell populations, monitor their dynamics over
time, and compare the populations’ proportions among patients. Such analyses can help
discover biomarkers or specific populations characteristic of response to treatment, for
example. Scyan can perform fast and automatic annotations for these large datasets and
correct potential batch effects. Some studies use barcoding to reduce the batch effect,
hence requiring a debarcoding step that Scyan can also perform. Thus, Scyan is suitable
for various types of cytometry projects and does not rely on any extra cytometry analysis
library.

Scyan annotates populations without needing labels and, therefore, can fully replace
manual gating. It uses a marker-population table containing expert knowledge. The liter-
ature offers many resources and existing knowledge to construct such tables, but some
marker expressions remain unexplored. For this reason, we offer the possibility to handle
"not applicable" values inside the table and, to improve flexibility, intermediate expres-
sions such as "mid" or "low". In the case where the panel remains not well known enough
to build the input table, Scyan can help discover new populations: analyses start by an-
notating large populations and then gradually target smaller and smaller cell types. Also,
with the increasing usage of cytometry, we expect themarker knowledge to improve over
time, reinforcing Scyan performance and ease of use.

In terms of model architecture, normalizing flows is a recent and promising field of
research in generative models. They benefit from interesting mathematical properties
such as (i) exact likelihood computation and (ii) invertibility. We show that normalizing
flows can be used to leverage marker knowledge in a biologically natural way, providing
interpretability. Indeed, the network invertibility allows switching between the measured
marker expressions and their latent expressions. In this space, all latent markers have
unified expression ranges, which is convenient for human analysis, especially for popula-
tion discovery. It also makes the model reliable and transparent to biologists, which can
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help build trust toward the model annotations and validate them. Moreover, normalizing
flows are smooth transformations that control how the space is deformed, ensuring that
we do not alter the biological meaning behind marker expressions. At the same time, it
benefits from the expressiveness and flexibility of deep neural networks. In fact, the us-
age of neural networks allows adding additional terms in the loss function to handle the
batch effect, which is naturally corrected with the network invertibility. Eventually, we can
further push the usage of these convenient mathematical properties for other tasks in
single-cell analysis, for instance, single-cell RNA sequencing data or imaging mass cytom-
etry data [Chang et al., 2017].

Overall, Scyan promises to be powerful in several ways. Scyan is robust for identifying
unique cell populations, like dendritic cells or stromal cells, which are underrepresented
in complex biological samples, although they play essential roles in shaping disease reso-
lution or progression. The ability of Scyan to analyze large datasets in a fast and accurate
manner will be essential for this task and open up the possibility of unraveling the het-
erogeneity of such rare populations of cells. These analyses can be done on all types of
cytometers, regardless of the presence or absence of batch effect.

3.4.2 . Position of Scyan in an open-source context

Scyan is positioned as a post-processing tool. That is, it is intended to be used after
basic processing steps such as reading FCS files, normalization, data cleaning, and quality
control, which can be handled by tools like Pytometry, a scverse package for cytometry
data preprocessing. At first, preprocessing was expected to be done inside Scyan, and
I provided methods for this. Later, when Pytometry was being developed, I contributed
to it in order to build a common preprocessing package for the Python community. As a
contributor to Pytometry, I have ensured that Scyan complements this preprocessing tool-
box. Scyan utilizes AnnData, making it fully compatible with the scverse ecosystem. This
allows it to integrate seamlessly with other tools in the community, providing a stream-
lined workflow from data preprocessing to advanced post-processing tasks like cell-type
annotation and batch effect correction.

3.4.3 . Advantages and limitations of cytometry

Cytometry, particularly flow cytometry, is a powerful technique widely used in oncol-
ogy for analyzing the physical and chemical characteristics of cells or particles. One of
the primary advantages of cytometry is its cost-effectiveness and relative ease of use.
Compared to more complex and expensive spatial data analysis techniques, cytometry
requires less sophisticated equipment and can be performed more quickly, making it
accessible to a broader range of laboratories. Furthermore, cytometry provides high-
throughput analysis, allowing for the examination of thousands of cells in a short period,
which is invaluable in clinical settings where rapid and accurate diagnostics are crucial.
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However, a significant disadvantage of cytometry is the loss of spatial context. Unlike
spatial data analysis, which allows researchers to visualize the precise location and or-
ganization of cells within a tissue, cytometry provides a more generalized view, lacking
information about cell positioning and microenvironmental interactions. This limitation
can obscure critical insights into the spatial heterogeneity of tumors, which is increas-
ingly recognized as a key factor in cancer progression and treatment resistance. Conse-
quently, while cytometry remains an indispensable tool in oncological research, its appli-
cation must be carefully considered, particularly when spatial information is essential for
understanding the biological processes under study. In the following chapters, we will
dive into spatial omics technologies, offering more precise information about the tumor
microenvironment, but whose complexity demands specific computational tools.
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Abstract

Spatial omics data allow in-depth analysis of tissue architectures, opening new op-
portunities for biological discovery. In particular, imaging techniques offer single-cell
resolutions, providing essential insights into cellular organizations and dynamics. Yet,
the complexity of such data presents analytical challenges and demands substantial
computing resources. Moreover, the proliferation of diverse spatial omics technolo-
gies, such as Xenium, MERSCOPE, CosMX in spatial-transcriptomics, and MACSima
and PhenoCycler in multiplex imaging, hinders the generality of existing tools. We
introduce Sopa (https://github.com/gustaveroussy/sopa), a technology-invariant,
memory-efficient pipeline with a unified visualizer for all image-based spatial omics.
Built upon the universal SpatialData framework, Sopa optimizes tasks like segmenta-
tion, transcript/channel aggregation, annotation, and geometric/spatial analysis. Its
output includes user-friendly web reports and visualizer files, as well as comprehen-
sive data files for in-depth analysis. Overall, Sopa represents a significant step toward
unifying spatial data analysis, enabling a more comprehensive understanding of cel-
lular interactions and tissue organization in biological systems.

4.1 . Context and motivation

4.1.1 . Overview of existing single-cell resolution technologies

Spatial omics data offer opportunities to improve our understanding of cellular inter-
actions within their micro-environment and the intricacies of tissue organization [Bressan
et al., 2023, Rao et al., 2021]. Recent advancements in imaging technologies have expanded
these capabilities, enabling the measurement of 1000+ genes through Spatial Transcrip-
tomics [Moses andPachter, 2022] and/or the analysis of 50+proteins viaMultiplex Imaging
[Lewis et al., 2021]. These include MERFISH [Chen et al., 2015], ISH [Jin and Lloyd, 1997], ISS
[He et al., 2022], MICS [Kinkhabwala et al., 2022], PhenoCycler [Jhaveri et al., 2023] and IMC
[Chang et al., 2017], all of which provide single-cell resolution that could not be achieved by
previous spot-based techniques like 10X Visiumor Nanostring GeoMX [Merritt et al., 2020].

Therefore, image-based technologies provide a higher resolution — up to the subcel-
lular level — which is needed for a detailed exploration of individual cells and their gene
expression profiles within their spatial context. This level of precision has been essential
for unraveling tissue architecture and understanding cellular interactions; it marks the
beginning of a significant leap forward in our comprehension of biological systems [Ku-
mar et al., 2023, Jhaveri et al., 2023, Chu et al., 2023].

Recently, 10X Genomics released the Visium HD, an NGS-based machine whose se-
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Figure 4.1: Example of Xenium data (lung tissue). Cells are contoured by their cell type. Each
point represents one transcript, colored by the corresponding gene name.

Figure 4.2: Example of PhenoCycler data (tonsil tissue). Four protein stainings are shown.

quencing is performed inside 2-microns-wide bins (while the normal Visium has spots of
55 microns). With such a resolution, the Visium HD is, therefore, also a single-cell resolu-
tion technology. An important thing to note is that, since the Visium HD is NGS-based, it
is, therefore, sequencing the whole genome, contrary to imaging-based methods, which
are limited to thousands of genes.

In addition, a few technologies are multi-omics, for instance measuring transcripts
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and proteins, but they still have limitations. For instance, the MERSCOPE is limited to less
than 10 proteins, while the CosMX can’t perform both proteomics and transcriptomics on
the same slide.

Figure 4.3: Comparison of some of the existing single-cell resolution technologies. We compare the reso-
lution, the type of omics data measured, and the data output, among other properties. Each machine has its
own advantages and limitations. This table is not an exhaustive list of all the existing technologies and does not
mention all the important criteria for choosing a machine.

4.1.2 . A universal data structure for spatial omics: SpatialData

SpatialData is a versatile data structure within the scverse ecosystem, designed to
manage spatial omics data with both a disk format (using zarr) and an in-memory format.
It standardizes data handling by providing a specific reader for each technology, trans-
forming raw data into a standardized SpatialData object. This structure supports multiple
coordinate systems and allows for transformations between them, ensuring flexibility in
spatial data analysis. The library capabilities is summarized in Figure 4.4 below.

As a SpatialData contributor, I added multiple functionalities. Notably, I contributed
to the readers (MERSCOPE reader, CosMX reader, Phenocycler reader). I also added a few
core geometric operations, such as shapes rasterization into labels, labels vectorization
into shapes, bins rasterization, and bins aggregation.

Internally, SpatialData creates an abstraction for various spatial objects. That is, each
object will fall inside of the five types of spatial elements (points, shapes, labels, images,
and tables), allowing for a standardized representation of the object (both on disk and
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Figure 4.4: Overview of the SpatialData data structure [Marconato et al., 2024].

in memory). We summarise below these different elements, which are also illustrated in
Figure 4.5:

• Points: DataFrame of 2D or 3D points locations. For instance, this can be used for
the names and locations of transcripts for imaging-based technologies (MERSCOPE,
Xenium, CosMX). Internally, it uses Dask for efficient memory management.

• Shapes: DataFrame of geometries (for instance, circles, lines, polygons). This can
be used for cell or tissue boundaries. Internally, it uses GeoPandas for efficient
geometry operations.

• Labels: Rasterized images, typically used for rasterized segmentation. Internally, it
uses Xarray [Hoyer and Hamman, 2017].

• Images: Image data, typically used for DAPI or protein staining. Internally, it uses
Xarray [Hoyer and Hamman, 2017].

• Tables: AnnData objects, typically used for transcriptomics data to store a cell-by-
gene matrix of counts. Internally, it uses AnnData [Virshup et al., 2021].
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Figure 4.5: Overview of the SpatialData abstraction of spatial elements.

Importantly, SpatialData is not an analysis library but rather a robust framework for
organizing andmanaging spatial data. Therefore, the analysis tool introduced in this chap-
ter is built on top of SpatialData. That is, it uses SpatialData as a data structure to process
and analyze spatial omics data.

4.1.3 . Challenges and objectives

Despite this data structure standardization, the analysis of image-based spatial omics
has encountered significant computational challenges and limitations [Atta and Fan, 2021,
Moses and Pachter, 2022, Zeng et al., 2022, Vandereyken et al., 2023, Dries et al., 2021].
Most existingmethods [Stringer et al., 2021, Petukhov et al., 2022, Biancalani et al., 2021] are
not designed to handle large images with millions of cells. Their usage typically demands
high-performance computational clusters with substantial memory resources, which lim-
its accessibility to spatial omics due to cost and hardware constraints. As a result, most
companies have developed proprietary tools for their own data types, primarily focusing
only on segmentation and visualization. Yet, these proprietary tools have certain con-
straints, such as (i) a limit on specific functionalities, (ii) no incorporation of the latest
state-of-the-art methods, and (iii) a lack of versatility, as they cannot be applied to other
technologies. This tool diversity has other limitations in that each suite has a learning and
adaptation process and that the tools’ specificities lead to variations in the analysis of
comparable data types. Similarly, current open-source analysis libraries often rely on (i)
already-segmented data [Hao et al., 2023, Palla et al., 2022], (ii) specific data types [Axelrod
et al., 2021, Cisar et al., 2023], or (iii) a subset of analysis tasks [Axelrod et al., 2021, Cisar
et al., 2023], resulting in fragmented approaches and difficulty in adapting one approach
to a different type of technology. The absence of a unified data representation and mod-
ular programming interface further complicates the integration of various analysis steps.

63



To address these gaps, our work introduces Spatial Omics Pipeline and Analysis, or
Sopa, a computational framework that enhances the accessibility, efficiency, and inter-
pretability of image-based spatial omics data. Sopa is a memory-efficient pipeline that
works across all image-based spatial omics technologies and that can display results in
a common visualizer. This includes the most recent Spatial Transcriptomics technolo-
gies (Xenium, MERSCOPE, CosMX) and also the multiplex imaging techniques (e.g., MAC-
Sima, PhenoCycler, Hyperion). Sopa’s capabilities include segmentation and multilevel
annotation, both based on transcripts and/or stainings, as well as spatial statistics and
niche geometry analysis. We demonstrate Sopa’s performance on four public datasets:
two spatial-transcriptomics (MERSCOPE, Xenium) and two multiplex imaging technolo-
gies (PhenoCycler, MACSima), and provide a memory and time benchmark over multiple
dataset sizes. Additionally, we demonstrate Sopa’s capabilities for geometric and spa-
tial analysis on the MERSCOPE dataset by analyzing cell colocalization with regard to cell
types and niches, showing promise for biological discoveries. All these functionalities are
accessible via our open-source code, which includes a Command Line Interface (CLI), an
Application Programming Interface (API), and a flexible Snakemake [Köster and Rahmann,
2018] workflow, enabling users with various levels of expertise to process spatial omics
data seamlessly, from no-code simplicity to full flexibility. The pipeline’s generic nature
ensures effortless transitions to other types of spatial omics data, making it a versatile
and powerful tool for the scientific community.

4.2 . Broad overview of the pipeline and its key properties

To establish versatile tools, a common strategy involves adopting a shared data struc-
ture that seamlessly integrates across diverse technologies. SpatialData [Marconato et al.,
2024] serves as one such comprehensive framework, including readers tailored for the
most widely used spatial omics technologies. Building upon this, Sopa converts any data
into a SpatialData object, on which all of the six following tasks are performed. First, if
needed, users can interactively select a region of interest, facilitating the exclusion of less
relevant or lower-quality areas. Next, we generate overlapping patches of images and/or
transcripts. Segmentation can then be performed for each individual patch, and we cur-
rently support Cellpose [Stringer et al., 2021] (image-based segmentation) and Baysor
[Petukhov et al., 2022] (transcripts-based segmentation). Afterwards, the cell segmenta-
tion masks are converted into polygons and merged over all patches to remove potential
artefacts. Following these first four steps, we average the staining intensities and count
the transcripts inside each cell (see subsection 4.3.2 and subsection 4.3.2), allowing fur-
ther tasks such as annotation. For example, Sopa currently supports Tangram [Biancalani
et al., 2021] for transcript-based annotation, and a simple Z-score method for staining-
based annotation (subsection 4.3.4). Finally, we implemented spatial and geometric anal-
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ysis tools to fully exploit the spatial nature of the data (subsection 4.3.5). For convenience,
all image-based technologies can be visualized in a shared explorer (see section 4.4), and
an HTML report is provided for pipeline quality checks. The full process described above
is summarised in Figure 4.6.
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Figure 4.6: Overview of Sopa. a. The pipeline input consists of experimental files of any image-based spatial
omics. It is transformed into a SpatialData object, on which we can optionally select a region of interest (ROI)
interactively. b. Afterwards, the data is split into overlapping patches, and segmentation is run on each patch
(for instance, Cellpose, Baysor, or a custom segmentation tool). Since patches are overlapping, some cells can be
segmented multiple times on different patches. Therefore, these conflicts have to be resolved: two boundaries
with a significant overlap are merged into one cell, while two cells barely touching are kept separate. The next
step is aggregation, i.e., counting transcripts and averaging each channel intensity inside each cell. This allows
annotation, either based on transcripts (using Tangram) or on channel intensities. c. Afterwards, Sopa outputs
a user-friendly report and files to be opened in the Xenium Explorer (whatever the input technology). d. All data
files are kept for further analysis in Sopa, such as spatial statistics, or integration with community tools.

4.3 . Methods

4.3.1 . Segmentation on patches
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For computational efficiency, segmentation is performed on patches, i.e., small image
regions. These patches have a certain overlap, which is typically chosen to be at least twice
as big as the average diameter of cells (e.g., 20 microns). This way, each cell should be
complete in at least one patch, which avoids artefacts due to cutting cells at the border of
the patches. Subsequently, any segmentation algorithm compatible with images and/or
transcripts can be applied. While Cellpose [Stringer et al., 2021] and/or Baysor [Petukhov
et al., 2022] are commonly used, Sopa does allow the integration of other segmentation al-
gorithms. Following segmentation on individual tiles, the cell boundaries are transformed
into polygons using Shapely. Since patches overlap, some cells may be segmented across
different patches, leading to segmentation conflicts where multiple polygons correspond
to a single cell. To resolve this, we adopt a method similar to the one used in Vizgen’s
preprocessing tool (VPT). Specifically, we merge pairs of cells when the intersection area
exceeds half the area of the smaller cell, ensuring a substantial overlap. If the intersection
area is too small, indicating distinct cells, both polygons are retained. When the overlap
area divided by the smallest cell area is close to 1, this corresponds to two almost identical
cells, while a score close to 0 corresponds to two cells barely touching. On Figure 4.7e,
we studied the distribution of this score, showing that most of the conflicts are associ-
ated with a score that is either very close to 0 or very close to 1, indicating a good conflict
resolution. Indeed, statistical considerations indicate that scores above 0.8 or below 0.07
are good resolutions (see supplementary subsection A.2.1). Additionally, note that, be-
fore segmentation, the user can decide to select a region of interest: this can be done
interactively with matplotlib [Barrett et al., 2005] on a low-resolution image.

4.3.2 . Channel and transcript aggregation inside cells

Channel averaging

When dealing with image-based technologies, a crucial step involves averaging the in-
tensity of each channel within each cell. While this task can be achieved using cell masks, it
proves highly inefficient in terms of both time andmemory consumption. To address this
challenge, we adopt a chunk-level approach: (i) For each chunk, we identify cell bound-
aries (i.e., polygons) that intersect with the chunk coordinates, then (ii) we determine the
bounding box for each of these cells, then (iii) we extract the image values for each of these
bounding boxes, and finally (iv) we rasterize the cell polygons to average the staining in-
tensity over the local bounding box. In this way, we only load small arrays corresponding
to each cell, instead of loading large cell masks. This process is repeated over all chunks,
and we make sure that the channel intensity for cells located on multiple chunks is com-
puted correctly.

Counting transcripts

GeoPandas is a Python library that enhances Pandas [WesMcKinney, 2010] Dataframes
by incorporating support for Shapely geometries. It facilitates scaling operations on ge-
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ometries, making it particularly suitable for transcript counting, where transcripts can be
represented as Shapely points and cells as Shapely polygons. However, without Sopa,
the memory requirements for such operations can be substantial, especially for spatial
transcriptomics datasets that may contain up to one billion transcripts. To optimize this
process, we leverage Dask and execute the GeoPandas "join" operation at the partition
level to assign each point (i.e., a transcript) to a polygon (i.e., a cell). Thus, each opera-
tion is carried out on smaller data frames, each less than 100MB in size. Dask efficiently
assigns each partition to different workers in parallel, mitigating memory concerns. This
approach proves highly effective on both laptops and high-performance clusters, as Dask
is designed to seamlessly scale these processes without necessitating any code modifica-
tions.

4.3.3 . Conversion to the Xenium Explorer

Converting a spatial omics object into the Xenium Explorer requires the creation of six
files: (i) the image, (ii) a JSON metadata file, (iii) the cell boundaries, (iv) the cell categories
(e.g., cell type or clustering), (v) the gene counts table, and (vi) the transcripts (if they exist).
The conversion is done automatically by Sopa, but it can also be done manually via our
CLI: sopa explorer write <sdata_path> <output_path>.

For image creation, a Python function is recommended in the Xenium Explorer docu-
mentation (https://www.10xgenomics.com/support/software/xenium-explorer/tuto
rials/xe-image-file-conversion) but is not optimized for large images. We updated
it to support Dask arrays, i.e. (the image type used by Sopa). Pyramids of resolutions
are generated via the SpatialData library [Marconato et al., 2024]. To decrease memory
usage, each (1024x1024) image tile is generated using an iterator that only computes the
minimally required data from the Dask array at each tile generation. For higher pyramidal
levels, where the image size decreases, we allow loading an image into memory if it fits,
accelerating conversion.

As transcripts typically cannot be loaded entirely into memory, the Xenium Explorer
avoids loading all transcripts. On low-resolution levels, only a subset of transcripts is
displayed (subsampled), while zooming in reveals all transcripts from the current field
of view. This pyramidal transcript view ensures low memory usage during visualization.
The highest-resolution tiles are 250-micron-wide squares. For each pyramid level, the
tile width doubles, and only one-fourth of the transcripts from the previous level are re-
tained. The process stops when there is only one remaining tile that is larger than the
original slide. Transcript coordinates are stored as separate chunks for each tile and res-
olution, saved as a Zarr file. This allows loading only the transcripts corresponding to the
displayed tiles when zooming in.
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Cell boundaries are padded to have the same number of vertices (13). Polygon simpli-
fication is applied to polygons with more than 13 vertices using the Shapely library, reduc-
ing the number of vertices while preserving shape geometry. A fixed number of vertices
enables lighter cell-boundary storage and faster visualization.

Transcript counts (cell-by-gene table) use sparse array storage. One 1D array stores all
non-zero transcript counts, another array stores the cell index for each count, and a third
array is a pointer indicating the gene index for these counts. Cell categories are similarly
saved using indices and corresponding pointers. Once again, the file format employed is
a Zarr file.

4.3.4 . Cell-type annotation

Transcript-based annotation.

Tangram [Biancalani et al., 2021] is used for cell-type annotation based on an anno-
tated scRNAseq reference. To make Tangram [Biancalani et al., 2021] scalable for large
datasets, we adopt a strategy of splitting the data into "bags of cells", with the size deter-
mined by the user. This approach ensures that each Tangram iteration operates within
manageable memory limits, and we subsequently merge the results to obtain the anno-
tation for the entire dataset. Following this, Leiden [Traag et al., 2019] clustering can be
applied to refine the annotation, associating each Leiden cluster with its most prevalent
Tangram cell type. Additionally, we have implemented a multi-level annotation feature
based on Tangram to enhance the annotation of minor cell types if needed. The pro-
cess involves initially annotating global cell populations, followed by running Tangram on
specific cell groups (e.g., Myeloid cells) for a more detailed annotation (e.g., pDCs, TREM2
macrophages, etc.). All that is required is to providemultiple cell-type annotation columns
in the reference scRNAseq data, and Sopa will seamlessly execute the multi-level annota-
tion.

Staining-based annotation.

For non-transcriptomics data, we also provide a fluorescence-based annotation. As
each channel intensity is averaged inside each cell, we obtain a matrixX of shape (N,P ),
where N is the number of cells, and P the number of stainings/channels. Then, these
intensities are preprocessed as in a recent article [Wu et al., 2022b]:

X′ = (X′
j)1≤j≤P , withX′

j = arcsinh( Xj

5Q(0.2,Xj)
), (4.1)

whereX′ is the preprocessedmatrix, arcsinh is the inverse hyperbolic sinus function, and
Q(0.2,Xj) is the 20th percentile ofXj. Afterwards, we use a list of stainings correspond-
ing to a population (defined by a biologist), and each cell is annotated according to the
channel whose preprocessed intensity is the highest. If desired, Leiden clustering [Traag
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et al., 2019] can be run to have a deeper annotation. Each cluster can be annotated via
differential analysis or by showing a heatmap of staining expression per cluster.

4.3.5 . Spatial statistics

All spatial statistics are performed after computing a Delaunay graph based on the
spatial location of cells. This is done with Squidpy [Palla et al., 2022], which is itself based
on Scipy [Virtanen et al., 2020]. We also prune long edges that cannot correspond to a
physical cell-cell interaction (typically, edges longer than 40 microns). In the paragraphs
below, N denotes the number of cells.

Cell category to cell-category statistics.

One relevant spatial statistic is the computation of the mean or minimum distance
between two cell categories. This includes the pairwise distance between cell types (e.g.,
themean distance between CD8 T cells and tumour cells), as well as the distance between
cell types and niches (e.g., the distance between tumour cells and tertiary lymphoid struc-
tures). Let (C1, . . . , CN ) represent categories assigned to theN cells (e.g., cell types), and
(C ′

1, . . . , C
′
N ) represent other categories (such as the niche to which the cell belongs). For

instance, if cell “i" is a T cell inside the stroma, thenCi = “T cell" andC ′
i = “stroma". The sets

of unique categories are denotedG andG′, respectively; for instance,G can be the set of
unique cell types, and G′ can be the set of unique niches. Then, ∀g ∈ G and ∀g′ ∈ G′, we
define the mean distance between the category g and g′ as follow:

D(g, g′) =
1

Card({i |Ci = g})
∑

i |Ci=g

min
j |C′

j=g′
dij , (4.2)

where Card represents the cardinal, and dij is the hop-distance between cell i and cell
j. Note that minj |C′

j=g′ dij is the distance between cell i and the closest cell of category
g′, that is how many hops are needed for cell i to “find" the category of interest. In prac-
tice, we compute D(g, g′) by multi-node graph traversal, starting from all nodes whose
category is g′. In this way, for each g′ ∈ G′, we compute (min

j |C′
j=g′ dij)1≤i≤N in a single

graph traversal. All the resulting distances can be stored in a matrix ((D(g, g′)))g∈G,g′∈G′

and shown as a heatmap. Note that this heatmap is asymmetric because of the "min-
imum" usage in the above distance definition. To prevent confusion while reading the
asymmetrical heatmaps, we precise that one row corresponds to the distances from the
cell type of the row index to all other cell types. Additionally, we combine the four matri-
ces of distances (cell-type to cell-type, cell-type to niches, niches to cell type, and niches to
niches) into an adjacency matrix whose weights are the inverse of the distance. Then, the
corresponding network can be plotted using the netgraph [Brodersen, 2023] library, as
in Figure 4.9g, providing an interpretable visualization of the tumour microenvironment’s
structure.
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Niche geometry statistics.

When niches (or spatial domains) are performed with an algorithm such as STAGATE
[Dong and Zhang, 2022], users can decide to extract these niches as geometries to com-
pute some relevant statistics, such as their area, perimeter, or roundness. From now on,
for each cell i, 1 ≤ i ≤ N , Ci denotes the niche to which the cell belongs, and G is the
corresponding set of unique niches (i.e., for all cell i, Ci ∈ G). First, we prune all the edges
(i, j) that are in between niches from the Delaunay graph, i.e., if Ci ̸= Cj . Then, we ex-
tract the connected components of the graph. Because of the way we pruned the edges,
each component corresponds to one niche, but one niche can be composed of multiple
components (or occurrences). For each component, we search simplices (i.e., triangles
from the Delaunay graph) at the component’s border, that is, the simplices that have one
or two simplex neighbours. From all the border simplices, we extract the correspond-
ing border edges; these edges are then linked to make one or multiple rings (i.e. cyclic
lines). If we have only one ring, it is transformed into a polygon, which corresponds to
a “full" component. If there are multiple rings, the largest ring is the outer polygon, and
the others correspond to “holes" inside the main polygon: this can happen when some
components are completely surrounded by another niche. Repeating this process for all
components allows the transformation of each niche g ∈ G into multiple polygons. We
can then count how many occurrences (or polygons) each niche is made of, and we can
also compute the mean area Ag , perimeter Lg , and roundness Rg of each niche using
Shapely. Note that Rg =

4πAg

L2
g
∈ [0, 1], where higher values correspond to a “circle-like"

shape. The density of cells inside a niche is computed as the total number of cells in this
niche divided by the total area of the niche. Also, for each niche, we filter out components
whose areas are less than 5% of the area of the same niche’s largest component, as they
usually correspond to low-quality artefacts from the clustering of niches.

4.3.6 . Datasets, metrics, and computational details

Four public datasets were used to demonstrate Sopa’s abilities. First, we used a MER-
SCOPE dataset (from Vizgen) of the human liver hepatocellular carcinoma (HCC), called
FFPE Human Immuno-oncology Data Set May 2022. It is composed of a 500-gene panel,
and has DAPI staining and PolyT staining. It contains about 500,000 cells, depending on
the segmentation. Secondly, we used a Xenium dataset (from 10X Genomics) of pancre-
atic cancer (adenocarcinoma, Grade I-II) with the Xenium Human Multi-Tissue and Can-
cer Panel, in parallel with corresponding H&E image, and a protein-staining image with
DAPI/CD20/PPY/TROP2. Note that the two latter images has to be aligned on the default
mainDAPI image. It contains about 180,000 cells, depending on the segmentation. Thirdly,
we used a PhenoCycler dataset (from Akoya Biosciences) of the human tonsil (FFPE) with
31 protein stainings. It contains about 2,500,000 cells, depending on the segmentation.
Finally, we used a MACSima dataset (from Miltenyi) of head and neck squamous cell car-
cinoma (HNSCC) with 61 protein stainings. It contains about 40,000 cells, depending on
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the segmentation.

The Calinski-Harabasz-Score is defined as the ratio of the sum of between-cluster dis-
persion and of within-cluster dispersion. To compute this score, we used the implemen-
tation in scikit-learn [Pedregosa et al., 2011]. The mean cluster distance is the average dis-
tance between all pairwise combinations of cells between two different clusters; thus, a
higher distance indicates a better cluster separation. For the differential expression anal-
ysis, we ran the scanpy [Wolf et al., 2018] rank_genes_groups function, and we averaged the
score of the 20 most significant genes for each cell type. Since we could not run Baysor
on the full datasets in Figure 4.7, we run it on 16,000-pixels-wide crops of the MERSCOPE
and Xenium datasets, and we computed the ratios between the run with the patches and
without patches. We then averaged these ratios across these two datasets, with two runs
on each dataset, for each of the abovemetrics and used the resulting ratios to extrapolate
the Baysor score on the full datasets. The time andmemory benchmarks were performed
on a Slurm cluster on the same CPU nodes. The benchmark related to Cellpose was per-
formedon crops of theMERSCOPEdataset, while the other time andmemory benchmarks
were performed on a synthetic dataset (see supplementary subsection A.2.1). Figure 4.7e
was generated based on the corresponding 16,000-pixels-wide datasets; this involves 25
Cellpose patches and 4 Baysor patches. The percentage of conflicts for Cellpose (com-
pared to all pairs of cells) was 0.007%, while this percentage was 0.001% for Baysor. The
UMAPs of Figure 4.8 were generated with scanpy [Wolf et al., 2018], using the default pa-
rameters. The MERSCOPE and Xenium datasets have been segmented with Baysor, while
the PhenoCycler and MACSima datasets have been segmented with Cellpose. Both the
MERSCOPE and Xenium datasets have been annotated using Tangram (see supplemen-
tary subsection A.2.1 for more details). Concerning the H&E niches, they were obtained by
running a ResNet [He et al., 2016] model pre-trained on ImageNet and applied on patches
of size 250x250 pixels.

4.4 . Results

Visualisation of spatial omics in a cross-technology interactive visualizer

In spatial omics analysis, effective visualization is crucial but has presented challenges
due to the size of the datasets. While open-source initiatives like Napari [Perkel, 2021] are
emerging, they currently face limitations in handling large amounts of transcripts. Also,
most companies provide technology-specific visualizers, offering limited user possibili-
ties (see supplementary subsection A.2.1). Yet, 10X Genomics has introduced the Xenium
Explorer, an optimized visualizer whose file format is open, i.e., formats that can be gener-
ated for various SpatialData types. In Sopa, we have incorporated a converter that trans-
forms the pipeline output into the input files compatible with the Xenium Explorer (see
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subsection 4.3.3 and Figure 4.6c). This integration ensures access to an efficient and ro-
bust visualizer, extending its functionalities to any technology whose data is readable by
Sopa. Importantly, this adaptation applies to both spatial transcriptomics and multiplex
imaging data, with the "Transcripts" panel selectively available for transcriptomics data.
Figure 4.8b/e shows views using this Explorer, while supplementary Figure A.12 and Fig-
ure A.13 provide full-window examples. In addition to visualisation, the Xenium Explorer
contains an interactive tool to align images from which we can export a transformation
matrix and use it to align images on the SpatialData object to benefit from all the func-
tionalities in Sopa (see supplementary subsection A.2.1).

4.4.1 . Memory and time efficient analysis of spatial omics

Managing large datasets is a critical challenge in spatial omics, particularly when deal-
ing with images that can reach hundreds of gigabytes and contain hundreds of millions
of transcripts in spatial transcriptomics data. This necessitates implementing memory
optimization techniques to ensure the scalability of the analysis. Notably, segmentation
algorithms like Cellpose [Stringer et al., 2021] and Baysor [Petukhov et al., 2022] encounter
scalability issues with large images, as illustrated in Figure 4.7a/b. To tackle this, these
segmentation models are applied to smaller regions called patches, drastically decreas-
ing random-access-memory (RAM) usage and time. While this patching process gener-
ates possible segmentation conflicts, we show in Figure 4.7d/e and in supplementary Fig-
ure A.11 that this does not impact segmentation quality, since most conflicting cell bound-
aries have an intersection-over-min-area (IOMA) lower than 0.07 or higher than 0.8 (see
supplementary subsection A.2.1 formore details). Indeed, for cells on overlapping regions,
most of the boundary conflicts correspond to either (i) the same cell segmented twice on
the two patches (at least one cell is complete, as shown in Figure 4.7c, with one boundary
being included in the other), or (ii) different cells slightly overlapping (as shown in the right
of Figure 4.7c). Additionally, the conventional storage of cell boundaries as raster masks
demands significant memory for storage and processing (see Figure 4.7f). To address
this, we adopt a more efficient approach by storing cell boundaries as polygons using
Shapely, which proves highly effective for both on-disk and in-memory storage. This also
facilitates geometry-related operations, such as cell expansion, area/perimeter compu-
tations, and cell-cell intersections. Combined with the image lazy loading feature from
SpatialData [Marconato et al., 2024] and Xarray [Hoyer and Hamman, 2017], we imple-
ment a fast channel averaging on cell boundaries by combining geometry operations and
image chunk lazy loading (see Figure 4.7f), i.e., deferringmemory loading until needed for
processing. Additionally, usingmemory-efficient tools like Dask, we extend geometric op-
erations of GeoPandas on chunks of transcripts, ensuring parallel processing of as many
chunks as possible without exceeding memory limits (see Figure 4.7g). For image con-
version to a pyramidal ‘.tif‘, we significantly lower the memory usage compared to what
is recommended by 10X Genomics (see subsection 4.3.3) by writing tiles in a lazy man-
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ner, which avoids loading the full image in memory (see Figure 4.7h). To highlight Sopa’s
memory efficiency, we compared its RAM usage against standard methods for all tasks
mentioned above across various dataset sizes, summarized in Figure 4.7. Overall, the lat-
ter figure shows significant improvements in terms of RAM and time: depending on the
tasks, Sopa can require between 10 and 100 times less memory than normal techniques
and can be up to 100 times faster. Even on the largest image, Sopa can be run with a
simple laptop with 16GB of RAM.
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Figure 4.7: Computational efficiency of Sopa in terms of RAM and time on different dataset sizes. a. Cellpose segmentation comparison:with and without patching. The RAM usage is given per core. b. Baysor segmentation comparison: with and without patching. The RAM usage isgiven per core. c. Examples of cell boundaries before resolving the conflicts over overlapping patches when running Cellpose segmentation onDAPI staining (MERSCOPE human liver hepatocellular carcinoma dataset). On overlapping regions, cells are segmented twice (middle and right).For each conflict, their IOMA determines whether or not tomerge the two cell boundaries. d. UMAP showing the difference between the resolutionwith andwithout the patching process. e. Violin plots showing the intersection-over-min-area density of segmentation conflicts when using patches(for both Cellpose and Baysor). When resolving a conflict, the two good cases are either (i) a high concordance between the two cells (which willbe merged), or (ii) a low concordance between them (the two cells are kept). IOMA below 0.07 or above 0.8 correspond to good conflict resolutioncases. f. Channels averaging for each cell: Sopa and standard average inside numpy masks. g. Counting each gene inside each cell: with Sopacompared to GeoPandas join operation on the whole DataFrame. h. Writing image as a tiff file for the Xenium Explorer: with Sopa compared towhat is recommended by 10X Genomics, i.e. loading the whole image in memory. Source data are provided as a Source Data file.



4.4.2 . A wide range of use cases for different levels of expertise

Sopa offers three distinct options, each tailored to different use cases: (i) a Snake-
make [Köster and Rahmann, 2018] pipeline that enables a quick start within minutes, (ii) a
CLI that facilitates rapid prototyping of a personalized pipeline, and (iii) an API that allows
direct usage of Sopa as a Python package (https://github.com/gustaveroussy/sopa),
providing full flexibility and customization. The Snakemake pipeline remains consistent
across various technologies, with only its configuration differing. Users can leverage exist-
ing configuration files, selecting one that aligns with their technology, which then enables
them to execute the pipeline without any code updates. Another advantage of Sopa’s
generality and scalability is that more advanced users seeking customisable pipelines can
use the CLI. Notably, Sopa’s general design allows for an easy integration of any state-of-
the-art or custom segmentation methods such as ComSeg [Defard et al., 2024], rendering
themmemory-efficient and accessible for all image-based spatial omics applications. Ad-
ditionally, the Python API is available for users interested in incorporating specific parts of
Sopa into their personal libraries. This API also facilitates integration with other tools of
the scverse [Virshup et al., 2023] ecosystem, such as Scanpy [Wolf et al., 2018] or Squidpy
[Palla et al., 2022] (see supplementary subsection A.2.1). In particular, the integration with
Squidpy enables the use of post-processing tools for cell-cell interaction and spatially vari-
able gene analysis.

4.4.3 . High resolution of the tumour microenvironment

Segmentation plays a crucial role in image-based spatial omics analysis. Sopa focuses
significantly on improving this step (see subsection 4.3.1) by enabling the usage of state-
of-the-art segmentation models like Baysor [Petukhov et al., 2022] on large datasets. In-
deed, as shown on Figure 4.7a/b, these high-quality segmentation tools use a lot of mem-
ory, which hinders their usage on large spatial datasets. To evaluate the resolution pro-
vided by Sopa after segmentation, we annotated major cell types and conducted tests
on four datasets: two spatial-transcriptomics datasets (MERSCOPE and Xenium) and two
multiplex-imaging datasets (PhenoCycler and MACSima), see subsection 4.3.6 and sup-
plementary subsection A.2.1 for more details. For the MERSCOPE and Xenium datasets,
proprietary segmentations were provided by Vizgen and 10X Genomics, respectively. In
comparison to these segmentations, Sopa shows an improved cell-type distinction on
UMAP [McInnes et al., 2018] plots (see Figure 4.8a/d) by leveraging Baysor. To support
these visual observations, we used multiple metrics (see subsection 4.3.6), indicating that
Sopa can generate more significant population-specific genes, greater intra-cluster dis-
tance, and improved cluster separation (see Figure 4.8c/f). The increased resolution in
spatial omics data allows for a more in-depth exploration compared to previous segmen-
tations.

Sopa also facilitates the concurrent analysis of both RNA and proteins. To demon-
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strate this, we used the Xenium dataset, which includes transcriptomic expression and
protein stainings (CD20, PPY and TROP2). CD20 is a common marker for B cells, PPY is
expressed by endocrine cells, and TROP2 is overexpressed in tumour cells. 10X Genomics
currently does not produce files with protein expression per cell, while Sopa does sup-
port the analysis of proteins. To demonstrate this feature, we aligned the Xenium staining
image to the original coordinate system (see supplementary subsection A.2.1), and Sopa
computed the CD20/PPY/TROP2 intensity within all cell boundaries. Combined with tran-
scriptomic expression, CD20 staining greatly facilitates the annotation of B cells, as shown
by their clear delimitation on Figure 4.8d and supplementary Figure A.14. In the future,
we expect technologies to be able to runmore protein stainings in parallel with transcrip-
tomics data, making this kind of analysis even more valuable.

Regardingmultiplex imaging, Sopa shows efficiency in (i)managing large protein stain-
ing panels and (ii) segmenting millions of cells (using Cellpose). The former is exemplified
by the MACSima dataset with 61 stained proteins. Again, we computed staining intensity
per cell, and Figure 4.8g demonstrates Sopa’s capacity to annotate high-resolution cell
types. Secondly, the PhenoCycler dataset underscores Sopa’s ability to handle datasets
of substantial size, with an area of 3cm², containing approximately 2,500,000 cells. The
corresponding cell resolution is shown in Figure 4.8h/i.

In summary, these studies demonstrate that Sopa can (i) be applied across diverse
technologies, (ii) efficiently handle millions of cells, and (iii) seamlessly operate on both
transcriptomics and protein stainings.
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Figure 4.8: Data resolution after Sopa segmentation over two spatial-transcriptomics technologies (MERSCOPE (a-c) and Xenium (d-f))
and over two multiplex-imaging technologies (g-i). a. UMAPs after Vizgen proprietary segmentation on the MERSCOPE human liver hepatocel-lular carcinoma dataset (left) and after Sopa segmentation on the same dataset (right). b. Visualization of cell types on the MERSCOPE dataset afterannotation with Sopa. Colours correspond to the legend of (a). c. Three cluster separationmetrics compare the quality of these two segmentationson the MERSCOPE dataset. The grey hatched boxes extrapolate the score Sopa would have without running on patches. d. UMAPs of cells after10X Genomics proprietary segmentation on the Xenium human pancreatic cancer dataset (left) and after Sopa segmentation on the same dataset(right). e. Visualization of cell types on the Xenium dataset after annotation with Sopa. Colours correspond to the legend of (d). f. Three clusterseparation metrics compare the quality of these two segmentations on the Xenium dataset. The grey hatched boxes extrapolate the score Sopawould have without running on patches. g. UMAP of cell types on the MACSima dataset (head and neck squamous cell carcinoma), based on 61protein stainings. h. UMAP of cell types on the PhenoCycler dataset (human tonsil), based on 31 protein stainings. i. Cells of the PhenoCyclerdataset visualized. The colours correspond to the legend of (h). Source data for (c, f) are provided as a Source Data file.



4.4.4 . Demonstration of geometric and spatial analyses capabilities

Spatial omics naturally unlocks multiple biological questions related to spatial orga-
nization. While some are addressed in libraries such as Squidpy [Palla et al., 2022], met-
rics related to the distance between cell-types/niches and the geometric characteristics of
those niches are not provided. Thesemetrics could help in the understanding of themor-
phology of the tumour micro-environment and its location with regard to different cell
types. Such statistics have been shown to be relevant for predicting disease progression
or response to treatment [Jass, 2007, Sharma et al., 2005]. For instance, it is known that
tertiary lymphoid structures (TLS) have a good prognosis [Sautès-Fridman et al., 2019],
but their geometry has not been studied. TLS may come in different sizes, shapes, occur-
rences, or locations with regard to other niches. Such statistics are generalized in sub-
section 4.3.5 for all cell categories (usually, cell types or niches). Leveraging this spatial
analysis, we demonstrate a better understanding of the dynamics among different cell
types and their relation to different spatial niches on the MERSCOPE liver dataset (Fig-
ure 4.9). To use Sopa geometric analysis, we run STAGATE [Dong and Zhang, 2022] to
identify eight distinct niches (or "spatial domains") across various tumour regions (Fig-
ure 4.9a). First, we show in Figure 4.9b four geometric properties related to these niches:
for each niche compartment, we counted their occurrence on the same slide, as well as
their mean area, perimeter, and roundness (see subsection 4.3.5 for more details). For
instance, our geometric analysis shows a high occurrence of vascular niches, that are
small in area and perimeter, but have a high roundness. Conversely, the stroma has only
one occurrence and is highly "unround", and Figure 4.9c shows that this shape enables
a "proximity" to every other niche. Figure 4.9c also highlights how far the vascular niche
is from the necrosis. While such observations are not novel, our geometric computation
allows for statistical comparisons over multiple patients, which could lead to the discov-
ery of significant geometric biomarkers in large-scale studies. Finally, Squidpy [Palla et al.,
2022] already incorporates functionalities on neighbourhood enrichments, which is a lo-
cal metric and, therefore, not suited to capture niche-level information. In comparison,
the distance metric used in Sopa can capture asymmetrical observations and global or-
ganizations (see supplementary Figure A.16 for more details).

We also utilised Sopa to assess the intricacies of the tumour complexity. We annotated
the immune populations of the MERSCOPE dataset in higher definition (see supplemen-
tary Figure A.15) and, in parallel, performed a differential analysis on each niche to bet-
ter understand niche complexity. This revealed a distinct necrotic niche correlated with
TREM2macrophages (expressing TREM2, C1QC and CSF1R), a population ofmacrophages re-
ported across cancer types and often associated with bad prognosis [Molgora et al., 2020,
Binnewies et al., 2021] (see Figure 4.9d and supplementary Figure A.15). To deepen this
understanding of tissue intricacies, we investigated whether these TREM2 macrophages
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were in close distance with any other cell type (see Figure 4.9e). Strikingly, this figure
highlighted that threemacrophage populations (LRP1, CEBP, and TREM2-macrophages) ex-
clusively interacted with themselves. Correlating their location with the niche revealed
that their co-occurrence is specific to the necrotic niche (see Figure 4.9f). When com-
bining all (cell-cell/cell-niche/niche-niche) interactions, this affirms again the association
of LRP1/CEBP/TREM2-macrophages in the necrotic niche, yet it also highlights the hetero-
geneity of all macrophage populations and their relation to the niche in the whole tis-
sue environment (see Figure 4.9g). These combined interactions also showed that, in-
versely, the conventional dendritic cells (DCs) are not associated with any niche environ-
ment, accentuating how some populations can also be niche-independent. This observed
spatial location underscores a potential reprogramming feature of macrophages based
on their specific niche. While it is known that the accumulation of TREM2 macrophages
has been associated with enrichment in the tumour regions [Mulder et al., 2021, Sharma
et al., 2020, Zhou et al., 2022], Sopa can provide insights for a refined understanding of a
macrophage-specific tumour-associated phenotype. These examples illustrate that this
geometric and spatial analysis — computed with Sopa — helps better understand the
tumour’s architecture and its relationship with cell type phenotypes.
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Figure 4.9: Geometric analyses and spatial statistics on the MERSCOPE human liver hepatocellular carcinoma dataset. a. Niches(or spatial domains) after geometric conversion to shapely polygons. b. Geometric statistics of the niches: their occurrence, perimeter, area,roundness, and inner cell density. c. Heatmap of average hop distance between niches and niches. d. Localisation of TREM2macrophages shownin the visualizer. The TREM2 and C1QC genes are shown, and cells are coloured by their gene counts for the two selected genes. e. Heatmap ofaverage hop distance between cell types and all other cell types. LRP1, CEBP, and TREM2macrophages show a high proximity. f. Heatmap of averagehop distance between cell types and niches. The macrophage subpopulations show heterogeneous localisation with respect to the niches. LRP1,
CEBP, and TREM2macrophages are enriched in the necrosis niche. g. Network plot summarising the distance metrics of (c)/(e)/(f). Each node of thenetwork corresponds either to a niche (hexagon) or a cell type (circle). The lower the mean distance between the two nodes, the higher the weightof the edge between these two nodes. A high node-node proximity is shown by a dark edge. Overall, it provides an overview of the colocalisationof cell types and niches in the tumour environment.



4.4.5 . Incorporation of H&E into the multi-omics spatial analysis

Some technologies, such as the Xenium, have been developed to get Hematoxylin and
Eosin (H&E) staining and protein staining on the same slide used for Spatial Transcrip-
tomics. By aligning the modalities (with the Xenium Explorer, as detailed in the supple-
mentary subsection A.2.1), Sopa enables analyses that can interplay with all three modal-
ities. Especially, the H&E modality, via the colour and texture, captures extra information
that the twoothermodalities do not contain. For instance, H&Emay be stronger in regions
with low RNA information, such as high collagen regions (see supplementary Figure A.17).
In Figure 4.10, we perform analyses that couple the three layers to provide interpretability
to the H&E niches (see subsection 4.3.6 for more details on the niches computation). Fig-
ure 4.10c shows that H&E-based niches are highly heterogeneous in terms of cell types,
with some niches being highly enriched in some particular populations. Notably, niche 3
is highly specific to Acinar cells, niche 5 is specific to Ductal cells, while niche 4 is enriched
in B cells and Myeloid cells. Also, Figure 4.10d shows differentially expressed genes inside
each niche, providing complementary insights to Figure 4.10c, such as TM4SF4 and APCDD1
being highly specific to niche 5. Finally, Figure 4.10e exemplifies the analysis of the distri-
bution of protein stainings inside these H&E niches, with TROP2 being more expressed in
niche 0 and 3, which correspond to the tumour-specific niches identified in Figure 4.10c.
Overall, these examples show the capability of Sopa to use one spatial modality to bring
insights into another spatial modality.

4.5 . Discussion

4.5.1 . Summary of Sopa

Advances in technology development for spatial omics hold great promise for biolog-
ical discoveries. Yet, to build strong and unified foundations for spatial omics data anal-
ysis, more tools are required. With this purpose in mind, we designed and built Sopa to
address several crucial aspects of spatial omics analysis: versatility, reproducibility, and
scalability. It offers a suite of tools — or building blocks — designed for spatial omics,
which are assembled to build a pipeline for any image-based spatial omics technology.
At the end of the pipeline, it produces standardized outputs, which ease exploration and
visualization. While each company’s technology comes with its own suite of tools—which
differ in terms of capabilities and functionalities — Sopa does not require learning from
multiple data types and software. In addition, Sopa is scalable from simple laptops to
high-performance clusters, offering further versatility for users.

Moreover, Sopa can easily integrate recent methods and tools: as future segmenta-
tion or annotation methods are developed, they can be added to Sopa once published
and validated. This incorporation into Sopa enables scalability and availability to any fu-
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Figure 4.10: Spatial multi-omics analyses on the Xenium pancreatic cancer dataset. a. Overview of spatial
multi-omics alignment. For each single cell, the information of (i) transcriptomics, (ii) stainings, and (iii) H&E is
combined after the alignment of all the different layers. b. H&E clusters of patch-level embeddings based on a
pre-trained computer vision model (denoted as H&E niches). The figure shows the cells obtained from spatial
transcriptomics data and coloured by the H&E patch cluster inside which they are included. c. Proportion of cell
types inside each H&E niche. The cell types are the cell types annotated using both spatial transcriptomics and
protein information as in Figure 4.8. d. Differential gene expression performed on the H&E niches using single-cell
resolution. The size of the dots indicates the percentage of cells in the given niche that are have a positive count
of transcript for the given gene on the x-axis. e. Distribution of TROP2 intensities per cell (N=175,022) inside each
H&E niche, showcasing the usage of the staining layer coupled with the H&E information. Source data for (e) are
provided as a Source Data file.

ture technology with only minor configuration changes. As datasets become increasingly
bigger, Sopa’s scalability is crucial. For instance, Sopa enabled the possibility of running
Baysor on data produced by theMERSCOPE, which was previously impossible due to RAM
usage and time. Assessing the effect of patch-based segmentation showed no signifi-
cant difference in segmentation quality. We also demonstrated that Baysor significantly
increases data quality compared to the default Vizgen and 10X Genomics segmentation
tools, which aligns with Hartman et al. [Hartman and Satija, 2024].

As shown on the MERSCOPE liver dataset, we were able to annotate spatial-specific
macrophages, particularly TREM2macrophages, in the necrotic niche. Additionally, TREM2
has been shown to increase with Hepatocellular Carcinoma, suggesting a potential im-
munosuppressive role of TREM2 [Zhou et al., 2022, Mulder et al., 2021], while necrosis has
been associated with worse prognosis [Wei et al., 2021, Bijelic and Rubio, 2021]. With the
help of Sopa, the exploration of this relationship between tissue architecture and cell phe-
notypes can advance biological knowledge.

Besides higher data resolution, Sopa can also incorporate protein and H&E informa-
tion into spatial analysis. Without this protein layer, extracting the B cell population in the
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Xenium data would not have been possible. Concerning the H&E layer, we can benefit
from the transcriptomics layer to bring interpretability to the H&E tissue characteriza-
tion or also build upon Sopa to develop tools that predict refined spatial-transcriptomics
cell types based on H&E images. While current spatial technologies involve either a high
number of proteins or transcripts, future developments could add extra layers of informa-
tion, contributing to a better understanding of biological systems. This paper has demon-
strated through various techniques that Sopa is ready to handle largemulti-modal spatial
technologies.

4.5.2 . Position of Sopa in an open-source context

Sopa is an analysis and pre-processing tool within the scverse ecosystem, specifically
designed to work with SpatialData as its underlying data structure. Its primary function is
to extract high-quality information from raw spatial data, serving as a replacement for pro-
prietary pre-processing methods. Once processed by Sopa, the data is ready for further
analysis, whether using other toolswithin the scverse ecosystemor leveraging deep learn-
ing capabilities through Novae, which is described in the next chapter. Sopa bridges the
gap between raw data acquisition and advanced spatial data analysis, integrating seam-
lessly with the broader scverse workflow.
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Abstract

Spatial transcriptomics is advancing molecular biology by providing high-resolution
insights into gene expression within the spatial context of tissues. This context is
essential for identifying spatial domains, enabling the understanding of micro en-
vironment organizations and their implications for tissue function and disease pro-
gression. To improve current model limitations on multiple slides, we have designed
Novae (https://github.com/MICS-Lab/novae), a graph-based foundation model
that extracts representations of cells within their spatial contexts. Our model was
trained on a large dataset of nearly 30 million cells across 18 tissues, allowing No-
vae to perform zero-shot domain inference across multiple gene panels, tissues, and
technologies. Unlike other models, it also natively corrects batch effects and con-
structs a nested hierarchy of spatial domains. Furthermore, Novae supports various
downstream tasks, including spatially variable gene or pathway analysis and spatial
domain trajectory analysis. Overall, Novae provides a robust and versatile tool for
advancing spatial transcriptomics and its applications in biomedical research.

5.1 . Introduction

Spatial transcriptomics [Atta and Fan, 2021, Bressan et al., 2023] data provide invalu-
able insights into cellular interactions within their micro-environment and the complexi-
ties of tissue organization. A key advantage over current single-cell RNA sequencing (scR-
NAseq) [Du et al., 2023] is that spatial transcriptomics maintains the spatial context of
cells, enabling a deeper understanding of how cells interact within their native environ-
ments. Technologies in spatial transcriptomics can be broadly categorized into two types:
(i) Next-Generation Sequencing [McCombie et al., 2019] (NGS)-based methods that offer
whole-genome sequencing, and (ii) imaging-based techniques like the Xenium [Janesick
et al., 2023], MERSCOPE [Chen et al., 2015], or CosMX [He et al., 2022], that provide subcel-
lular resolution. The former allows for comprehensive gene analysis but lacks fine spatial
detail, while the latter offers detailed spatial resolution but with a limited gene panel size.
As imaging-based technologies continue to evolve, they expand their gene panel capa-
bilities, enabling the inclusion of larger panels or the replacement of low-quality genes
during studies. However, this flexibility often results in experiments conducted across
different machines or using varying panels, which introduces new challenges. In more
general cases, when performing analysis over multiple spatial transcriptomics slides (for
both NGS or imaging-based techniques), it is common to observe a strong batch effect,
such that it can be challenging to identify common spatial patterns across multiple slides
without careful consideration of the batch effect.

A key focus in spatial transcriptomics is the identification and categorization of spatial
85
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micro-environments, often referred to as spatial domains or niches. Various methods,
such as STAGATE [Dong and Zhang, 2022], GraphST [Long et al., 2023], SpaceFlow [Ren
et al., 2022], and SEDR [Xu et al., 2024], have been developed for this purpose. While
these methods show promising results (especially with NGS-technologies with spot res-
olution like Visium), they are limited by (i) their reliance on predefined gene panels, (ii)
sensitivity to batch effects, and (iii) dependence on external tools like Harmony [Korsun-
sky et al., 2019] for batch effect correction and Leiden [Traag et al., 2019] orMclust [Scrucca
et al., 2016] for clustering. These dependencies can slow down processing and reduce ro-
bustness, since external tools need to be re-run for each new analysis or when adjusting
spatial domain resolutions (i.e., choosing different number of spatial domains). Addition-
ally, due to their reliance on specific gene sets, these methods often necessitate training
on the intersection of gene sets, which can significantly reduce the number of available
genes and, consequently, impact performance. Most importantly, even when applied to
slides with a shared panel, these models tend to identify primarily slide-specific domains,
which limits the comparison of domains across a broader study and reduces the potential
for discovering new spatial biomarkers.

To address these limitations, we introduceNovae, a self-supervised [Jaiswal et al., 2021]
graph attention network [Brody et al., 2022] that encodes local environments into spatial
representations. Unlike existing methods, the same Novae model can operate with mul-
tiple gene panels, allowing for the application across diverse technologies and tissues.
It includes native batch effect correction methods, directly correcting for variations and
enhancing robustness and scalability. Therefore, Novae’s design allows it to seamlessly
integrate data from different platforms and gene panels without compromising perfor-
mance. We trained Novae on a large dataset comprising 78 slides, representing nearly
30 million cells across 18 tissues and three different subcellular resolution technologies
(Xenium [Janesick et al., 2023], MERSCOPE [Chen et al., 2015], CosMX [He et al., 2022]).
This broad training allows Novae to compute relevant representations via zero-shot [Xian
et al., 2019] or fine-tuning on any new slide from any tissue. These representations can
be directly used for spatial domain identification, eliminating the need for external clus-
tering tools. Beyond spatial domain identification, these representations can be applied
to various downstream tasks, including (i) spatial domain trajectory analysis, (ii) spatially
variable gene analysis, and (iii) spatial pathways analysis. Novae’s versatility, robustness
and ease of use make it a powerful tool for advancing spatial transcriptomics research
within the scientific community.

5.2 . Methods

5.2.1 . Broad overview of the Novae methodology
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This short section details broadly the method behind Novae. It is described in more
details in the following sections.

Novae is a graph-based model that we trained on a large single-cell spatial transcrip-
tomics dataset composed of about 30 millions cells. This model, aware of 18 different
tissues, is hosted on a public hub and can be reused by the user for multiple downstream
tasks on any technology or gene panel, as illustrated in Figure 5.1a. The main applica-
tion of Novae is to learn spatial domains, which can be performed with the shared model
without any re-training (called zero-shot inference [Xian et al., 2019]). If desired, the user
can also re-train Novae to obtain refined results (fine-tuning). Two distinguishing prop-
erties of Novae are that (i) it provides a nested organization of spatial domains for dif-
ferent resolutions and (ii) it natively corrects batch effect across slides. This consistent
domain assignment across slides enables comparison analyses of a study containingmul-
tiple slides. Additionally, Novae can performmultiple downstream analysis tasks, such as
(i) spatial pathway analysis, (ii) spatial domain organization/architecture analysis, or (iii)
spatial variable genes analysis. These tasks and properties are summarized in Figure 5.1b.

In terms of technical details, Novae is a graph-based neural network that is trained in a
self-supervised manner based on the SwAV [Caron et al., 2020] framework. It learns rep-
resentations of the local microenvironment at the single-cell (or spot) resolution. More
specifically, for each cell or spot, a representation of its neighborhood is provided by
a Graph Attention Network [Brody et al., 2022], after embedding each cell into a panel-
invariant representation. In order to effectively assign domains, we learn embeddings
in the latent space, called prototypes, which represent elementary spatial domains. De-
pending on the desired level of resolution, these elementary domains are regrouped to
form the domains at the desired resolution. We project the spatial-domain representa-
tions into these prototypes to get probabilities of assignments. These probabilities are
corrected via an algorithm of Optimal Transport [Peyré and Cuturi, 2020] to ensure a
smooth representation of the different prototypes. Afterwards, we use cross-entropy
loss to make the representation of two cells in the same domain closer together. This
methodological approach is illustrated in Figure 5.1c.

5.2.2 . Model input

In Novae, we consider a total of G genes, such as those in the human or mouse
genome. A spatial transcriptomics slide captures the expression profile of a subset of
these genes, denoted byP ⊆ {1, . . . , G}, representing the indices of the genes in this spe-
cific panel. Throughout this article, we use the term "cell" to refer to either a spot or a cell,
although Novae is applicable to both spot-resolution and single-cell resolution technolo-
gies. The expression data for a single slide is represented by a matrixX = (x1, . . . ,xN ) ∈
RN×P , whereN denotes the number of cells and P = Card(P) represents the number of
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Figure 5.1: Overview of Novae. a. The dataset is composed of 29 million cells across 18 different tissues for three
different single-cell spatial transcriptomics technologies. This dataset was used to train Novae, which was shared
online on Hugging Face Hub. Users can easily load the pre-trained model for reuse or fine-tuning. b. A visual sum-
mary of the key tasks and capabilities of Novae. Notably, Novae can infer spatial domains in a zero-shot manner,
organizing them hierarchically. Additionally, based on learned representations, Novae can align representations
across different batches. Other downstream tasks include spatial pathway analysis, slide architecture analysis,
and spatially variable gene analysis. c. An overview of Novae’s underlying method. The process involves extract-
ing two nearby subgraphs of cells (or spots), which are then augmented and embedded. These graph inputs are
processed through a graph attention encoder, generating representations for both subgraphs. These representa-
tions are projected onto prototypes—learnable vectors from the latent space. Finally, an optimal transport task
is applied to the assignment probabilities over these prototypes, and a swapped cross-entropy loss is computed
for backpropagation.

genes in the panel P . This matrixX contains normalized and logarithmized gene expres-
sion values. To incorporate spatial information, we utilize the 2D localization of cells to
construct a Delaunay graph. In this graph, nodes correspond to cells, and edges indicate
neighboring cells. The adjacency matrix A ∈ RN×N encodes the connectivity between
cells, with edge weights representing the distances between neighboring cells in the De-
launay graph. Also, an entire spatial transcriptomics dataset consists of multiple slides,
each described by a tuple (X,P,A), where the size of each gene panel Card(P) can vary
across different slides. Additionally, for a given slide and a specific cell i, we define a sub-
graph Gi consisting of cells within a distance of nlocal edges from cell i. The features of a
node (or cell) in this subgraph are the gene expression vectors of the corresponding cells.
For instance, the feature vector for cell i is xi ∈ RP . In the following sections, Gi is used
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to obtain a spatial domain representation for the subgraph origin cell i.
5.2.3 . Augmentation

Augmentation is a technique used to introduce artificial variations into the data, en-
hancing the dataset’s diversity. This approach is commonly employed to improve the ro-
bustness and generalization abilities of models. In the context of spatial transcriptomics,
we apply two biologically relevant augmentations to strengthen the robustness of Novae.

Firstly, we introduce a "pseudo batch effect" noise to reduce the model’s sensitivity to
batch effects. For a given subgraph input, we sample two vectors: a ∼ exponential(λ)P
and s ∼ Normal(0, σ2IP ), where λ and σ are hyperparameters. The gene expression
vector for each cell i is then updated as x(noise)

i = a+ xi ⊙ (1 + s).
Secondly, we randomly subset the gene panel according to a ratio γ ∈]0, 1[. For a given

panel P , we select ⌊γP ⌋ genes, resulting in a new panel P ′ ⊂ P . This augmentation sim-
ulates the effect of different panels of genes, as if multiple machines generated the data,
or as if the panel was updated during a study. After applying these augmentations, each
cell is represented by the expression vector x(augmented)

i = (x
(noise)
ij )j∈P ′ . This augmented

representation helps the model better generalize across varying conditions and datasets.
5.2.4 . Cell embedding

After augmentation, cells are transformed into panel-invariant embeddings, which
serve as the node features for the graph encoder described in the subsequent section.
Let v1, . . . ,vG ∈ RE denote a list of trainable gene embeddings, where E represents the
embedding size. For a given gene panelP ⊆ {1, . . . , G}, we consider only the embeddings
corresponding to the genes in this panel. These embeddings are L2-normalized and then
multiplied by the cell’s gene expression vector x ∈ RP . Specifically, the embedding for a
cell i is calculated as follows:

embed(xi,P) =
∑P

j=1 xijvP[j]√∑P
j=1 vP[j]

2
∈ RE ,

where the square root, square, and division operations are performed element-wise. The
purpose of the L2 normalization is to ensure that the embedding weights are compara-
ble across different gene panel sizes. This can be compared to a principal component
analysis (PCA) reduction, where the components are trainable gene embeddings, and the
L2 normalization ensures that each panel has consistent weights across different "gene
programs". Specifically, for each e ≤ E, vge represents the weight of gene vg in the gene
program e. Additionally, rather than training all gene embeddings from scratch, we can
initialize with pre-trained gene embeddings from scGPT [Cui et al., 2024]. To prevent do-
main shift for genes not present in the Novae dataset, these pre-trained embeddings are
frozen, and we introduce a trainable linear layer afterward. Thus, the updated cell em-
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bedding formula becomes

embed(xi,P) =
∑P

j=1 xij(WvP[j] + b)√∑P
j=1(WvP[j] + b)2

∈ RE ,

where W ∈ RE×E and b ∈ RE are trainable parameters. During training, the function
embed(·, ·) is applied to the augmented gene expression vectorx(augmented)

i , whereas dur-
ing prediction or inference, it is applied to the original gene expression vector xi.

5.2.5 . Graph encoder

The graph encoder utilized in Novae is a Graph Attention Network [Brody et al., 2022]
(GAT), which employs attention mechanisms to aggregate information from neighboring
cells. The GAT is composed of multiple layers, with each layer potentially having multiple
attention heads. The input to the GAT is a subgraph G, where node features are embed-
ded cell features, as described in subsection 5.2.4. For each cell i, the initial node feature
is h(0)

i = embed(x(augmented)
i ,P ′) during training, and h

(0)
i = embed(xi,P) during infer-

ence. For each layer l, the node features for the next layer are calculated as
h
(l+1)
i =

∑
j∈N (i)∪{i}

α
(l)
i,jΘ

(l)
t h

(l)
j ,

where the attention coefficients α(l)
i,j are defined as

α
(l)
i,j =

exp
(
a(l)⊤LeakyReLU

(
Θ

(l)
s h

(l)
i +Θ

(l)
t h

(l)
j +Θ

(l)
e Aij

))
∑

k∈N (i)∪{i} exp
(
a(l)⊤LeakyReLU

(
Θ

(l)
s h

(l)
i +Θ

(l)
t h

(l)
k +Θ

(l)
e Aik

)) .
In these equations, (a(l),Θ(l)

s ,Θ
(l)
t ,Θ

(l)
e )1≤l≤L denotes parameters of the model (biases

or matrices), and N represents the set of neighbors of a cell in the subgraph G. After L
sequential layers, each node i has a feature vector h(L)

i . Then, to obtain a unified repre-
sentation for the entire subgraph G, we employ an attention aggregation layer, resulting
in a graph-level representation z := attention-aggregation((h(L)

i )i). The subgraph rep-
resentation z is learned through the self-supervised task described in subsection 5.2.6.
Note that, for simplification, the above equations detail the graph encoder with only one
head. With multiple attention heads, the GAT computes separate attention coefficients
and node features for each head. The outputs from all heads are then concatenated (or
averaged) to form the final node representation for each layer, allowing the model to
capture diverse aspects of the node’s neighborhood.

5.2.6 . Prototypes and swapped assignment task

Since the dataset lacks ground truth, we need to train Novae using an unsupervised
approach. Specifically, as we aim to pre-train a foundation model, we will leverage self-
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supervised learning [Jaiswal et al., 2021, Rani et al., 2023], which is well-suited for captur-
ing meaningful data representations. Among the different self-supervision frameworks,
SwAV [Caron et al., 2020] is a self-supervised learning algorithm that integrates contrastive
learning and clustering. The main concept is to learn representations by predicting clus-
ter assignments derived from different augmentations (views) of the same image. In our
context, instead of using two views of the same image, we utilize two closely related sub-
graphs of cells. Specifically, we select a pair (i, j) of cells separated by nview edges, from
which we derive the corresponding subgraphs (Gi,Gj). When nview is small enough (typi-
cally 2 or 3), we expect that the subgraph representations (zi, zj) will belong to the same
spatial domain. To actually assign these representations to spatial domains, we train a
set of K vectors c1, . . . , cK ∈ RO in the unit sphere (i.e., ∀k, ||ci||L2 = 1, where || · ||L2

is the L2-norm). These trainable embeddings are referred to as prototypes in the original
SwAV [Caron et al., 2020] paper. In our application, they represent high-resolution spatial
domain (i.e., in practice, K is large). The representation zi of each cell is projected onto
the prototypes, over which a softmax function is applied:

pi =

( exp
(
1
τ

zTi
||zi||L2

ck

)
∑

1≤k′≤K exp
(
1
τ

zTi
||zi||L2

ck′
))

1≤k≤K

∈ RK
+ ,

where τ is a temperature parameter that controls the sharpness of the softmax distri-
bution. Intuitively, pik represents the probability that cell i belongs to prototype k. To
prevent the representations from collapsing into a single prototype, we define a "cor-
rected" assignment qi that aligns with the distribution pi while considering global mini-
batch statistics. Essentially, we aim for each mini-batch to represent all prototypes as
evenly as possible. This assignment qi is derived from the result of an optimal transport
(OT) problem over a mini-batch of size B (with each mini-batch being dedicated to one
slide). Specifically, given a mini-batch of B representations Z = (z1, . . . , zB) ∈ RB×O and
the matrix of all prototypesC = (c1, . . . , cK) ∈ RK×O, the OT problem is defined as:

Q∗ := argminQ∈Q

(
Tr(QCZ⊤)− ϵH(Q)

)
,

whereH is the Shannon entropy, ϵ is a regularization hyperparameter, andQ is the trans-
portation polytope defined by Q =

{
Q ∈ RB×K

+ | Q1K = 1
B1B, Q

⊤1B = 1
K1K

}. This
OT problem ensures a smooth distribution of assignments across the different proto-
types, preventing mode collapse. It also helps avoid learning "artificial" prototypes that
are specific to certain slides or batch effects. The Sinkhorn-Knopp algorithm is employed
to approximate Q∗, as detailed in the supplementary notes. Subsequently, we obtain
qi = Q∗

i ∈ RK , which represents the "corrected" assignments for cell i. The loss function
used in Novae is a cross-entropy applied to the "swapped" prediction problem. Specifi-
cally, qi serves as the "self-supervised ground truth" for pj , while qj is used for pi. We
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formally define the loss as:

L(θ, i, j) = −
K∑
k=1

(
qik log pjk + qjk log pik

)
,

where θ represents all the model parameters, and (i, j) denotes a pair of cells separated
by nview edges. This loss function encourages the soft spatial domains of cell i to resemble
the soft "pseudo-ground-truth" spatial domains of cell j, and vice versa. The model is
trained via backpropagation of this loss using the Adamoptimizer. Note that the gradients
are detached during the optimal transport part, meaning that the loss is backpropagating
via (pi,pj).

5.2.7 . Pan-tissue prototypes

The loss defined in the previous section is limited when training on multiple tissues,
as the optimal transport problem enforces similar distribution assignments to the proto-
types across all slides. However, many tissues possess unique, non-overlapping spatial
domains, making it biologically unrealistic to train shared prototypes for all tissues. To
address this, we introduce a slide-by-prototype matrix of weights, allowing the model to
not map a slide to all domains. Specifically, we initialize a queue W(queue) ∈ RS×size×K ,
where S is the number of different slides, size is the queue size, and K is the number
of prototypes (filled with 1/K everywhere). For each slide and mini-batch of size B (the
mini-batch contains cells of the same slide), we calculate the maximum assignment prob-
ability for each prototype, (maxBi=1 pik)1≤k≤K ∈ RK , and store this in the queue at the
corresponding slide’s position. Technically, this involves rolling the queue weights for a
specific slide s and updating the entry as W

(queue)
0s ← (maxBi=1 pik)1≤k≤K . Afterward,

we compute the maximum probabilities over the queue size, i.e. the second dimension,
which we denoteW∗ ∈ RS×K . This slide-by-prototype matrixW∗ is used for each mini-
batch to subset the prototypes on which the optimal transport is performed to define the
corrected assignments q. For a given slide s ∈ {1, . . . , S}, the codes are computed using
the prototypes k for which W∗

sk > 0.9 ∗ maxSj=1(W
∗
jk), meaning that the probability of

having this prototype is high enough (compared to the slide which most likely have this
domain). Yet, in order to not only learn slide-specific prototypes, we ensure that each
slide is mapped over at least ρK prototypes, where ρ ∈]0, 1[ is a hyperparameter. If less
than ρK prototypes match the above condition, we choose the ⌊ρK⌋ prototypes with the
highestW∗

sk score. Typically, we choose ρ ≫ 1
S to ensure that prototypes will be shared

by multiple slides. Indeed, we expect slides from the same tissue to have shared pro-
totypes (or "tissue-specific" prototypes), while some prototypes should be shared across
multiple tissues.

5.2.8 . Assignment to spatial domains
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Prototypes can be considered as centroids of elementary spatial domains. Since the
desired number of spatial domains may vary, we employ hierarchical clustering on the
prototypes. In this setup, the prototypes serve as the leaves of a hierarchical tree, with
each level of the tree representing increasingly coarse-grained spatial domains. For a
given subgraph representation zi, we assign it to the closest prototype by selecting the
one with the highest dot product, defined as C(leaf)

i := argmaxKk=1z
T
i ck. This assignment

C
(leaf)
i indicates to which tree-leaf the cell i is associated. At a particular level l of the tree,

the spatial domain assignment for cell i is determined by C
(l)
i = Map(l, C(leaf)

i ), where
Map(l, ·) is a mapping function that associates the leaf prototype C

(leaf)
i with a cluster at

level l (the level l is chosen according to the number of desired clusters). This hierarchical
approach allows each cell representation to be assigned to spatial domains of varying
resolutions efficiently (constant time). In other words, the prototypes serve as elementary
spatial domains, used to define spatial domains at the desired resolution.

5.2.9 . Zero-shot and fine-tuning

We train Novae on a large dataset composed of 18 different tissues, as detailed in
subsubsection 5.2.11. Therefore, we can save this model on a hub (in particular, Hugging
Face Hub), and then anyone can download this model and re-use it on their own dataset
without re-training. For that, for a given new dataset, we compute the spatial domain
representation z of all cells in all slides. Afterward, we run a KMeans algorithm from
sklearn [Pedregosa et al., 2011] on the representations to define K centroids, which will
act as the new prototypes. These prototypes are used for spatial domain assignment as
detailed in the previous section. We denote this as zero-shot sinceNovae is not re-trained.
For fine-tuning, we apply the same approach but then re-train themodel for a few epochs,
potentially one only epoch.

5.2.10 . Batch effect correction

The optimal transport approach ensures the retrieval of relatively similar spatial do-
mains across slides of the same tissue. Therefore, the spatial domain assignments C l

i arecorrected for the different slides, meaning that correcting the actual representations z is
not always necessary. If correcting the representation is actually desired, for each spatial
domain we compute the centroid representation of the slide that has themost cells in this
spatial domain, which generates a list of centroids z(centroid)0 , . . . , z

(centroid)
L ∈ RO. Then,

for each slide and for each spatial domain l, we compute themean representation z̄l, and
the representation of a cell i in spatial domain l becomes z(corrected)i = zi− z̄l + z

(centroid)
l .

Essentially, we translate the representations to align the centroids to the reference cen-
troid.

5.2.11 . Implementation details
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Downstream tasks examples

For downstream tasks, we either use the spatial representations of Novae (i.e., vec-
tors), or directly the spatial domain assignments per cells (i.e., categories). For instance,
the spatially variable genes (SVG) are defined by the scanpy.tl.rank_genes_groups func-
tion from Scanpy [Wolf et al., 2018] over the categorical spatial domains of Novae, and in-
creasing the resolution of the Novae domains results in more local SVG. Regarding path-
ways, we use the scanpy.tl.score_genes function fromScanpy applied to gene sets from
the Gene Set Enrichment Analysis (GSEA) database [Subramanian et al., 2005, Mootha
et al., 2003]. This gives a score for every cell and every pathway. Afterward, we aver-
age these scores per spatial domain, resulting in a domain-by-pathway heatmap. We
plot this heatmap using the seaborn.clustermap function from Seaborn [Waskom, 2021],
which groups domains with similar patterns of scores across pathways. More specifi-
cally, in Figure 5.5, we used the LEE_AGING_CEREBELLUM_UP [Lee et al., 2000] pathway
(https://www.gsea-msigdb.org/gsea/msigdb/mouse/geneset/LEE_AGING_CEREBELL
UM_UP.html?ex=1). Regarding trajectory inference, we can run any method on the repre-
sentations of Novae, grouped by categorical spatial domain. In practice, in this article, we
used PAGA [Wolf et al., 2019] and more specifically the scanpy.tl.paga implementation
from Scanpy.

Metrics for model comparison

The F1-score of inter-domain edges (denoted FIDE score) is used to quantify the spa-
tial domain continuity. More specifically, let C = (Ci)1≤i≤N be the categorical spatial
domain predictions for N cells of a slide. The FIDE score is defined as FIDE(C,A) =

F1-score((Ci, Cj)i,j s.t. Aij>0), whereAij is positive when the cells i and j are graph neigh-
bors. Intuitively, for an edge i ↔ j, the edge is an inter-domain edge if Ci ̸= Cj . A high
number of inter-domain edges shows a low domain continuity, therefore quantified by
a low FIDE score. On multiple slides, we average the per-slide FIDE scores. The Jensen-
Shannon divergence (JSD) is used to quantify the homogeneity of domains acrossmultiple
slides. For each slide s ∈ [[1, S]], we compute πs ∈ [0, 1]D, the proportion of each domain
among the slide, whereD is the total number of spatial domains. Then, the JSD metric is
defined as JSD(π1, . . . , πS) = H( 1S

∑S
s=1 πs)−

1
N

∑S
s=1H(πs), whereH is the Shannon en-

tropy. The Adjusted Rand Index [Hubert and Arabie, 1985] (ARI) is defined as the percent-
age of concordance between two clusterings. Mathematically, ARI = TP+TN

TP+FP+FN+TN ,where TP is the number of true positives, TN the number of true negatives, FP the
number of false positives, and FN the number of false negatives.

Datasets used

In total, 78 public spatial transcriptomics slides were collected from single-cell resolu-
tion technologies (Xenium, MERSCOPE, CosMX). The datasets are available on the vendor
websites, i.e., respectively 10X Genomics, Vizgen and Nanostring. This dataset covers 19
tissues (human bone marrow, human brain, human breast, human colon, human kid-
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ney, human liver, human lung, human lymph node, human ovarian, human pancreas,
human prostate, human skin, human tonsil, human uterine, mouse femur, mouse brain,
mouse colon, and whole mouse) and a total of 28,909,516 cells. It is comprised of 853,622
cells from the CosMX technology, 10,196,835 cells from the MERSCOPE technology, and
17,859,059 cells from the Xenium technology. The CosMX covers 2 different tissues, 8 for
the MERSCOPE, and 17 for the Xenium technology. In total, 8 tissues contain slides from
multiple technologies (breast, colon, liver, lung, ovarian, pancreas, prostate, and skin).
For the benchmark, we selected five colon slides from the Xenium technology, divided
into three distinct gene panels. The first panel includes 325 genes and comprises 270,984
cells, the second panel contains 422 genes and 924,597 cells, and the third panel consists
of 480 genes, with a total of 388,175 cells. The slides can be found in the Novae dataset
(see data availability statement), and their name is listed in Supplementary Table 1. We
also selected two breast slides from different platforms: Xenium and Merscope, contain-
ing a total of 1,290,084 cells. Again, their name is listed in Supplementary Table 1. Similarly,
we listed in Supplementary Table 1 the name of the lymph node and mouse brain slides
used in Figure 5.5. Regarding themouse brain slides, note that the "Alzheimer-like pathol-
ogy" concerns the CRND8 APP-overexpressing (TgCRND8) transgenic mouses, as detailed
in https://www.10xgenomics.com/datasets/xenium-in-situ-analysis-of-alzhe

imers-disease-mouse-model-brain-coronal-sections-from-one-hemisphere-o

ver-a-time-course-1-standard. Additionally, we created a synthetic dataset in order
to compare the different models to a ground-truth. More specifically, 7 domains were
generated in a circular manner, for 5 different slides with 100 genes. For each domain of
each slide, the gene expression was sampled from an exponential law whose parameter
is the sum of a slide-specific parameter and a domain-specific marker. For more details,
see the supplementals.

Spatial-domains assignment benchmark

In our benchmark study, we evaluated theperformance of ourmethod, Novae, against
four state-of-the-art methods: SpaceFlow [Ren et al., 2022], GraphST [Long et al., 2023],
STAGATE [Dong and Zhang, 2022], and SEDR [Xu et al., 2024], using three spatial tran-
scriptomics datasets: the colon dataset, the breast dataset, and a synthetic dataset, as
described in subsubsection 5.2.11. Regarding the colon dataset, each method was applied
independently to the different gene panels (except Novae, which works across different
gene panels). For the breast dataset, we focused on the intersection of the two slides,
which included 185 common genes, ensuring that all methods were applied consistently
to this shared gene set. Again, this excludes Novae, which can work on both gene panels
at the same time. After training the different models on each dataset, we applied Har-
mony [Korsunsky et al., 2019] to address potential batch effects introduced by the use of
different slides or experimental conditions, aligning the spatial transcriptomic data across
slides. Following Harmony, we used the mclust [Scrucca et al., 2016] algorithm for cluster-
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ing the representation, each cluster being considered as a spatial domain. Note that clus-
tering was performed on the concatenated data to get consistent clusters across slides.
Again, the usage of Harmony and mclust does not concern Novae, which includes both
operations natively, as described in subsection 5.2.10 and subsection 5.2.8.

Other implementation and training details

The input of Novae is composed of one or many AnnData [Virshup et al., 2021] objects
from the anndata [Virshup et al., 2021] data structure of the scverse [Virshup et al., 2023]
community. They contain cell-by-gene tables, which can be typically obtained via (i) read-
ing the proprietary data, e.g., using the readers from SpatialData [Marconato et al., 2024],
or (ii) performing a new segmentation, e.g., using CellPose [Stringer et al., 2021] or Baysor
[Petukhov et al., 2022]. When constructing the Delaunay graph, edges longer than 100
microns were dropped, which ensures long-distance cells are not considered neighbors.
We implemented Novae using Python and the deep learning framework Pytorch [Paszke
et al., 2019] as well as Pytorch Geometric [Fey and Lenssen, 2019]. Each mini-batch con-
tains B subgraphs such that all these subgraphs come from the same slide. For RAM
efficiency, the subgraphs are lazy-loaded when sampling a mini-batch. The slide queue
W(queue) is not used during the first epochs to ensure it is filled, and the prototypes are
also frozen during these epochs. Themodel training wasmonitoredwithWeight & Biases.
The hyperparameters were fined-tuned with the sweep option fromWeight & Biases on a
heuristic, the product of the FIDE score and the Shannon entropy of the spatial domains
distribution. Novae was trained on a Nvidia HGX A100 GPU for 24 hours.

5.3 . Results

5.3.1 . Pan-tissue spatial domains

As outlined in the previous section, Novae can analyze multiple panels and tissues,
with the ability to identify both shared and tissue-specific spatial domains. While we
anticipate some overlap in domains across tissues, we also expect certain domains to
be specific to particular conditions or diseases. In Figure 5.2a/c, we present the spatial
domains identified across various slides for both human (Figure 5.2a) and mouse (Fig-
ure 5.2c) tissues. Notably, the lymph node and tonsil exhibited similar spatial domain
distributions, with some domains also observed in other tissues such as breast and lung.
Also, the heatmap dendrogram regroups slides with similar patterns of domains, and is
not a perfect tissue match. Indeed, the spatial domains include also context related to
diseases or certain mechanisms, which can be retreived for multiple different tissues.
For instance, a lung tumor and a breast tumor may share some cancer-related domains
that cannot be found in a healthy breast tissue [André et al., 2024]. The UMAP [McInnes
et al., 2018] representation of spatial context is shown in Figure 5.2b/d, where each dot
corresponds to a cell’s spatial context, clustered into distinct spatial domains. Regarding
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the mouse study, we considered brain slides, as well as colon, femur, and also a whole
mouse sample, as detailed in subsubsection 5.2.11. More specifically, the mouse brain
slides showed strong inter-slide similarity, as many domains were consistently identified
across all slides (see Figure 5.2c). Additionally, we observed that many domains, including
"brain-specific" and "colon-specific" domains, were retrieved in the whole mouse sample.
Examples of spatial domains for the whole mouse sample are shown in Figure 5.2e. For
instance, we find the areas characterizing the bones and costal cartilage (D997), the lung
lobes (D983), the liver (D973), and the intestine (D975) in the abdominal cavity [Fonseca
et al., 2009], as highlighted in Figure 5.2f. In summary, while expecting results were shown
in Figure 5.2, it shows the capability of Novae to train across multiple tissues, while avoid-
ing over-correction (i.e., the identification of all domains in all slides) or under-correction
(i.e., all spatial domains being specific to one slide).
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Figure 5.2: Spatial domains across tissues and species. a. Heatmap showing the spatial domain weights for each slide, organized by tissuetype. A weight of 0 (black) indicates the absence of the domain in that slide, while higher weights represent increased confidence in the presenceof the domain. b. UMAP visualization of spatial domain representations in human tissue slides. Each dot corresponds to the spatial contextrepresentation of a cell. The panels c. and d. show similar figures to (a) and (b), but for the mouse samples. e. Spatial domains identified forthe whole mouse sample. f. Zoom-in on four domains in the whole mouse: liver (D973), intestine (D975) within the abdominal cavity, lung lobes(D983), bones and costal cartilage (D997).



5.3.2 . High integration and continuity of the spatial domains

In this study, we compared Novae in both zero-shot and fine-tuning modes to four
state-of-the-art methods: SpaceFlow [Ren et al., 2022], GraphST [Long et al., 2023], SEDR
[Xu et al., 2024], and STAGATE [Dong and Zhang, 2022]. We evaluated the performance of
these methods across three distinct test cases. In the first test case, we used the breast
dataset, composed of two slides with different gene panels. As mentioned earlier, No-
vae can be trained across multiple gene panels; hence, a single Novae model was trained
for both panels. In contrast, the other methods were trained on the intersection of 185
common genes across the two panels (as illustrated in Figure 5.3a), followed by batch ef-
fect correction using Harmony [Korsunsky et al., 2019] and clustering with mclust [Scrucca
et al., 2016] (using 7, 10, and 15 clusters). To evaluate model performance, we used the
FIDE score and Jensen-Shannon Divergence (JSD) score to assess spatial domain continu-
ity and cross-slide homogeneity, respectively (see subsubsection 5.2.11 for more details).
Figure 5.3b presents the results of this benchmark, highlighting a significant improvement
in performance by Novae, even in the zero-shot case (i.e., using a pre-trained model di-
rectly).

The second test case involved the colondataset, whereNovaewas again trained across
all slides. For the other methods, due to the limited intersection of genes between pan-
els, we employed a different approach: a separate model was trained for each slide (as
illustrated in Figure 5.3c). The results from eachmodel were then concatenated, followed
by batch-effect correction and clustering. Figure 5.3d presents the result metrics for all
methods on the colon dataset, again showing a superior performance by Novae in both
zero-shot and fine-tuning modes.

For visual comparison, Figure 5.4 shows the spatial domain assignments for the breast
samples (see supplementary materials for colon samples). Notably, Figure 5.4 shows that
Novae (i) better identifies cross-slide domains (see the third figure column) and (ii) better
aligns the batches/slides in the latent space (see the fourth figure column). Regarding
the biological interpretation of the results from Novae, domains D498 and D499 were
identified as stromal regions characterized by the expression of FN1 and COL1A1 (see sup-
plementals), which are present in both samples. Domain D504 was composed of glandu-
lar cells, marked by the expression of TAPBP, PGR, and CDH1. In the Xenium sample, an
expansion of domain D503 was observed, potentially resulting from clonal expansion of
cancer cells. This expanded D503 became embedded within the stromal areas of D498
and D499, while excluding the immune cell-rich region D485, which is known for high lev-
els of PTPRC, CD52, and CD3E. This exclusion pattern, as depicted in the PAGA graphs in
the supplementals, is characteristic of tumors with an immune-excluded phenotype.
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Figure 5.3: Quantitative benchmark of the spatial domain assignment. a. Schematic representation of the
benchmarking approach for the breast dataset. The same Novae model can be trained on both panels, while
other models were run using genes shared between the panels. b. FIDE and JSD scores of different methods
for three domain counts (7, 10, and 15) on breast samples. The FIDE score evaluates domain continuity, while
the JSD score assesses cross-slide homogeneity. c. Schematic representation of the benchmarking approach for
the colon dataset. The same Novae model can be trained on all panels, whereas other models were run in a
one-per-slide manner. d. FIDE and JSD scores of different methods for three domain counts (7, 10, and 15) on
colon samples. e. ARI comparison on the synthetic dataset. f. FIDE score comparison on the synthetic dataset.
g. Runtime comparison of post-inference tasks (batch-effect correction and domain assignment) across different
dataset sizes.

The third comparison was conducted on a synthetic dataset consisting of 5 slides
and 7 spatial domains (see subsubsection 5.2.11 for more details). Unlike the previous
cases, this dataset used the same gene panel across all slides, allowing the other meth-
ods to run without requiring gene panel intersection. In this case, we did not use Novae
in zero-shot mode, as the gene expression was synthetic, meaning the generated cell
types may not correspond to real data. The models were evaluated using the Adjusted
Rand Index (ARI) for clustering accuracy against the known ground truth, as well as the
FIDE score. Figure 5.3e shows the ARI of the different methods across 5 seeds, while Fig-
ure 5.3f presents the FIDE score across 5 seeds. Again, Novae outperformed the other
methods, demonstrating higher ARI and FIDE scores with notably low standard deviation
in ARI (Figure 5.3e).
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Figure 5.4: Visualization of the spatial domains for the breast dataset. Spatial domains results across two slides from the breast dataset(Merscope and Xenium slides, see more details in subsubsection 5.2.11) using five different methods: Novae, SEDR, GraphST, STAGATE, and Space-Flow. a. Spatial domains assigned by Novae on the two breast slides. b. Proportions of each Novae domain for each slide. c. UMAP of spatialrepresentations, colored by slide ID. Each dot is the UMAP spatial representation of one cell. The next four rows, that is d. to o., show the samefigures as the first row but for the four other methods (SEDR, GraphST, STAGATE, and SpaceFlow, respectively).



5.3.3 . Time and memory efficiency

After running inference, i.e., computing the cell’s spatial representations, Novae can
perform the attribution of the niches and correct batch effect in a short time. Indeed, the
attribution of spatial domains is amapping between the prototypes and the desired reso-
lution (see subsection 5.2.8 for more details), which is performed in a low (constant) time.
Regarding batch-effect correction, since the categorical domain assignments are already
corrected throughNovae, we can use the assignments to align the spatial representations
(as detailed in subsection 5.2.10). This vectorial operation is also fast and in linear time.
Contrastively, for the two latter operations, the other state-of-the-art models depend on
external tools: usually (i) Harmony [Korsunsky et al., 2019] for batch-effect correction and
(ii) Leiden [Traag et al., 2019] ormclust [Scrucca et al., 2016] to assign spatial domains to the
representations. As shown by Figure 5.3g, this can be slow, especially on large datasets of
millions of cells. Indeed, this can take up to several days on 6 millions cells, while Novae
can perform these two operations in several seconds. Furthermore, during experimenta-
tion, it is common to try multiple resolutions of spatial domains, hence requiring cluster-
ing to be runmultiple times. Novae can perform this very rapidly, thus easing the analysis
of different resolutions, while the other methods require running a time-consuming clus-
tering again. Also, regarding random-access-memory (RAM) usage, Novae supports lazy
loading. That is, instead of storing the full graph dataset in memory, each subgraph is
created on the fly before running through the model. This prevents a significant amount
of RAM from being dedicated to loading the dataset. This allowed us to train Novae on
a dataset composed of nearly 30 million cells using a GPU with 40GB of RAM (see sub-
subsection 5.2.11 for more details). In addition, Novae runs on local subgraphs instead of
running on a full slide, which is original for two reasons. First, the subgraphs are smaller
and therefore require less memory. Secondly, it is possible to use a larger number of lay-
ers in the neural network without aggregating information from further environments.
For instance, having a graph neural network of 16 layers operating on the full slide would
lead tomixed information between two cells at a distance of 300microns, which is usually
not intended. Instead, using local subgraphs ensures only aggregating information from
local microenvironments.

5.3.4 . A multitude of downstream tasks
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Figure 5.5: Downstream tasks examples on human lymph node andmouse brain slides. a. Spatial domains of the non-diseased (left) andreactive (right) lymph nodes. b. DEGs between the spatial domains of the reactive lymph node slide. c. Proportions of spatial domains for eachlymph node slide. d. PAGA graphs comparing the domain organization of non-diseased (left) and reactive (right) lymph nodes. e. Spatial domainsof mouse brain across different time points, comparing control conditions and Alzheimer-like pathology (TgCRND8 samples). f. Heatmap of brainaging pathway activation across different domains and time points in the mouse brain slides. f. Expression patterns of three spatially variablegenes on the 2.5-month control mouse brain slide.



Novae’s spatial representations enable the performanceofmultiple downstream tasks.
To illustrate this, we applied three tasks across two datasets. The first dataset consists
of a non-diseased lymph node and a reactive lymph node (shown in panels Figure 5.5a-
d), while the second dataset comprises six mouse brain slides collected at different time
points, with half exhibiting Alzheimer’s-like pathology (further details in subsubsection 5.2.11).
For the lymphnodedataset, spatial domains are displayed in Figure 5.5a, with Figure 5.5b/c
providing details of gene expression and domain proportions to help the characterisation
of these spatial domains. To compare the spatial organization (or "slide architecture"),
users can apply trajectory inference methods to the spatial representations generated
by Novae (more details in subsubsection 5.2.11). As shown in Figure 5.5d, we observed
changes in the spatial organization of these domains. Notably, the D500 domain in the
germinal center, enriched with (CD79+ CR2+) mature B cells, was previously connected
only to the D501 domain before clonal expansion. Additionally, Figure 5.5c reveals an in-
version in the proportions of the D500 and D501 domains, also visible in Figure 5.5a.

Regarding the mouse brain dataset, the spatial domains identified by Novae are pre-
sented in Figure 5.5e. Althoughno significant changes in brain architecturewere observed
(see supplementals for details), we do observe differences in brain aging pathway [Lee
et al., 2000] enrichment that we computed for each spatial domain. As shown in Fig-
ure 5.5f, the 17.9-month-old TgCRND8 mouse, which exhibits Alzheimer’s-like pathology,
shows higher brain aging, particularly in specific spatial domains such as D494 and D481.
For example, the D494 domain has a high expression of the Neurod6 gene, a key gene
associated with brain aging [Lee et al., 2000]. This analysis highlights how identifying
spatial domains enhances the understanding of pathway activation, demonstrating the
utility of spatial domain identification in pathway analysis. In addition, differential gene
expression analysis can be performed on cells grouped by spatial domains, allowing for
the identification of spatially variable genes (SVGs). SVGs are genes whose expression
varies significantly across spatial domains. In Figure 5.5g, we demonstrate this for the
2.5-month control mouse, showing the three most spatially variable genes identified by
Novae. Therefore, this helps better identify genes that have different activations depend-
ing on the spatial domain.

5.4 . Discussion

The field of spatial transcriptomics is advancing rapidly, leading to the generation of
increasingly larger datasets [Velten and Stegle, 2023]. While this growth holds the promise
of uncovering new insights that were difficult to achieve with scRNAseq [Wu et al., 2022a],
it also presents significant challenges in performing comparative spatial analyses across
multiple slides. Current algorithms [Dong and Zhang, 2022, Long et al., 2023, Xu et al.,
2024, Ren et al., 2022] are often designed for single or consecutive slide analyses and typi-
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cally rely on external batch-effect correctionmethods, which may not be sufficient for the
complexities of multi-slide spatial datasets. Novae addresses this gap by offering a more
flexible solution that can operate across various tissues, conditions, technologies, and
gene panels. Compared to related models, we have shown that Novae can better identify
cross-slide domains while not over-correcting the spatial domain assignments. Indeed,
the flexibility introduced in the prototypes allows for certain domains to be tissue-specific
or disease-specific. In addition, Novae is less dependent on external tools, as it performs
domain assignment and batch-effect correction inside the same model. This has many
advantages, such as (i) a better batch-effect correction due to the spatial awareness of
the model and (ii) improved speed performances. Also, as a shared open-source model,
Novae can be easily loaded and used for user-specific tasks without the need for hyper-
parameter optimization or large re-training.

Our study demonstrates Novae’s potential, particularly when applied to large cohorts,
to identify spatial domains enriched or specific to certain conditions or diseases. Using
spatial trajectory analysis, we demonstrated how tissue organization and structure can be
characterized, as shown by the comparison of a reactive lymph node with a non-diseased
one. Lymph nodes are crucial for immune surveillance across different organs, with their
structure enabling a targeted immune response during infections. In our analysis, we ob-
served spatial reorganization in the reactive lymph node, notably the expansion of the
D498 domain, which is enriched in the chemoattractant CXCL12, a key factor in recruiting
inflammatory cells. Concerning the second use case example, we identified an enriched
aging-related pathway in specific mouse brain regions linked to Alzheimer’s-like pathol-
ogy at defined time points, as well as brain-specific spatially variable genes. Overall, this
study has showcased Novae’s versatility in handling multiple downstream tasks, such as
spatial domain identification, slide architecture, and spatially variable gene analysis, all
within a single framework.

Methodologically, Novae is built upon the SwAV [Caron et al., 2020] framework, a self-
supervision technique initially developed for computer vision. In this study, SwAV was
adapted for graph learning, and many components were updated to better suit our bio-
logical problem, e.g., using biologically relevant augmentations. Furthermore, compared
to other self-supervised methods, SwAV has two major properties that make it suitable
for our purpose. First, SwAV’s inclusion of optimal transport [Peyré and Cuturi, 2020]
(OT) within the model is particularly noteworthy, as OT has proven effective in address-
ing batch effects natively, offering a significant advantage over traditional methods that
require external corrections. Secondly, SwAV’s approach to learning embeddings in the
latent space (that is, prototypes) allows for efficient assignment of spatial domains, with
prototypes serving as centroids for elementary classes. Since we typically have less than
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a thousand prototypes, hierarchical clustering on prototypes is computationally efficient
and facilitates the definition of nested spatial domains, providing an advantage overmore
conventional clustering techniques on the latent space.

Integrating additional modalities into Novae, for instance, protein data, could lead to
the development of a multi-omics spatial model. This could be achieved by incorporating
protein embeddings into the model, allowing it to analyze both transcriptomic and pro-
teomic data concurrently. Another area for improvement lies in the segmentation process
of our training dataset, which currently relies on proprietary methods that may benefit
from refinement. Given the critical role of segmentation in determining the quality of
spatial data [Blampey et al., 2024b], the application of newer segmentation tools to the
raw data could enhance overall dataset quality. Additionally, usingmultiple segmentation
methods could serve as a form of data augmentation, potentially improving the model’s
robustness. Addressing these areas will further enhance Novae’s utility and effectiveness
in spatial transcriptomics research.
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Abstract

Although the developed tools are designed for broad usage, they were originally cre-
ated to address specific needs in the field of oncology. My involvement in several
projects at the Gustave Roussy Cancer Center provided a rich and diverse context for
their application. Each project had distinct objectives and utilized various types of
data, ranging from clinical data to spatial data. This diversity underscores the util-
ity and versatility of the developed methods, demonstrating their applicability across
a wide range of scenarios in precision medicine, also helping me to have a better
overview of precision medicine in oncology. Therefore, in this chapter, I provide var-
ious applicative projects. Due to the results being published in papers from which
I’m not a first author, I remain short on the details of the results, but focus on the
methods instead.

6.1 . Cytometry related projects

In this section, I present projects from Gustave Roussy for which I used Scyan to an-
alyze the corresponding Cytometry datasets. Apart from the projects listed below, I also
helped people using Scyan for their own project at Gustave Roussy, so that they become
more autonomous in their analysis.

6.1.1 . Pre-operational Durvalumab in triple-negative breast cancer

The Pop-Durva study explores the use of Durvalumab, an immune checkpoint in-
hibitor (ICI), in treating early-stage triple-negative breast cancer (TNBC). The trial aims to
assess the pathological complete response (pCR) after twodoses ofDurvalumabmonother-
apy. The study will involve 195 patients and seeks to understand the effectiveness of this
treatment and identify biomarkers that predict immune response. Secondary objectives
include evaluating the overall response rate and safety, while exploratory goals focus
on immune dynamics, genetic factors, and the role of the microbiome in treatment re-
sponse. The first type of data collected was spectral cytometry data. At the beginning
of the project, cell types were manually gated, but this process was time-consuming and
error-prone. Scyan [Blampey et al., 2023] was developed to overcome the limitations of
gating for this specific study, and was then made more general to be applied to other
projects and published.

6.1.2 . Biomarkers associated with the diagnosis of tobacco-associated can-
cers

PREVALUNG is a prospective translational research trial, involving 508 smokers with
cardiovascular disease (CVD), to identify biomarkers linked to the diagnosis of tobacco-
associated cancers. Using omics technologies, analytes related to inflammation, immu-
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nity, metabolism,microbiota, plasma proteins, and clonal hematopoiesis weremeasured.
Concerning cytometry, cell-type annotations were performed using Scyan. It identified 26
populations based on 20 markers among the whole panel. Afterwards, for each patient,
we extracted (i) the cell count ratio of all immune cell populations and (ii) the mean fluo-
rescence intensity (MFI) of all markers for each population. It resulted in a total of 1,546
biomarkers per patient that we considered for further statistical analysis.

6.1.3 . Biomarker screening approach for NSCLC patients treated with anti-
PD1

With the advancements in immunotherapy, it is crucial to identify biomarker(s) that
can indicate the potential response to treatment. The Legendscreen project aims to de-
velop a biomarker screening approach for non-small cell lung cancer (NSCLC) patients
treatedwith anti-PD1 (pembrolizumab). Blood sampleswere collected from these patients
before treatment, and a protein screen assay (Legendscreen) was performed. Using tools
like Scyan and InfinityFlow, we can analyse up to 30 patients simultaneously and screen
396 proteins. For that, patients cells are barcoded, pooled, stained and processed to-
gether. Then, the data is debarcoded with Scyan, allowing to recover the 30 patients with
minimal batch effect. Scyan was also used for the cell-type annotation.

6.2 . Spatial-omics related projects

This section introduces projects from theGustave Roussy Cancer Center for which I used
Sopa to analyze spatial-omics datasets.

6.2.1 . A standardized spatial-omics infrastructure

Many machines are installed at the Gustave Roussy Cancer Center, including two MER-
SCOPE, a Xenium, a MACSima, and a Hyperion. Therefore, it is important to have a stan-
dardized infrastructure and pipeline to analyze the data produced by these machines. In
this context, Sopa is particularly useful, as it can run on all thesemachines. We connected
the machines to a cold storage from the Gustave Roussy Cancer Center. Then, I developed
a command prompt so that everyone could easily run Sopa on their data. More particu-
larly, it displays a list of all the slides available in the cold storage, and the user can select
the slide(s) he wants to analyze. Then, the user can choose the type of analysis he wants
to perform (among existing configuration files). It will copy the data from the cold storage
to the hot storage, execute the pipeline, and move the results back to the cold storage.
Overall, this command prompt is a user-friendly interface that allows everyone to run
Sopa on their data without any coding knowledge, while also ensuring standardized data
analysis across different technologies.

6.2.2 . Biomarkers of residual cancer burden in triple-negative breast cancer
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When a patient completes treatment, it is not a guarantee that they are free from the
cancer they were treated for. Despite successful treatment outcomes, approximately half
of the patients with triple-negative breast cancer (TNBC) experience a relapse. The risk
of relapse can be associated with the residual cancer burden (RCB). Specifically, RCB I is
associated with an 89% survival rate, while RCB II is associated with a 62% survival rate.
Currently, the reasons why certain patients relapse remain unclear. By employing spatial
transcriptomics, we aim to better understand the intricacies between the immune system
and the tumour environment prior to residual surgery after successful immunotherapy
combined with chemotherapy. A dataset of 50 MERSCOPE slides was collected and anal-
ysed with Sopa.

6.2.3 . Multinucleated giant cellsmicroenvironment inHNSCC [Gessain et al.,
2024]

Head and neck squamous cell carcinoma (HNSCC) patients often face poor outcomes
due to ineffective riskmanagement and treatment approaches, and integrating newprog-
nostic biomarkers into clinical settings remains difficult. In this study,multinucleated giant
cells (MGCs), a type of macrophage, are identified in HNSCC tumors, and their presence is
correlatingwith better prognosis in both treatment-naive andpreoperative-chemotherapy
patients. In parallel to other analyses, Sopa was run on 8 slides of CosMX data (4 slides
with transcriptomics information, and 4 slides with proteomics information). Then, the
MGC(s) were manually selected by a pathologist via the lasso tool from the Xenium Ex-
plorer. Afterwards, the resulting polygons were used to update the shapes layer of the
SpatialData object, and update the cell-by-gene or cell-by-protein tables. Finally, post pro-
cessing analysis was performed to locate these MGCs in the tissue, and analyze their mi-
croenvironment.

6.3 . Clinical-oriented applications

This section details projects that are more clinically oriented, and that do not use one
of the methods developed during this PhD. The diversity of these projects helped me to
understand other crucial aspects ofmedicine. For instance, one project related to survival
analysis, and another one concerns the prediction of the risk of toxicity, an important topic
related to immunotherapy.

6.3.1 . Predictive risk factors of cytokine-released syndromes induced by T-
Cell engagers

T-cell engagers (TCE) represent a promising new approach to cancer treatment, espe-
cially in cases where chemotherapy has been unsuccessful. However, a significant draw-
back of these therapies is the potential for cytokine release syndrome (CRS), a serious
and potentially fatal side effect that can limit their application. The factors that contribute
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to the development of CRS are still not well understood. The hypothesis of this study is
that there may be identifiable risk factors that predispose patients to severe CRS when
treated with T-cell engagers. In total, 37 patients with solid tumors, and 16 patients with
lymphoma, received infusions of TCE. For these patients, 17 clinical variables were col-
lected before treatment, as well as the grade of the CRS. The goal of the study was to
identify risk factors that could predict the CRS grade (superior or inferior to grade 3). Due
to the small amount of samples, we chose to combine multiple simple models and ag-
gregate their predictions, i.e. the combined model prediction is the most represented
prediction among the sub-models. In practice, the model was composed of a Random
Forest, a k-Neirest-Neighbors, a Gradient Boosting, and a Logistic regression. The model
input is composed of 5 features that were selected with recursive feature elimination. It
consisted in removing the least important feature (in terms of AUC) to the model input
recursively until the model performance decreases. Note that at each variable removal,
we tested our model with Leave-One-Out Cross-Validation to ensure we evaluated our
model on unseen samples at each time. To better interpret the model, we computed the
SHAP [Lundberg and Lee, 2017] values of the main features of interest.

6.3.2 . Antecedent viral immunization and efficacy of immune checkpoint
blockade

Immune checkpoint blockers (ICBs) have transformed the treatment of advanced non-
small cell lung cancer (NSCLC), yet only a subset of patients respond, andpredicting clinical
benefit remains challenging. This study investigates whether antibody responses to past
viral infections can help predict NSCLC patient responses to ICBs. For each patient in the
dataset, peptide log fold changes are measured using Virscan technology (CDI Labs, US).
Peptides whose log fold change is positive in less that 5% of the patients are removed, and
a log1p transformation is applied on the other peptides log fold change. Leiden clustering
[Traag et al., 2019] is run on peptides to create 90 clusters of highly-correlated peptides.
For each of these clusters, the first principle component is extracted in order to get one
feature per peptide cluster. These features were used to train a Coxmodel from sksurv (l1
ratio = 0.9) to predict the overall survival. Three different models were trained, based on
three groups of patients depending on their treatment (chemotherapy, immunotherapy,
or a combination of the two). The best alpha parameter of the Cox model is computed
with 10-fold cross-validation.

6.3.3 . Vwf-positive hematopoietic stem cells in knock-in mice

This study explores two commonmutations in the calreticulin (CALR) gene, a 52 base-
pair deletion (del52) and a 5 base-pair insertion (ins5), both linked to essential thrombo-
cythemia and myelofibrosis. In mouse models, CALRdel52 shows a more severe pheno-
type compared to CALRins5, including enhanced hematopoietic stem cell (HSC) expansion
and progression to fibrosis. For this specific study, I analyzed three mouse samples with
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scRNAseq data, using the scanpy [Wolf et al., 2018] package, as well as other packages
from the scverse ecosystem, such as SCVI [Lopez et al., 2018]. In particular, I focused the
analysis on the Vwf-positive hematopoietic stem cells. This project started early in my
PhD, and was a great opportunity to learn about scRNAseq data analysis. At this time, I
was not working on spatial transcriptomics data yet, so it was a good transition between
my previous work on cytometry data and my future work on spatial data.
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Abstract

In this chapter, we summarize the main contributions of this manuscript, both in
terms of methods and applications. We then discuss the usage and impact of the de-
veloped methods, by analyzing how much and where the methods are used. Finally,
we discuss the perspectives for future work, such as the development of foundation
models.

7.1 . Synthesis

I focusedon threemainmethodological projects, each advancing the analysis of single-
cell resolution omics data. These projects — Scyan, Sopa, and Novae — tackle different
types of omics data, with distinct objectives. Scyan addresses challenges in cytometry, a
widely used clinical technique, while Sopa and Novae focus on spatial omics, a cutting-
edge technology that offers deeper biological insights but comes at a higher cost. Con-
sequently, Scyan is designed for clinical applications, whereas Sopa and Novae are more
aligned with biological research and discovery. Also, Sopa and Novae seamlessly inter-
act with each other. Indeed, Sopa enhances the preprocessing of spatial data to improve
quality, serving as a foundation for Novae, which then extracts patterns and insights from
this processed data. All three projects are open-source andbuilt on top of the scverse core
tools, a widely-used ecosystem for single-cell data analysis. By contributing to core data
structures (like SpatialData) and adding new tools to the ecosystem, I have ensured that
these tools are accessible to a broad audience and are built on reliable, widely used foun-
dations.

The first project, Scyan, introduces a multi-purpose neural network designed for a
range of tasks in cytometry, including annotation, batch-effect removal, debarcoding, and
population discovery. Scyan’s key advantage is its ability to perform rapid, automatic an-
notations, particularly for large datasets. By utilizing amarker-population table built from
expert knowledge, Scyan can annotate cell populations without the need for manual gat-
ing. Researchers highly value this "biology-driven" approach, as it leverages expert knowl-
edge while avoiding the time-consuming and error-prone nature of manual annotation.

The second project, Sopa, addresses the need for robust, general, and scalable tools
in spatial omics. Designed as a versatile framework, Sopa improves the preprocessing of
spatial omics data compared to vendor-provided defaults. It integrates and standardizes
various spatial technologies, facilitating the exploration and visualization of diverse spa-
tial datasets. A key challenge in spatial omics is handling large data volumes that exceed
typical RAM capacities. Sopa addresses this by using lazy-loading techniques at every step
of the pipeline, ensuring that the full dataset is never loaded intomemory simultaneously.

114



Furthermore, Sopa supports multiple modalities, including protein and H&E data, a first
step towards multi-omics spatial data.

Finally, Novae builds on Sopa’s preprocessing and enables spatial analysis across large
cohorts, based on multiple slides, tissues, and technologies. Novae is a foundational
model that captures cell representations within their spatial environments. Trained on a
large dataset of nearly 30 million cells across 18 different tissues, Novae offers zero-shot
domain inference, meaning users can apply it without re-training. Additionally, Novae
automatically corrects batch effects and generates a hierarchical structure of spatial do-
mains, and facilitates various downstream analyses (such as identifying spatially variable
genes and pathways, or exploring spatial domain trajectories).

To sum up, I developed three open-source tools — Scyan for automated cytometry
analysis, Sopa for scalable spatial omics preprocessing, and Novae for spatial analysis
across large cohorts—each addressing different challenges in single-cell resolution omics
data and contributing to both clinical and biological research.

7.2 . Usage and impact of the developed methods

All the methods developed in this manuscript are open-source and hosted on Github.
Therefore, it is possible to get access to a portion of the users of the packages via Github’s
API. Notably, we localize the users who starred the repositories, opened issues, or opened
pull requests. This is not a direct measure of the impact of the methods, because some
users may star a repository without using the package, and many users may be using the
package while not starring the repository. Still, it gives a good overview of the number of
institutions using the packages, and where they are located across the world. The maps
in Figures 7.1 and 7.2 show the localization of the users of Scyan and Sopa, respectively.

The 7.1 shows that scyan is mostly used in France and Europe, with some usage in the
US. On the other hand, 7.2 shows that sopa is much more international, with a significant
usage in the US, in Asia, and in Europe. Novae is still a very young package (2 month old,
at the time of writing, compared to 12 months for Sopa.), but we already see some usage
in Europe and in the US.

7.3 . Limitations and proposed improvements

While themethods developed in thismanuscript offer significant advancements in the
analysis of single-cell resolution omics data, they are not without limitations. Recognizing
and addressing these limitations is crucial for both understanding the current state of the
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Figure 7.1: Overview of the usage of Scyan across the world. The map shows the institutes or companies where
Scyan is used. One count represents a user of the package that starred the repo, opened an issue, or opened a pull
request. The dots represent the number of users in a specific city, while the color is used for the user count over
the whole country. Data collected in November 2024 with Léa Boucher, that is 27 months after the first package
release.

Figure 7.2: Overview of the usage of Sopa across the world. The map shows the institutes or companies where
Sopa is used. One count represents a user of the package that starred the repo, opened an issue, or opened a pull
request. The dots represent the number of users in a specific city, while the color is used for the user count over
the whole country. Data collected in November 2024 with Léa Boucher, that is 12 months after the first package
release.

methodologies and guiding future research directions.
Scyan next steps

First, Scyan, as a cytometry analysis tool, is restricted to specific panels in cytome-
try, which may limit its broad applicability across diverse datasets. This constraint arises
because Scyan typically requires a predefinedmarker-population table for cell-type anno-
tation. This requirement can become a bottleneck when dealing with large and heteroge-
neous cytometry datasets that containmultiple protein panels. Moreover, the reliance on
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Figure 7.3: Overview of the usage of Novae across the world. Themap shows the institutes or companies where
Novae is used. One count represents a user of the package that starred the repo, opened an issue, or opened a
pull request. The dots represent the number of users in a specific city, while the color is used for the user count
over the whole country. Data collected in November 2024 with Léa Boucher, that is 2 months after the first package
release.

a marker-population table implies that Scyan depends heavily on prior knowledge. This
choice has several benefits, but it also has drawbacks. For instance, prior knowledge may
not always be available or comprehensive, particularly for novel or under-explored pop-
ulations. An opportunity for overcoming this limitation could involve the development
of a more generalized approach, similar to Novae, that makes Scyan applicable to any
protein panel. Another idea would be to automatically aggregate public tables of marker-
population annotations from various sources (e.g., public curated databases), enabling
Scyan to leverage a broader knowledge base, without requiring user inputs for each ex-
periment.

Sopa next steps

The current scope of Sopa, another method developed in this work, is limited to 2D
spatial data. While 2D spatial omics data provides valuable insights, it only captures a slice
of the three-dimensional biological reality. Many biological processes, especially those
involving tissue architecture, cellular interactions, andmicroenvironments, are inherently
three-dimensional. Hence, the inability to process 3D spatial data represents a limitation.
Extending Sopa to handle 3D spatial data would allow for more accurate and biologically
relevant interpretations, particularly for tissues or organs where the spatial organization
of cells is critical. In addition to the dimensionality constraint, Sopa’s reliance on many
Python dependencies introduces challenges in terms of maintenance and scalability. As
its Python dependencies evolve and potentially become deprecated, ensuring that Sopa
remains functional and up-to-date will require continual effort.
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Novae next steps

Similar to the aforementioned limitations in Scyan and Sopa, Novae is constrained
in its application, being currently designed for spatial transcriptomics data only. This re-
stricts its utility for other emerging spatial omics modalities, such as spatial proteomics
and spatial epigenomics, which are becoming increasingly important for understanding
the full complexity of cellular regulation and interaction within tissues. The expansion
of Novae to support additional spatial omics techniques would significantly enhance its
applicability. This can be done by learning the representation of other modalities, e.g.
learning protein embeddings, which requires collecting large spatial proteomics datasets.
Such datasets may be available in the near future, as the field keeps evolving quickly.

7.4 . Perspectives

7.4.1 . Towards multi-omics foundation models

Themethods developed in thismanuscript are predominantly focusedon single-omics
data analysis, such as spatial transcriptomics. While Novae represents a significant step
toward the creation of foundationmodels in omics, its current scope is limited to analyzing
spatial transcriptomics data. However, there is an emerging need and a promising future
direction in the development of multi-omics foundation models—models that integrate
multiple layers of biological data, including genomics, transcriptomics, proteomics, and
epigenomics. Indeed, multi-omics data integration is essential for providing a more com-
prehensive understanding of cellular and molecular processes [Picard et al., 2021, Benki-
rane et al., 2023]. Different omics layers capture distinct but complementary aspects
of biology. For example, genomics provides information about the genetic blueprint of
an organism, while transcriptomics reveals how genes are expressed in different condi-
tions. Proteomics and epigenomics further contribute to understanding the functional
outcomes of gene expression and how these processes are regulated. Analyzing these
layers in isolation provides only a fragmented view of biological systems. By contrast, a
multi-omics approach offers a more holistic view of cellular states and interactions.

One of the most promising directions for advancing multi-omics models is the appli-
cation of deep learning techniques that have been successfully utilized in other domains.
Models like transformer-based architectures, which have demonstrated remarkable suc-
cess in natural language processing, are particularly promising for multi-omics integra-
tion. These architectures can handle complex, high-dimensional data and capture intri-
cate relationships across different omics layers,making them ideal candidates for building
foundation models in biology.

The integration of multi-omics data has the potential to improve our understanding
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of complex diseases such as cancer, where multiple molecular layers interact in a non-
linear and dynamic fashion. For instance, genetic mutations (genomics) may lead to aber-
rant gene expression (transcriptomics), which subsequently alters protein function (pro-
teomics) and cellular signaling pathways (epigenomics). A multi-omics model would en-
able researchers to trace these cascading effects across biological layers, leading to more
accurate disease models.

Moreover, such models hold immense promise for identifying novel biomarkers and
therapeutic targets. By capturing the interplay between different omics layers, multi-
omics models could reveal previously hidden relationships that are critical to disease
progression or response to treatment. This could open up new avenues for precision
medicine, where therapies are personalized to the specific molecular profile of an indi-
vidual’s disease.

7.4.2 . Towards drug discovery

Advanced spatial omics data, particularly at the single-cell level, has the potential to
greatly accelerate drug discovery by providing deeper insights into the molecular archi-
tecture of diseases. Unlike bulk omics and scRNAseq data, spatial omics captures the
precise localization and heterogeneity of cells within their native tissue environment, re-
vealing context-specific molecular interactions that are critical in diseases such as cancer
and neurodegenerative disorders.

By leveraging spatial omics, researchers can identify new drug targets that were previ-
ously hidden in bulk or scRNAseq data. For example, spatial transcriptomics can uncover
signaling pathways active only in specific regions of a tumor, or pinpoint rare cell pop-
ulations that are located in specific areas and drive disease progression. This level of
resolution allows for the development of highly targeted therapies that are more precise
and potentially more effective than conventional approaches.

Additionally, spatial omics can be instrumental in addressing one of the major chal-
lenges in drug discovery: drug resistance. By mapping how different cell populations
within a tissue respond to treatment, spatial data can highlight resistant cell niches that
evade therapy. Understanding these spatially distinct resistance mechanisms can inform
the design of combination therapies that target both sensitive and resistant cells simul-
taneously, improving overall treatment efficacy.

In conclusion, spatial omics, with its capacity to unravel the spatial complexity of tis-
sues and cellular interactions, will likely play a critical role in the next generation of drug
discovery efforts, enabling more precise, context-aware therapeutic strategies.
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7.5 . Looking ahead: AI and spatial omics in medicine and science

7.5.1 . Application to other domains

As we look to the future, the combination of spatial omics and deep learning (or AI,
more broadly) is promising important contributions not just in oncology, but acrossmany
areas of medicine. The progress made in understanding cancer at the cellular level is just
one example of how AI can help better understand complex biological insights. In fields
like neurology, undergoing research using deep learning on spatial omics slides could for
instance dive deeper into brain diseases, such as Alzheimer’s, helping to develop earlier
detection methods or more targeted treatments. Immunology may also benefit from AI
models that analyze spatial data to better understand immune responses in autoimmune
diseases or infections. While the tools developed in this manuscript were applied to on-
cology, they were developed not developed specifically for oncology: they can therefore
be used for discovery in the above domains of medicine, among many others.

7.5.2 . Accessibility and affordability of spatial omics

However, it’s important to acknowledge that spatial omics technologies are currently
very expensive, limiting their widespread use. High costs for both the equipment and the
computational resources needed to analyze the massive datasets make them accessible
mainly to well-funded research institutions. Nevertheless, like many technologies in their
early stages, costs are expected to decrease over time as the technology matures, just as
we’ve seen with genomic sequencing. The development of more efficient data processing
algorithms, miniaturization of equipment, and increased automation could lower prices,
making spatial omics more accessible. Therefore, even in low-resource areas, while the
high costs may seem like a barrier today, the future holds the potential to make spatial
omics more affordable.

In addition to this, the discoveries that spatial omics enable could eventually be ap-
plied using more accessible and affordable methods. For example, if spatial omics help
identify a new biomarker or disease pathway, this knowledge might later be used with
less costly techniques like H&E staining or other standard diagnostics. This could allow
the insights gained from spatial omics to be useful in clinical settings that rely on simpler,
more widely available tools. Although this process is not guaranteed, it holds promise for
making breakthroughs in biology more broadly applicable.

7.5.3 . Ethical considerations

As AI and spatial omics become more integrated into healthcare, several ethical chal-
lenges arise. One key concern is the reliability and interpretability of AI models. Many
deep learning systems make decisions in ways that are difficult for clinicians to fully un-
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derstand, which can hinder their acceptance in medical practice. For AI to be trusted,
especially in critical areas like cancer treatment, these models need to be more transpar-
ent and explainable to human experts.

Another important issue is ensuring that AI models are equitable and generalizable. If
AI systems are trained on limited or biased datasets, they may perform poorly when ap-
plied to diverse populations, potentially leading to unequal outcomes. Developingmodels
based on diverse, representative data is essential to ensure fairness.

Data privacy and consent also come into focus, particularly when dealing with sensi-
tive patient information. Strong safeguards must be in place to protect privacy while still
enabling the data-sharing necessary for AI advancement.

Lastly, questions of accountability must be addressed. If an AI model leads to a misdi-
agnosis, who is responsible—developers, clinicians, or institutions? Clear guidelines are
needed to ensure ethical AI use in healthcare while balancing AI’s potential with human
judgment to maintain patient trust.
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Supplementary materials

A.1 . Scyan supplementals

A.1.1 . Discussion on the approach and related works

In cytometry, when it comes tomodel the probability density functions ofmultidimen-
sional marker expressions, their appearances make it natural to first consider Gaussian
Mixture Models (GMM). However, in practice, each component of a GMM estimated from
the data may not necessarily map to one population. Indeed, two small populations can
be merged into one, and one large population may be split into two components with no
interesting biological distinction between them. Also, we would have to annotate each
component of the mixture. It could be done manually or using a semi-supervised ap-
proach. Yet, as discussed in the introduction, we prefer to use only the knowledge table ρ
instead. In terms of deep generativemodels, there are twomain reasons to choose a Real
NVP [Dinh et al., 2017] (the normalizing flow architecture) over GANs [Goodfellow et al.,
2014], and VAEs [Kingma and Welling, 2019]: the flow invertibility and the ability to com-
pute the exact likelihood of a sample. Indeed, the flow invertibility enables a natural and
simple way to correct the batch effect by transforming latent expressions back into the
original space. Moreover, the ability to compute the exact likelihood of samples makes
the annotation straightforward using the Bayes rule and the known base distribution.
Another interesting property is that the Real NVP has a triangular Jacobian with positive
terms on the diagonal. It enforces the model to diffuse the marker expressions slowly
and prevents multiplication by a negative term. Indeed, such smooth transformations
are essential to ensure that we do not mix the mapping between a population compo-
nent and its actual marker expression density. Also, the Jacobian determinant term in
the loss function controls how much the flow dilates volumes in a point neighbourhood.
This term thus prevents the collapse of a vast part of the space into a tiny component
of the base distribution. From a biological point of view, the Real NVP transformations
can be seen as compositions of complex compensations andmonotonic transformations
learned via deep learning.
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Table A.1: Comparison of model properties. We listed all the models consideredin this article as well as manual gating.

TheRealNVP is one example of normalizing flowarchitecture amongmanyothers [Rezende
and Mohamed, 2015, Papamakarios et al., 2017, Bevins et al., 2023, Lei et al., 2023, Kingma
et al., 2016]. Yet, for our task, we need a fast likelihood evaluation for the annotation,
and a fast sampling for the batch effect correction. For this reason, we decided not to
use the MAF [Papamakarios et al., 2017], which is slow for sampling, and the IAF [Kingma
et al., 2016], which is slow for likelihood evaluation. Instead, the Real NVP is fast for both
sampling and likelihood evaluation. Also, radial flows [Rezende and Mohamed, 2015] are
invertible, but there is no closed form for the inverse, so batch effect correction could not
be run in practice. Finally, some other architectures are specific to computer vision [Lei
et al., 2023].
Also, the usage of Scyan on cytometry data shows promise for future usage on scRNAseq
data. This requires handling dropouts, which is specific to scRNAseq data. For that, two
options can be explored: (i) adding a loss term and a component that performs imputa-
tion, or (ii) change the Bayesian model to include Zero-Inflated-Negative-Binomial (ZINB)
distributions. Such modifications should then be evaluated against state-of-the-art mod-
els in scRNAseq data analysis on multiple public datasets.

A.1.2 . Density approximation in the presence of NA

Let z be a population and m a marker such that ρz,m = NA. It leads to Em | (Z =

z) ∼ U([−1, 1]) andHm ∼ N (0, σ). Thus, Um = Em +Hm does not have a simple density
expression. We approximate the probability density function pUm |Z=z by the following
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function (see subsection A.1.2), where r = 1− σ and γ = σ
√
2π

2r+σ
√
2π
:

p̃Um |Z=z(u) =


γ · N (u+ r; 0, σ) if u ≤ −r

γ

σ
√
2π

if u ∈]− r, r[

γ · N (u− r; 0, σ) if u ≥ r.

(A.1)

1 0 1
0.0

0.5

De
ns

ity

Actual distribution
Approximated distribution

Figure A.1: Density approximation in the presence of NA. If z andm are a population and a
marker respectively such that ρz,m = NA, then pUm |Z=z is approximated. This figure illustrates
the actual and the approximated distribution with σ = 1

4 .

Gradients are null in ] − r, r[, and the queues of the approximated distribution are
similar to the actual one. This expression is easy to compute, efficient during training,
and a close approximation.

A.1.3 . Ablation study

Here, we present the results of tests consisting in removing some components of
Scyan to show which contributed the most to its overall performance. We consider the
two following components to be removed:

• The uniform prior for markers that are unknown. Thus, instead of modelling miss-
ing knowledge by uniform distribution, we put a 0 in the table ρ. It simplifies the
model considerably, and the density approximation is not needed anymore (see
supplementary subsection A.1.2).

• The normalizing flow itself. Thus, we simply use the Bayesian model to perform an-
notation. Without the normalizing flow, themodel is not able to integrate covariates
(thus, it cannot correct batch effect).

Weperformed this study on the largest andmost complex dataset, i.e., the POISEDdataset,
and computed the same three metrics as in the original benchmark (i.e., F1-score, accu-
racy, and balance accuracy). Two cases are considered: with or without batch-effect am-
plification. Note that, without the normalizing flow, themodel is completely deterministic;
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thus, no standard deviation is provided. For the twomodelswith the normalizing flow (last
two rows), we provide a standard deviation over 5 runs. The results are listed below in
supplementary Table A.2.
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No uniform prior,no normalizing flow - 43.0 44.9 28.5 80.1 80.1 66.9

No normalizing flow - 29.1 24.7 21.5 74.6 72.7 61.6

No uniform prior ✓ 55.1± 15.8 62.7± 26.4 47.6± 17.4 75.3± 5.8 90.7± 1.1 73.4± 5.3

Scyan(both components) ✓ 71.7± 1.7 83.6± 1.5 62.9± 1.7 85.2± 1.8 91.7± 0.3 76.2± 2.6

Table A.2: Ablation study on the POISED dataset and the batch-effect-amplified dataset (POISED-A). Twocomponents are removed (each separately, or both): the uniform prior and the normalizing flow. Forthe two datasets (i.e., with or without batch effect amplification), we provide the F1-score, the balancedaccuracy, and the accuracy of the different models.

The uniform prior increases performance when combined with the normalizing flow.
Considering only the normalizing flow without the uniform prior (third row), has lower
performances than the complete model and a higher standard deviation.

A.1.4 . Selecting the log probability threshold

In the methods section, we defined a log threshold tmin to decide whether or not to
label a cell, i.e., we don’t label a cell if:

max1≤z≤P pU |Z=z(fϕ(x, c)) ≤ etmin .

By default, we choose tmin = −50. It is chosen based on the curve of the ratio of
predicted cells as a function of tmin (see Figure A.2). When the threshold is too high, all cell
probabilities are below the threshold, and no cells are classified. Therefore, this threshold
has to be chosen to still predict a large number of cells, but we don’t want it to be too low
(otherwise, we could miss some unknown populations or annotate low-quality cells). In
practice, one can choose a value before the significant decrease in the predicted ratio of
cells (see Figure A.2).

137



De
fa

ul
t t

hr
es

ho
ld

Figure A.2: Choosing tmin. We select the threshold such that it still predicts a high number of
cells. The default (advised) value is -50, shown in a dotted black line

A.1.5 . Scyan robustness study

We run two studies to evaluate Scyan’s robustness:
• Sensitivity to different values of σ for the three metrics used in the benchmark (ac-
curacy, F1-score, and balanced accuracy). If desired, one can run a grid search on
the following sigmas values and choose the best sigma according to the heuris-
tic metric: [0.2, 0.25, 0.3, 0.35]. The heuristic was defined in supplementary subsec-
tion A.1.9. The supplementary subsection A.1.5 summarises the results of Scyan
over these different runs.

• Non-existing populations are added in the table (between 0 and 5 included). For
each added population, we randomly choose an existing population from the ta-
ble and switch between one and three marker expressions. Note that this pro-
cess might create actual populations that are not yet on this dataset. For instance,
switching the CD8 expression for a T CD4 populationwouldmake a double-positive-
T. Thus, when adding five populations, it is likely that some added populations are
more relevant to characterize some existing cells. The supplementary Figure A.4
summarises the results of Scyan over these different runs. It shows that only the
F1-score is affected (which is expected since the F1-score is very sensitive to minor
changes for rare populations). And still the F1-score after adding five populations
is still higher than the best related model without adding non-existing populations
(F1-score=0.6).

A.1.6 . Details on the knowledge table to be provided

Scyan requires a table, a.k.a. biological prior table or knowledge table, to describe
the populations to be annotated. The table is of size P x M , where P is the number of
populations andM the number of markers. For a given population z and amarkerm, the
value at the row z and the columnm of the table has to be one of the following:

138



0.150 0.175 0.200 0.225 0.250 0.275 0.300
Prior standard deviation 

0.0

0.2

0.4

0.6

0.8

1.0

S
co

re

Accuracy
F1-score
Balanced accuracy

Figure A.3: Sensitivity to the main
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Figure A.4: Sensitivity to non-existing
populations in the knowledge table
on the POISED dataset. Metrics stan-
dard deviation is computed over 5
runs. The F1-score after adding 5 pop-
ulations is still higher than the best
related-model without adding non-
existing populations (F1-score=0.6)

• 1 if the population z is known to express markerm
• −1 if the population z is known not to express markerm
• NA if we don’t know anything about the expression ofm on population z

• a value in ] − 1, 1[ if the expression is known, but not positive or negative. For in-
stance, −0.5 can be chosen for a low expression, and 0 for a mid expression. It al-
lows to better annotate complex populations, in particular population continuums
(e.g., classical/intermediate/non-classical monocytes).

The design of the knowledge table is essential for the annotations. The literature can
help its creation, but we also provide some advice to enhance the table:

• It is better to provide no knowledge than false information; therefore, the user
should feel comfortable using "Not Applicable" for a marker when unsure. Besides,
if needed, population discovery can be used to go deeper into this marker after-
ward.

• Note that the model interprets NA values by "any expression is possible". Thus,
a population described with extensive use of NA values (e.g., above 90% of mark-
ers, with no discriminative marker provided) can be over-predicted. This is normal
behaviour since few constraints are applied to this population.

• We enable the usage of intermediate expressions such as "mid" and "low" in the
table. Yet, we advise using it only to differentiate two similar populations. Overusing
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these intermediate expressions in the table will challenge the user to create the
table properly while not improving the results.

• It is not required to use all the panel markers. If somemarkers are unimportant for
the annotation, they can be removed from the knowledge table.

Figure A.5: Scyan visualization, interpretability, and discovery on AML. a, Separation of
the CD4 T cells and the two NK populations on multiple scatter plots using CD3, CD4, CD7, and
CD16 (standardized marker expressions). b, Scyan latent space for all populations. The latent
space comprises one value per marker whose typical range is [-1, 1]. The closer to -1, the more
negative the marker expression, and the closer to 1, the more positive the marker expression.
c, Understanding Scyan predictions for CD16+ NK cells by providing Scyan confidence (or prob-
ability) for each population, each of them decomposed per marker. d, Scyan latent space for
CD16+ NK cells, in other words, their expressions for all the considered markers. e, Extract of
the knowledge table concerning CD16+ NK cells. Some markers were known to be positive, oth-
ers negative, and some marker expressions were unknown or not applicable (NA).

A.1.7 . Benchmark in the presence of low batch effect
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In Figure 3, we evaluated Scyan on batch effect correction on a dataset with a signi-
ficative batch effect. Sometimes, the batch effect is low, but we still want to correct it. We
evaluated Scyan against the same models, i.e., Cydar [Lun et al., 2017] / COMBAT [John-
son et al., 2007] / Harmony [Korsunsky et al., 2019] / SAUCIE [Amodio et al., 2019], but
on POISED without batch effect amplification. This dataset has seven different biologi-
cal batches. Figure A.6 shows that Cydar performs better on simple datasets (compared
to the benchmark in Figure 3) but still lower than Scyan/Harmony. Again, SAUCIE is not
preserving biological variability. Concerning Combat, its correction is lower than without
correction, in this case (it could be explained by the fact that Combat’s original use is for
scRNAseq, not cytometry). Finally, Scyan and Harmony gave the best results, with Har-
mony having a better iLISI, while Scyan had a better cLISI. Overall, on this dataset with
low batch effect correction, both Scyan and Harmony perform well. As shown in Figure 3,
Scyan batch effect correction becomes superior to Harmony onmore complex use cases.

Figure A.6: Batch-effect correction on the POISED dataset without batch-effect amplifica-
tion. a, UMAP showing the 7 different batches (before batch effect correction). The batch effect
is visible since different batches form separated clusters. b, Batch-effect correction of Scyan,
Cydar, Combat, SAUCIE, and Harmony. A good batch effect correction can be observed by a
superposition of all batch distributions. c Batch-effect correction metrics. A low cLISI (at the
top of the figure) denotes good cell-type variability preservation, while a high iLISI (on the right
of the figure) denotes better batch mixing.

A.1.8 . Comments on supervised models runtime

Since LDA and CyAnno rely on manual gating, the total time needed for the annota-
tion is highly dependent on the time required for the manual annotation. For complex
datasets with many patients and a high batch effect, manual gating can take full days to
complete a precise annotation and thus to be able to run the supervised models. Also,
if a population was discovered afterwards, manual gating has to be modified to target
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this new population. On the opposite, adding a new population to Scyan’s table (basi-
cally, modifying one or two marker expressions) is all we need to re-run the algorithm
and target this new population.

Figure A.7: UMAPs for the debarcoding task. From left to right: MP, Baseline, ACDC, Scyan.

ca b

ACDC baseline

Figure A.8: Comparison of unsupervised models. The recall for each population is dis-
played a, on POISED. b, on AML. c, on BMMC.

A.1.9 . Model hyperparameter optimisation

One important issue in training deep learning models is fine-tuning their hyperpa-
rameters. Because our model is unsupervised, we cannot consider any supervisedmetric
such as accuracy. We thus have to use an unsupervised metric that measures the anno-
tation quality. For this reason, we defined a heuristic that combines (i) a clustering met-
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Figure A.9: Back-gating to check Scyan annotations a, Scyan annotation among monocytes.
b, Manual annotations among monocytes. c, NKT cells is a population that has been overpre-
dicted by Scyan compared to manual gating. We check by back gating that they were properly
annotated. d, gdTCR CD16+ is a new population discovered by Scyan. We show this population
really exists.

Figure A.10: Confusion matrix of annotations compared to manual gating. a, CyAnno. b,
LDA. c, Scyan.

ric, the Davies-Bouldin Index [Davies and Bouldin, 1979] (DBI), to obtain well-separated
clusters, (ii) a count of the missing populations to favor the presence of all populations
among the predictions, (iii) a Dirichlet probability on population weights to favor popula-
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tion diversity, and (iv) the iLISI score. Formally, let O be the number of populations that
the model did not predict at all, and X,ypred the cells’ expressions and predictions, re-
spectively. Then, we define our heuristic to be minimised by (O + 1) · DBI(X,ypred) ·
(−
∑

z log πz)/iLISI(X,ypred). Note that −∑z log πz is proportional to the log Dirichlet
probability of the learned population weights π. An advantage of using the DBI is that it is
computationally more efficient than some clusteringmetrics, such as the silhouette score
[Rousseeuw, 1987]. In particular, the DBI scales efficiently to large datasets. Also, if batch
covariates were not provided, we simply remove the iLISI term in the heuristic definition.
In practice, we use Optuna [Akiba et al., 2019] for hyperparameter optimization and their
Tree-structured Parzen Estimator algorithm.

A.1.10 . Benchmark models and evaluation

We compared Scyan to three other knowledge-based models: ACDC [Lee et al., 2017],
a baseline model (defined by the authors of ACDC), and MP [Ji et al., 2018]. Also, we com-
pared our model to Phenograph [Levine et al., 2015], a clustering model. Note that the
Phenograph does not predict labels itself. Thus, each cluster has to be assigned to a bi-
ological cell type. This is typically done by human experts, but for more objectivity, the
clusters were named using known labels. Using these labels thus replaces the assign-
ment of clusters to biological cell types by human experts and provides a way to compare
Phenograph to the other approaches by making the assumption that a human expert
would correctly annotate the clusters. We also compared Scyan to two supervised mod-
els (LDA [Abdelaal et al., 2019] and CyAnno [Kaushik et al., 2021]) on the POISED dataset.
For a realistic scenario, the two models were trained on one batch and evaluated on the
others (one run for each batch). Scyan, in contrast, is unsupervised and can be run directly
on all cells. Finally, we benchmarked ourmodel ability to correct batch effect to fourmod-
els: Cydar [Lun et al., 2017], Combat [Johnson et al., 2007], SAUCIE [Amodio et al., 2019],
and Harmony [Korsunsky et al., 2019]. We used the POISED dataset on which we had 7
biological batches, and we amplified the batch effect to complex the batch correction (see
methods).
Weused the implementation fromHarmony [Korsunsky et al., 2019] to compute LISI scores.
Formally, for one cell, the cLISI is the number of different cell types found in the cell’s close
neighborhood. Thus, a lower value indicates a better cell-type separation, and the best
value is 1. Concerning the iLISI: for one cell, it corresponds to the number of different
batches found in the cell’s close neighborhood. Thus, a higher value indicates a better
batch correction, and the best value is the number of different batches. For the batch
correction benchmark, evaluation was run on the cell-type related markers only: CD19,
CD20, CD3, CD4, CD8, TCRgd, CD16, CD56, CD25, CD127, CD45RA, CCR7, HLA.DR, CD14,
CD11c, CD123, CD27, CD69, CD40L. TheUMAPswere plotted using Scanpy [Wolf et al., 2018].

A.1.11 . Data preprocessing

144



To compare our model with the other methods, we used a similar data preprocessing
and the same knowledge tables as MP [Ji et al., 2018] and ACDC [Lee et al., 2017] for the
AML, BMMC, and debarcoding datasets. On POISED, due to the impossibility of having
non-binary values in the input tables of MP and ACDC, intermediate Monocytes had to be
removed. Also, ACDC and MP used x 7→ asinh(x−1

5 ) to preprocess marker expressions,
while we used x 7→ asinh(x5 ). Note that we also standardized the data (required to run
Scyan). Concerning the debarcoding task, we used the logicle transformation [Parks et al.,
2006] to preprocess marker expressions and then standardization.

A.1.12 . GPU acceleration

If desired, any user can use GPUs to make Scyan faster. For that, we used PyTorch
Lightning (https://lightning.ai/docs/pytorch/latest/) which detects the user hardware and
automatically provides the right hardware options to PyTorch during training. Inmost use
cases (including large datasets), CPUs are sufficient and fast enough. By default, PyTorch
lightning automatically uses GPUs if available, but this behavior can be changed via the
"accelerator" kwargs argument.
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A.2 . Sopa supplementals

A.2.1 . Supplementary Notes

Choice of SpatialData as a data structure

SpatialData[Marconato et al., 2024] is a data structure developed in Python that aims
to store spatial-related objects. It also provides transformations between coordinate sys-
tems (for instance, betweenmicrons and pixels), lazy representation for large images with
Daskand Xarray[Hoyer and Hamman, 2017], transcripts stored as Daskdataframes, and
cells polygons stored as GeoPandas polygons. The general structure of this data, the com-
munity support, and integration with the scverse[Virshup et al., 2023] ecosystem make it
a reliable tool to store spatial omics objects in Sopa. Notably, the usage of Python is ap-
preciated since most recent models in spatial omics are gradually moving to Python for
package development[Moses and Pachter, 2022].

Integration with the scverse ecosystem

The scverse[Virshup et al., 2023] ecosystem is a Python-based suite of fundamen-
tal tools for single-cell omics data analysis. This includes the data structures Spatial-
Data[Marconato et al., 2024] that we use for Sopa, as well as Scanpy[Wolf et al., 2018],
which covers a wide range of use cases in single-cell analysis. Also, still in the scverse
ecosystem, Squidpy[Palla et al., 2022] is a Python library for the analysis of spatial single-
cell data such as spatial neighbourhood analysis or ligand-receptor interaction analysis.
Since Squidpy supports SpatialData, Sopa also naturally integrates with Squidpy. Indeed,
the pipeline output is a SpatialData object, and Squidpy can operate on this, enabling
all Squidpy functionalities to be leveraged after Sopa or inside the pipeline. Squidpy is
complementary to Sopa since it operates on processed spatial omics, contrary to Sopa,
which analyses raw data. Also, the spatial statistics tools available in Sopa do not exist in
Squidpy. Thus, these packages have non-overlapping and complementary functionalities.

Limitation of the proprietary visualization software

All visualizers are exclusive to their data structure and require an investment of time
from the users to learn their proprietary software. Besides this, some of the software
comes only with the purchased machine and requires a license key for use. This limits
the number of users who have a collaborative engagement and are not in possession
of the machine. Data analysis from the MERSCOPE comes with a dedicated visualizer,
called the "Merscope Visualizer". Its input is proprietary ".vzg" files, a non-open format.
While VPT offers the possibility to update it, a new vzg cannot be recreated for another
type of technology. In addition, the update of this file requires performing again all re-
quired operations, even for minor changes, because everything is included in one file.
Therefore, minor modifications still imply a significant runtime to be updated in the visu-
alizer. Concerning CosMX data, they offer an online suite of tools, called AtoMx, which is
cloud-based only, limiting the accessibility, especially for users wanting to use their own
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high-processing-cluster. Concerning the visualizer of the PhenoCycler andMACSima, they
are specific to multiplex imaging, i.e. no transcript can be shown. Contrary to the other
visualizers, Xenium Explorer can be both (i) downloaded freely and (ii) supports open file
formats. This makes it a reliable choice for conversion from SpatialData. Also, it supports
missing data, i.e. it will not crash when reading multiplex imaging data (from which no
transcripts are available).

Visualization with the Xenium Explorer

After using Sopa, the files required by the Xenium Explorer are created. In particular,
a file called "experiment.xenium" can be opened in the Xenium Explorer. The later soft-
ware is freely available for both Windows and MacOS. Sopa has been tested on versions
1.2 and 1.3 of the Xenium Explorer. We show two examples of visualization in supplemen-
tary Figure A.12 (Xenium dataset, 10X) and supplementary Figure A.13 (MERSCOPE dataset,
Vizgen).

Image alignment with the Xenium Explorer

One challenge for spatial transcriptomics can be to align images from different tech-
nologies when they are run on the same sample. Most of the time, a simple affine trans-
formation is enough to align them. Since Sopa create outputs in the Xenium Explorer,
it is possible to use the alignment tool available on the software. It consists of applying
some mirroring transformations, rotations, and alignment based on user-defined refer-
ence points. Then, the transformation matrix can be saved via the visualizer, which will
create a "matrix.csv" transformation file. Afterwards, we can use this transformation ma-
trix to align the new image on our SpatialData object and perform any operation available
in Sopa. This can be done via the Sopa CLI, by specifying sopa explorer add-aligned

<sdata_path> <image_path> <matrix_path>. Typically, when adding an IF image, we can
compute the mean channel intensity for all cells and for all channels.

Thresholds for conflict resolution

When two cell boundaries are overlapping, we compute their intersection-over-min-
area (IOMA) to determine whether or not to merge the cell boundaries. In this section,
we define thresholds of IOMA scores to be considered as good conflict resolution in Fig-
ure c/d/e. The upper bound is defined based on the value such that two cells randomly
overlapping have a 0.025 probability of having an IOMA higher than this upper bound.
Specifically, let R ∈ R+ a cell radius and two cells of radius R whose center are C1

and C2 ∈ R2, respectively. Without loss of generability, we consider that C1 is cen-
tered in the 2D plane, that is C1 = (0, 0). Since the two cells are overlapping, we as-
sume that C2 is a random variable uniformly distributed on the circle of radius 2R, that
is C2 ∼ U({(x, y) ∈ R2,

√
x2 + y2 ≤ 2R}). Now, let D the random variable representing

the distance between the two cells, i.e. D = ||C1||2. Finally, the quantile Qp is defined as
by the equation P (f(D) ≤ Qp) = p, where p ∈ [0, 1] and f is the function that computes
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the IOMA score, that is, f(D) = 2
π

(
arccos( D

2R) −
D
2R

√
1− D2

4R2

)
. Since f decreases with

respect to D, we have P (f(D) ≤ Qp) = P (D ≥ f−1(Qp)) = 1 − f−1(Qp)2

4R2 . This leads to
Qp = 2

π

(
arccos(

√
1− p) −

√
p(1− p)

)
, and, in particular, Q0.975 ≈ 0.7995. Concerning

the lower bound, the computation is different, because of the nature of such overlaps.
Indeed, since the images have a certain thickness, two non-touching cells can appear as
overlapping when projected on a 2D plane. We want to compute the mean IOMA of two
non-touching cells that are overlapping when projected on the (x,y) plane. For that, we
define L, the thickness of a slide. Let Z1, Z2 ∼ U([−L

2 ,
L
2 ]) the random variables repre-

senting the position of the center of two cells on the z-axis. Again, we suppose that one
cell is centered on X1 = 0, while X2 is assumed to be uniformly distributed while follow-
ing these two conditions: (i) X2 ≤ 2R, in order for the two cells to overlap on the (x,y)
plane, and (ii)X2

2 +(Z1−Z2)
2 ≥ 4R2 so that the two cells are not touching each other on

the (x,y,z) space. Note that, when projected on the (x,y) plane, the distance between the
two cells is X2. Computational simulations gives E(f(X2)) = 0.07, which is used as our
lower bound (see supplementary Figure A.18 for the full distribution).

Synthetic dataset generation

In order to demonstrate Sopa’s efficiency on multiple dataset sizes, we created syn-
thetic datasets. Let L be the width of the image, and d be the cell density in the image. An
evenly distributed grid of size (L

√
d, L
√
d) is generated, each vertex corresponding to a

cell location. We apply a Gaussian noise of standard-deviation 1
2
√
d
on these cell locations

to have a more natural distribution of cells. Images are generated by applying a Gaussian
blur of standard deviation 1

2
√
d
on the pixels at the location of the cell vertices, and 100

transcripts per cell are generated via a 2D Gaussian distribution of the same standard
deviation.

Annotation of example datasets

Dataset annotation followed the procedure outlined in the main manuscript. Auto-
matic annotation utilized the following references: Liver dataset (https://www.immune
singlecell.org/atlas/liver) and Pancreas dataset (https://www.immunesinglece
ll.org/atlas/pancreas). Initial global annotation involved combining major cell pop-
ulations, followed by refinement using Leiden clustering[Traag et al., 2019]. Subsequent
in-depth analysis employed manual annotation with Leiden clustering. For MACSima and
PhenoCycler datasets, exclusion criteria involvedDAPI, boundary staining, and low-quality
proteins to enhance resolution. Manual clustering with Leiden was then applied for pop-
ulation annotation. Niche calculations were performed using STAGATE[Dong and Zhang,
2022]. Niches were annotated based on cell type abundance and tissue structure, vali-
dated by a pathologist.
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Comments on Baysor performances on patches

On Figure 3c/f, Baysor[Petukhov et al., 2022] had a better DE score when running on
the patches thanwithout. Actually, running Baysor on patches simplifies the complexity of
each run since it will focus on a subset of cell types, which could increaseBaysor specificity.
For instance, for a patch that is specific to the stroma, Baysor may have an enhanced
resolution compared to a run on the full image (which contains a broader range of cell
types). This may explain why it has more power for DE, and it is opening up potential
investigations beyond this paper to confirm this explanation.

MERSCOPE dataset Xenium dataset Phenocycler dataset MACSima datasetMatching cellswithout merge 11960(98.1%) 69063(97.5%) 892845(99.5%) 42230(99.1%)Matching cellswith merge 227(1.86%) 1738(2.45%) 4753(0.529%) 381(0.894%)Non-matchingcells 1(0.0082%) 7(0.00989%) 54(0.00602%) 4(0.00939%)
Table A.3: Detailed status of cells during conflict resolution for the crops of size (16000x16000)
of the original image. Each resulting cell is separated into three categories. First, cells for whichno conflict was found. Secondly, cells for which conflict was resolved but whose resulting cell corre-sponds to one unique cell in the segmentation without patches. Third, cells for which conflict wasresolved but does not correspond to one unique cell in the segmentation without patches. Both rawnumbers and percentages are provided.
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a.

b.

d.

f.

c.

e.

g.

Figure A.11: Impact of patched-based segmentation over the data quality, based on crops of size (16000x16000) of the original image. a.UMAPs comparing the representation of the cells obtained while running segmentation over the whole image and using patches (as in Sopa). Thiswas tested over multiple datasets, for Cellpose (for all datasets) and Baysor (for spatial transcriptomics datasets). b. Comparison of segmentationquality metrics for Cellpose run on the Xenium dataset. c. Comparison of segmentation quality metrics for Baysor run on the Xenium dataset.
d. Comparison of segmentation quality metrics for Cellpose run on the MERSCOPE dataset. e. Comparison of segmentation quality metrics forBaysor run on the MERSCOPE dataset. f. Comparison of segmentation quality metrics for Cellpose run on the MACSima dataset. g. Comparisonof segmentation quality metrics for Cellpose run on the PhenoCycler.



Figure A.12: Xenium human pancreatic cancer dataset (10X Genomics) open in the Xenium Ex-
plorer. The transcript panel is shown, with a few genes selected. Cells are coloured by a colour
gradient representing transcript count.

Figure A.13: MERSCOPE human liver hepatocellular carcinoma dataset (Vizgen) open in the Xe-
nium Explorer. The cell panel is shown, and the "annot_level0" category is displayed. Colors
correspond to a cell-type.
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Figure A.14: Visual validation of the annotations. a. Heatmap of genes expression per popu-
lation on the MERSCOPE human liver hepatocellular carcinoma dataset. b. Heatmap of genes
expression per population on the Xenium pancreas dataset. c. Protein staining per cell on
the Xenium human pancreatic cancer dataset after aligning the staining image to the origi-
nal Xenium image. d. Heatmap of protein expression per population on the MACSima HNSCC
dataset. e. Heatmap of protein expression per population on the Phenocycler tonsil dataset.
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a.

b. c.

Figure A.15: Annotation of the immune cells of the MERSCOPE human liver hepatocellular
carcinoma dataset and niche differential gene expressions (DEGs). a. Heatmap of DEGs
per immune population on the MERSCOPE liver dataset. b. UMAP of immune cells of the MER-
SCOPE liver dataset c. Heatmap of DEGs per niche of the MERSCOPE liver dataset.
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Figure A.16: Comparison between Squidpy and Sopa post-processing analyses a. Com-
parison of Squidpy neighbourhood enrichment (cell to cell) and Sopa cell to cell average hop
distance. While the neighbourhood enrichment is symmetric, the distances are not. In terms of
insights, this asymmetry can, for instance, show that TREM2 macrophages are relatively close
to the Hepatocytes, while the Hepatocytes are generally far from the TREM2 Macrophages. To
prevent confusion while reading this heatmap, we precise that one row corresponds to the dis-
tances from the cell type of the row index to all other cell types. b. Comparison of Squidpy
neighbourhood enrichment (niche to niche) and Sopa niche to niche average hop distance.
Since niches are more global structures, their neighbourhood usually includes only the same
niche (left), while the distances can capture more global organizations and informat
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Figure A.17: Zoom on Xenium human pancreatic cancer dataset a. H&E clusters of patch-
level embeddings based on a pre-trained computer vision model (denoted as H&E niches), red
box highlighting the image in c. b. H&E image of human pancreatic cancer dataset (10X Ge-
nomics dataset), red box highlighting the image in c. c. Left, zoom of H&E image of human
pancreatic cancer dataset (10X Genomics dataset). Right, zoom of H&E image with all tran-
script overlay of human pancreatic cancer dataset (10X Genomics).
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Figure A.18: Distribution of IOMAwhen non-touching 3D cells are projected on a 2D plane.
This computation has been performed by simulating random non-touching 3D cells.
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A.3 . Novae supplementals

Sinkhorn-Knopp algorithm

Novae relies on SwAV [Caron et al., 2020], which is itself based on an optimal transport
[Peyré and Cuturi, 2020] problem that is solved via the Sinkhorn-Knopp algorithm. Its
pseudo-code is detailed below:
Algorithm 1 Sinkhorn-Knopp
Require: S ∈ RB×K , ϵ > 0, n_iter > 0
Q← exp(scores/ϵ) ▷ Element-wise exponential
Q← Q/Q.sum()
N ← n
for iter ∈ {1, . . . , n_iter} do

Q← Q/Q.sum(dim = 0)/K
Q← Q/Q.sum(dim = 1)/B

end for
return Q

After running Sinkhorn-Knopp, all rows of Q sum to 1/K , and all columns sums to
1/B. In practice, we choose ϵ = 0.05, and n_iter = 3. Studies [Caron et al., 2020] show
that 3 iterations are sufficient for performances while being also time efficient. Note that
these are the same values that the ones used in the SwAV [Caron et al., 2020] paper.

Integration within the community ecosystem

Novae uses AnnData [Virshup et al., 2021] as an input, one of the main data structures
of the scverse [Virshup et al., 2023] ecosystem. This input is, therefore, widely used by the
Python community, and packages exist for interoperability with R [Virshup et al., 2023].
The AnnData object can be obtained by reading the raw files with the SpatialData [Mar-
conato et al., 2024] library. Alternatively, it is also possible to preprocess the raw files to
obtain the AnnData object, for instance, using Sopa [Blampey et al., 2024b]. Overall, No-
vae is built on top of strong tools that are widely adopted by the community. It makes it
easier to use Novae, and interoperate with existing packages.

Generalization across technologies

The results of Novae are shown on spatial technologies with single-cell resolution
(MERSCOPE, Xenium, CosMX), but Novae can also be used on NGS-based technologies
such as the Visium machine or Visium HD. In that case, we can use Novae in a similar
manner, except that we will update the subgraph sampling parameters. Typically, we can
set nlocal = 1 or nlocal = 2, as the distance between spots can be higher than the distance
between cells. Similarly, we can set nview = 1 or nview = 2. Indeed, for Visium data, two
neighbor spots are 100 microns away from each other, meaning that setting nlocal ≥ 3

would aggregate information from cells more than 300 microns away.
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Graph lazy loading

For memory efficiency, we don’t store the full PyTorch Geometric dataset in memory.
Instead, for each mini-batch of B cells, we generate the corresponding subgraphs on the
fly inside the PyTorch dataset based on the sparse Delaunay graph representation. This
avoids memory errors on large datasets. This behavior is enabled by default on large
datasets. For more flexibility, it is also possible to enable it for all dataset sizes, or totally
disable it.

Synthetic dataset generation

Wegenerate cell locations as the vertices of the grid of step∆ > 0, cropped to fit inside
the circle of radius R centered at the origin (0, 0). Then, we artificially assign each cell to
the domain ⌊√x2+y2K

R ⌋, where (x, y) ∈ R2 are the cell coordinates, andK is the number of
desired domains. For each domain k ≤ K , we sample dk ∼ exponential(λdomain)

G, where
G is a number of genes, and λdomain a domain-specificity parameter. Similarly, we sample
si ∼ exponential(λslide)

G for each slide i amongS slides, and also p ∼ exponential(λpanel)
G.

Then, for a cell of domain k and slide i, we sample its gene expression as xgenerated ∼
exponential(dk+si+p)G. Therefore, λdomain represents the domain specificity, and λslide

is the slide specificity. This allows the generation of more or less complex cases depend-
ing on the choice of these parameters. Practically, we generated this dataset for S = 5

slides, a radius of R = 6000 microns, a step ∆ = 20 microns, a number of K = 7 do-
mains, nslides = 5 The toy dataset used in this manuscript is available on Hugging Face at
https://huggingface.co/datasets/MICS-Lab/novae/tree/main and can be directly
downloaded via the Novae package API.

Model monitoring and validation

For internal monitoring (i.e., before releasing the model), we used Weight and Biases,
which enable tracking metrics about models and experiments, saving model artifacts,
among other functionalities. To avoid validation on the Novae database, we used pri-
vate data to compute validationmetrics on all models. The choice of the best models was,
therefore, based on this external validation dataset and not on themain Novae database.
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Figure A.19: Covariance of the prototypes of the Novae human run. A total of K = 512 proto-
types are shown. The colors show the variance between each pair of prototypes.
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a. b.

d.c.

f.

e.

Figure A.20: Biological details on the breast dataset. a. Top spatially variable genes over
the MERSCOPE sample. b. PAGA graph over the MERSCOPE sample. c. Top spatially variable
genes over the Xenium sample. d. PAGA graph over the Xenium sample. e. Hallmark pathway
scores over the different domains of the MERSCOPE sample. f. Hallmark pathway scores over
the different domains of the Xenium sample.
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a. b. c.

d. e. f.

Figure A.21: PAGA graph on the mouse brain slides a. to c. control mice, at 2.5, 5.7, and 13.4
months, respectively. d. to f. TgCRND8 mice, at 2.5, 5.7, and 17.9 months, respectively.
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a. b. c.

d. e. f.

g. h. i.

Figure A.22: Results on the synthetic dataset. a. Spatial domain ground truth (generated) for
the synthetic dataset (first slide). b. to f. Spatial domain prediction for the 5 models (Novae,
STAGATE, SEDR, GraphST, and Spaceflow, respectively) on the synthetic dataset for the first
seed and the first slide. g. to i. UMAPs computed on the cells gene expression (not the spatial
representations) from the synthetic dataset, colored by the ID of the slide (g), the results of a
Leiden[Traag et al., 2019] clustering (h) and the ground truth domains (i).
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a.

b.

c.

d.

e.

Figure A.23: Spatial domain prediction on the colon dataset for the different methods. a.
Predictions of Novae. b. Predictions of STAGATE. c. Predictions of SpaceFlow. d. Predictions of
SEDR. e. Predictions of GraphST.
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Mathematical details

B.1 . Normalizing Flows and Real NVP

Normalizing flows are a class of generative models that enable the transformation of
a simple probability distribution (typically, a normal distribution) into amore complex one
through a series of invertible mappings. These mappings are constructed so that the re-
sulting probability distribution can be easily computed. The key idea behind normalizing
flows is the use of the change of variables formula for probability density functions. Given
a random variable z0 with a known distribution, we can obtain a new variable zK through
a series of invertible transformations fk:

zk = fk(zk−1), k = 1, . . . ,K.

The resulting density p(zK) can be expressed as:

p(zK) = p(z0)

K∏
k=1

∣∣∣∣det ∂fk
∂zk−1

∣∣∣∣−1

.

This formula leverages the determinant of the Jacobian of the transformation to ac-
count for the change in volume induced by each transformation.

B.1.1 . Real NVP (Real-valued Non-Volume Preserving Transformation)

Real NVP [Dinh et al., 2017] is a specific type of normalizing flow designed to facilitate
the computation of the forward and inverse transformations, as well as the determinant
of the Jacobian. Real NVP achieves this by using coupling layers, which ensure that the
Jacobian is triangular, and thus, with an easy-to-compute determinant.

A coupling layer in Real NVP splits the input variable z into two parts, z1:d and zd+1:D.
The transformation is then defined as:

z′1:d = z1:d,

z′d+1:D = zd+1:D ⊙ exp(s(z1:d)) + t(z1:d),
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where s(·) and t(·) are scaling and translation functions, respectively, and ⊙ denotes
element-wise multiplication. The inverse transformation can be easily computed as:

z1:d = z′1:d,

zd+1:D = (z′d+1:D − t(z′1:d))⊙ exp(−s(z′1:d)).

The Jacobian of this transformation is triangular, and its determinant is simply the
product of the diagonal elements:

∣∣∣∣det ∂z′∂z

∣∣∣∣ = exp

(
D−d∑
i=1

si(z1:d)

)
.

Real NVP can be stacked in multiple layers, with alternating coupling layers to en-
sure that all dimensions of the input are transformed. This stacking allows Real NVP to
model complex, high-dimensional distributions effectively. Therefore, Real NVP can be
employed for data normalization, density estimation, and generative modeling. These
capabilities are crucial for understanding the underlying biological processes and for de-
veloping accurate predictive models in oncology research.

B.2 . Expectation-Maximization (EM) Algorithm

The Expectation-Maximization (EM) algorithm is an iterative method for finding max-
imum likelihood estimates of parameters in probabilistic models, especially when the
model depends on unobserved latent variables. It alternates between performing an ex-
pectation (E) step, which computes an expectation of the log-likelihood with respect to
the current estimate of the distribution for the latent variables, and a maximization (M)
step, which computes parameters maximizing the expected log-likelihood found on the E
step.

B.2.1 . Overview of the EM Algorithm

Consider a set of observeddata pointsX = {x1,x2, . . . ,xN}, and letZ = {z1, z2, . . . , zN}
be the corresponding latent variables. The complete data log-likelihood is given by:

log p(X,Z | θ),

where θ denotes the parameters of the model. The EM algorithm iteratively refines
the parameters θ through the following two steps:

E-Step (Expectation Step) In the E-step, we compute the expected value of the com-
plete data log-likelihood with respect to the current estimate of the distribution of the
latent variables. This involves computing the conditional expectation:
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Q(θ | θ(t)) = EZ|X,θ(t) [log p(X,Z | θ)] ,

where θ(t) is the estimate of the parameters at iteration t.

M-Step (Maximization Step) In the M-step, we maximize the expected complete
data log-likelihood found in the E-step with respect to the parameters:

θ(t+1) = argmax
θ

Q(θ | θ(t)).

These steps are repeated until convergence, i.e., until the parameter estimates stabi-
lize.

B.2.2 . Application to Gaussian Mixture Models (GMMs)

A commonapplication of the EMalgorithm is in fittingGaussianMixtureModels (GMMs),
which assume that the data is generated from amixture of several Gaussian distributions
with unknown parameters. In this context, the latent variables Z indicate the component
(i.e., Gaussian) from which each data point is drawn.

Given a GMM with K components, the parameters to be estimated are the mixture
weights πk, the means µk, and the covariancesΣk for each component k.

E-Step for GMMs The E-step involves computing the posterior probabilities (respon-
sibilities) that each data point xi was generated by component k:

γ
(t)
ik =

π
(t)
k N (xi | µ(t)

k ,Σ
(t)
k )∑K

j=1 π
(t)
j N (xi | µ(t)

j ,Σ
(t)
j )

.

M-Step for GMMs In the M-step, we update the parameters using the responsibilities
computed in the E-step:

π
(t+1)
k =

1

N

N∑
i=1

γ
(t)
ik ,

µ
(t+1)
k =

∑N
i=1 γ

(t)
ik xi∑N

i=1 γ
(t)
ik

,

Σ
(t+1)
k =

∑N
i=1 γ

(t)
ik (xi − µ

(t+1)
k )(xi − µ

(t+1)
k )T∑N

i=1 γ
(t)
ik

.

B.2.3 . Applications in the context of single-cell data

In the context of single-cell data, the EM algorithm can be used to identify distinct
subpopulations of cells, each being represented by its proper distribution. This is the
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reason why this algorithm was used in Scyan before moving on to the final version of the
model.
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Long summary in French

La médecine de précision en oncologie vise à personnaliser les traitements en fonction
des profils génétiques et moléculaires uniques des tumeurs des patients, dans le but
d’améliorer l’efficacité des thérapies tout en réduisant les effets secondaires. Avec les
avancées technologiques, notamment les technologies d’omics unicellulaires et spatiales,
il devient possible d’obtenir des données extrêmement détaillées sur le microenviron-
nement tumoral. Ces technologies offrent une résolution sans précédent pour étudier
les caractéristiques cellulaires et moléculaires du cancer, notamment en conservant le
contexte spatial des cellules au sein des tissus.

Cependant, la richesse et la complexité croissantes de ces données posent des dé-
fis analytiques majeurs, rendant les méthodes traditionnelles insuffisantes pour en ex-
traire des informations biologiques pertinentes. C’est dans ce contexte que la nécessité
d’approches computationnelles avancées s’impose. Les méthodes d’apprentissage pro-
fond (deep learning) émergent comme une solution prometteuse, capable de traiter des
volumes massifs de données complexes et de surmonter les limitations des approches
classiques.

Le premier chapitre introduit les deux domaines fondamentaux de cette thèse, c’est-
à-dire l’immunologie et l’apprentissage profond. Ces concepts sont expliqués de manière
accessible, afin de poser les bases nécessaires pour comprendre les travaux présentés
dans les chapitres suivants. Une attention particulière est portée à l’explication des tech-
nologies d’omics unicellulaires et spatiales, ainsi qu’aux défis spécifiques qu’elles posent.
Cettemise en contextemet en lumière les raisons pour lesquelles de nouvellesméthodes
basées sur l’apprentissage profond sont nécessaires dans le cadre de cette thèse.

Le deuxième chapitre présente Scyan, la première contribution méthodologique de
cette thèse. Ce projet a été initié dans le cadre de l’étude clinique Pop-Durvamenée àGus-
tave Roussy. Cette étude, portant sur une cohorte de 150 patients, a révélé des effets de
batch importants, qui diminuaient la robustesse et la qualité des annotations cellulaires
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avec les méthodes existantes. Scyan répond à ce besoin par une méthode d’annotation
des types cellulaires basée sur l’apprentissage profond, conçue pour être robuste face à
ces effets de batch. Initialement développée pour Pop-Durva, Scyan a ensuite été général-
isée pour s’appliquer à un large éventail d’études.

Le troisième chapitre aborde les données spatiales omiques, un domaine dans lequel
j’ai été impliqué lors de l’acquisition de la premièremachineMERSCOPE àGustave Roussy.
Ce besoin a conduit au développement de Sopa, une pipeline conçue initialement pour
analyser ces données spécifiques. Sopa a été étendue pour devenir indépendante des
technologies, et peut désormais traiter tout type de données omiques à résolution unicel-
lulaire. Ce projet établit ainsi des bases solides pour standardiser l’analyse des données
spatiales omiques, en mettant l’accent sur l’efficacité en termes de temps et de mémoire
pour gérer des volumes de données importants générés par ces technologies.

Le quatrième chapitre présente Novae, la dernière contribution méthodologique de
cette thèse. Novae prolonge le travail initié avec Sopa, en analysant les données de tran-
scriptomique spatiale prétraitées. Ce modèle de fondation repose sur une représenta-
tion des cellules dans leur environnement spatial, et a été entraîné sur un vaste ensem-
ble de données comprenant près de 30 millions de cellules provenant de 18 tissus dif-
férents. L’accroissement des études en transcriptomique spatiale a permis de constituer
des bases de données suffisamment volumineuses pour entraîner Novae. Cela en fait un
modèle prêt à l’emploi, utilisable sans nécessiter de réentraînement pour de nouveaux
jeux de données, ce qui facilite grandement son intégration dans de nouvelles études.

Le cinquième chapitre illustre les applications variées des méthodes développées au
cours de cette thèse. Ces projets démontrent la polyvalence et l’impact potentiel de Scyan,
Sopa et Novae, couvrant un large éventail d’applications en médecine de précision. Ils
montrent comment ces outils permettent de mieux comprendre la biologie du cancer,
d’identifier de nouveaux biomarqueurs et d’explorer des cibles thérapeutiques.

Le dernier chapitre récapitule les différentes contributions méthodologiques et ap-
plicatives de cette thèse. Il met en perspective l’impact potentiel de ces travaux, notam-
ment en termes d’avancées pour la médecine de précision et d’amélioration des outils
disponibles pour la communauté scientifique. Les développements réalisés ouvrent la
voie à de nouvelles opportunités pour analyser et exploiter les données complexes is-
sues des technologies omiques modernes.
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