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Titre: Diffraction d’atomes rapides en incidence rasante à haute pression : de la décohérence colli-
sionnelle à la caractérisation en temps réel de la croissance de couches minces par HiPIMS.

Mots clés: Diffraction d’atomes rapides en incidence rasante (GIFAD), décohérence collisionnelle,
pulvérisation magnétron impulsionnelle de haute puissance (HiPIMS), croissance de couches minces,
diagnostic temps réel croissance de couches minces, analyse de la structure de la surface.

Résumé: La caractérisation temps-réel de la
croissance de couches minces est un défi ma-
jeur car les paramètres de croissance prédéter-
minent pour une large part les propriétés du
film. Ceci est particulièrement problématique
dans le cas du dépôt de couches minces par pul-
vérisation magnétron (MS) où la présence de
champs électromagnétiques à proximité du sub-
strat rend inopérante la diffraction d’électrons de
haute énergie (RHEED). A ce jour, il n’existe
pas d’approche simple en laboratoire pour suivre
la croissance par MS et obtenir des informations
en temps réel sur le mode de croissance, les
propriétés cristallographiques, l’orientation de la
maille, etc. Ce travail porte sur le développement
et la validation d’un nouvel outil de caractérisation
de surfaces et de couches minces dans un envi-
ronnement haute pression (au-delà de 10−4 mbar)
utilisant la diffraction d’atomes rapides en inci-
dence rasante (GIFAD). GIFAD est une technique
sensible à l’extrême surface et non destructive,
considérée comme un complément/alternative au
RHEED. Elle est exploitée pour suivre en temps
réel la croissance de couches minces de l’ultra-
vide jusqu’à environ 10−6 mbar. La première
partie du travail est dédiée à la mise en œuvre
d’un nouveau dispositif, HP-GIFAD, permettant
un fonctionnent à plus haute pression. Une so-
lution compacte à double pompage différentiel,

qui préserve la cohérence du faisceau ainsi qu’un
bon rapport signal/bruit sur le détecteur, permet
d’opérer HP-GIFAD jusqu’à 10−2 mbar (1 Pa)
d’Ar. La deuxième partie s’intéresse aux pro-
priétés fondamentales du faisceau diffracté par la
surface et se propageant dans la zone haute pres-
sion. Une décohérence induite par l’interaction
du paquet d’ondes avec les atomes d’Ar envi-
ronnants a pu être quantifiée, elle est associée à
un rétrécissement anormal des pics de Bragg qui
dépend fortement de la largeur de cohérence ini-
tiale du faisceau. La dernière partie de la thèse
se concentre sur la compatibilité de HP-GIFAD
avec le dépôt de couches minces par pulvérisa-
tion magnétron impulsionnelle de haute puissance
(HiPIMS), une variante du MS. La pulsation du
détecteur, anti-synchronisée sur l’impulsion du
plasma, permet de réduire sensiblement l’effet
des particules, identifiées comme des atomes mé-
tastables produits par le plasma, sur le détecteur.
Ainsi, du point de vue technique, HP-GIFAD est
pleinement compatible avec HiPIMS. Les résul-
tats préliminaires sur la croissance de films de
Cu sur un substrat isolant indiquent une crois-
sance par ilots ; un ajustement supplémentaire
des paramètres HiPIMS (puissance et durée de
l’impulsion, accélération des ions, pression Ar,
etc.) devrait favoriser un mode de croissance en
couche par couche.
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Abstract: Real-time characterization of thin film
growth is a major issue because the growth pa-
rameters largely predetermine the properties of the
film. This is particularly challenging in the case
of film deposition by magnetron sputtering (MS)
where the presence of electromagnetic fields near
the substrate makes high energy electron diffrac-
tion (RHEED) ineffective. To date, there is no
simple laboratory approach to monitor thin film
growth by MS and obtain real-time information
on growth mode, crystallographic properties, lat-
tice orientation, etc. This work focuses on the de-
velopment and validation of a new tool for charac-
terizing surfaces and thin layers in a high pressure
environment (beyond 10−4 mbar) using Grazing
Incidence Fast Atom Diffraction (GIFAD). GI-
FAD is an extremely surface sensitive and non-
destructive technique, considered as a comple-
ment/alternative to RHEED. It is used to monitor
in real time the growth of thin films from ultra-
high vacuum up to approximately 10−6 mbar. The
first part of the work is dedicated to the implemen-
tation of a new device, HP-GIFAD, allowing oper-
ation at higher pressures. A compact solution with
double differential pumping, which preserves the

beam coherence and a good signal-to-noise ratio
on the detector, allows HP-GIFAD to operate up
to 10−2 mbar (1 Pa) of Ar. The second part in-
vestigates the fundamental properties of the beam
diffracted by the surface and propagating in the
high pressure zone. A decoherence induced by the
interaction of the wave packet with the surround-
ing Ar atoms could be quantified; it is associated
with an anomalous narrowing of the Bragg peaks
that strongly depends on the coherence width of
the primary beam. The last part of the thesis fo-
cuses on the compatibility of HP-GIFAD with thin
film deposition by high-power impulse magnetron
sputtering (HiPIMS), a variant of MS. Pulsing the
detector, in anti-synchronization with the plasma
pulse, makes it possible to significantly reduce the
effect of particles, identified as metastable atoms
produced by the plasma, on the detector. Thus,
from a technical point of view, HP-GIFAD is fully
compatible with HiPIMS. Preliminary results on
the growth of Cu films on an insulating substrate
indicate an island growth; further adjustment of
the HiPIMS parameters (pulse power and dura-
tion, ion acceleration, Ar pressure, etc.) should
favor a layer-by-layer growth mode.
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Résumé

Les techniques de dépôt de couches minces ont évolué au cours des dernières décennies et sont classées
en deux grandes catégories : le dépôt physique en phase vapeur (PVD) et le dépôt chimique en phase
vapeur (CVD). La pulvérisation magnétron (MS) est l’une des méthodes PVD largement utilisées dans
la recherche et l’industrie.

Le suivi en temps réel de la croissance des couches minces est l’un des problèmes les plus critiques,
car les paramètres de croissance influencent directement la morphologie du film et donc ses propriétés
finales. Ce problème est encore plus complexe dans le cas de la pulvérisation magnétron (MS) en raison
de la présence inhérente de champs électromagnétiques (EM) dans la zone de dépôt. C’est donc un
défi d’adapter des outils de diagnostic structural utilisant des particules chargées, comme le RHEED
(Reflection High Energy Electron Diffraction). L’autre possibilité consiste à utiliser les rayons X en
incidence rasante afin d’améliorer la sensibilité à la surface. Cependant, cette géométrie nécessite un
flux élevé de rayons X, principalement disponible dans les installations de rayonnement synchrotron, ce
qui exclut cette méthode du champ des techniques de laboratoire.

L’objectif de la thèse est de combler cette lacune en matière de recherche en développant une technique
de laboratoire efficace qui peut être intégrée à la MS pour contrôler la croissance en temps réel de couches
minces. Les travaux sont divisés en trois phases.

La première phase implique la conception et la mise en œuvre d’une nouvelle configuration (HP-GIFAD)
qui permet le fonctionnement de la diffraction d’atomes rapides en incidence rasante (GIFAD) à hautes
pressions (supérieures à 10−6 mbar). GIFAD est une technique sensible aux surfaces et non destructive,
considérée comme un complément/alternative au RHEED, utilisée pour suivre en temps réel la croissance
de couches minces dans des conditions de vide poussé (de l’UHV à 10−6 mbar). Le fonctionnement de
GIFAD à des pressions supérieures à 10−6 mbar pose de nombreux problèmes tels que l’atténuation du
faisceau, la perte de cohérence du faisceau due aux collisions en phase gazeuse et un bruit excessif sur
le système de détection à galettes de microcanaux. Grâce à un schéma compact avec un système de
double pompage différentiel, nous démontrons que le fonctionnement du GIFAD peut être obtenu à des
pressions d’Ar jusqu’à 10−2 mbar. A cette pression et au-delà des attentes, le diagramme de diffraction
est toujours bien résolu, malgré une atténuation substantielle du faisceau.

La deuxième phase de nos recherches implique l’étude fondamentale des propriétés du faisceau dif-
fusé en régime haute pression (au-dessus de 10−6 mbar). Cette étude est mise en perspective avec
l’investigation plus générale de la décohérence des systèmes quantiques en interaction avec un environ-
nement. L’interprétation largement acceptée repose sur l’intrication irréversible entre le système quan-
tique et l’environnement via l’échange de quantité de mouvement. Dans la configuration HP-GIFAD,
malgré une forte atténuation du faisceau dans la région à haute pression, seule une décohérence mineure
induite par l’interaction du paquet d’ondes avec les atomes d’Ar environnants a pu être quantifiée ; elle
est associée à un rétrécissement anormal des pics de Bragg qui dépend fortement de la largeur de co-
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hérence du faisceau primaire. Un tel rétrécissement n’est pas compatible avec une description classique
du processus de collision.

Dans la troisième phase de nos travaux, nous nous sommes concentrés sur l’intégration de HP-GIFAD
dans un système de dépôt par pulvérisation magnétron impulsionnelle de haute puissance (HiPIMS),
une variante récente de MS. HiPIMS offre de nombreux avantages, parmi lesquels des films plus denses
et une meilleure cristallinité, au prix d’un grand nombre de paramètres ajustables. La combinaison de
HiPIMS et HP-GIFAD apparait non triviale en raison des atomes d’Ar métastables à longue durée de
vie produits par les impulsions plasma (durée de 20 à 50 µs). Ces métastables finissent par se frayer
un chemin vers le détecteur et produisent un niveau de bruit inacceptable. Nous avons pu parvenir à un
fonctionnement satisfaisant en utilisant un système de pulsation du détecteur, rendant ainsi HP-GIFAD
entièrement compatible avec HiPIMS.

L’objectif ultérieur était d’identifier et d’établir les conditions optimales pour suivre en temps réel la
croissance de couches métalliques sur des surfaces isolantes. Les résultats préliminaires sur le dépôt
HiPIMS de Cu sur NaCl (001) sont prometteurs. Nous prévoyons qu’en ajustant les paramètres de dépôt
(puissance d’impulsion, accélération des ions pulvérisés, etc.), le mode de croissance par îlots observé
dans des conditions standard évoluera vers une croissance en couche par couche. Cette preuve de concept
sera ensuite étendue à la croissance d’oxydes fonctionnels, avec un accent particulier sur le dioxyde de
titane (TiO2) et le dioxyde de vanadium (VO2).
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Chapter 1

Introduction

1.1 Surfaces and interfaces: History, definition, importance

Surface science is the product of a combination of science and technology. Within the context of ‘Surface

Science,’ the objective is to understand and interpret the structure and properties of the surfaces, inter-

faces, and dynamics of chemical reactions at the surface. However, the fine observation of the surface and

its control were the road map to technological advances. The invention of Ultra High Vacuum (UHV)

technologies in 1960-70 had an immediate consequence on the development of electron spectroscopy

techniques based on electron-solid interaction. Over the years, surface science has been enriched by the

development of many surface diagnostic techniques using mainly charged particles (electrons and ions)

or photons (from IR to X-ray). Hence, the understanding of the surface requires a broad knowledge of

chemical bonds, particle-surface interactions, etc., and it becomes an interdisciplinary research area. All

the developments in surface science can be categorized into four different timelines.

The first revolution happened in the 1960s with the emergence of UHV systems and electron spec-

troscopy techniques. At the beginning of the 1980s, the rise of semiconductor microelectronics helped to

build sophisticated experimental probes of surfaces. The age of imaging of the surface received maturity

in the 1990s. The discovery of scanning microscopes helped to image the surface and to understand

the growth, deposition, and chemical reactions. The fourth stage is the application of surface science

techniques to understand more complex systems like biological systems and liquid-solid interfaces[1].

The properties of a surface are different from the properties of bulk materials. The definition of the

surface can be framed as an intimate interface of another phase (solid, liquid, gas); accordingly, the

surface can be considered as 2-10 atomic or molecular layers (1-3 nm). However, some technological

requirements need thick layers (up to 100 nm). Generally, above few nm (∼ 10 nm) bulk properties

dominate.

12
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A thin film is described as a material layer having a thickness ranging from a few nanometers to several

micrometers. The fundamental steps behind the application of thin films are hidden behind the controlled

growth mechanism.

There are several processes involved in the growth of materials, and the sputter deposition technique has

gained visibility over the last few decades as one of the widely used methods. Sputtering is the ejection of

surface particles due to the bombardment of energetic particles (energetic ions or neutrals, both co-exist

in laboratory discharge plasma).

Coating technology has drawn attention in today’s world due to the development of advanced systems in

different areas. For example, the high-temperature blades of gas turbines are expected to work at high

temperatures and must be corrosion-resistant. In this condition, the coating technology gives mechanical

stability, wear resistance to the system.

Although the term ‘coating’ has gained popularity over the last few decades, the methodology of making

coating is relatively old. After the discovery of gold (∼ 11000 years ago), it has been given special

importance in the human history. The first documented inorganic thin gold layers (< 3000 Å) were

done by Egyptians almost 5000 years ago. The coatings were generally done by Egyptians using chemi-

mechanical processes[2].

Today, thin film coatings have a broad range of applications in several areas, like superconducting

technology[3], magnetic memory[4], semiconductor devices[5], optical coatings[6], hard coatings (for

cutting tools, aerospace, automotive etc.) [7], energy generation (thin film photovoltaics)[8], energy

storage (thin film batteries)[9]. Hence, the utilization of thin film coatings remarkably contributes in the

modern science. Also, thin films have a significant impact on various aspects of daily life like electronics,

energy generation, optics and displays, medical purposes etc.

The consumption of energy is elevating due to the population rise, which desperately increasing burdens

on the environment, especially on the global climate. Due to the shift towards the clean energy resources,

the term ‘renewable energy’ or ‘green energy’ has become a multidisciplinary and international forum

for research in basic science. Photovoltaics now have a rapid growth in a subsidized market and the

industries are gearing up for the large-scale production. Thin Film Photovoltaics (TFPV) is one of the

promising fields of research now a days and the cost of producing thin-film photovoltaics are the lowest

among the current alternative technologies but the attention must be drawn to the toxicity[10] of materials

used in production for the manufacture (Pb, Ge, Te, Se etc.).

The subject of thin film deposition has a considerable interest, and diverse techniques are involved in the

production of these films. The next section will give a partial overview of the several deposition methods

without elaborating in detail.



1.2. THIN-FILM DEPOSITION TECHNOLOGIES 14

1.2 Thin-film deposition technologies

Deposition of a thin layer refers to several monolayers of material, or more, with a chemical composition

generally different from the surface material. The growth of a thin film is the succession of monolayers

one on the top of the other (typically 10 monolayers correspond to a film of about 3 nm thickness) on

a surface. This surface can be a pure substrate or a previously deposited layer (for multilayers). The

property of the initial material is changed by depositing a thin layer of a material, for example, hardness,

electrical conductivity, and optical properties of the substrate.

There are several ways of depositing thin films, but the methods are broadly classified into two large

categories: 1. Physical Deposition and 2. Chemical Deposition. In Physical Deposition, the atoms or

molecules of the source materials (often solid, but could be liquid as well) pass in the gas phase (vapors)

due to providing a considerable amount of energy. The origin of this energy often gives the name of the

technique such as evaporation (thermal or electron beams), sputtering (ions or plasma), ablation (lasers),

etc. Chemical Deposition relies on the chemical reaction of vapor species containing thin film ingredients

on the substrate to produce a film of desired composition. Often the precursors in chemical methods are

gasous or liquids and they contain the elements of the material to be deposited. The other undesired

chemical constituents are often eliminated in gas phase.

Physical Deposition usually requires High Vacuum (HV) or Ultra-High-Vacuum (UHV) conditions to

avoid contamination on the layers, while Chemical Deposition happens even in atmospheric pressure.

1.2.1 Physical Deposition

The physical deposition method generally uses a solid source of matter and energy to bring this material

directly from the solid to the vapor phase. In this context, it is said ‘Physical’. A typical example

is a heated metal (by e− beam, for instance) that locally vaporizes and produces metal vapor, which

condenses onto the available surface. Hence a thin metal film is grown on the surface. However, a

rarefied atmosphere is used (O2 or N2) to grow oxide or nitride films.

There are several ways to produce vapor:

1.2.1.1 Vacuum evaporation

High-purity films are deposited using Molecular Beam Epitaxy (MBE)[11] methods in UHV conditions.

The UHV conditions help to grow a better quality film. Indeed, the mean free path of species (metal

vapors) becomes larger than the typical dimension of the deposition chamber, and so the vapor species

can reach the substrate practically without interaction with any other species, producing a high-purity

film. One major limitation of MBE is its limited deposition rate. Vacuum evaporation is possible for

a wide range of materials. The deposition is achieved by evaporating the precursors kept in crucibles.
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in the case of thermal evaporation. A modern alternative is the direct and local evaporation of a solid

target by focusing an energetic electron beam. Hence it heats up only very locally (< 100 µm) the solid

beyond the evaporation temperature, generating a point source of vapors. The latter is known as e−

beam evaporation. The vapor pressure is raised to a point where the sublimation or evaporation happens.

Generally, it has been considered that the vapor flux is unidirectional as the residual pressure of the

system is low. So, scattering from the residual species is negligible. The vapor species arrived on the

substrate and condensed to produce the desired film.

1.2.1.2 Sputter deposition

Sputter deposition is a deposition technique of thin film using sputtering. Sputtering is a process of eject-

ing materials from a solid surface (target) by energized ions (usually inert gas ions or highly energetic

neutrals (few hundred eV)). These ejected atoms have energy of a few eV with a tail up to tens of eV.

The ejected particles, after sputtering, are by far dominant neutral. In the case of High Power Impulse

Magnetron Sputtering (HiPIMS) (Chapter 4), most of these metal neutrals get ionized inside the ioniza-

tion region, and the discharge voltage (electric field) accelerates them back toward the target. So, they

usually arrive at the cathode (target) with an energy that is close to the discharge voltage (several 100

eV). So, they can sputter the target. This phenomenon is called self-sputtering being induced by the ions

of the same element as the target.

To have a good condition of sputtering the atomic mass of sputter species (gas ions) must be close to the

target atoms to achieve an efficient momentum transfer. Generally, Ar is used to make sputtering.

There are several commercially available techniques based on sputtering like ion-beam sputtering[12],

ion-assisted deposition[13], High Target Utilization Sputtering (HiTUS) [14], High Power Impulse Mag-

netron Sputtering (HiPIMS)[15] etc.

In Chapter 4, a detailed description is given about the Magnetron Sputtering (MS) process, especially

on HiPIMS.

1.2.1.3 Pulsed Laser Deposition (PLD)

Pulsed Laser Deposition (PLD)[16]is a physical deposition process where a highly powered pulsed laser

beam is focused on a source material inside a vacuum chamber. The source material is then vaporized

from the target as a plasma plume and deposited on a substrate as a thin layer. The PLD depositions

occur in UHV or high vacuum conditions in the presence of some background gas (to grow oxide, O2 is

used).

The process of laser-target interaction is quite complicated. However, the whole process can be catego-

rized into four steps: evaporation, ablation, plasma formation, and deposition on substrate.
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Remarkable laser technology helps to grow thin films of different materials, like high-temperature super-

conducting alloy (YBa2Cu3O7)[17]. The PLD technology of deposited thin film YBa2Cu3O7 is superior

in quality compared to other alternative methods.

1.2.1.4 Cathodic Arc Deposition (arc-PVD)

Arc-PVD is a physical deposition process, where the process of vaporizing material from a cathode

surface is happened due to the electric arc. Cathodic arc[18] is a low-voltage and high-current discharge

that takes place between two electrodes under vacuum.

Generally, arc-PVD is used to make hard coatings nowadays. The hard coating as an example, coating

of titanium nitride (TiN), chromium nitride (CrN), and aluminum chromium titanium nitride (AlCrTiN),

protects the surface of cutting tools from wear and fatigue.

1.2.2 Chemical deposition

In the chemical deposition, the precursor material undergoes a chemical reaction on the substrate surface

and creates a thin layer. Thin films deposited using chemical ways are said to be conformal, rather than

directional.

There are several ways of doing deposition of thin films using chemical deposition root like electroplating[19],

spin-coating[20], dip-coating[21] and Chemical Vapor Deposition (CVD)[22]. The CVD method is the

most popular among all the chemical deposition methods and is discussed briefly in the following sub-

section.

1.2.2.1 Chemical Vapor Deposition (CVD)

CVD is a vacuum deposition process where the substrate surface is exposed to volatile precursors, and

the reaction between precursors helps to grow a thin film. It has been observed that the by-products made

from the reaction are removed by the gas flow process, and high-quality thin films can be grown.

There are several variants of the CVD process based on the initiation process of the chemical reaction.

For example, Atmospheric Pressure CVD (APCVD), Ultra High Vacuum CVD (UHVCVD), Plasma

enhanced CVD (PECVD), Atomic-layer CVD (ALCVD), Metal-organic CVD (MOCVD), Atomic Layer

Deposition (ALD) etc.

Nowadays, CVD techniques are the most commercially used thin film deposition techniques. ALCVD is

used to grow high-quality thin layers, useful for integrated circuits (ICs) and photovoltaic devices. Also,

CVD is used to produce artificial diamonds or synthetic diamonds[23] from a hydrocarbon mixture, the

most abundant materials on earth.
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1.2.3 Different thin film growth modes

The formation of thin films by vapor deposition is a classic case of heterogeneous nucleation, where the

condensation of adatoms happens on a substrate that is composed of atoms different from the vapor. The

growth of thin films is classified into two part: growth of the nuclei and their growth. Depending on the

interaction energies between surface atoms and the adatoms from the vapor, any of three growth modes

can occur:

1. Layer by layer- This growth mode is also known as the Frank-van der Merwe growth mode and is

considered as two-dimensional growth. In this case, the interaction between substrate and film atoms is

greater than between adjacent film atoms.

2. Island- It is known as Volmer-Weber mode, where three-dimensional separate islands are formed on

the substrate. In this scenario, the interaction between adjacent film atoms is stronger than the film and

surface atoms.

3. Layer plus Island- Also known as Stranski-Krastanov mode. This growth begins with one or two

monolayers from first, followed by islands.

A schematic of the initial stage of three growth modes is depicted in Fig.1.1.

Fig. 1.1: A schematic of the initial stage of three growth modes. Θ is the surface substrate coverage in
monolayers (ML).

1.2.4 Thin film and surface characterization

To probe a medium, here a solid surface, different probes are used. The probes can be electrons, ions,

neutrals, either photons or electric fields. By changing the mass, energy, or character of the probes,

different possible experiments can be performed, and useful information, i.e., structure (electronic and

physical) and the surface compositions (chemical), can be obtained. Surface characterization usually

needs physical imaging, which can be divided into two parts. 1. Direct Physical Imaging (SEM, TEM,

STM), and 2. Indirect Physical Imaging (LEED, RHEED, XRD). Here, direct physical imaging means
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information obtained in real space, and indirect physical imaging defines information obtained in recip-

rocal space. A comparison of different characterization techniques is listed below.
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Incident probe Analyzed response

Electrons Ions/Neutrals Photons

Electrons

Auger Electron spec-
troscopy(AES)
Scanning electron mi-
croscopy (SEM)
Transmission electron
microscopy (TEM)
Low energy electron
diffraction (LEED)
Reflection High en-
ergy electron diffrac-
tion (RHEED)
Electron Energy Loss
Spectroscopy (EELS)
in TEM

Electron stimulated
desorption (ESD)

Energy dispersive
analysis of X-rays
(EDAX)
Photoluminescence in
TEM (TEM/PL)

Ions

Low Energy Ion Scat-
tering Spectroscopy
(LEIS)
Rutherford backscat-
tering spectroscopy
(RBS)
Secondary ion mass
spectrometry (SIMS)

Photons

X-ray photoelectron
spectroscopy/Electron
spectroscopy for
chemical analysis
(XPS/ESCA). Ultra-
violet photoelectron
spectroscopy (UPS).
Extended X-ray ab-
sorption fine structure
(EXAFS)

Photon stimulated des-
orption (PSD)

Raman vibrational
spectroscopy (Ra-
man), Fourier
transform infrared
spectroscopy (FTIR)
Near Edge X-ray
Absorbtion Fine
Structure (NEXAFS)
Fluorescence spec-
troscopy
Laser-induced break-
down spectroscopy
(LIBS)
Spectroscopical Ellip-
sometry

Tip

Scanning tunneling
microscopy (STM).
Atomic Force Mi-
croscopy (AFM)

Neutrals

Thermal Energy Atom
Scattering (TEAS).
Grazing Incidence
Fast Atom Diffraction
(GIFAD).

Table 1.1: Summary of different techniques used for characterization of surface and composition of the
surface layer. Taken from [24].
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In this thesis, the characterization tool GIFAD is used for the surface structure analysis and to retrieve

the fundamental information. In this technique, a neutral He atom is used as a probe, having energy 0.2-5

keV, which scatters from the surface under grazing conditions. The grazing geometry makes it suitable

to have a better surface sensitivity compared to RHEED or LEED. GIFAD has been used extensively

over the past few years to characterize different types of material, as shown in the schematic below.

Fig. 1.2: Schematic of the universality of GIFAD technique. Diffraction images are taken from [25, 26,
27, 28, 29, 30, 31].

1.2.5 Different in-situ techniques for thin film growth

Thin films are the key element of research due to their different properties from bulk materials. The fun-

damental research and application of thin films using a huge variety of deposition techniques is expected

to remain an area of research interest for the upcoming decades. The high demand for miniaturized

devices and nanotech has motivated researchers to improve the quality factor of the thin layers.

The properties of the thin films are dependent on several parameters, thickness of the layer, substrate

condition, and growth parameters. So, it is always important to have control of the growth and the film

properties in real-time. Thus, different in-situ techniques have been evolved to follow and control the

growth process.

Various deposition methods have already been discussed in section 1.2.1. Generally, RHEED has been

adapted successfully with MBE and later with PLD [32], and ALD[33]. Also, using the optical proper-

ties of thin films, the ellipsometry technique is used to deduce in-situ information[34]. The ellipsometry

method is preferred for ion beam-assisted deposition, MS, or plasma-based deposition due to the insen-

sitivity to the electromagnetic field and to avoid charge-up of the substrate.

Grazing Incidence Small Angle X-ray Scattering (GISAXS) is used to follow the real-time growth in
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synchrotron facilities[35].

Structural changes during growth provide stress in the thin layers, depending on the thickness of the

film. Generally, the origin of stress is the lattice mismatch between the substrate and the thin film.

XRD, Raman, and infrared spectroscopy are ex-situ methods to measure the stress. Real-time stress

measurement of the thin films can be done using a multi-beam optical sensor (MOSS) developed by

Sandia National Lab and k-space Associates. The basic principle is that thin film under stress conditions

will produce a curvature κ in the underlying substrate. By knowing the thickness of the film and substrate,

the elastic modulus of the substrate, and the initial curvature of the substrate before starting the growth,

the stress can be evaluated [36].

GIFAD has shown its credibility to follow the real-time growth in UHV condition in MBE deposition[37]

system. The advantage of GIFAD compared to RHEED is hidden in the sensitivity. Although the primary

energy of the beam can be up to keV, the grazing scattering of the He atom from the surface constrained

the energy normal to the surface in the meV to few eV range. This prevents the penetration of the He

atom below the first atomic planes. The scattering of the He atom at a few Å above from the topmost

layer makes GIFAD more sensitive to the surface and surface corrugation (more description in Chapter

2: 2.3.1). This helps to identify the low-index crystallographic direction easily. In the case of RHEED,

the phase and magnitude of growth oscillations depend on the scattering geometry, where GIFAD is only

sensitive to the surface conditions and a robust in-situ method to monitor 2D growth.

Fig. 1.3: Schematic of experimental GIFAD setup having GIFAD source and detector mounted on an
MBE deposition system. Taken from [12].

Generally, the scattered beam intensity is traced over the deposition time. The surface is pretreated and

prepared by annealing or by a combination of sputtering and annealing. At the beginning, the surface is

clean (adsorbate-free) and flat, which produces a high intensity of the scattered beam. However, during

the course of deposition, the reflectivity drops due to the physisorption of the deposited species. But as

soon as the full coverage is achieved and it is flat, the reflectivity recovers and reaches the maximum. This

phenomenon continues, and several oscillations appear during the deposition. So, basically, one complete
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layer is defined by the one complete oscillation in the reflected intensity. In this way, the number of layers

can be controlled using GIFAD. However, when there is a change in surface reconstruction at the start

of the growth, GIFAD intensity oscillations show that there is a delay in the layer-by-layer growth. An

example of homoepitaxial growth of GaAs is shown below.

Fig. 1.4: Normalized intensity oscillations during GaAs growth at different substrate temperatures. (b)
Intensity oscillations of the first few monolayers for initial surface reconstruction (2×4) (black/gray) and
c(2×4) (red). Vertical lines showing formation of 2.3, 2.8, and 3.3 MLs deposition correspond to maxima
and minima of the intensity oscillations at 570◦C. Taken from [37].

1.3 Overview of the thesis

This thesis aims to develop a technique to monitor the thin film growth in real-time using the Magnetron

Sputtering (MS) deposition method. This involves developing a novel GIFAD setup to make it com-

patible with high-pressure environment (> 10−6 mbar), exploring and understanding the high-pressure

regime, and combining this high-pressure GIFAD system (HP-GIFAD) with Magnetron Sputtering (MS)

to control the thin film growth in real-time.

The chapters of the thesis have been organized as follows: Chapter-2 describes the instrumental com-

ponents of the HP-GIFAD system, basic operational principles, and experimental results of HP-GIFAD.

Chapter-3 gives the perspectives of the exploration of collisional decoherence and how the quantum

scattering from the surface shifts towards the classical scattering with the pressure due to the interactions

with Ar gas environment. Chapter-4 covers the fundamentals of plasma and sputtering, with a focus on

HiPIMS. It describes how the high-pressure GIFAD system is adapted to the MS technique with the ini-

tial challenges. Chapter-5 outlines the first outcomes of depositing Cu on an insulator substrate (NaCl)

using HiPIMS deposition mode and characterized by GIFAD. This chapter concludes by discussing the

future possibilities for achieving better control on the real-time deposition of thin layers using HiPIMS

and GIFAD.
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Chapter 2

High-pressure Grazing Incidence Fast

Atom Diffraction (HP-GIFAD):

experimental setup, operational principles,

and results

Overview

Grazing Incidence Fast Atom Diffraction (GIFAD) is a comparatively new surface analysis technique

where neutral He atoms are coherently scattered from a crystalline surface. The whole process can be

separated into three different steps with first, the production of a neutral atom beam, then subsequently

scattering from a crystalline surface, and finally, the detection of the scattered beam on a position-

sensitive detector. The earlier development of GIFAD targeted the characterization of surfaces in Ultra

High Vacuum (UHV), since the major concern was to preserve the transverse coherence of the beam.

In addition, the detector technology that is used requires pressure lower than 10−5 mbar. Technological

advances led us to design and develop a novel GIFAD setup that is able to operate up to 10−2 mbar. The

novel HP-GIFAD system opens wide avenues for the study of surface reactivity and thin film growth in

Magnetron Sputtering Deposition, where the electromagnetic fields inevitably perturb electron diffrac-

tion. This chapter includes the experimental setup of the high-pressure GIFAD system, principles of

operation, and experimental results of the newly developed HP-GIFAD system, where the well-resolved

diffraction pattern has been observed up to 10−2 mbar of pressure.
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2.1 Introduction

Surface diffraction methods help to determine the atomic structure of the topmost layer of a crystal.

However, most surface diffraction methods operate at Ultra High Vacuum (UHV) conditions to maintain

the surface clean, i.e., adsorbate-free over the course of experiments. This limits the reaction condition

that can be studied. It is essential to understand the solid surface and its interaction with the environment,

which opens up a new field of research in catalysis, corrosion, nanotechnology, and thin film electronics

[38, 39, 40]

Grazing geometry provides surface sensitivity, and a number of different measurements can be done to

understand surface reactivity. Surface X-ray Diffraction (SXRD) is a powerful method where the hard X-

rays (Energy: 6-30 keV) are used to study catalytic activity on the surface under high-pressure conditions.

Weak interaction of X-rays with the surface needs intense radiation obtained from the synchrotron facility

to detect the diffraction signal from the surface. Thus, SXRD is one of the techniques used for surface

structure determination in high vacuum (HV) to ambient conditions.

Another surface-sensitive technique that is widely used is Reflection High Energy Electron Diffraction

(RHEED). RHEED is widely used in the thin film community to do in-situ diagnostics in UHV deposition

systems. However, RHEED has been adapted successfully with Pulsed Laser Deposition (PLD) systems,

where the deposition pressure can reach up to 50 Pa (0.5 mbar)[32]. This new configuration of RHEED

is called high-pressure RHEED, which is achieved by introducing double differential pumping stages

on the gun side and decreasing the path length of e− beam in the high-pressure region by placing the

detector very close to the substrate. The mean free path of the electron is reduced from 100 m to 100

µm when the pressure is increased from 10−6 mbar to 1 mbar. The RHEED system kSA 400 is the most

powerful RHEED analysis system available for MBE, PLD, and PVD deposition systems[41].

Scattering of mono-energetic He atoms from surfaces is a popular surface analysis technique known as

Helium Atom Scattering (HAS) or Thermal Energy Atom Scattering (TEAS), which was demonstrated

by Estermann and Stern[42] in the early 1900s, just after the discovery of electron diffraction. TEAS

provides information on surface structure, phonon spectra, and impurities. This technique is very sensi-

tive to the topmost layers of the surface but extremely slow for decades. The main reason was the lack

of intense or bright He atom sources. In the beginning, the effusive (Knudsen) cells are used to prepare

low-intensity and non-monochromatic He beams. Around 1970, the invention of a supersonic expansion

nozzle gave a platform to TEAS, and the intensity and monochromaticity were improved simultaneously.

This technique has been widely used to characterize the surface and study thin film growth [43]. As the

detection is performed by measuring intensity point by point by a mass spectrometer, this technique is

relatively slow and laborious[44].
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Grazing Incidence Fast Atom Diffraction (GIFAD) is the high-energy counterpart of TEAS, has devel-

oped as an effective and complementary method for surface analysis and thin film growth monitoring[45,

43]. In 2003, the Orsay group[25], followed by the Berlin group[29], independently discovered the

diffraction of fast He atoms from a crystalline surface under grazing scattering. This led to the devel-

opment of a tool, named Grazing Incidence Fast Atom Diffraction or GIFAD. Compared to HAS, keV

neutral atoms are easy to detect as the entire diffraction region is confined in a narrow cone and recorded

instantly without performing any scan. Another advantage of GIFAD is that it provides 2D diffraction

images, in which the intensity distribution of scattered atoms provides additional information of the sur-

face scattering process (density of defects, local ordering, elastic vs inelastic ratio, etc.). The extreme

surface sensitivity of this technique allows us to probe the projectile surface interaction potential, called

Potential Energy Surface (PES)[46, 47, 48]. In the reciprocal space, the intensity distribution is given

by the Fourier-like transform of this equipotential surface Z(y) (section 2.3.1). The grazing geometry of

the projectile strongly reduces the decoherence effect due to the thermal vibration of surface atoms[49].

The He-surface interaction potential has two parts: the attractive and repulsive parts. When the normal

energy (energy normal to surface) to the surface is larger than the potential well, which is 5-15 meV(well

depth) [50, 51] for He atoms then the attractive part of the potential can be neglected. Then, the interac-

tion potential only contains the repulsive part, which is equivalent to the electron density profile of the

surface.

The de Broglie wavelength of an atom can be expressed as λdB = h
mv = h√

2mE
, m, v and E are the mass,

velocity and initial energy of the atoms. By considering 1 keV energy, the de Broglie wavelength is 0.45

pm. To observe the diffraction, the transverse coherence length, i.e., the width of the associated wave

packet must be larger than twice the crystal period. For example, if d is the periodicity of the crystal and

Lc is the transverse coherence length, then Lc > 2d, as shown in Fig. 2.1. The width of the wavepacket is

dependent upon the de Broglie wavelength (λ) and the divergence angle (θ), Lc ≈ λ
θ [52] So, the energy

and collimation system plays an important role in observing diffraction. A good collimation system is

an important parameter in order to maintain sufficient degree of coherence of the beam.
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Fig. 2.1: Schematic of the diffraction condition of a wave packet of transverse length Lc interacting with
a surface having period d.

Up to now, all the experiments with GIFAD have been confined to the UHV regime. However, most of

the thin film growth techniques operate above 10−6 mbar of pressure like Magnetron Sputtering (MS)

operates between 10−3 and 10−2 mbar[53], reactive pulsed laser deposition operates up to 0.1 mbar[54],

and CVD technique covering large span of pressure from UHV to atmosphere[55, 56].

Among many other PVD-based deposition systems, Magnetron Sputtering (MS) is one of the popular

thin film deposition processes that can be used in laboratories and also in industry for mass produc-

tion. However, the adaptation of RHEED with Magnetron Sputtering systems is quite complex due to

the electromagnetic force exerted on the e− by the electromagnetic fields present in the sputtering sys-

tems. RHEED has been tentatively adapted with Magnetron Sputtering (MS) deposition systems. In this

situation, the magnetic field is confined near the target so that the field has a negligible effect on the

trajectory of the electrons[57]. Obviously, this solution has not been generalized. As an alternative, the

high-pressure version of the GIFAD setup could be useful in following the real-time growth of thin films

in Magnetron Sputtering (MS) deposition systems.

The standard GIFAD setup comprises four different stages, as described below.

1. An ion source to produce the primary He ion beam.

2. A neutralization cell or charge exchange cell followed by a series of apertures to collimate the beam.

3. A UHV chamber has equipped with a five-axis manipulator (x, y, z, θ, ϕ) system to manipulate the

sample.

4. A detector system comprising two Micro Channel Plates (MCPs), a phosphor screen, and a CCD

camera.

In section 2.2.3, we will describe in detail the significant evolution of the high-pressure GIFAD with

respect to standard configuration.
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2.2 Experimental setup

2.2.1 Ion source

Most commercial ion sources that provide low energy (keV range), small diameter, and bright ion beams

are of the electron impact type, and beam focusing is obtained by two consecutive lenses, objective and

focus. If the beam energy is high (> 500 eV), the objective lens decelerates the ions, and for low energy

beam, the objective focus operates in accelerating mode to maintain the high velocity of the ions until

the end of the column. This helps to reduce the space charge and minimizes the effect of repulsion.

These sources are usually dedicated to sample preparation and depth profiling with Auger and XPS

experiments. Focusing is optimized at rather short distances, of the order of 20-40 mm, this is not the

best operation mode for GIFAD where a small and parallel beam is required.

In HP-GIFAD, we used an ion source from Nonsequitur Technologies, model 1406, which is a modified

version of the 1401 model. With only one focusing stage, the 1406 has been specifically designed for

providing beams of very small divergence for GIFAD. The He gas is injected into the ion gun and the hot

filament, which delivers an emission current up to 10 mA, produces electrons that ionize the atoms in a

zone set at a voltage (source voltage) that determines the final ion energy. The ions are further extracted

by a voltage between 70 and 95% of the source voltage, accelerated/decelerated to the desired energy,

usually in the range 200-5000 eV, and finally focused on a differential aperture by the condenser lens.

The ion source comprises two filaments and produces ion beams of noble gases (He, Ar, Ne, etc.). To

preserve the filament lifetime and reduce beam contamination (there is no mass filtering of the extracted

beam), the pressure inside the ion gun is below 10−8 mbar.

2.2.2 Neutralization or charge exchange cell

The neutralization of the ions happens inside the neutralization cell (Fig.2.2). In the cell, He gas is

injected at a pressure of 10−4 to 10−3 mbar to neutralize the ions. Due to the resonant charge transfer[58],

10-15 % of the ions are neutralized. It has been considered that the collisions that happen inside the cell

are in a single collision regime as the multiple collisions diverge the beam rapidly although a higher

neutral fraction is possible to obtain in this scenario.

The pressure measured by the cold cathode gauge mounted on the neutralization cell is 2×10−6 mbar.

But inside the cell, the pressure is much higher than 10−6 mbar, the estimation can be made using the

following calculation.

The calculation is quite simple and depends on the probability of collisions. The probability of collisions

(P ) along a path of length l depends on the number density of gas atoms (n) and the scattering cross

section (σ), stated as P ≈ n×σ×l. So, if the length of the cell is small, the pressure must be high enough
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to achieve the neutralization.

The length of the neutralization cell in HP-GIFAD is almost twice than the older GIFAD (LP-GIFAD).

The advantage of having a long cell is to operate at lower pressure.

Fig. 2.2: (a)-(b) Photograph of the charge exchange cell with its different stages.

The electron capture cross-section of He+ on He is ∼ 10−15 cm2[59], now the length of the cell is 4.6

cm. Suppose 10% of the ions are getting neutral after the charge exchange process, so P = 0.1. The

pressure inside cell will be 9×10−4 mbar (∼ 10−3 mbar).

In addition, low pressure inside the neutralization cell helps to reduce the diffusion of gas outside the

cell, along the beam trajectory. The neutralization cell consists of two apertures, one entrance and one

exit aperture having diameters 800 µm and 400 µm. The pressure outside the cell is ∼ 2×10−6 mbar.

The apertures also limit the divergence of the beam.

At the exit of the neutralization cell, the remaining ions are deflected away by applying a few tens of volts

between parallel plates. The stringent collimation of the neutral beam is obtained by a set of two movable

plates supporting multiple apertures (with rectangular and circular shapes); the first plate is located at the

exit of the neutralization cell, as shown in Fig.2.2-b. In HP-GIFAD setup, the second collimation stage

having a fixed aperture, 150 µm of diameter is positioned at ∼ 30 cm downstream, located at the entrance

of the UHV chamber (exit of tube Tin, Fig.2.3). In order to adjust the beam and optimize the transmission

through the cell, the beam intensity can be measured on the cell itself as well as on the aperture plates.

Measured currents actually correspond to that of the ejected secondary electrons produced by the He

atoms hitting the metallic cell and plates.
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2.2.3 The UHV chamber and the detector system

2.2.3.1 The UHV chamber

The Ultra High Vacuum (UHV) chamber consists of a five-axis manipulator, differential pumping stages,

a one-inch magnetron cathode, a sputter ion gun, and a quadrupole mass spectrometer (QMS) as shown

in Fig.2.3.

Fig. 2.3: A schematic of the main chamber and the detector with the different components.

The significant evolution of the high-pressure GIFAD setup, with respect to the earlier low-pressure

version, is the double differential pumping stages, which permit the operation of the detector below 10−5

mbar of pressure while the pressure inside the main chamber is much higher (∼ 10−2 mbar).

After passing through the first collimation stage, the neutral atom beam is introduced into the main

chamber using an entrance tube (Tin) having an aperture of 150 µm diameter, thus acting as both second

collimation stage, and differential pumping aperture.

A differential pumping system is a scheme of pumping stages used to maintain different vacuum levels

along the beam path[60]. The ideal way is to add different pumping stages separated by small apertures,

but it makes the whole system quite extensive. An example of a multistage differential pumping system

in an X-ray beam line is shown below.
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Fig. 2.4: Schematic drawing of the prototype differential pumping system. Taken from [61].

This results in an extended high-pressure zone, which further reduces the beam intensity on the detector.

To avoid this, the exit tube (Tout) consists of several tubes of different lengths having apertures of 4-10

mm and is introduced between the main chamber and the detector (Fig 2.5-a).

The apertures of the differential pumping tubes are further reduced (Fig.2.5-b) to reduce the conductance

between the main chamber and the detector, which helps to maintain the pressure on the detector side

below 10−5 mbar, while the pressure in the UHV chamber exceeds 10−3 mbar. Note that, as shown in

Fig.2.5-c, activation of the last pumping tube does not influence the pressure ratio (gain factor). After

careful observation, we noticed that the welding of the tube end rings on the CF100 TEE was not leak-

tight, which is a manufacturing defect. It is worth mentioning here during the experiments (Fig.2.5-c),

no specific care was taken for the pressure measurement (calibration).
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Fig. 2.5: a) Configuration of the multi-tube differential pumping system: each tube is equipped with a
cap of having a small aperture. (b) Entrance aperture to the first tube, Kapton tape is used to reduce the
aperture size, (c) evolution of the pressure ratio between the UHV chamber and the detector chamber as
a function of the number of stages, a stage is considered active when the apertured cap is mounted.

The UHV chamber is equipped with a quadrupole mass spectrometer (QMS) also called a Residual

Gas Analyzer (RGA). Here, the Extorr RGA[62] has built with a Pirani and hot cathode gauges and

has a measuring range of 300 amu. The hot filament gauge works based on electron impact ionization
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of residual gases, which produces an ion current. The Pirani gauges operate at low pressure and uses

thermal conductivity of the residual gases. A schematic of the compact Extorr RGA is shown in Fig.2.6.

The black box is the command and control unit (CCU).

Fig. 2.6: The image of the Extorrr RGA with CCU box compatible with DN 40 CF.

To avoid damage of the ionization filament, QMS must be operated below 1 mTorr. A mass spectra

measured at 3×10−8 mbar of pressure inside the main chamber is shown below in Fig.2.7. Generally,

without baking, the maximum partial pressure recorded on QMS is due to the H2O. After strong baking

(up to 150◦C), H2 dominates over H2O. Because of the light nature of H2, this gas is difficult to pump

down using a turbo molecular pump due to their particularly low compression ratio for this gas[63].
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Fig. 2.7: RGA spectra at 3×10−8 mbar of pressure.Taken from HP-GIFAD UHV chamber.

The UHV chamber is equipped with an Ion Sputtering GUN, IG 35-DP, a model is generally used for

cleaning the sample surfaces or depth profiling with Auger Electron Spectroscopy (AES).

The basic geometry of the configuration is a combination of an ion source and an electrostatic lens

configuration to accelerate and focus the beam on the sample. The configuration is shown in Fig.2.8.

Fig. 2.8: Sputter ion gun configuration with different components. Taken from [64]

The 5-axis manipulator comprises three translational stages, X , Y , and Z, with two angular degrees of

freedom θ and ϕ respectively. The θ is the angle of incidence of the He0 beam with the surface plane,

typically in the range ∼ 0.3-1.5◦, and ϕ is the azimuthal angle. The manipulator is mounted horizontally

with the sample surface in the vertical plane.

The sample holder has a heating and cooling system. The most widely used method of increasing the

sample temperature is radiative heating. Behind the flag-style sample holder plate, a heating filament is



2.2. EXPERIMENTAL SETUP 34

placed which enables a radiative heating behind the sample up to 800◦C. The temperature is measured

by a thermocouple of type K attached to the sample holder. The filament is sustainable up to 10 A of

current.

Another annealing mode for the sample is by e− bombardment on the sample plate. In this process, a

positive bias voltage is applied to the sample, and the filament is heated enough to emit electrons. The

electrons acquire the energy from the bias voltage and dissipate it as heat on the sample plate. The e−

bombardment is a rapid and efficient way to increase the temperature of the sample.

However, it has never been used in any experiments in the course of this thesis. The filament, sample

holder, and LN2 feed-through are shown in Fig. 2.9.

Fig. 2.9: (a) Top view and (b) front view of the UHV side of manipulator.

The UHV chamber is also equipped with a 1 inch magnetron cathode. A balanced MAK sputter source[65]

is installed with a Cu target. To protect the sensitive parts (ceramics, wires) of the manipulator, a fixed

vertical shield plate is placed between the differential pumping tubes. It has an opening of 3 cm in diam-

eter to let the sputtered species reach the substrate. Another movable shutter, with an opening of 2 cm in

diameter, is placed just between the fixed shield plate and the substrate as shown in Fig. 2.10.
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Fig. 2.10: Configuration of the shield and shutter inside the UHV main chamber.

Fig. 2.11: (a) Introduction chamber to transfer the sample, (b) wobble stick trigger grip to hold the
sample.

A small introduction chamber has been installed on the top of the main chamber to transfer the sample to

the manipulator in UHV conditions (Fig. 2.11). Generally, the sample is introduced into the introduction

chamber with continuous venting with dry N2. This helps to recover the pressure rapidly after starting

the pumps. After getting suitable Ultra High Vacuum conditions, the valve is opened, and the sample is

transferred to the UHV chamber.
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2.2.3.2 The detector system

The detector system is composed in the vacuum side of two Microchannel Plates (MCP), and a fiberoptic

phosphor screen with P20 phosphor mounted to a 8-inch vacuum flange. The fiberoptic is frit-sealed into

the flange to form a vacuum seal.

The microchannel plate (MCP) is an array of tiny electron multipliers oriented parallel to each other, as

shown in Fig.2.12. The diameter of the channel is 10µm order, and the length-to-diameter ratio is 60.

The axes of the channels are tilted by ∼8◦ with respect to the MCP surface normal.

The MCP detectors are sensitive to single particles (electrons, ions, and neutrons) and photons (X-ray

and ultraviolet radiation). When the high energy particle hits the wall of the channel, the secondary

electrons are emitted from the surface and produce an avalanche by a cascade process due to a voltage

bias (0.5-1 keV) between the faces of MCP. So, each channel can be considered as an electron multiplier,

with a gain of 102-104 depending on the bias. The total resistance between the electrodes is 109 Ω [66].

Fig. 2.12: Configuration of the detector comprises of Microchannel Plates and phosphor screen and
CCD camera.

When the avalanche electrons from MCPs hit the phosphor screen, they produce photons with a nominal

wavelength of 550 nm, at a rate of ∼0.05 photons/electrons/eV. The operation mode of our detector is

VMCP = 1.7 kV across the two MCPs, with the front face of the first MCP at the ground and VScreen =

4 kV on the phosphor screen. Here, a standard detector by Photonis [67] is used, shown in Fig. 2.13.

These detectors are compatible with UHV and bakable up to 300◦C.
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Fig. 2.13: The ‘Photonis’ detector having (a) UHV side and (b) air-side with feed-throughs, the air-side
of the fiber optic screen is clearly visible.

2.3 Principles of GIFAD

2.3.1 Scattering geometry

Grazing incidence Fast Atom Diffraction (GIFAD) is a comparatively new surface analysis technique

that has been used to characterize different types of material[37, 68] (Chapter 1). The energy of the

fast He atoms is in the range of 200-5000 eV. Everyone has been taught that an essential aspect of the

diffraction phenomenon from surfaces is wavelength matching, meaning that the de Broglie wavelength

associated with the particle has to be comparable to the periodicity of the crystal, which is typically in

the Angstrom scale. Many examples have shown that this statement does not hold. For instance, the

diffraction of MeV energy electrons through thin crystalline samples has been observed[69]. An extreme

case comes from the observation made by Klaus Hornberger et al.[70]. Recently, Klaus Hornberger et

al.[70] has shown an interference pattern with C70 fullerenes using a grating with 991 nm period; here,

the ratio between period to wavelength is greater than 2000. In the case of GIFAD, the wavelength of 1

keV He atom is 0.45 pm, which is typically a thousand times smaller than the period of the crystals.

The schematic of the scattering of neutral He atoms in GIFAD from a crystalline surface is shown in

Fig. 2.14, which corresponds to the situation where the incident beam is perfectly aligned to a crystalline

direction.
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Fig. 2.14: Schematic of scattering geometry in GIFAD.

Here, θin and θout are the incidence and polar exit angles. The diffraction spot (in Fig. 2.14, 1st order) is

located at an angle θB . The angle θB is known as Bragg angle, is defined as tanθB = G
k∥

; k∥ = kcos(θin)

∼ k and G = 2π
d , where d is the periodicity of the crystal. G and k are the reciprocal lattice vector and

the scattering vector.

The scattering mechanism is considered along the low index direction of the surface, i.e. there is no

misalignment of the He beam with respect to the crystalline direction. Due to the grazing geometry,

the velocity parallel to the surface (fast motion) is much higher than the perpendicular component (slow

motion); these two components are decoupled from each other.

Suppose the velocity of the neutral atom beam is v and has an energy E. Under grazing conditions, the

velocity components are v∥ = v cosθin and v⊥ = v sinθin , where θin is the incidence angle according

to Fig.2.14. As θin is small (< 1◦), the velocity parallel to the surface is very high compared to the

perpendicular direction and these are known as ‘Fast’ and ‘Slow’ motion respectively. The corresponding

energy components are E∥ = E0cos
2θin and E⊥ = E0sin

2θin , where E = E⊥ + E∥.

The scattering process is governed by the interaction potential between the He atom and the surface.

Consider a 3D corrugated surface, but due to the fast motion of the atoms, He atoms feel an average

potential along the propagation direction, thus transforming the 3D corrugated surface to its 2D average,

as shown below in Fig.2.15.
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Fig. 2.15: Left side : 3D corrugated surface V (x, y, z) = 3 eV of He atom at LiF(001) surface , arrow
indicates the direction for averaging of V (x, y, z) along <110>. Right side: 2D corrugated surface of
V(y,z)= 3 eV.

In the above figure (Fig.2.15), it is considered that the diffraction takes place on the corrugated surface,

and due to the fast motion of the beam along the x direction, the 3D corrugated surface V (x, y, z) is

reduced to its 2D average as shown in Fig. 2.15. So, V (y, z) =
∫ ax
0 V (x, y, z)dx = E⊥, where ax is the

periodic length along the low index direction of the crystal[71].

The slow motion perpendicular to the surface has an impact, considered as ‘soft collisions’ between the

incoming He atoms and the surface atoms. At the grazing incidence, the energy normal to the motion

(E⊥) is in the range of 1 meV to 1 eV, which prevents the penetration of the He atoms below the first

atomic layer. This makes the classical turning point (where the velocity direction is reversed) is ∼ 2-3 Å

above the topmost layer of the surface, as shown in Fig.2.16.

Fig. 2.16: Grazing scattering of He atoms from the topmost layer of the surface. Due to the very low
energy in the direction normal to the surface, the atoms are scattered above the first atomic plane.

It has been found that for 60 meV of energy of He atoms in Thermal Energy Atom Scattering (TEAS)

from close-packed Cu(111) surface, the turning point is 3 Å above the surface layer of atomic cores[72,

73], which is larger than the mean amplitudes of the thermal vibration of atoms.

Two contributions characterize the He-surface interaction potential:

1. A long-range, attractive, dispersion force or van der Waals force originating from the induced dipoles.

2. A short-range, repulsive force arising from Pauli’s exclusion principle. [74].
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2.3.2 Quantitative analysis of the diffraction pattern

It can be seen that the normal energy of the beam can be tuned from a few meV to several eV by changing

either energy or the incidence angle.

Here, it is considered that the initial and final momentum of the atoms are k⃗i(kix,kiy,kiz) and

k⃗f (kfx,kfy,kfz). However, when the beam is aligned along the crystallographic direction, then ‘y’ com-

ponent of the incidence wave vector is zero, i.e., kiy = 0.

According to Laue condition ∆k⃗ = k⃗f - k⃗i = G⃗, where ∆k⃗ the momentum exchange between atoms, G⃗ is

the reciprocal lattice vector of the crystals, which is formed using primitive translation vectors G⃗1, G⃗2,

and G⃗3. So, G⃗ = hG⃗1+kG⃗2+lG⃗3, where h, k, l are the integer numbers and each choice of (h k l) is

called Miller indices.

Now, on the surface, a general translation vector of the reciprocal lattice can be written as G⃗hk =

hG⃗1+kG⃗2, where h and k are the integers (Miller indices). G⃗1 and G⃗2 are the primitive translation

vectors in reciprocal space.

Now, if we consider G⃗ = G⃗x + G⃗y and G⃗x = hG⃗1, and G⃗y = kG⃗2, and the diffraction pattern associated

with the rows of atoms parallel to the direction of the incident beam. Due to the high velocity along the

beam direction (From Fig.2.15, X is the direction of motion), the momentum parallel to the surface is

high, which means the energy required to exchange momentum along X direction will be costlier than

the Y, which substantially giving the condition G⃗x = 0, and the diffraction arises where k⃗f − k⃗i = G⃗y

condition is satisfied. Here, G⃗y= 2nπ
a⃗y

, a⃗y having a periodicity of the lattice according to the low index

channeling direction and n is the diffraction order. To resolve the Bragg peak on the detector, the angular

resolution of the beam must be less than the Bragg angle, where the Bragg angle is defined as θB ∼ Gy

k∥

, where k∥ is the parallel component of the incidence wave-vector. The Bragg angle is typically ∼ 1-2

mrad in most cases.

As an example for LiF(001) surface along <100> direction, the periodicity is ay = 4.02
2 = 2.01 Å and

along <110> the periodicity is 4.02√
2

= 2.84 Å as shown in Fig. 2.17-a.
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Fig. 2.17: (a) LiF(001) surface and two directions are shown here, (b) Diffraction of He atoms from
LiF(001) surface along <100> direction.

The diffraction pattern from the LiF (001) surface is shown in Fig.2.17-b. The image corresponds to

the ‘YZ’ plane, and the direct beam does not interact with the surface. Generally, we define the lateral

(horizontal profile) and polar distribution (vertical profile) of the diffraction intensities. The lateral and

polar profiles are discussed in more detail in Chapter 3.

In GIFAD, the parallel atomic channels at the surface behave as a reflective grating for the quantum

scattering process. The distance between two Bragg peaks is inversely proportional to the grating width;

here, it is the width of the channel or the periodicity of the crystal along the low index direction. So, if

the detector is calibrated properly, the surface lattice parameter can be obtained by measuring the peak

spacing.

Diffraction intensities are analyzed by considering the Hard Corrugated Wall (HCW) model approxima-

tion to obtain the shape of the 2D potential energy surface (corrugation function).

According to the HCW model, the surface is assumed to be an infinite hard wall. So, the potential is

defined as[75].

V (R, z) = ∞, forz ≤ Z(R) (2.1)

V (R, z) = 0, elsewhere (2.2)

In equation (2.1), (R, z) is the position vector, z is the distance perpendicular to the surface. So, GIFAD

is able to provide information about the corrugation of the surface, which will be discussed later.

This is the semi-classical approach and it has been seen that when the surface is relatively flat and

smooth, the HCW model is able to give insight into the atom surface interaction as well as on the surface

structure[28].

In the HCW model, the interaction takes place on the equipotential surface that perfectly matches with

the normal energy of the incident He atom. GIFAD is able to provide information of this 2D Potential
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Energy Surface (PES). The intensity distribution of the Bragg peaks is the Fourier transformation of

this PES. So, the relative peak intensity of the Bragg peak gives access to the potential profile (Surface

corrugation). By considering noble gas atoms as a probe particle, the attractive force is very weak and can

be neglected at normal energies above 50 meV. The interaction potential is proportional to the electron

density of the surface [76]. As a consequence, the information derived from quantitative analysis of the

GIFAD data is similar to that provided by Atomic Force Microscopes (AFM) or Scanning Tunneling

Microscopes (STM).

When He atoms scatter from the hard wall, two types of interference take place, inter and intra-channel

interference. In Fig. 2.18. shows the trajectories of the He atoms depending on the interaction with the

surface corrugation.

Fig. 2.18: Classical trajectories of deflected atoms after the interaction with the corrugation of the
surface. The flat portion of the corrugation (bottom and top points, A and B trajectories), produces
zeroth order and the deflection from different slopes gives nth order of the Bragg peaks.

Consider the <110> direction of the LiF(001) surface (Fig.2.18), where the channel width is defined by

the string of F− atoms. Here, hc is the corrugation amplitude and d is the period of the crystal. Inter-

ference between trajectories C and D gives the Bragg condition, this is called inter-channel interference.

On the other hand, intra-channel interference (trajectories C and E) produces a supernumerary rainbow

pattern, which is the envelope of the Bragg peaks. Using the analogy of grating diffraction, we can say

that the scattering from the unit cell determines the intensity of Bragg peaks. The steepness of the cor-

rugation allows us to see the angular spread of the diffraction. This can be simplified as the number of

Bragg peaks directly reflects the steepness of the corrugation function. At a large incidence angle and

higher kinetic energy (higher normal energy), only the classical scattering is visible, known as ‘Rainbow

Scattering,’ which is a classical analog to the atmospheric phenomenon. The ‘Rainbow’ is a general
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concept in the classical scattering process where the deflection function (deflection angle vs. impact

parameter) has an extremum. As the normal energy increases, the classical contribution to the scattering

process becomes more visible; eventually, intensity maxima appear at the extreme lateral angles, which

can be derived from the ‘Rainbow scattering.’ A theoretical study based on Surface-Initial Value rep-

resentation (SIVR)[77] approximation, considered as a semi-quantum approach to produce the classical

trajectories, has shown the effect of the involvement of the number of channels (N) on the Bragg peaks.

For N=1, the Bragg peaks disappear, causing only supernumerary maxima due to the pure intra-channel

interference[78]

By considering the simplest sinusoidal corrugation, the intensity of each Bragg peak is given by the

square of the Bessel function, whose argument depends only on the amplitude of corrugation. The

intensity is defined as

In(Gy) = |Jn(2α)|2 (2.3)

Where In is the intensity of nth diffraction order and Jn(2α) is the Bessel function of order n. The

parameter α can be expressed as α = 2πhc
λ⊥

[25]; where hc and λ⊥ are the corrugation amplitude and

wavelength associated to the perpendicular energy of the He atoms. In this scenario, any corrugation

periodic function can be written as the sum of sine or cosine series, as shown in equation 2.4.[79].

Z(y) =
n∑

i=1

hisin
2πiy

d
(2.4)

Here, y and d are the coordinates and the period along the transverse direction of the motion of the atom.

For a non-sinusoidal corrugation, the Intensity is derived from an integral function as,

I(Gy) =

∣∣∣∣ 1ay
∫ ay

0
e−iGy .ye−i∆kzZ(y)dy

∣∣∣∣2 (2.5)

In equation 2.5, the ay is the channel width, and ∆kz = ∆kiz + ∆kfz is the total momentum transfer

along the normal direction of the motion of the atoms. This is the eikonal solution of purely elastic

scattering[80].

Here is an example of the diffraction spectrum , along <1-10>, <110>, <100> of the ZnSe(001) surface

having c(2 × 2) reconstructed surface. It is visible from the diffraction images that along <110>, the

corrugation is maximum as more Bragg peaks appear, as shown in Fig.2.19.
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Fig. 2.19: Top: He atom diffraction at 400 eV from c(2×2) reconstructed ZnSe(001), along <1-10>,
<110> and <100>. Bottom: Corrugation extracted from diffraction intensities along three directions.
Taken from [28]

In Fig. 2.19, the large circles are the Zn, and the small circles are the Se atoms. the interesting fact is

that along <100>, the electron density is higher on Se compared to Zn. This fact confirms the surface

electron transfer from Zn to Se[81]. So GIFAD probes the electron density of the surface at a distance

that is relevant for physico-chemical phenomena (adsorption, chemisorption, etc.), it is able to identify

(and quantify with the theoretical support) the possible changes in the surface charge distribution.

By introducing deformation of the surface at the atomic level, like defects on the surface, thermal vibra-

tion of the surface atoms, the coherence of atom beam can be destroyed. The atoms on the surface are

not ‘frozen’; their thermal displacement reduces the intensity of the diffraction signal, which produces

‘thermal decoherence’. This thermal decoherence is common to all probes (electrons, atoms, X-rays)

diffracting from solids, and is described by the factor, known as the ‘Debye-Waller-Factor’ (DWF),

which is defined as DWF = e(−|⃗q|
2
.< ⃗|u|

2
>) , where the parameter |q⃗| = |k⃗f − k⃗i| = 2|k⃗⊥| is the scat-

tering vector, and u⃗ is the thermal displacement of the surface atoms from the equilibrium position[68].

the mean square displacement of the surface atoms depends on the Debye temperature and mass of the

atoms i.e. on materials.

In grazing conditions, the DWF expression needs to be modified due to the larger number of scattering

centers along the atom trajectory.

The modified DWF in GIFAD can be expressed as DWF = e(
−|⃗q|2.< ⃗|u|2>

Ns
), where Ns is the number of

scattering centers along the beam trajectory. By considering simple exponential interaction potential of

surface and projectile like V = V0exp(−Γz), where Γ and z are the stiffness constant and distance from
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the surface, it can be shown that Ns ∝ 1
θinΓ

; θin is the incidence angle[82].

Thermal decoherence is always encountered—additionally, the topographic defects (adatoms, molecules,

step edges, vacancies)[83] also produce decoherence. Also, the possibility to see the decoherence is due

to the collisions with the background gas at a high-pressure regime (> 10−6 mbar), where the initial

coherent states produced by the surface are lost due to the collisions with the environment (background

gas), which is described in detail in the next chapter (Chapter 3).

A recent theoretical study based on the SIVR approach has shown the effect of terraces on the diffraction

spectrum. For a monolayer terrace, having an outward step produces a diffuse background above the

Laue circle, and the inward step produces weaker intensity below the Laue circle (Fig.2.17-b)[84].

2.4 Experimental results

The production of the ion beam and the neutralization processes have been explained in detail in section

2. The experiment was performed with an ionic crystal LiF(001), having F.C.C. structure. The sam-

ple was cleaved in the air and immediately transferred into a UHV chamber to mount it on a five-axis

manipulator. The sample was further annealed at around 300°C for a few hours in order to get a clean

and flat surface. The He atoms having energy of 1 keV scattered from the surface at an angle between

0.76◦and 0.78◦ at room temperature. Argon gas with 99.999% purity was inserted into the chamber using

a leak-valve upto 10−2 mbar, maintaining the signal-to-noise ratio (SNR) in an acceptable value of ≈

25:1.

As shown in Fig.2.20, the length between the two tubes (l2) is 65 mm, and the sample is placed between

the two tubes. Here l1 is the distance between the exit of the first tube (Tin) to the sample surface.

Fig. 2.20: Schematic of the main chamber of HP-GIFAD. The entrance and exit tubes are Tin and Tout.
The distance between them l2 =65 mm. LiF(001) surface is shown in blue color.

Here the assumption is the pressure drops rapidly across the aperture having no pressure gradient along
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the tubes. The mean free path, defined by the distance traversed by an atom between two successive

collisions, is in the range of a few cm at 10−2 mbar of Ar gas pressure. For fast He atoms, the elastic

scattering cross section on Ar has been measured between 40-850 eV [85]. The mean free path is defined

as

lmfp =
kT

pσ
(2.6)

A rough extrapolation shows the measured cross-section of 1 keV He on Ar is 4×10−16 cm2, which gives

a mean free path around 10 cm at 10−2 mbar, longer than our system.

The diffraction images are captured along <100> and <110> crystallographic directions are shown in

Fig.2.21a-d, at base pressure of 10−8 mbar and 5.6×10−9 mbar, respectively. The diffraction spectrum is

obtained by projecting the intensity in between two Laue circles of polar radius 0.78±0.05◦, which cor-

responds to a normal energy of 185±23 meV, are shown in Fig.2.21-e. Fig. 2.21-f shows the normalized

projected intensities. Interestingly, the normalized diffraction intensity profile remains the same even at

high pressure (3.6× 10−3 mbar).

Fig. 2.21: He atom diffraction along the <100> direction from LiF(001) surface at (a) 10−8 mbar and
(b) 3.6 × 10−3 mbar and along the <110> direction at (c) 5.6×10−9 mbar, and (d) 8.9×10−3 mbar of Ar
pressure. (e) shows the projected intensities, from 2.21(a) and 2.21(b), contained between the two Laue
circles superimposed on the images. (f) normalized projected intensities from (e).

2.4.1 Analysis of direct beam and scattered beams

It is visible that the diffraction signal has lost almost a factor ∼3.5 at the pressure of 3.6×10−3 mbar

with respect to the base pressure (10−8 mbar)(Fig.2.21-e). The pressure-dependent attenuation can give

information about the attenuation cross section, also helps to compare different scattering processes for

the direct and scattered beams. In case of the direct beam, the sample is removed from the beam path
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and exposure time of camera is reduced to avoid the saturation of intensity of beam on image.

The direct beam follows a single exponential decay with pressure, and according to the Beer-Lambert’s

principle the decayed intensity has an expression:

I = I0exp(−nσl2) (2.7)

Where I0 is the intensity measured intensity without gas, l2 is the path length traversed by the beam, n

is the density of the gas and σ is the elastic scattering cross section.

We have used a modified equation to fit the experimental data as follows,

I = I0exp(−
p

ps
) (2.8)

where ps = kT
σl2

; k and T are the Boltzmann constant and absolute temperature, respectively. The

parameter ps can be obtained by fitting the experimental data, and one can derive the scattering cross-

section. The parameter ps = 3.9 × 10−3 mbar, leading to σ = 1.5×10−15 cm2, assuming fast pressure

drop at the entrance and the exit of the tube apertures.

The scattered beam follows a double exponential decay, as shown in Fig.2.22-b. This double exponential

decay indicates two regimes of scattering, one gas-phase collision contribution and an additional scat-

tering from the surface adsorbate species (possibly H2O, CO2, etc.) due to the contamination of the

injected gas. This explanation is further confirmed by the fact that the scatter beam intensity could not be

recovered fully after the experiment when the pressure is brought back to its initial value. The diffraction

spectrum before and after the experiment is shown in Fig.2.24.

From the double exponential fitting, the decay parameters obtained yield ps1 = 4.2×10−3 mbar and ps2

= 7.16×10−5 mbar. It is interesting to note that ps1 ∼= ps demonstrates that the direct and scatter beam

undergoes a similar scattering process from the surrounding gas.

Fig. 2.22: Intensity decay of (a) the direct beam and (b) the scattered beam along the <100> direction;
the semi-log plots are shown in the insets [ln(Intensity) vs. pressure].
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2.4.2 Beam divergence

The divergence of the direct beam refers to the angular measurement and quantifying the dispersion of

the beam. The beam divergence has an impact on the visibility of Bragg diffraction from the surface.

Ideally, the divergence of the beam must be small to have sufficient transverse coherence length.

Here, the direct beam is modeled as Gaussian distribution, and the divergence of the beam is calculated

from the beam diameter. The diameter of the Gaussian beam is defined at an intensity of 1
e2

of the peak

intensity[86] as shown in Fig.2.23-a.

At the pressure of 10−2 mbar, a clear diffraction pattern is still visible, indicating that the collision-

induced broadening of the direct beam, along the path l1 does not have a significant effect on the trans-

verse coherence length. The divergence angle along the full beam path l2 is almost constant up to ∼

5×10−4 mbar and then increases quasi-exponentially as shown in Fig.2.23-b. At 10−2 mbar pressure

and based on the quasi-exponential behavior, the actual beam divergence at the sample position is that

measured at 5×10−3 mbar, so only ∼ 0.37 mrad as compared to the value of 0.32 mrad measured without

the Ar gas. This weak degradation of the beam divergence explains the persistence of a well-contrasted

diffraction pattern.

Fig. 2.23: (a) Normalized Gaussian distribution of the direct beam and the horizontal line is the intensity
at 1

e2
of the maximum intensity. The data corresponds to the base pressure (10−8) mbar, (b) evolution of

divergence of the gaussian beam with pressure.

2.4.3 Number of collisions along the path length of beam

It is interesting to know the number of collisions experienced by the He atoms with the Ar gas along

their trajectory in the high-pressure region. The mean free path is a function of pressure which can be

written as lmfp = kT
pσ where k, T , p, and σ are the Boltzmann constant, absolute temperature, pressure,

and scattering cross-section. By considering the 1 keV energy of the beam, the scattering cross-section

is obtained as σ = 1.5×10−15 cm2 (section 2.4.1.), The mean free path at 10−6 mbar of Ar pressure is

lmfp∼ 255 m, and the time between two successive collisions is tmfp ∼ 1 ms. The time taken by He
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atoms to cross the high-pressure region is tHP ∼ 0.3 µs. So, the number of collisions is P = tHP × 1
tmfp

∼ 10−4. This calculation helps to give an estimation of the pressure from where multiple collisions start.

This calculation predicts that there will be a single collision (He-Ar) on average at ∼ 4×10−3 mbar of

Ar pressure in the high-pressure zone. The effect is visible on the divergence of the beam (Fig. 2.23-b).

The exponential increase of the divergence of the beam is due to the multiple collisions at high-pressure.

2.4.4 Scattered beam intensity before and after the experiments

It has been discussed in section 2.4.1. that the scattered beam intensity follows double exponential

decay, one contribution comes from the simple gas phase collisions, i.e., collisions with the background

Ar gas, and another is scattering from the physisorbed species. The physisorption phenomenon is further

confirmed by checking the scattered beam intensity before and after the experiments.

From Fig. 2.24, it is clear that after the experiment, i.e., when the chamber pressure has been brought

back to the base pressure, the surface’s reflectivity is lost by almost 40% (Fig.2.24).

Fig. 2.24: Scattered beam intensity from LiF(001) surface before and after the experiment. Diffraction
images were captured at 10−8 mbar of pressure.

The physisorbed species behave as defects on the surface, and a large angle scattering of He atoms with

them reduces the counts on the detector, and beam intensity is dropped.

2.5 Conclusions and perspectives

Within this chapter, the newly developed high-pressure grazing incidence diffraction setup, operational

principles, and experimental findings are discussed. Here we have demonstrated that grazing incidence

diffraction of fast He atoms from a clean, crystalline surface can be observed at surrounding Ar gas

pressure as high as 10−2 mbar. Notwithstanding the fact that, the direct beam intensity has lost 90% of

its intensity at this pressure, and that the available differential cross-section for He scattering on Ar[87]
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drops by less than a factor of 3 in amplitude between zero and 0.05◦ scattering angles, the coherence

width remains sufficient for preserving diffraction. Interestingly, calculations performed by Karlovets

et al.[88] on the elastic scattering of an electron wavepacket on a hydrogen atom show a clear effect of

the wave packet transverse size (i.e. transverse coherence width) of the differential cross-section; large

angle contributions to the later decreases with increasing transverse coherence width. These results have

been further confirmed by Sarkadi et al.[89] on the scattering of 75 keV protons on atomic hydrogen.

Although a detailed analysis on the effect of beam coherence on the final beam divergence is well beyond

the scope of this work, high beam collimation conditions seem to represent an effective way to prevent

decoherence.

This new high-pressure GIFAD configuration, which we name HP-GIFAD, offers many opportunities for

the study of surface reactivity and should also represent an alternative diffraction tool for monitoring thin

film growth in real-time in high-pressure conditions. For surface structure characterization, the He probe

has been selected for its inertness; this key property is also favorable in limiting gas phase interactions

with the surrounding species.

Real-time monitoring during thin film growth has always been a challenge. Reflection High Energy

Electron Diffraction (RHEED) showed powerful in monitoring film growth in Molecular Beam Epitaxy

chambers [90]. In its high pressure version, RHEED has seen its use extended to other deposition modes,

such as Pulsed Laser Deposition[91] or Atomic Layer Deposition[33]. In a layer-by-layer growth mode,

RHEED provides a direct information of film thickness through oscillations of the reflected intensity [92].

Despite some complex attempts[93], application of RHEED in MS suffers severe limitations because

of the stray electromagnetic fields. HP-GIFAD may thus offer an alternative solution for accessing

film growth properties (growth mode, crystalline structure, defect density). Due to the extreme GIFAD

sensitivity to surface defects, it should provide valuable insight into the influence of plasma parameters

on the growing film. However, substrate contamination plays a pivotal role in thin film depositions,

and the quality of the film is also affected. So, the UHV approach (leak-free system, baking, selection

of materials, etc.) is the best solution to keep the substrate as well as the growing layer free from

contamination; this scheme naturally implies the use of a high-purity process gas. This benefit might

be decisive for the more challenging case of HiPIMS (High Power Impulse Magnetron Sputtering),

a recent variant of Magnetron Sputtering deposition(MSD). HiPIMS produces better films with greater

density and crystallinity, but its development is hindered by the complexity related to the large number of

adjustable parameters (pulse power, pulse duration, duty cycle, argon gas pressure, oxygen pressure for

reactive sputtering, substrate temperature, ion acceleration). So, the HP-GIFAD could be very effective

in precisely controlling the growth process in HiPIMS.
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Chapter 3

Observation of collisional decoherence

using Grazing Incidence Fast Atom

Diffraction

Overview

‘Entanglement’ and ‘Quantum decoherence’ address the fundamental problems in quantum information

theory and have become an interesting field of research nowadays. The decoherence process can be

considered as an entanglement of the quantum system with its environment. Decoherence has been

observed in atom interferometers and in macroscopic superconducting circuits, etc. Decoherence from

the surface has already been seen using GIFAD (low-pressure GIFAD). The newly developed high-

pressure GIFAD system (HP-GIFAD) is suitable for observing decoherence in the gas phase due to its

high operational pressure (≈10−2 mbar). The collisions destroy the coherent states produced by the

interaction between He atoms and surface atoms, and in the far field, the interference pattern disappears.

In this chapter, the experimental results of collision-induced decoherence are discussed.

3.1 Introduction

The theoretical work of H. Zeh[94] in 1970 opened up a new field of research on quantum decoherence[95].

Decoherence is considered as a quantum noise, that happens due to the transformation of pure states to

mixed states due to the entanglement between quantum system and environmental degrees of freedom.

Several processes are involved in the different types of decoherence[70, 96] and mathematically in the

decoherence process, the off-diagonal elements in the reduced density matrix representation die out[97],

and transition happens from quantum to the ‘classical world’(Appendix C). The interaction of the initially

prepared quantum states with their environment[98] leads to the loss of information in an irreversible
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way. From the classical physics point of view, the environment is considered as a disturbance or noise

that perturbs the system. Novel experimental techniques have given the opportunity to see decoherence

in QED[99], matter-wave interferometry[100], superconducting systems[101], and ion traps[102].

Decoherence due to collisions has been observed in the Talbot-Lau[70], and Mach-Zehnder interfer-

ometer [100], where visibility of the interference fringes is reduced with the background gas pressure.

The Talbot length gives an idea about the near field region, where any collision can transfer information

about the path information, which introduces decoherence, and one can observe the reduction in fringe

visibility. The contrast and the ‘which-way’ information are related to each other; the better distinguish

the paths, a less contrasted pattern will appear[103]. The term ‘the path’ or ‘which-way’ refers to the

particle’s classical trajectory; accessing this information causes decoherence[104]. However, there is a

debate about the relation between the uncertainty principle and decoherence. Decoherence can also be

well explained using Heisenberg’s uncertainty principle, where the measurement of the spatial informa-

tion enhances the uncertainty in momentum space, and the interference pattern disappears—the ‘path’

information is accessible by measurement in the ‘near-field’ region.

Rare gas atoms can be used as ideal probes to understand atom-surface interactions. The neutral scattered

beams from the surface exhibit diffraction phenomenon, thereby satisfying the basic quantum principles

contained in the de Broglie hypothesis. Therefore, particle-surface interactions in the quantum regime

represents a suitable platform for studying decoherence.

The pioneering work of Estermann and Stern[42] based on thermal neutral atom scattering has become

a surface analysis technique known as HAS or TEAS. There are different decoherence phenomena that

occur in particle-surface scattering. At thermal energies, the coupling to the surface phonons leads

to the thermal decoherence, which is the primary source of decoherence. In addition, scattering from

surface defects, adsorbates, and at higher energy (in GIFAD) the probability of electronic excitations

produces decoherence. Grazing Incidence Fast Atom Diffraction (GIFAD)[25, 29] is a comparatively

new surface analysis technique where the neutral atoms having energies between 0.2-5 keV are scattered

from the surface at an angle typically below 1◦. The grazing geometry makes GIFAD more sensitive

to the topmost layer of the surface. The universality of this technique allows one to observe diffraction

from metals[105], semiconductors[51], insulators[25], oxides[26] and fragile organic layers[27].

The newly developed high-pressure GIFAD (HP-GIFAD) set-up[106] can operate at high pressure (≈

10−2 mbar), which is suitable to observe the decoherence due to gas phase collisions. Atom diffraction

can be well explained due to the quantum scattering of atoms from surfaces where the surface behaves

as a diffraction grating that prepares superposed states that produce in a far field an interference pattern

(Bragg peaks). The trajectories behind the slits (in transmission mode) produce a ‘quantum carpet’ called

the Talbot pattern. This pattern starts to disappear after the near field region and Bragg channels appear
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and the trajectories are accumulated along these channels. In the decoherence process, the interaction

of the wave packets with its environment produces a random phase shift, and the interference pattern

is lost after superposition. Another way of considering decoherence phenomenon is to consider that

the momentum transferred to the collision partner can be used to locate the interaction (which ‘path’

information).

In our case, the intensity distribution of the scattered atoms contains the diffraction pattern consists of

sharp peaks due to the quantum scattering from the surface, which can be modeled with Lorentzian

functions and a classical background, modeled as Gaussian functions. The transition from one to another

is controlled by coherent fraction (µ). It is interesting to trace over the parameter µ with pressure to have

an idea about the decoherence process

3.2 Experimental results

The experiments have been performed inside an Ultra-High-Vacuum (UHV) system having a base pres-

sure of 10−9-10−8 mbar. A LiF(001) surface was cleaved in the air and transferred immediately to

the UHV chamber on the five-axis manipulator system. To get a clean and flat surface the sample was

annealed at 300°C for a few hours.

The procedure for producing a neutral He beam has been discussed in Chapter 2. To observe deco-

herence, Ar gas was introduced inside the main chamber, and the intensity distribution of the scattered

particles was captured up to 10−3 mbar of pressure.
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3.2.1 Influence of pressure on the diffraction pattern

3.2.1.1 Lateral profile

Fig. 3.1: He atom diffraction from LiF (001) surface along the <100> direction at (a)10−8 mbar, (b)
3.6×10−3 mbar and (c) projected intensity of (a) fitted with Pseudo Voigt function.

The diffraction images are shown in Fig.3.1 at (a) 10−8 mbar and (b) 3.6×10−3 mbar of Ar pressure.

The intensity of the diffraction signal at 10−8 mbar of pressure is projected along the Laue circles, which

is shown in Fig.3.1-c. The fitted intensity profile has two components. One arises from the classical

scattering and is modeled as the Gaussian function (G), and the other corresponds to the coherent part

of scattering- it is modeled by a Lorentzian function (L), as shown in Fig. 3.1-c. The intensity profile is

fitted with multiple Pseudo Voigt (PVm) functions, which is a good approximation of the Voigt function

that results from the convolution of Lorentzian and Gaussian functions expressed as,

PVm(x) = y0 + µ× Lm(x) + (1− µ)×Gm(x) (3.1)

where m stands for multiple function (for multiple peaks); Lm(x) and Gm(x) can be expressed as,

Lm(x) =
∑
n

An[
2

π

wL

4(x− x0 − nxc))2 + w2
L

] (3.2)
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Gm(x) =
∑
n

An[
1

wG

√
4ln2

π
e

−4ln2(x−x0−nxc))
2

w2
G ] (3.3)

Therefore, the explicit way to express the multiple peak function PVm(x) is

PVm(x) = y0 +
∑
n

An[
2µ

π

wL

4(x− x0 − nxc)2 + w2
L

+
1− µ

wG

√
4ln2

π
e

−4ln2(x−x0−nxc))
2

w2
G ] (3.4)

Where y0 is the background noise, n is the order number of diffraction peaks (positive and negative with

respect to the central peak). An is the amplitude of the nth peak, µ is the coherent fraction; wL and wG

are the Lorentzian and Gaussian width; x, x0 and xc are respectively the variable, the position of the 0th

order peak, and the peak spacing.

The advantage of using the Pseudo-Voigt function is that the coherent fraction quantifies the relative

contribution from coherent scattering, is simply provided by the parameter µ. In this experiment, the

idea was to follow the evolution of µ over the pressure. To determine the different possible contributions

to decoherence, different zones are considered along the beam trajectory, as depicted in Fig.3.2.

Fig. 3.2: The main chamber of the HP-GIFAD setup with different zones is considered in the discussions.
T1 and T2 are the entrance and the exit tubes with diameters 150 µm and 4 mm respectively. The LiF(001)
sample is shown in blue color.

In zones 1 and 4, the scattering of the He atoms on the Ar gas leads to the attenuation of the beam

intensity. Although zones 1 and 4 could produce decoherence based on the change in coherence length

of the primary beam and decoherence from far-field respectively. Zone 2 and 3 are regions where the

two processes occur: scattering and decoherence. Zone 2, with a length of 10-50 nm, is where the

incoming He atoms exchange momentum with the surface. The collisions with the physisorbed species
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on the surface lead to both beam attenuation and decoherence. Zone 3 is comparatively larger than

zone 2, ≈µm scale, named as near field region where any collision leads to decoherence and the path

information can be obtained. The zoom-in view of zones 2 and 3 are shown below (Fig.3.3).

Fig. 3.3: Zoom-in view of zone 2 and 3.

Images, such as those shown in Fig.3.1a-b, were captured at different pressures and fitted with Pseudo

Voigt functions according to the expression of 3.4, The decay of the coherent fraction µ over the pressure

follows a double exponential function, as a single exponential does not provide a good fit, shown in

Fig.3.4.

Fig. 3.4: Single and double exponential fitting of coherent fraction data.

One may consider that the quantum states in the momentum space are blurred due to the random momen-

tum change of the He atoms with its environment. The theoretical models on the decoherence theory can

well explain the loss of coherence using the decoherence function[107]. The simplest way to represent
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the loss of visibility with pressure in the atom interferometers can be modeled as

V (p) = V0exp(−
p

p0
) (3.5)

Where the loss of coherence with background gas pressure has been described by a single exponential

decay with the parameter p0, known as ‘decoherence pressure,’ which is related to decoherence cross-

section σd and scattering length l. The equation 3.5 has the same form of Beer-Lambert[108] type

describing the decoherence instead of beam attenuation. In our case, the scattering length is the length

of the near field zone.

In our experiment, the decay of the coherent fraction µ with pressure is shown in Fig.3.5-a. The fitting

equation can be modeled as

µ(p) = µ1exp(−
p

p1
) + µ2exp(−

p

p2
) (3.6)

Where µ1, µ2 are the amplitudes and p1, p2 are known as ‘decoherence pressure.’ The double exponential

decay has been considered due to the two different contributions, the interaction of He with background

gas (Ar) and with physisorbed species on the surface. Fig.3.4 shows a comparison of fitting of coherent

fraction vs. pressure using single and double exponential functions.
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Fig. 3.5: (a) Decay of coherent fraction and (b) behavior of Lorentzian width with pressure. 1Å−1=
0.06◦=1.04 mrad. Data is shown here for 60 µm slit size.

The Lorentzian width (Bragg peak width) behavior shows an anomalous behavior. It has decreasing and

increasing tendencies, as shown in Fig. 3.5-b. More constructive remarks and possible sources of peak

narrowing are discussed in the conclusion (section 3.4).

3.2.1.2 Polar profile

The surface atoms are not in frozen positions. In GIFAD, it is considered that the motion of the surface

atoms due to the thermal vibration is much slower than the fast He atoms. So, it can be considered that

the surface atoms are at rest with respect to the incident He atoms. The elongated streak on the diffraction

images (Fig.2.21) can be considered as an inelastic contribution due to the thermal vibration, step edges,

or other topographic defects.

The polar distribution of the diffraction pattern consists of a symmetrical Lorentzian profile (L) and

two asymmetrical Log-normal (LN) distributions, as shown in Fig.3.6. In this case, two Log-normal

functions are used to fit the spectrum where the width of one is larger compare to another (Fig.3.6).



3.2. EXPERIMENTAL RESULTS 59

Fig. 3.6: Polar distribution fitted with Lorentzian and Log-normal profile. Spectrum is at 10−8 mbar.

Generally, one Log-normal (LN) produces the elongated streaks due to the inelastic contribution to the

diffraction and one, much wider, for the classical scattering from defects. The Lorentzian (L) curves

describe the elastic diffraction peak.

The Lorentzian function has the expression

L =
2B

π

wL

4(x− xc)2 + w2
L

(3.7)

Here wL, B, xc are the Lorentzian width, amplitudes, and central position of the Lorentzian distribution

and Log-normal (LN) has an expression

LN =
A√

2πwnx
exp(−

ln( x
xc1

)2

2w2
n

) (3.8)

Where A, wn, and xc1 are the amplitude, width and central position of the Log-normal distribution. So,

the fitted function is

y(x) = y0 +
2B

π

wL

4(x− xc)2 + w2
L

+
A1√

2πwn1x
exp(−

ln( x
xc1

)2

2w2
n1

) +
A2√

2πwn2x
exp(−

ln( x
xc2

)2

2w2
n2

) (3.9)

x is the variable in the above equations. The camera noise has been considered and parameterized as y0,

1, and 2 suffixes are used to show two Log-normal.

We have observed previously (lateral profile) that the Lorentzian contribution to the diffraction pattern

along the lateral direction gets narrower as pressure increases up to 10−3 mbar, and above this pressure,

the width has broadening tendency. As this is unexpected, it is interesting to confirm this behavior along

the polar direction. From Fig.3.7, we can see a similar trend, with an even more pronounced decrease as
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compared to the lateral direction; this is visible on both the specular and the 1st order peaks.

Fig. 3.7: Dependency of the Lorentzian width with Ar pressure along the polar direction

The minimum of the peak width is around ∼ 10−3 mbar, which is consistent with the lateral profile data

set. We can thus conclude that the narrowing of the elastic contribution to the Bragg peaks is a robust

observation.

3.2.2 Decoherence from surface

3.2.2.1 Analysis of perylene deposition on Ag(110)

The most successful application of GIFAD is in-situ growth monitoring of thin film growth in UHV [37].

Time evolution of the surface reflectivity, i.e. the relative intensity of the scattered beam, as the simplest

parameter measured in real-time, provides rich information on the growth mode (as described in Chapter

1). Due to the very grazing geometry, any topographic anomaly (step edges, adatom or molecule, voids,

island, etc.) produces a large angle scattering of the incident He atoms, away from the specular direction

(Fig.3.8). These atoms do not reach the detector and, therefore produce a loss of the reflected intensity.

This latter parameter is then a good measure of the surface flatness. In the layer-by-layer growth mode,

we can thus observe an oscillatory behavior of the reflectivity; whenever a new layer is completed, the

reflectivity reaches a peak value; a minimum value is reached typically at (n+1
2 ) layer. The number of

oscillations in the reflected intensity corresponds exactly to the number of grown layers. In addition to

a reduction of the reflectivity, topographic defects also reduce the coherence length of the surface. As a

consequence, the coherent fraction in the scattered beam is also reduced.

Fig. 3.8: Schematic of He atom scattering from surface adsorbates.
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The growth of an organic perylene monolayer on Ag(110) has been studied previously by the group[27].

As observed by many authors[109, 27], the growth does not proceed by nucleation as most often ob-

served for inorganic layers but by continuous densification through a gas-liquid and liquid-crystal phase

transition. The relative surface reflectivity evolution with deposition time is shown in Fig.3.9. The He

atom beam has a primary energy of 500 eV and is aligned along the <1-10> crystallographic direction.

The reflectivity first decreases at start of deposition until a minimum is reachd at 2300 s, which roughy

corresponds to a half of a monolayer. As deposition goes on, the voids (bare substrate) between perylene

molecules get filled, so that the covered surface represents a continuously increasing fraction. The peak

is reached when the perylene monolayer perfectly wets the substrate. For the analysis, we only consider

the data between 0 and 1050 sec., where the reflectivity loss is 30% of its initial value as shown by the

blue box. This is precisely the region where the diffraction pattern from the substrate remains visible and

well resolved.

Fig. 3.9: Deposition of perylene on Ag (110) surface. (a)Time evolution of scattered beam intensity from
Ag(110) surface along <1-10> direction during perylene deposition, (b) variation of the reflectivity from
the surface over the deposition time. Experiments were performed at 500 eV energy of He atom. ML:
Mono Layer.

We follow exactly the same procedure as described in the previous section 3.2.1 for the image treatment

and analysis of the diffraction pattern. We then derive the evolution of the coherent fraction (µ) and the

peak width (Lorentzian width) with the deposition time. The diffraction spectrum and fitted profile of

Ag are shown in Fig.3.10.



3.2. EXPERIMENTAL RESULTS 62

Fig. 3.10: (a) He atom diffraction from Ag(110) along <1-10> direction, (b) normalized fitted diffraction
spectrum projected in between Laue circles.

The <1-10> direction of Ag is highly corrugated, which can be understood from the diffraction spectrum.

We have observed diffraction peaks up to order ±6 at 150 meV normal energy. As shown in Fig.3.11-a,

the coherent fraction (µ) decays over the deposition time, while the Lorentzian peak width of Ag shows

an increasing tendency. We conclude that, for perylene adsorbates, a decrease in surface coherence length

translates into a decrease of the coherent fraction in the scattered beam and simultaneously a pronounced

widening of the elastic contribution (Lorentzian peak) to the diffraction signal.

Fig. 3.11: (a) Decay of coherent fraction (b) evolution of Ag peak width with deposition time.

3.2.2.2 Analysis of KCl deposition on Ag(001)

The deposition of the inorganic compound KCl on Ag (001) has been analyzed in order to see the decay

of coherent fraction (µ) and the evolution of the Lorentzian width with the deposition time of KCl. For

the analysis, the images are considered up to 320 sec., where the reflectivity loss is 30% of the initial

value, as shown in Fig.3.12-b. The deposition was started after opening the shutter of the evaporator at

200 seconds, as shown in Fig.
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Fig. 3.12: Deposition of KCl on Ag (001) surface. (a) Time evolution of scattered beam intensity from
Ag(001) surface along <110> direction during KCl deposition, (b) variation of the reflectivity from the
surface over the deposition time of KCl.

It has been found that the coherent fraction decays over time in a non-linear fashion after opening the

shutter, but the broadening of the peak width is not prominent like in the deposition of perylene on

Ag(110), as shown in Fig.3.13-a-b. The rapid decrease of the coherent fraction is prominent after 200

sec. after opening the shutter (Fig.3.13-a).

The rapid loss of reflectivity over the deposition time (Fig.3.12-b) is due to the island growth of KCl

from the initial stage. As a result, the reflectivity drops rapidly and then stabilizes at a constant level,

preventing it from reaching maximum value.

Fig. 3.13: (a) decay of coherent fraction over the KCl deposition time and (b) behavior of the Lorentzian
width during the deposition time.
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GIFAD can also give insights into the different growth modes of thin film. As already discussed, in the

case of perylene deposition, we have seen the recovery of the scattered beam intensity from the surface,

which confirms the layer-by-layer or 2D growth mode of perylene on Ag. In the case of KCl deposition

on Ag, the growth was in the island or Volmer-Weber or 3D mode.

3.2.3 Decoherence with large slit size

The Lorentzian peak width is directly related to the width of the wavepacket and, therefore, to the trans-

verse coherence width of the primary beam. As explained in Chapter-2, the latter can be simply adjusted

from the collimation slit at the exit of the neutralization cell; increasing slit size reduces the spatial co-

herence length, while beam divergence gets larger.

The dependence of the Lorentzian width and the coherent fraction with the slit size is shown in Fig.3.14.

We observe that when the slit size is increased by 50%, from 60 to 90 µm, the decay of the coherent

fraction is faster (Fig.3.14-b). The fitted parameters are p1 = 3.2× 10−2 mbar and p2 = 2.9× 10−4 mbar

for 60 µm slit width. The parameters are found as p1 = 2.6× 10−2 mbar and p2 = 8.7× 10−5 mbar in

case of 90 µm slit width. The Lorentzian peak width follows a similar trend but with a steeper decrease

of ∼16% in the case of 90 µm slit size. It is visible from the initial peak width that the beam diameter

increases with the increase of slit size. In Fig.3.14-a, the Lorentzian width is normalized to the 90 µm

slit width. For both collimation slits, a minimum width is reached at a pressure of 8×10−4 mbar, so very

close to the onset of the fast increase of the direct beam as shown in Fig.2.23-b in Chapter-2.

Fig. 3.14: Comparison of the (a) variation of peak width and (b) decay of coherent fraction with pressure
with different slit sizes.

3.2.4 Dependency of intensity attenuation and decoherence

The best way to separate the loss of beam intensity and the loss of coherency is to see the dependency

between them, as shown in Fig.3.15. Here the data is shown for 60 µm slit.

It is interesting to notice that the beam intensity drops rapidly compared to the coherent fraction. How-
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ever, in the experiment with the Mach-Zehnder interferometer[100], the loss of contrast has a non-linear

dependency with the attenuation. The interesting finding is that although the beam intensity is 34% of

its initial value (66% loss), the coherence loss is only ∼14% .

Fig. 3.15: Decay of relative coherent fraction with relative intensity for 60 µm slit width. The dotted line
is used to guide the eyes.

This observation can provide the information that most of the scattering contributes to the loss of intensity

rather than loss of coherence.

3.3 Near field region- an overview

In classical wave optics, two diffraction regimes can be considered, near-field and far-field diffraction,

depending on the effect of Fresnel and Fraunhofer diffraction. The curvature of the wavefront has to be

taken into account in the case of Fresnel diffraction. A similar effect is observed in the case of atom

optics, but mostly, the far field is considered. The far field is considered when the diffraction pattern is

extended well beyond the array of the slits.

The near-field region is interesting due to the ‘self-imaging’ [110] effect, which is a reconstruction of

grating periodicity over a certain distance along the beam transmission. This self-imaging of a diffraction

mask was discovered by Henry Fox Talbot around 1836, which is known as the Talbot effect. Later, Lord

Rayleigh explained this effect theoretically. When the diffraction grating is illuminated with the parallel

rays of light The self-image of the grating is observed at an integer multiple of Talbot length (LT ) , which

depends on the periodicity (d) of the grating and wavelength (λ) of the illuminating source, expressed as

LT=d2/λ.

It is also possible to produce the self-imaging effect with an incoherent source [110]. An additional grat-

ing downstream from the first one produces sufficient beam coherency. This two grating configuration

is known as Talbot-Lau system. This configuration is used in atom interferometry as a lensless imaging
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system known as Talbot-Lau interferometer.

In atom diffraction, we consider any diffracting surface behaves as a reflective grating. When this quan-

tum grating is illuminated with continuous wavefronts, the quantum flow behind the grating produces a

pattern called ‘quantum carpet’[111]. At the even integer, multiple of Talbot length LT , the maxima and

minima appear according to the slit openings. For the odd integers, it is shifted half of the grating period

as shown in Fig.3.16[110].

Fig. 3.16: Optical Talbot effect using monochromatic light and the Talbot carpet. The revival of the
images happen at the integer of Talbot length at the right.

In between, the fractional Talbot images are observed at all rational multiples of Talbot length, like

L = (p/q)×LT , where p and q are the integers. The near field zone is considered up to where this self-

imaging is observed (Fig.3.17-f). Near field zone has a dependency on the array of illuminating slits.

It has been observed that with the increase of number of slits, the near field zone is extended. Higher

number of Talbot orders can be observed with higher number of slits as shown in Fig. 3.17[112].
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Fig. 3.17: Evolution of near field region with the number of slits, N=(a)1, (b)2, (c)4, (d)8, (e)12, (f)20.
Zoom in near field regime is shown in insets (a) and (b). The triangle area in (f) exhibits the internal
area of the near-field interference pattern; the near filed region is a few tens of talbot length. Taken from
[112].

The above simulation was performed with cold Rubidium 85 (Rb) atoms [112] in single, double and

multiple slit diffraction cases. However, a similar effect has been observed in the case of He atom

diffraction, where the slits are the Gaussian functions (Fig.3.18).
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Fig. 3.18: Talbot carpet formation with different number of slits, (a) N=1, (b) N=2, (c) N=3, (d) N=10
and (e) N=50 are shown in left panel and right side are the quantum trajectories according to the left
panels. X is the distance scaled in units of the grating period d, and z is in terms of Talbot length (2LT ).
Taken from [113].

So, it is visible that this Talbot pattern exists over certain regions. After that, the pattern starts to blur,

and the Bragg diffraction channel starts to appear [114].

3.3.1 Decoherence from near field region-Recoiling of Ar atoms

It is interesting to calculate the recoil energy of the Ar atoms after the impact with high-energy He atoms.

Now, the decoherence phenomenon can be understood in this way: after the interaction with Ar atoms,
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due to the small angle deflection of the He atoms after the interaction with Ar gas, instead of following

specific Bragg peaks, the He atoms collapse away from the Bragg peaks.

By considering He atom scattering from a LiF surface at 1 keV energy, the Bragg angle is θB =

tan−1(
Gy

k ), where Gy and k are the reciprocal lattice vector and wave vector respectively. Along <100>

direction of LiF, the reciprocal lattice vector is Gy = 2π
2.01 Å−1 = 3.12 Å−1, the wavevector is k =

√
2mE
ℏ

≈ 1380 Å−1. So the Bragg angle is θB = 0.129◦ = 2.2 mrad.

Now, if we consider that He atoms, after the interaction with Ar environment, collapse in between the

Bragg peaks, i.e., on the half of Bragg angle θB
2 , then the energy of scattered He atoms will be 999.99

eV (from appendix B, equation B.4). The recoil energy of Ar atom is 0.01 eV = 10 meV. Although the

recoil energy is small, it is possible to see decoherence. Alternatively, the wavelength associated with

the recoil energy is less than the period of the crystal.

3.4 Discussions and conclusions

The present work represents a systematic study of decoherence due to collisions from surface adsorbates

and in the gas phase. We restrict the discussion to matter-wave diffraction through a grating, material

grating or a crystalline surface. Decoherence is supposed to result from the theoretical possibility, by

interaction with the environment, to derive which path information. From our understanding, the latter

should only be accessible in the near field region (NFR), where the position of the wave packets is

unambiguously related to the path[113]. The extension of this NFR is typically a few units of the Talbot

length and depends on the number of grating slits that have been illuminated by the incident probe, and

therefore on its coherence length (section 3.3). This length LNFR can typically be approximated by:

LNFR ∼ NS × d2

λ
(3.10)

with NS is the number of illuminated slits, d and λ are the grating period and the particle wavelength.

In our case, the NFR is small, about a µm for 10 illuminated atomic rows. This is a very short distance

compared to the travel distance (3 cm in the high-pressure zone) between the surface and the exit tube.

Yet, decoherence could be observed if the probability associated to either of the two following processes

is orders of magnitude larger than the elastic cross-section:

[1] The collision-induced deflection exceeds a value comparable to the Bragg angle.

[2] The momentum imparted to the recoiling target is large enough, i.e., the de Broglie wavelength of the

recoiling target is of the same size or smaller than the grating period to localize the collision, even if the

center of mass motion is not affected.

For the first case, such a deflection should originate from collisions at large impact parameters, so the
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region of the attractive part of the He-Ar interaction potential. For comparison, in interferometric experi-

ments involving fullerene collisions with N2, a scattering angle as small as 1 µrad was sufficient to reduce

the fringe contrast. The long-range Casimir-Polder interaction, responsible for such small scattering an-

gles, is characterized by a cross-section that is 100 times larger than the geometric cross section[115].

In our case, we expect this figure to be much lower since the minimum deflection angle required for

blurring the diffraction pattern is of the order of 1 mrad.

For the second case, our configuration (light projectile on a heavy target) is unfavorable for a large

momentum transfer to the target atom. Although the recoil energy of the Ar atom is lower than the

thermal energy, the fact is that due to the small extension of the near field zone, the decoherence cross-

section will be large.

Our strong argument for rejecting the near field zone as being at the origin of the observed decoherence

is the data shown in Fig.3.14. According to the above formula, LNFR increases with the number of

illuminated ‘slits’ (atomic rows in our case), and therefore proportionally with the coherence width Lc =

λ
θ , and θ is the divergence angle. Since LNFR (90 µm) < LNFR (60 µm), (we could actually quantify

Ns and therefore the ratio of LNFR (90 µm) / LNFR (60 µm) by measuring the size of the direct beam

in both cases (with determines the divergence angle), we should be measuring larger decoherence for the

60 µm data, but we observe the reverse. We then conclude that the observed decoherence does not arise

from collisions in the near field.

On the other hand, collisions in the far field may produce decoherence-like behavior (in fact, a classical

effect) of the diffraction pattern from collisional events leading to small scattering. From the classical

point of view, these events that occur at large impact parameters would produce a broadening of the

diffraction peaks. Our data shows the reverse effect, a narrowing of the diffraction peaks.

In reference[116], the authors calculate the differential cross section of elastic scattering of non-relativistic

electron wave packets from atoms as a function of the transverse size of the wave packet (i.e. the trans-

verse coherence width). The results show that the differential cross section increases substantially, in

relative values, at larger impact parameters for larger beams (smaller coherence width). They interpret

these finding by the fact that as the transverse size of the wave packet decrease, the density of the particle

current increases in the vicinity of the potential center and more particles are scattered at larger angles.

This paper suggests that a filtering of the incident wave packets, according to their width, may occur

by scattering of gas atoms: the small-sized packets (with smaller coherence width and, therefore, larger

beam size) will have a larger probability of being deflected at larger angles.

At last, a form of decoherence can also arise from the differential dephasing experienced by different

parts of a wave packet. Although this effect is not qualified as decoherence by Arndt et al. [117] since

it does not imply entanglement with the environment, it affects a similar degradation of the diffraction
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pattern, so in our case a decrease of the coherent fraction. If we consider the influence of the trans-

verse coherence width, we should expect that such dephasing-induced decoherence would be stronger

for larger wave packets. This is opposite to our observation that the 90 µm slits data show more pro-

nounced decoherence than the 60 µm slits data. We can, therefore, exclude collision-induced dephasing

for explaining our observations; in addition, this process cannot explain the diffraction peak narrowing.

We should finally comment on the fact that decoherence can be observed from both the near field

[70](Talbot-Lau interferometer) and the far field (Mach-Zehnder interferometer)[100]. As shown by

the latter authors, the amount of decoherence depends only on the distribution of momentum transfer

between the wave packet and the environment particle, whatever the nature of the particle (photon, atom,

molecule). Decoherence has been observed using electron matter waves due to the interaction with back-

ground gases[118]. However, in this case, the contrast remains the same up to ∼10−4 mbar H2 pressure,

but the intensity is lost significantly. The high-pressure regime (>10−4 mbar) could not be studied due

to the possible electric discharge on MCPs.

The decoherence experiments with HP-GIFAD show promising results. To understand and interpret

more, further experiments need to be carried out with the different gas species, projectile energy, surfaces,

and slit sizes.
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Chapter 4

Compatibility of GIFAD with High Power

Impulse Magnetron Sputtering(HiPIMS)

Overview

Thin films are the key elements of the recent progress in all technological aspects in the recent days.

The properties of the thin layers are directly correlated with the growth mechanisms. Several deposition

processes, like Physical Vapor Deposition (PVD) and Chemical Vapor Deposition (CVD), are used to

grow thin layers. So, controlling the layers during the growth process is essential. Magnetron Sputtering

(MS) is one of the most used methods based on PVD-based technology, widely used in academics, R&D,

and industry to deposit thin films on a large scale. Several attempts have been made using Reflection High

Energy Electron Diffraction (RHEED) to monitor the growth process in MS in real-time. The adaptation

of RHEED with MS is still complex due to the interaction of electrons with the electromagnetic (EM)

fields. Grazing Incidence Fast Atom Diffraction (GIFAD) has shown its capability to follow real-time

growth monitoring in several deposition processes. The high-pressure version (HP-GIFAD) is perfectly

suitable for MS due to its operational pressure and neutral projectile. In this chapter, the first steps

towards the adaptation of MS (HiPIMS) and GIFAD have been described from scientific and technical

points of view.

4.1 Introduction

4.1.1 An introduction of plasma

Plasma is considered a fourth state of matter due to its different properties than the solid, liquid, and gas

phases. The term ‘Plasma’ was first pronounced by Czech physiologist J.E. Purkinje in the mid-19th

century for a uniform blood fluid, later Irving Langmuir in 1928, during his work on mercury arc[119]

also referred to this word to define ‘viscosity’ of the ions in the gas phase, similar to the blood fluid.
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Hence, from that time, ‘Plasma’ has been used to indicate ionized gases (or vapors). Plasma contains

ions, electrons, and neutral species due to the ionization of the gas. The density of electrons (ne) inside

the plasma is often called plasma density. The plasma obeys the quasi-neutrality principle, i.e., the

electron and ion densities (ni) are equivalent (ni ≈ ne). By considering these parameters, the ionization

degree (or fraction) is defined as

Fdensity =
ni

ni + nn
(4.1)

where nn is the density of the neutral species in the volume.

The ions are significantly heavier than electrons. So, they behave differently and follow different distri-

bution functions, which helps to get the estimation of the temperature of the plasma. Suppose Ti and Te

are the ions and electrons temperature; then hot (thermal) plasma is defined as Te ≈ Ti and if Te >> Ti

is called cold or non-thermal plasma.

Also, from the ionization point of view, cold plasma is weakly ionized (Fdensity < 0.1) compared to hot

plasma (Fdensity ≈ 1). In this chapter, we will discuss about magnetron discharge where the electron

density ne ≈ 1016 − 1019 m−3 and temperature (Te) ranges from 1-5 eV.

To obtain the plasma, a significant amount of energy must be transferred to the gas, especially to the free

electrons, which further ionize the gas. The free electrons mentioned here are caused by cosmic radiation

or thermal energy. The easier way is the electrical discharge process. Here, the gas is usually ionized by

applying an electric field (a voltage) between two electrodes, and the effect is an electric current passing

through it. The free electrons can get the energy from the electric field and collide with neutral gas.

Typically, at least three types of collisions are present: elastic-electron and gas particles do not exchange

their state, but the energy is exchanged; excitation - where the gas particle passes in an excited state one

of its electrons, but it still stays attached to the nucleus; and ionization - when a new electron is ejected

from the atom and behind a positive ion is formed. Hence, the ionization processes produce the same

amount of electrons and (positive) ions. This is the basic principle of glow discharge.

4.1.2 DC glow discharges

The most common type of discharge is Direct Current(DC) glow discharge, which is generated by ap-

plying a strong electric field between two electrodes (cathode and anode), where a gas is confined in a

low-pressure chamber[120].

The term DC is used for the unidirectional flow of electric charged species, and the power supply can

deliver only one type of polarity of voltage or current. The glow discharge has different regions, as shown

in Fig.4.1.
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Fig. 4.1: Several regions in the DC glow discharge appears between cathode and anode.

The dark regions near the electrodes are more interesting and are known as ‘sheaths.’ Suppose 1kV is

applied on the cathode (Fig.4.2), and the anode is considered as a ground. It has been observed that

plasma does not follow a linear dependency of its potential between the electrodes. It is constant in the

plasma volume and drops before the electrodes reach their respective potentials. This region has a strong

electric field, and electron density is much lower than plasma.

Fig. 4.2: Distribution of voltage in a DC glow discharge. In this hypothetical case, 1000V is applied on
the cathode, and the anode is grounded. Here Vp is the plasma potential.

The most interesting region is the ‘Negative Glow’ region, where inelastic collisions(e.g., ionization,

excitation, etc.) with gas atoms and electrons dominate.

The process starts with electron impact ionization. In this process, free electrons are accelerated due

to the electric field and collide in their path with the gas molecules. Depending on the energy of the
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electrons, different mechanisms take place. When considering the Ar environment, gas (Ar) ionization

happens when the energy of the electron is 15.7 eV or higher (Fig.4.3-1).

e+Ar → 2e+Ar+ (4.2)

The two electrons (equation 4.2) are accelerated further, and successive collisions produce a cascade

effect that helps to maintain the discharge. The multiplication process of electrons in a glow discharge is

known as an ‘electron avalanche.’

Fig. 4.3: Different inelastic processes are depicted here.

In the plasma, several other inelastic processes can occur. All the processes are summarized in Fig. 4.3.

For instance, some electrons also recombine with ions and form again neutral atoms (molecules), which

is a normal process in the existence of free ion-electron systems (Fig.4.3-3(Recombination)).

The kinetic energy of these accelerated electrons is sometimes less than the ionization energy; in this

case, excitation happens according to equation 4.3.

e+Ar → e+Ar∗ (4.3)

The lowest excitation energy of Ar is 11.56 eV (Fig.4.3-2), lower than the ionization potential as the

energy required to transfer the electron in higher energy levels, which are less tightly bound due to their

larger distance from the nucleus. During excitation, the incident electrons transfer their energy(or a

fraction of it) to the one bonded electron of the atoms and are deflected (conserving the total momentum

of the system).

The name of this discharge process is glow discharge because it produces light. This glow is due to the

relaxation or de-excitation of the electronically excited atoms and molecules, which is the inverse of the
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excitation process. The electrons in the higher level soon come back to their ground state through one or

multiple transitions due to the instability in higher levels. This transition corresponds to the emission of

photons specific to the difference in energy levels (∆E) (Fig.4.3-4). We can see this if the wavelength

falls in the visible range (400-700 nm), the corresponding transitions from 3-1.7 eV, respectively.

4.1.3 Electrical breakdown

It’s interesting to know how the working gas, which is basically a poor electrical conductor, can be

transformed into a good electrical conductor, i.e., plasma.

The electrical breakdown starts with a small number of free electrons inside the camber due to the

background radiation (cosmic rays and other sources) or thermal energy. When a significant but limited

potential difference is applied between the electrodes, the electrons can hardly ionize the gas medium

through electron impact ionization, producing a weak current (Fig.4.4, A to B in the nA range).

Fig. 4.4: Current-voltage characteristics of direct current (D.C.) electrical discharges. Taken from [121].

Further increase of the voltage does not affect the discharge current, and it saturates, as the number of

density charge carriers remains small (from B to C). But the electrons will acquire enough energy if

the voltage is increased further and produce new charge carriers by ‘avalanche’. This is also called the

‘ionization cascade’. This multiplicative process will generate an exponential growth of the discharge

current (from C to D). However, the current remains small due to a small fraction of electrons and ionized

species. This whole region from A to D is known as ‘Dark discharge’ as this type of discharge process

is invisible to our eyes because very few excited states are produced. Notice that ‘dark discharge’ is not

self-sustained, requiring an additional source of energy (electron photoemission, for instance).
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If the voltage increases further, the cascade effect produces a large cloud of positive ions that will drift

toward the cathode. The positive ions should liberate secondary electrons from the cathode which further

produces an ionization avalanche, and the process can be self-reproduced since the avalanche produces

a cloud of ions. It is said that the breakdown occurs, and the discharge switches in a self-sustained

regime. This will produce a large current (point E), but the voltage level decreases to a few hundred

volts (200-300 V), which depends on different parameters like type of gas, pressure, and the separation

of electrodes. It is interesting to note that the breakdown voltage is much higher (see the transition from

D to E), and it is Paschen’s law according to equation 4.4.

UB =
Bpd

ln(Apd)− ln[ln(1 + 1
γsee

)])
(4.4)

In this equation, A and B are the constants related to the gas that is used in discharge and can be found in

the literature[122]. γsee is the secondary electron emission coefficient.

The equation 4.4 is interesting as it shows that the same discharge voltage can be obtained by using high

pressure (p) and small distance (d) or low pressure (p) and large distance (d). But the fact is that at

low pressure, the ionization process is less effective due to the large mean free path of electrons, i.e.,

the probability of collisions of electrons with neutral is small. In this scenario, a high voltage must be

applied to the target. But at high pressure, the mean free path of the electrons decreases, and due to many

elastic collisions, the electron’s energy decreases, which further reduces the probability of ionization,

then higher UB values are required. In conclusion, UB increases as p increases. The product pd is known

as the ‘similarity parameter’ of the glow discharges.

From E to F, the voltage is independent of the discharge current as more secondary electrons are emit-

ted due to the ion bombardments. The region is called normal glow discharge region. The voltage is

increased further due to the increase of current (from F to G), and the discharge enters into the abnormal

regime. Most of the plasma processing is done here, like sputtering and plasma etching. The abnor-

mal regime is more luminous than the normal discharge regime. It corresponds to high voltage-current

operation, characterized by high plasma density. But the discharge is still in the glow regime.

With this process, the cathode becomes hot enough to emit thermo-electrons, and the voltage drops again.

The discharge makes a transition into the arc regime. In the entire region (from G to I) the voltage drops

being typically below 100V and high current discharge forms (>10A/cm2). The high degree of ionization

is used here to make cathodic arc deposition [123], a relatively new PVD technology to make films and

coatings. However, the serious drawback of this technology (arc-PVD) is the production of droplets,

which are not suitable for high-quality coatings.
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4.1.4 Interactions of ions with surface

It is interesting to know what happens when the ion is approaching towards the cathode surface. There

are different possibilities that can take place as discussed below.

1. Ion scattering: The ion can be reflected from the target and during this time, it can be neutralized

in this process. This technique is widely used in surface science, known as Ion Scattering Spectroscopy.

The energy of the ions is in the range between 0.5 to 10 keV. Depending on the range of energy, the

technique has different abbreviations like LEIS (Low Energy Ion Scattering), MEIS (Medium Energy

Ion Scattering), and HEIS (High Energy Ion Scattering).

2. Secondary electron emission: The impact of ions can liberate some electrons from the surface,

known as secondary electron emission.

3. Ion implantation: The ion can penetrate inside the target and can be buried inside it. This is known

as ion implantation. This technique is used in the surface treatment of steels or in microelectronics.

However, the implantation is efficient for energies higher than 10 keV.

4. Ion assistance: The impact of ions can also do structural changes on the surface, called surface

rearrangement. Thus, the rearrangement effect can change the stoichiometry in alloy or compound targets

or can change the electron energy levels and distributions, this is basically known as radiation damage.

When the energy of the ion is well-tuned, the process can be beneficial to the surface. During thin film

deposition, the deposited particles obtained a substantial amount of kinetic energy due to energy transfer

between the ion and adatoms, and this influenced the nucleation and growth process. This is known as

Ion Beam Assisted Deposition (IBAD) or Ion Beam Induced Deposition (IBID). The typical ion energy

lies between a few eV to a few tens of keV (generally 200 eV to 40 keV).

5. Sputtering: The ion impact can produce a series of collisions between the colliding atoms and

the target atoms, which can help to eject the target atoms from the surface. This process is known as

sputtering.

All of these possibilities (except radiation damage or re-arrangement of atoms) are shown in Fig. 4.5.



4.1. INTRODUCTION 79

Fig. 4.5: Interactions of an ion with a surface.

4.1.5 The sputtering process

The sputtering is the mechanism of the ejection of the target atoms from the surface due to the cascade

effect of collisions between the target ions and the surface atoms. The resulting momentum transfer is

the cause of the emission of the surface atoms from the surface if the energy is sufficient to overcome the

surface binding energy of the atoms.

Sputtering was first discovered by W.R. Grove [124] in 1852 when he was studying the electro-chemical

polarity of gases. He named it a ‘dirt effect’ as the sputtered species deposited inside the discharge tube,

which was undesirable.

In sputtering, mostly ions are used as they can be easily accelerated through the electric field. These ions

can be neutralized easily as soon as it approaches the surface. The neutralization process depends on

the projectile-surface system. Neutralization can be Auger neutralization, leading to the emission of one

electron. It can be a resonant capture. So, the incident species are primarily energetic neutral.

The series of collisions on the surface produces a collisional cascade effect. This cascade effect can eject

atoms from the surface, so at least two collisions are necessary. Otherwise, the energy is lost as heat.

The important parameter in sputtering is the sputtering yield (YS), which can be defined as the ratio of

the number of atoms sputtered from the target to the number of incident atoms. In most cases, where

the metal targets are used (such as Al, Cu, etc.) mostly Ar gas is used as sputtering gas. Generally,

a high YS value [125] is desired for producing more sputtered species from the target. Sputter yield
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is maximum when the incoming and the sputtered species have the same mass due to the maximum

momentum transfer. The initial sputtering process is started with the Ar+, but after the sputtering of metal

atoms (present in the plasma as a gaseous vapor metal species), they are ionized due to the collisions with

the electrons. So, these metal ions can participate in the sputtering. Then, two ion species are generally

sputtering the target depending on their sputter yield. When the sputter and incident species are the same,

the phenomenon is called ‘self-sputtering.’

Today, ‘sputtering’ is widely used for different purposes like surface cleaning and etching [123] and

mainly in PVD technology for the thin film growth processes [126]. When the thin layer is a compound,

an option is to introduce a reactive gas (e.g., O2, N2, CH4, etc., often mixed with argon) leading to thin

films of oxides, nitrides or carbides.

4.1.6 Magnetron Sputtering

In the DC sputtering process, the electrons are accelerated over the cathode sheath and make collisions

with the sputter gas species. So, the path of the electrons is controlled by the electric fields only, and

the collision frequency is controlled primarily by the pressure. In this process, high pressure is required

to start the ionization process. During 1960 and 70, a magnetic trap was used, in front of the cathode,

produced by the permanent magnets placed behind the cathode. This is based upon the concept of the

work of Penning around 1930 where he demonstrated magnetically enhanced sputtering. The presence

of a magnetic trap helps to ionize the gas and reduce the working pressure (< 4 Pa) and also the voltage

applied on the cathode. The magnetron sputtering was introduced first by J.S. Chapin in 1974, which

became one of the most important technology for thin film deposition nowadays [127].

The cross electromagnetic field near the cathode produces Hall drift of the electrons and electrons are

trapped near the target. The velocity of the electron is

ve =
E ×B

B2
(4.5)

Where E and B are the electric and magnetic fields. By this way the possibility of recombination of

electrons is reduced as they are very far from the anode and chamber walls. This helps to remove

cathode material in an efficient way and also to produce secondary electrons from the target even at low

operational pressure (< 2 Pa), so that less amount of material is lost to the chamber walls. There are

different types of magnetron.
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Fig. 4.6: Cross-sectional view of (a) planar circular magnetron and (b) top view with central and annular
disc, (c) Cu sputtered target with a race track having heavy erosion. (c) is taken from [128].

In our work we have used a planar circular magnetron configuration, which is often used in thin film

deposition in the laboratory. In the planar configuration, permanent magnets or electromagnets are used

and placed behind the target. The schematic is shown in Fig. 4.6a-b.

For the planar magnetron, a torus-shaped plasma is observed near the target surface between the inner

magnet and outer magnet ring. Thus, ionization probability in this region enhances the erosion of the

target species and a race-track is formed. The fact is clear that during sputtering, a small percentage of

the target is utilized (≈ 25%) [2].

4.1.7 Direct Current Magnetron Sputtering (DCMS)

Direct Current Magnetron Sputtering is a technique to grow thin films where the target is kept at a

negative electric potential between 300-700 V. Ar is used as a working gas in the pressure range of 0.1-

1.5 Pa. The discharge current density is a few tens of mA/cm2, and the power density is a few tens of

W/cm2.

In DCMS, the ionization fraction Fdensity of the sputter species is very low, 0.1% or less [129]. The

consequence of this is that the positive ions are mainly gaseous species and not the vapor originating

from the target materials. In most cases, the sputter species are ionized due to the presence of metastable

atoms in plasma (Arm), which is called Penning ionization [130]. The bombarding ions on the growing

films are then Ar+.
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The energy of the sputter species is a few eV (with a tail in the energy distribution lying to ∼ 10-50 eV).

The continuous sputtering in DC mode enhances the erosion of the target. In addition, the target does

not get enough time to cool down. Therefore, a cooling system is necessary for this operation to avoid

melting and destroying the target, but also especially to preserve the magnets behind the target.

As discussed above, the fraction of ionized sputter species is very low, so, to have some ion bombardment

on the substrate, some ions can be guided towards the substrate by using a magnetically unbalanced

magnetron. The unbalanced magnetron is a configuration where the outer magnet ring has different

strength than the central one. So, the field lines extend towards the substrate, and the electrons can gyrate

around those lines. The gyration of electrons helps to drag the ions in the plasma and both charged species

are diffused towards the substrate due to the ‘ambipolar diffusion’. By applying a negative potential on

the substrate, these ions can not only be attracted towards the substrate, but one can control their energy,

and hence film growth conditions can be tuned.

Actually, by applying a negative potential, the ions gain some energy, and when it reaches to the substrate,

it enhances the mobility on the surface. The fact is that higher energy of these ions can improve the

quality, but at the same time, re-nucleation of the film starts due to sputtering. There are two types of

Unbalanced Magnetron (UBM) , type I and II. For type I, the residual induction of the central magnet is

higher than that of the outer magnet. On the contrary, for type II, the residual induction of the central

magnet is lower than the outer magnet. As shown in Fig.4.7-c, not all the field lines are closed between

the central and outer magnets; some of them are directed toward the substrate. It has been proved that

type II unbalanced magnetron can help to reach the ion current density up to 5 mA/cm2, an order of

magnitude of conventional balanced magnetron [131].

Fig. 4.7: Types of magnetron configurations, a- conventional balanced magnetron, b- unbalanced mag-
netron I, and c- unbalanced magnetron of the type II. Taken from [132].

4.1.8 High Power Impulse Magnetron Sputtering (HiPIMS)

High Power Impulse Magnetron Sputtering, known as HiPIMS is a variant of Magnetron Sputtering also

called High Power Pulsed Magnetron Sputtering (HPPMS). It is a relatively new technology used in

academic research and industrial applications. The basic development of HiPIMS started in Russia in
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the early 1960s. But the technological advancement happened in the mid-1990s. There are several papers

by Vladimir Kouznetsov et al. in 1999 are considered seminal papers on HiPIMS [133, 134, 135].

The basic idea was to increase the plasma density by applying high electrical power but within a limited

time duration to avoid the transition to arc discharge. So, the electron density is in the order of 1019-1020

m−3 near the target surface. During the pulse, a very high electrical power is generated (approximately

a few kW.cm−2) on the target. This situation is not favorable for running the sputtering process in

continuous mode (DC) due to the overheating of the target, among others. The solution consists of

applying power in short pulses with a relatively low-duty cycle (typically 1%). In this pulsed mode, the

average power remains the same as in DC mode. However, the large power during the pulse enhances the

production of metal vapor from the target by sputtering, and further, the ionization fraction of the sputter

species and a dense plasma can be obtained.

The duty cycle is calculated by considering the ratio of the pulse duration and the total period of the

pulses. The target cooling is related to the average power, not the peak power.

The difference between the DC mode and HiPIMS mode is listed in Table 4.1. The datasets have been

taken from the references [134, 136].

Parameter DCMS HiPIMS

Target Voltage 300-700 V 500-2000 V

Duty Cycle 100 % < 5 %

Current Density up to 4-60 mA.cm−2 500-5000 mA.cm−2

Power Density up to 0.05 kW.cm−2 0.5-10 kW.cm−2

Electron Density 1015-1017 m−3 1018-1019 m−3

Electron Temperature 1-5 eV 1-5 eV

Table 4.1: Typical parameters during DCMS and HiPIMS discharges.

The discharges in DC and HiPIMS modes are shown in Fig.4.8. The difference in color is due to the

dominant excited species in the plasma. For the same metal target, the HiPIMS plasma is considered

metal plasma as the metal fraction is much higher compared to the DC mode.
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Fig. 4.8: (a) DC mode and (b) HiPIMS mode discharge. Both images were taken in ISMO magnetron
reactor mounted on the high-pressure GIFAD chamber. A two-inch Cu target is used here.

The important fact is that the current-voltage characteristics is nonlinear (Fig.4.4). So, a small increase in

voltage increases a large amount of current. To avoid any arc formation, the pulse is cut off after several

tens of microseconds.

A typical current-voltage characteristic of HiPIMS is shown in Fig. 4.9. Here the pulse width is 20 µs

and frequency 200 Hz. The peak voltage and peak current are 640 V and 18 A, respectively. It gives a

peak power of 11.5 kW, which is very high in 20 µs duration of time.

Fig. 4.9: Current-voltage characteristic during the discharge of HiPIMS, Pulse duration 20 µs and
frequency 200 Hz. Here an one-inch Cu target is used.

In DCMS, the deposition is assisted with the ions coming from the gas, i.e. the Ar+ ions, the number of

ions of the sputtered species are practically negligible [137]. This is called ‘ion-assisted deposition’. The

fundamental goal over the last few years is to increase the ionization fraction of the sputtered species,

as the ion flux on the substrate significantly increases the quality of the film. Indeed, the metal ions not

only assist the film, but they are part of the deposited material. Hence, in HiPIMS the precursors are

energetic neutrals (∼ eV) as a result of the sputtering and very energetic ions (depending on the bias of

the substrate, up to ∼ 100 eV). This process is known as IPVD (Ionized Physical Vapor Deposition).
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This happens when the deposition flux consists of more ions than neutrals. HiPIMS is one of the IPVD

techniques that is widely used to grow thin films with improved adhesion, improved microstructures, and

improved coverage of complex-shaped substrate.

The deposition rate in HiPIMS discharge is lower than the conventional DC sputtering mode at the same

average power. It has been observed that for Cu and Titanium the deposition rate is reduced to about 50

% compared to the DC mode.

The directionality of ionized sputtered species can be obtained by applying a bias potential on the sub-

strate. This helps to grow a void free and a columnar grain extending from the bottom surface of the

substrate, but also, in the case of deposition on 3D complex shaped parts.

It has been discussed that high–pressure GIFAD (HP-GIFAD) is well suited to follow the real-time

growth monitoring in Magnetron Sputtering (MS). It has been proven that the quality of the film is

much better in HiPIMS compare to the other MS depositions. This motivates to adapt HiPIMS with

HP-GIFAD. The HP-GIFAD can give insights to control the film morphology by controlling the large

number of growth parameters of HiPIMS.

The challenges of the first adaptation stage have been discussed vividly in the next sections.

4.2 Experimental results

4.2.1 Condition of GIFAD detector in the presence of plasma

In the GIFAD setup, the detector is composed of two Micro Channel Plate (MCP) and a phosphor screen.

MCP is generally used to detect particles like electrons, neutrons, and photons (UV and X-rays). The

discussion about the detector has been done in Chapter 2 in an extensive way.

It has been observed that the detector is entirely blind in the presence of plasma, as shown in Fig.4.10

(a). Also, the high noise level is undesirable to prevent MCPs and screens from degradation.

Here the challenging issue is to understand the possible source of noise and eliminate it during the data

acquisition. Several experiments have been performed to resolve the problem, and they are explained

and analyzed in the next sections.

4.2.2 Possible source of noise on GIFAD detector

It is easy to predict that the possible source of noise could be the species that are present inside the

plasma (electrons, ions, or neutrals).

To understand more about the different potential origins of the recorded noise, an electrostatic deflector

was designed and placed in front of the detector, mounted on a ConFlat (CF) UHV 5-way cross, as shown

in Fig.4.10-b.
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Fig. 4.10: (a) Noise on the detector in the presence of plasma and (b) schematic of the deflector system
mounted on the ConFlat (CF) UHV 5-way cross.

The role of the deflector is to deflect the charge species by applying a few volts on the deflector plate.

During this test, it was observed that the deflector bias has no influence on the noise, irrespective of its

polarity. This confirms that the origin of the noise is not any charged species.

The other possibilities that remain are UV photons or neutral species. As it has been discussed that MCP

is also sensitive to UV photons, so during the de-excitation process of the Ar∗, there is a possibility to

emit photons (UV). There is an emission of UV/VUV photons having an energy between 3-12 eV [138]

during the HiPIMS pulse.

To understand more, another simple experiment was performed. Basically, three different samples are

put in front of the detector; one is a square piece of glass that can block the UVs and LiF, which has a

large band gap (14.7 eV) [139] and a KCl having a band gap of 8.6 eV [140].

The three samples were attached to deflector plates as shown in Fig.4.11-a.

Fig. 4.11: (a) Three different samples attached on the deflector plate, (b) Noise on the detector.

The noise on the detector in the presence of plasma is shown in Fig.4.11-b. All of the three samples can

cut off the noise on the detector. This experiment confirms that these species are not UV photons, as

KCl and LiF block them. So, the possibility remains that the neutrals are present inside the plasma can

produce noise on the detector.
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To have a deep understanding, it is essential to know whether the noise appears during the pulse or in

the off time, between the pulses (afterglow). Hence, the detector was pulsed according to the frequency

of the HiPIMS pulse, and a delay was generated between the HiPIMS pulse and the detector ON time.

So, the detector time-gate was opened after the pulse to avoid the noise i.e., in the afterglow period. The

results due to the delay have been discussed extensively in the following section.

4.2.3 Effect of delay between detector ON time and HiPIMS pulse on noise

The time-gate of the detector (ON time) is adjusted at 300 µs, and the delay between the pulse and

detector is changed from 100 µs to 4.5 ms, as shown in the schematic of Fig.4.12.

The data has been taken for two different HiPIMS pulse widths, 40 and 50 µs, maintaining the same peak

power during the pulse. The results are shown in Fig.4.13.

Fig. 4.12: Schematic of HiPIMS pulse and delay between the pulse and the detector time gate.

The interesting fact from Fig.4.13 is that with the time delay between HiPIMS pulse and time gate, the

noise drops rapidly, but the noise presents a bounce starting from 1 ms and that reaches a maximum at 2

ms, then decays. As said, the experiment is performed with two different pulse widths, 40 µs, and 50 µs,

respectively, having the same peak power in the pulses. It has been observed that for 40 µs pulse width,

the maximum noise level at 2 ms is lower than the 50 µs HiPIMS pulse width. The low noise level at

2 ms for 40 µs pulse width is due to the low average power. During this experiment, the peak power

was maintained almost at the same level in both cases (peak Voltage ∼ 660 V and peak current ∼ 10 A).

However, the average power was modified due to changes in the pulse width. The average power was

modified from ∼ 26 W to 33 W due to the change of pulse width from 40 µs to 50 µs.

It is easy to get an idea about the energy of the neutral species from Fig.4.13. Suppose that the Ar neutrals

are the cause of this noise, and they arrive on the detector at 2 ms. The distance from the main chamber

to the detector is ≈ 1 m. So, these neutrals should be about 50 meV of energy if they are responsible for

the noise. This kinetic energy is insufficient to allow them to emit electrons from MCP channels.
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Fig. 4.13: Variation of noise with the delay between HiPIMS pulse and detector time-gate.

This observation can draw conclusions that some long-lived reactive species (i.e. having internal energy)

from the plasma reach the detector between two pulses. The thing that remains for a noble gas like Ar

is the metastable atoms (Arm), present inside the plasma and surviving a long time after the HiPIMS

pulse is OFF, during the afterglow. This is the possible reason, even if the metastable atoms have low

kinetic energy. Still, the internal energy is sufficient to emit electrons from MCP channels (without

photon emission when they reach the detector plate) and start the electron multiplication process during

the de-excitation process. Generally, Ar has two metastable states having the energy of 11.72 eV and

11.55 eV [141]. However, the metastable states can be quenched due to the collisions, or depending on

the angle of collisions, it can get a directional velocity towards the detector. Also, there is a probability

of ionization of Ar if the collision species are two Arm atoms (so called pooling ionization). But the

latter situation is very rare, especially during the afterglow.

4.2.4 Direct beam condition

The ignition pressure for HiPIMS plasma is ≈ 10−2 mbar, which mainly depends on the frequency and

the pulse width. It is observed that the discharge current is sensitive to the ignition pressure.

It has been observed that for 100 Hz and 20 µs pulse width, the ignition pressure is ≈ 2×10−2 mbar.

At this pressure, more than 80% of the intensity of the direct beam is lost due to collisions with the

background gas.

After the ignition of plasma, there is an additional drop in beam intensity due to the interactions with the

plasma species. The beam is ≈ 40% reduced further (Fig.4.14-a). The direct beam intensity drops suffi-

ciently, which alternatively reduces the scattered beam intensity. These conditions inevitably perturbed

the suitable conditions to observe diffraction from the surface.
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In order to keep the surface adsorbate-free over a long time and to have sufficient intensity of scattered

beams, the ignition pressure must be reduced.

The idea is hidden in the early stage of the ignition process. We know that some free electrons are needed

to start the ignition process (maybe from background radiation or other sources). Then cascade process

takes time to ignite the ionization of the gas. The question can be asked, ‘What will happen if a sufficient

amount of electrons are free inside the system from the early stage?’

This condition is suitable to ignite the plasma even at low pressure, as these electrons are trapped near

the target due to the magnetic field.

A hot filament near the cathode is the ideal source to provide some extra electrons to the system. In

the next stage, to ignite the plasma at lower pressure, we kept a tungsten (W) filament ON during the

experiment. It has been observed that the discharge current is sensitive to the filament current.

Fig. 4.14: Condition of the He atom beam with and without plasma, (a) without the filament the ignition
pressure is 2.2×10−2 mbar and (b) with filament the pressure is 3.2×10−3 mbar.
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Due to the low pressure, the plasma density is also low, which subsequently reduces the interaction of

the incoming He atom beam with plasma particles, as shown in Fig.4.14-b. In this situation, the drop of

the beam intensity is ∼ 4-5 % in the presence of plasma (Fig.4.14-b).

4.3 Conclusions and discussions

All these basic experiments helps to find some suitable condition to progress toward the real-time growth

monitoring. The conditions should be

1. The operational pressure must be lower than 10−2 mbar, to preserve the intensity of scattered beams

and also to get rid of the contamination on the substrate.

2. Noise must to be avoided during the acquisition of images. The possible way is to decrease the

operational voltage on MCP, which also reduces the gain. Therefore, this can’t be a suitable solution.

However, it is possible to subtract the noise from the captured images but the long exposure damages the

detector.

A suitable condition can be achieved by increasing the delay between the HiPIMS pulse and the detector

time gate. From Fig. 4.13., it is observed that after 3 ms, the noise is sufficiently low on the detector. To

have enough intensity of the scattered beam, the detector window must be enlarged. This can be done by

decreasing the frequency of the pulse.

The filament is an ‘extraordinary’ idea to ignite plasma at a lower pressure (even < 0.2 Pa). At this stage,

the filament is quite far from the target plane in the chamber. So, to ignite the plasma, sufficient power

is cost (4 A, 20 V) by the filament. The long runtime of the filament also increases the temperature of

the substrate, which has been observed during the experiment. The sample temperature is increased a

few degrees. Also, a high current on the filament produces an arc inside the chamber (depending on the

ground position). To avoid this, the filament must be kept near the target plane to trap the electrons easily

and operate at a low current.

Also, from Fig.4.13, it is clear that the noise at 2 ms is lower for short pulses. So, the ideal condition

would be (a) low frequency (≤ 100 Hz), (b) short pulses (20-30 µs), and (c) low operational pressure to

have enough intensity and low noise level on the detector.

A lower frequency and lower pulse width reduce the deposition rate. This will be interesting to see the

effect of these above-mentioned deposition parameters on the film morphology.
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Chapter 5

Ongoing work and future perspectives

Overview

The properties of a thin film of a given material depend on the thin film deposition parameters. It is always

interesting to monitor and control the growth parameters in real-time, as they have a direct influence on

material properties. To facilitate this endeavor, several in-situ techniques have evolved over the decade,

as discussed in Chapter-1. Among them, GIFAD has shown its effectiveness in following the growth

process in real-time in MBE deposition systems. In particular, we attempt to show with this thesis work

that the HP-GIFAD system is ‘exceptionally’ suitable for monitoring the real-time growth in Magnetron

Sputtering (MS). Here, the center of interest is the HiPIMS mode of deposition due to a large number

of deposition parameters, and it typically yields a better quality film with a much higher deposition rate

compared to MBE. In this chapter, the first experimental results of the deposition of metallic film (Cu)

using HiPIMS on an insulator substrate (NaCl) are presented and discussed.

5.1 Introduction

Thin films have been an attractive field of research over a few decades due to their fundamental and

technological aspects. It has been discussed already in Chapter-1 about the Thin Film Photovoltaics

(TFPV), anit-reflection coatings, etc. Besides this, thin films are widely used in medical applications.

Human beings are often encountered with microorganisms like viruses, bacteria, etc. For the last few

years, studies have been going on in developing antimicrobial thin films. It has been seen that metallic

nanoparticles have antibacterial properties like Ag or ZnO[142]. Due to the global spread of the Covid-

19 pandemic in 2019, it was essential to develop vaccines and medicines. Also, during this time, the

development of transparent antimicrobial film coating on the touch panel in the modern cash counter,

mobile, and laptops had drawn attention. Among them, TiO2 is one of the promising candidates as it has

both photocatalytic and antibacterial properties[143].
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There are several ways to grow thin films (Chapter 1). Among them, Magnetron Sputtering (MS) is a

widely used method in industrial and academic research. Over the last two decades, the sputter depo-

sition of thin films on large-area substrates has shown its unexceptional growth. Generally, sputtering

is getting more and more attention in the present market and taking over the place of evaporation tech-

niques. The reason is to be able to coat all kinds of materials, including high-melting temperature binary,

ternary compounds, and multicomponent alloy systems. The good control of stoichiometry and the uni-

form thickness (∆d<2%) over a large area coating (∼ 1 m2)[144] makes it suitable to use in high-tech

applications.

High Power Impulse Magnetron Sputtering (HiPIMS) is a cutting-edge technology, that is used to deposit

better quality films (low roughness and highly adhesive). In today’s world, industries are looking for an

advanced coating technique to boost their product performance, and this is one of the reasons for using

HiPIMS in the industry. It is really interesting to know that Apple is using HiPIMS to coat the iPhones.

For an example, iPhone 12 Gold model is coated with HiPIMS, which makes it superglossy and wear-

resistant. Also, HiPIMS is widely used in medical applications to coat orthopedic implant materials

(CrN/NbN coating)[145].

Fig. 5.1: (a) iPhone 12 gold coated with HiPIMS, (b) hip and knee replacement materials coated using
HiPIMS deposition[Taken from Sheffield Hallam University webpage].

Deposition of metallic films has a considerable interest in the industry. Metals like Rh and Pd are in-

volved in catalytic processes, Cu films are widely used in the glass industry for colored window planes,

Cr coatings are corrosion resistant, etc. Many studies were carried out on the deposition of Cu films

on air-cleaved NaCl (111) and (100) by evaporation method [146], and also by sputtering [147]. The

epitaxial growth of Cu on NaCl (100) could be achieved by thermal evaporation at an oblique angle of

incidence (75◦±5◦)[148]. In the next section, we present the preliminary results of the deposition of Cu

on NaCl(001) substrate is demonstrated with the preliminary results.

5.2 Experimental results and discussion

The first test was made on a NaCl(001) substrate cleaved in air. The HiPIMS pulse was set at 30µs width

and 100 Hz of frequency. The delay between the pulse and detector time gate was set at 2.4 ms as the
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time period of the HiPIMS pulse is 10 ms. Due to the instabilities, the gate was opened slightly less than

7.6 ms, ∼ 7.4 ms in every 10 ms. Diffraction from NaCl was observed along <110> direction, as shown

below in Fig.5.2. The shutter was opened for ∼ 8 minutes duration for the deposition. Here, a 1-inch Cu

target is used as a cathode.

Fig. 5.2: (a) a) Diffraction of He atoms at 500 eV energy from NaCl(001) surface along <110> direction.
(b) HiPIMS discharge voltage and current pulse waveforms for Cu deposition (700 V, pulse width 30 µs).

It has already been explained in the previous chapter that using a hot filament, the ignition pressure can

be lowered. Here, 4A filament current is used to ignite at 3.2×10−3 mbar of Ar pressure, which is 10

times lower than the pressure without filament. The discharge voltage is 700V, and the peak current

∼13.5A (Fig.5.2-b).

It has been discussed in Chapter 2 (Fig.2.10) that a movable shutter is placed between the target and

the substrate to control the deposition. We observed that the diffraction pattern from NaCl disappeared

as soon as the shutter was opened between the target and substrate, and it was not recovered during the

deposition. However, at the end of the deposition, mild annealing (∼150◦C) produces a nice specular

diffraction spot at a relatively low (394 eV) beam energy, as shown in Fig. 5.3b-c.
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Fig. 5.3: (a) Intensity distribution observed after deposition and annealing at 150 ◦C at (a) 894 eV of
energy and (b) at 394 eV of energy,(c) is the projection of (b) along the polar direction shows a sharp
peak, considered as an elastic peak.

It is quite fascinating to see such a sharp (elastic) peak due to the scattering of He atoms from metal

surfaces. At the lowest energy (394 eV), we clearly observe an elastic contribution to the intensity

distribution. This elastic contribution is visible in the polar projection (Fig. 5.3-c) as a sharp peak on top

of a log-normal distribution (see chapter polar profile fitting procedure in Chapter 3). This sharp peak is

very rarely observed on metals and is a clear signature of a very good surface flatness. We conclude that

the annealing of the deposited film produces a very smooth overlayer that wets the substrate. At energies

higher than 394 eV, inelastic processes related to electronic excitations suppress the elastic peak.
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The rapid loss of reflectivity opens up the possibility of island growth of Cu on NaCl from the initial

stages. The He atoms are scattered from the islands at a large angle and go out of the specular cone, and

intensity drops substantially on the detector. In order to slow down the deposition process, in the next

experiments, the pulse width and frequency of pulse are further reduced, to have a large time period of

HiPIMS pulse. A small pulse width reduces the deposition time, which is the favorable case here.

In the next experiment, deposition was performed with 20 µs pulse length with a frequency of 50 Hz.

The target and substrate were kept the same, and just the deposition parameters (pulse width, frequency,

and average power) were changed. Here, the sample was aligned along the high-index direction to have

enough intensity of the scattered beams. To ensure sufficient intensity of the scattered beams, 2 keV

beam energy was used, and the detector gate width was set to 13.2 ms with a 3.2 ms delay with respect

to the HiPIMS pulse.

The scattered beam intensity drops rapidly after opening the shutter, but as a difference from the previous

experiments, post-deposition annealing did not help to get a smooth surface as no specular spot was

observed. This implies that the growth process from the initial stage is island-type, which leads to a very

rough surface. The reflectivity and the scattered beam intensity on the detector at different stages are

shown below in Fig.5.4 and 5.5.

Fig. 5.4: Normalized scattered beam intensity over the deposition time of Cu.

Different regions are considered to understand in a better way. Region 1 is the initial stage, and 2 is the

region where the Ar gas was inserted in the main chamber. After stabilizing the Ar pressure inside the

chamber, the plasma was ignited. 3 is the region where the shutter was opened to start the deposition, and

4 is the region where the deposition process was continued. Although region-4 shows some intensity,
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this is purely related to the noise on the detector.

The scattered beam signals are shown below in Fig.5.5.

Fig. 5.5: Scattered beam intensity at different stages according to the reflectivity curve (Fig.5.4).

To shade light of the origin of the surface roughness, experiments with a Scanning Electron Microscope

were performed at 5 keV of e− energy. Islands are visible clearly in Fig.5.6. It shows the existence of a

rough surface and explains well the disappearance of the scattered beam intensity.

Fig. 5.6: (a) and (b) are the SEM images at two different magnifications. Magnification of (a) is ∼ twice
of (b).

5.3 Conclusions and perspectives

The first attempt to deposit Cu films on NaCl substrate shows promising results. The similarity in both

cases (20 µs and 30 µs pulse widths) is the dealing with island growth instead of layer growth. Due to

this, the He atoms scatter at a large angle from the islands, and reflectivity diminishes and disappears

rapidly (Fig.5.4). In both cases we are completely unaware of the growth rate as the film thickness was

not measured after the deposition.

An interesting issue that can be checked is the influence of substrate bias on growth. The previous

experiments have been performed in a condition where the substrate was grounded. The bias voltage on

the substrate can be helpful to provide additional mobility upon arrival on the substrate surface, which
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can be helpful for having a better growth condition.

The other possibility could be an interrupted growth and check the substrate surface just after a single

pulse. The other issue here is the reflected beam intensity on the detector. The beam intensity can be

improved by the usage of a ‘pulsed gas valve’ synchronized with a HiPIMS pulse by injecting the gas

over a time slightly greater than pulse width to ignite the plasma, and make it off during the pulse-off

time. This reduces the He scattering from the background gas and is possible to have enough intensity

on the detector.

The interesting finding is the elastic peak from the Cu surface. Generally, it is highly unexpected to have

this from a metallic surface. This signifies the existence of a clean and flat region on the Cu surface,

where He atoms don’t undergo any energy loss during the interaction with Cu atoms. In the context of

insulating materials, the band gap effectively inhibits any excitation process from the surface. However,

in the case of metals, the overlapping nature of valence and conduction bands enhances the possibility

of electronic excitation even in grazing conditions. If the first experiment is reproducible then it could

provide a good method for producing extremely flat metal surfaces. To avoid mild annealing, performed

after the growth, a bias voltage on the substrate, by providing additional surface mobility for the incident

Cu ions. This can help to achieve flat film by making a layer-by-layer growth.

Another interesting future perspective could be the growth of functional oxide materials, such as TiO2

and VO2, with a focus on epitaxial growth, strain-induced by lattice mismatch in real-time using GIFAD.
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Chapter 6

Conclusions and perspectives

The work presented in this thesis primarily focuses on developing a new GIFAD system to make it

compatible with Magnetron Sputtering (MS) deposition technique to follow thin film deposition in real-

time. The entire work has been summarized into four main chapters.

The thesis started with a brief introduction chapter (Chapter 1), which can give insights into the impor-

tance of surfaces and interfaces, different thin film deposition methods, and the necessity of real-time

monitoring of thin film growth.

The second chapter provides information about developing a new GIFAD setup (HP-GIFAD), different

components, and the first experimental evidence of diffraction signal at high pressure, which validates the

proof of concept of HP-GIFAD. We can get an idea about the scattering cross-section and mean-free path

from the experimental results. We can understand the role of surface adsorbates in the scattered beam

intensity decay, which contributes an additional contribution to the scattered beam intensity decay. Due

to the scattering, the effect on the primary beam divergence is also observed in this study. The boundary

between single and multiple collision regimes is also identified based on the collision frequency.

The High-pressure GIFAD can also serve as an ideal platform to study gas-surface interaction for poorly

reactive systems. The high operational pressure is effectively suited for monitoring thin film growth in

several deposition systems that work at high pressure, for example, PLD, CVD, and MS. Our center of

interest is MS, which is described in the following chapters.

The third chapter addresses the fundamental issues related to wavepacket interaction with the surround-

ing gas (up to 10−2 mbar). This chapter explains the transition from quantum scattering from the surface

toward classical scattering due to collisions with the injected gas. We have observed the loss of coher-

ence, known as ‘quantum decoherence.’ In this study, we observed the decoherence due to collision with

the Ar gas. We have introduced the concept of ‘near-field’ and ‘far-field’ diffraction, borrowed from wave

optics to explain the origin of decoherence. We understand the effect of transverse coherence length (size
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of wavepacket) on decoherence. Systematically, we have described the origin of decoherence, gas phase

collisions, and the role of surface adsorbates. Alongside decoherence, we have discovered the anomalous

behavior of diffraction peak width. The narrowing of diffraction peak width with gas pressure is highly

unexpected and exciting. It can open novel scientific discussion. The experimental results are promising,

and we have put forth several speculations to explain our experimental findings and one of them could

be the ‘filtering process’ of wavepackets based on their transverse width.

The novel experimental results on decoherence motivate further to continue the experiment by changing

several parameters (beam energy, different slits, etc.). We can also explore interaction potential by chang-

ing the diffraction probe or the gas target. The surface contamination and its influence on decoherence

can be separated by building a localized gas cell near the surface. In this condition, the scattered beam

interaction with gas can be localized. Also, by fine-tuning the position of the gas cell, we can choose a

specific Bragg diffraction channel (specific Bragg peak).

The fourth chapter describes the basic concepts in plasma physics, ion-surface interaction, and different

Magnetron Sputtering deposition methods. This chapter describes the challenges to adapting HP-GIFAD

with MS. The fundamental problem we encountered in our case was the detector noise issue in the

presence of plasma. In this chapter, we tried to understand the noise source by performing simple and in-

teresting experiments. The experiment with the delay of the detector describes clearly that the metastable

Ar is the cause of the noise. We have described the strategy to avoid this noise by maintaining the re-

quired delay between the HiPIMS pulse and the detector time-gate. At this stage, we are dealing with a

substantial scattered beam intensity loss due to the high operational pressure (plasma ignition pressure).

The usage of a hot ‘filament’ was an outstanding idea to ignite the plasma at ten times lower pressure.

This helps to preserve the atom beam intensity to have a good diffraction signal from surface.

In this chapter, we identified the suitable conditions to follow the real-time growth of thin films using MS

and HP-GIFAD. A low operational pressure, frequency, and pulse width could be adequate to proceed

further.

Chapter 5 shows the first experimental result of real-time growth monitoring of Cu film on NaCl sub-

strate. In this chapter, two experiments are described, and both of them show the 3D growth of thin layers

from the initial stage. These studies found that high average power is suitable for having a flat metallic

film in addition to post-deposition annealing.

These experiments further motivate us to find suitable conditions for having layer-by-layer or 2D growth.

The role of surface bias during deposition could be effective in providing additional mobility of the

adatoms after reaching the substrate surface. This can be beneficial in having layer growth instead of

3D island growth. After achieving layer-by-layer growth conditions, the experiment could be extended

toward the reactive sputtering. The growth of VO2 or TiO2 with high crystalline quality will be a fasci-
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nating future perspective. The beam intensity can be further improved by introducing a pulse gas valve,

synchronized with HiPIMS pulse. In this scenario, the sputtered gas can be injected over a time slightly

greater than the HiPIMS pulse. We already have seen that noise on the detector is unavoidable in DC

conditions. So, we are limited only to HiPIMS deposition mode. However, we can try to quench the Ar

metastable before reaching the detector. In this case, we can use a laser to excite the metastable species,

and by deexcitation, we can prevent them from creating noise on the detector by the Penning mechanism.

This can open the pathway to adapt HP-GIFAD with all MS deposition methods.
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Appendix A

Comparison between LEED, RHEED,

TEAS, GIFAD: wavelength, energy,

incidence angle

Low Energy Electron Diffraction (LEED), Reflection High Energy Electron Diffraction (RHEED), Ther-

mal Energy Atom Scattering (TEAS), and Grazing Incidence Fast Atom Diffraction (GIFAD) are con-

sidered sensitive techniques. In GIFAD and TEAS the projectile is neutral, which is scattered from the

surface.

It is always important to have a brief knowledge of the techniques in terms of energy and incidence angle.

In the table, a comparison is given.

Probe E(eV ) θ◦inc E⊥(meV ) λ⊥(Å)

LEED e− 30-200 90 ∼ 104-105 ∼1

RHEED e− ∼ 103-104 < 5 103-105 0.5-10

TEAS He 10−3-10−1 5-90 (with respect to surface) 1-100 0.5-5

GIFAD He 200-5000 < 2 1-1000 0.1-5

Table A.1: Comparison table of LEED, RHEED, TEAS and GIFAD. Taken from [71]
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Appendix B

Binary elastic collision

A binary or two-body collision approximation (BCA) is mostly used to describe the ion scattering phe-

nomenon from a surface. Depending on the energy of the projectile, the technique can be called Low

Energy Ion Scattering (LEIS) or Medium Energy Ion Scattering (MEIS).

Fig. B.1: Schematic of a binary collision. The blue dot is the projectile, and gray dot is the target atom.

In binary collisions, it is considered that the impact of the projectile is only on one single atom, which is

stationary. By considering energy and momentum conservation, the collision mechanism is considered

an elastic process.

By considering the mass of projectile m1 which is moving with a velocity v0 hits the stationary target

of mass m2. The initial kinetic energy of the projectile is given as E0 = 1
2m1v

2
0 . The energies of the

particles after the collision are E1 = 1
2m1v

2
1 and E2 = 1

2m1v
2
2 , where v1 and v2 are the final velocities

of the projectile and the target particle.

By considering the conservation of energy

1

2
m1v

2
0 =

1

2
m1v

2
1 +

1

2
m2v

2
2 (B.1)
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From the conservation of momentum, one can write

m1v0 = m1v1cosθ1 +m2v2cosθ2 (B.2)

0 = m1v1sinθ1 +m2v2sinθ2 (B.3)

By solving these equations, one can get the expression of the energy of the scattered projectile

E1 = E0(
cosθ1 ±

√
(m2/m1)2 − sin2θ1

1 +m2/m1
) (B.4)

Here θ1 is the angle between the incoming and ongoing trajectories of the projectile, also known as

scattering angle.

So, the recoil energy of the target is

E2 = E0 − E1 = E0(1−
cosθ1 ±

√
(m2/m1)2 − sin2θ1

1 +m2/m1
) (B.5)



Appendix C

Density matrix

The most general representation of a quantum system can be written in terms of ‘density matrix’ repre-

sentation (ρ). It is also an operator called a ’density operator.’ It has been constructed in such a way that

it contains the classical and quantum probabilities. This is often used to understand the entanglement

between two sub-systems.

Suppose there are two quantum states |ψ1⟩ and |ψ2⟩ having probabilities p1 and p2. If A is observable,

then expectation value of A will be

< A >=
∑
i

pi ⟨ψi|A |ψi⟩ (C.1)

now we can write ⟨ψi|A |ψi⟩ = tr [A |ψi⟩ ⟨ψi|] Now, equation C.1 can be written as

< A >= tr[A
∑
i

pi |ψi⟩ ⟨ψi|] (C.2)

The density matrix is defined as

ρ =
∑
i

pi |ψi⟩ ⟨ψi| (C.3)

The density matrix of a system is produced by the superposition of two states |0⟩ and |1⟩. For pure state

ψ, it can be written as |ψ⟩ = a |0⟩ + b |1⟩; in this case the density matrix can be written as

ρ = |ψ⟩ ⟨ψ| =

|a|2 ab∗

a∗b |b|2

 (C.4)

The existence of off-diagonal elements defines a certain amount of coherence of the states. Due to the

interaction of the system with its environment, the off-diagonal elements slowly die out with time, and

the system makes a transition from quantum to classical. This is the basis of ‘quantum decoherence’.
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