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Thèse présentée et soutenue à Dijon, le 19 mars 2024
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Abstract:

Positron emission tomography (PET) / computed
tomography (CT) is a well-established molecular
imaging technique for cancer diagnosis and
treatment response monitoring. Its use in routine
clinical practice has increased steadily in recent
years, and its performance has continued to improve
over time. Recent developments such as time-of-
flight (TOF), point-spread function modelling, digital
PET detectors (SiPMs), and long axial field-of-view
have further enhanced the imaging capabilities of
the technique. The use of Monte Carlo simulations
in PET has long been recognised as a valuable tool
to study the impact of different parameters on the
quality of PET images (acquisition, reconstruction,
corrections, etc.) with more flexibility than could be
achieved with a physical phantom, while requiring
fewer resources and less expense. In this thesis,
our aim was to develop a complete GATE (Monte
Carlo simulator) model of the SiPM-based and TOF-
capable 4-ring General Electric Discovery MI (DMI4)
PET/CT scanner.
The performance characteristics of the DMI4
scanner were evaluated over several years in
accordance with the latest NEMA standard, and
compared with results found in the literature for this
scanner. Specifically, the DMI4 was characterised in
terms of sensitivity, count losses and scatter fraction,
spatial resolution, and image quality. The energy and
temporal resolution of the DMI were also evaluated
and compared with those of the literature, but outside

the scope of the NEMA standard. Using the data
obtained from the performance evaluations (raw data
and expected results), we developed and validated
our own NEMA analysis software (NEAT), which
also included methods to organise the experimental
data into sinograms. With this software, we could
then evaluate the performance of our GATE model
and adequately compare them to that of our DMI4
scanner.
We have reported the methodology used to design,
optimise, and validate our GATE model of the DMI4
scanner. We have shown that our model has
a performance very similar to that of our DMI4
scanner in terms of sensitivity, count rates, and
spatial resolution. To study the image quality
of the reconstructed images, we developed a
reconstruction framework based on the clinical
reconstruction tools provided with the DMI4 scanner
(algorithm and correction). We have shown that the
joint use of this framework and our GATE model
could produce realistic PET images when performing
clinical-like TOF-OSEM reconstructions. Finally, we
have detailed the difficulties associated with the
evaluation of the NEMA TOF resolution of the DMI4
(first generation), which only records compressed
TOF information, thus hindering the analysis. We
have shown that using our analysis software, it is
possible to evaluate the NEMA TOF resolution of
both the DMI4 and its GATE model.
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Résumé :

La tomographie par émission de positons (TEP)
/ tomodensitométrie (TDM) est une technique
d’imagerie moléculaire bien établie pour le
diagnostic du cancer et le suivi de la réponse
au traitement. Son utilisation dans la pratique
clinique de routine a augmenté régulièrement
ces dernières années et ses performances ont
continué à s’améliorer au fil du temps. Des
développements récents tels que le temps de vol
(TOF), la modélisation de la fonction de dispersion
ponctuelle, les détecteurs TEP numériques (SiPM)
et le long champ de vue axial ont amélioré
les capacités de cette technique d’imagerie.
L’utilisation de simulations Monte Carlo en TEP est
reconnue depuis longtemps comme un outil précieux
pour étudier l’impact de différents paramètres
(acquisition, reconstruction, corrections, etc.) sur
la qualité des images TEP. De plus, un tel
environemment de simulation offre plus de flexibilité
que ce qui pourrait être obtenu avec un fantôme
physique, tout en nécessitant moins de ressources
et moins de dépenses. Dans cette thèse, notre
objectif était de développer un modèle GATE
(simulateur Monte Carlo) complet du scanner
TEP/TDM General Electric Discovery MI à 4
anneaux (DMI4), qui est un TEP numérique capable
d’utiliser l’information TOF.
Les caractéristiques de performance du scanner
DMI4 ont été évaluées sur plusieurs années
conformément au dernier rapport NEMA et
comparées à celle reportées dans la littérature pour
ce même système. Plus précisément, le DMI4 a
été caractérisé en termes de sensibilité, de pertes
de taux de comptage et de fraction de diffusé, de
résolution spatiale, et de qualité d’image. L’énergie

et la résolution temporelle du DMI4 ont également
été évaluées et comparées à celles de la littérature,
mais en dehors du champ d’application du rapport
NEMA. En utilisant les données obtenues lors des
évaluations de performance (données brutes et
résultats attendus), nous avons développé et validé
notre propre logiciel d’analyse NEMA (NEAT), qui
contient également des méthodes pour organiser les
données expérimentales en sinogrammes. Grâce à
ce logiciel, nous avons pu évaluer les performances
de notre modèle GATE et les comparer de manière
adéquate à celles de notre TEP/TDM.
Nous avons ensuite présenté la méthodologie
utilisée pour concevoir, optimiser et valider notre
modèle GATE du DMI4. Nous avons montré que
notre modèle avait des performances très proches
de celles du DMI4 en termes de sensibilité, de
taux de comptage et de résolution spatiale. Pour
étudier la qualité des images reconstruites, nous
avons développé un logiciel basé sur les outils
de reconstruction clinique fournis avec le scanner
DMI4 (algorithme et corrections). Nous avons
montré que ce logiciel, combiné à notre modèle
GATE, était capable de produire des images TEP
réalistes pour des reconstructions TOF-OSEM de
type clinique. Enfin, nous avons détaillé les
difficultés liées à l’évaluation de la résolution TOF
de notre système selon NEMA. En effet, les
données TOF du DMI4 (première génération) sont
compressées et ne peuvent pas être utilisées telles
quelles pour l’analyse NEMA. Nous avons développé
une méthode permettant de le faire et nous avons
évalué la résolution NEMA TOF du DMI4 et de son
modèle GATE.
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INTRODUCTION

Positron emission tomography (PET) is a medical imaging technique used to measure
physiological functions at the molecular level to diagnose disease and monitor response
to treatment. This imaging modality plays a crucial role in modern medicine in assessing
the functional and biochemical processes of the body’s tissues.

PET works by injecting a radioactive tracer, which consists of a biologically active
molecule labelled with a radioactive isotope, into the patient. The radiotracers used in
PET imaging emit positrons (positively charged particles), and when these positrons
collide with electrons present in the body, they undergo annihilation. This annihilation
produces two 511 keV gamma rays (photons) emitted in opposite directions, which are
detected by PET detectors (scintillation crystals combined with photodetectors) around
the patient’s body. These detected gamma rays are then used to produce tomographic
images showing the spatial distribution of the radiotracer in the patient’s body. Depend-
ing on the biologically active molecule selected, different physiological functions can be
studied.

The use of PET imaging in clinical routine has increased steadily in recent years, and
its performance has continued to evolve over time. In recent decades, there has been
growing interest in combining a PET scanner with an anatomical imaging system in a sin-
gle gantry. The first combined PET / computed tomography (CT) system was introduced
in 2001 under the name ”Discovery LS” (General Electric Healthcare). This innovation
marked a significant advance in medical imaging technology by combining the functional
imaging capabilities of a PET system with the anatomical imaging of the CT modality.
The integration of PET and CT in a single gantry revolutionised the technique by provid-
ing both functional and structural information in a single scan, significantly improving the
accuracy and efficiency of both diagnosis and treatment in clinical practice.

While PET/CT systems have been commercially available for two decades, the design of a
PET scanner combined with a magnetic resonance imaging (MRI) system, an anatomical
imaging modality that provides excellent contrast in soft tissues, required another decade
of research and development. The main difficulty in producing this dual-modality system
was the use of analogue photodetectors, called photomultiplier tubes (PMTs), in earlier
PET systems. Although PMTs offered excellent performance (high gain and low noise),
they were bulky, expensive, required high voltage and, most importantly, were sensitive
to magnetic fields, making them incompatible with MRI.

The avalanche photodiode (APD) was the first magnetic field resistant photodetector
proposed to replace PMTs, later improved by the introduction of silicon photomultipli-
ers (SiPMs), based on these APDs. In addition to being magnetic field resistant, they
offer gain and temporal resolution comparable to PMTs. As they are also cheaper and
less bulky than PMTs, they have become the photodetector of choice for PET imaging
systems. In fact, SiPMs are used in most of the latest generation of PET/CT systems,
such as the Philips Vereos (Rausch et al., 2019), the GE Discovery MI (Hsu et al., 2017),
and the Siemens Biograph Vision 600 (Reddin et al., 2018). Time-of-flight (TOF) imag-
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ing, which uses additional information to locate the annihilation events, has also been
democratised thanks to the good temporal resolution of SiPMs.

The performance of PET systems is typically evaluated on phantoms using protocols
described in the National Electrical Manufacturers Association (NEMA) standard. First
published in 1994, the latest version (2018) codifies seven tests used to characterise a
PET system. This standard is essential for the comparison and design of PET scan-
ners. PET systems are so complex that it is often difficult for a user (physicist and/or
researcher) to study the impact of specific parameters (geometry, detectors, acquisition,
and reconstruction parameters) on performance characteristics. Monte Carlo simulations
have long been recognised as a valuable alternative to experimental studies for a number
of PET imaging applications, including detector design, evaluation of image reconstruc-
tion algorithms, correction techniques, dosimetry, and pharmacokinetic modelling (Zaidi,
1999). They also offer greater flexibility than physical phantoms, while requiring fewer
resources and expense. Among the Monte Carlo simulators, the Geant4 Application for
Tomographic Emission (GATE) is a well-known simulation toolkit. GATE models of several
PET systems have already been proposed by the scientific community.

Having a complete model of a PET system and being able to produce clinical-like sim-
ulated images could open a vast field of research applications. For example, for our
research group, a major interest lies in the fact that a large clinical-like dataset could
be generated and used in deep learning applications, such as PET image denoising.
In 2017, the Discovery MI 4-ring (GE HealthCare) PET/CT scanner was installed at the
Centre Georges-François Leclerc (CGFL). It was the first SiPM-based PET/CT scanner
installed in France. The main objective of this thesis was to create a GATE model of this
scanner, and to validate the model using the latest NEMA standard. With a clinical-like
reconstruction framework of our GATE model, one could generate realistic PET images
from simulated data. This work, carried out in collaboration with GE Healthcare, provided
a unique opportunity to set up a complete framework in which the reconstruction and
correction of data simulated by GATE is managed by the manufacturer’s reconstruction
tools, similar to those used in a clinical environment.

This manuscript is divided into two main parts, each consisting of several chapters.

Part I provides the theoretical knowledge related to PET imaging. In Chapter 2, the phys-
ical concepts behind PET imaging are presented, and the instrumentation related to the
detection of annihilation events is detailed in Chapter 3. Chapter 4 then presents the
inherent limitations of PET imaging, followed by Chapter 5, which summarises the meth-
ods for PET data acquisition and storage. Chapter 6 focuses on the various tomographic
reconstruction algorithms commonly used in PET imaging, while Chapter 7 describes the
many corrections necessary to obtain quantitative PET images. At the end of Part I, the
motivation for this thesis work is developed (Chapter 8).

In Part II of the manuscript, the contributions of this thesis are detailed. Firstly, the per-
formance of the CGFL’s DMI4 scanner was evaluated using the manufacturer’s tools, in
accordance with NEMA standards (Chapter 9). The obtained acquisition data and perfor-
mance results were then used to develop and validate a home-made NEMA analysis tool
(NEAT), independent of the manufacturer’s NEMA tools. Chapter 10 focuses on the GATE
model of the DMI4 scanner. The framework developed is presented, and the methodology
associated with the design of our model is detailed. The validation of the GATE model
was carried out by first reproducing the experimental NEMA acquisitions in GATE, and
then by comparing the performance of our model with the experimental performance pre-
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viously obtained. Finally, Chapter 11 presents the NEMA TOF resolution test, which was
added to the latest NEMA standard (2018) after the installation of the DMI4 scanner at the
CGFL (2017), and which we successfully applied to a first-generation (Gen1) scanner.
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POSITRON EMISSION TOMOGRAPHY
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2
PET PHYSICS

This chapter provides an overview of the fundamental physics underlying positron emis-
sion tomography (PET) imaging. It begins with an introduction to the properties of radio-
tracers and their interaction with the human body. Radiotracers are the essential agents
that make PET imaging possible. Photon interactions with matter in PET imaging are
then detailed, shedding light on how gamma photons emitted by radiotracers interact with
different tissues and detectors. Finally, the role of Monte Carlo simulations in particle
transport is outlined, showing their importance in modelling and optimising PET systems
for accurate and informative imaging.

This chapter serves as an essential foundation for understanding the fundamental princi-
ples of PET technology.

2.1 Radiotracers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Photon interactions with matter in PET imaging . . . . . . . . . . . . 5

2.2.1 Photoelectric interaction . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Compton scattering . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Monte Carlo simulations for particle transport . . . . . . . . . . . . . 7
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2.1/ RADIOTRACERS

Radiotracers are generally composed of two parts: a biologically active molecule de-
signed to target a specific metabolic process in the body, and a labelling radioactive iso-
tope, used to locate the radiotracer in the body. Both components of the radiotracer must
have specific properties to be suitable for clinical imaging, the most important of which are
listed below. The photons emitted by the radioactive isotope should have sufficient energy
to escape from the body and allow effective external detection. The radionuclide half-life,
i.e. the time required for half of radioactive atoms of a given radionuclide to decay, should
be in the range of minutes to hours to facilitate clinical use. Very short physical half-lives
would prevent sufficient preparation and injection time, while long effective half-lives (a
combination of biological and physical half-lives) would expose the patient to unneces-
sary radiation. The biologically active molecule must have high specificity for the targeted
metabolism and ensure minimal change in its biochemical properties upon incorporation
of the radionuclide.

In PET imaging, isotopes must be positron (β+) emitters. When a β+ emitter decays
(shown in Figure 2.1), a proton in its nucleus is converted into a neutron, resulting in
the emission of a positron and an electron neutrino (an electrically neutral particle). The
positron, which is the antiparticle of the electron, has the same mass as an electron but
carries a positive charge. After being ejected from the nucleus, the positron travels a short
distance through matter (typically a few millimetres), gradually losing its kinetic energy in
the surrounding tissue. Once most of its energy has been deposited, the positron can
combine with an electron present in the matter, resulting in the formation of a short-lived
positronium, or less commonly in direct annihilation (Harpen, 2004). The instability of
this positronium leads to the annihilation of the electron and positron, converting their
masses into energy. The energy released is emitted as two 511 keV annihilation photons
in almost exactly opposite directions. The two anti-parallel annihilation photons can be

Figure 2.1: After emission, the β+ particle will travel a short distance before annihilating
with an electron of the medium. This annihilation results in the emission of two 511 keV
annihilation photons.
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used to define a line passing through the annihilation location, called the annihilation line.

2-deoxy-2-
[
18F

]
fluoroglucose (18F-FDG) is the most widely used radiotracer in PET imag-

ing because it has all the properties mentioned above. The 18F is the radioactive isotope
and the fluorodeoxyglucose (FDG) is the biologically active molecule, which is a glucose
analogue. The decay of 18F has a 96.9% chance to undergo β+ decay (characteristic
known as the branching ratio) and the half-life of 18F is 110 minutes, making it suitable for
off-site production. Although 18F-FDG enters cells in a similar way to glucose, it cannot
be metabolised and is therefore trapped inside the cells. This leads to an accumulation
of 18F-FDG proportional to the glucose consumption of the cells. Glucose is used by
cells to produce energy and many diseases cause an increase in glucose metabolism.
Malignant cells, for example, can be identified on PET images as having a high uptake of
18F-FDG.

2.2/ PHOTON INTERACTIONS WITH MATTER IN PET IMAGING

2.2.1/ PHOTOELECTRIC INTERACTION

The photoelectric effect is a fundamental phenomenon in which an incident photon trans-
fers all of its energy to an atom, resulting in the ejection of an electron, called a photo-
electron (PE), and the subsequent disappearance of the incident photon (see Figure 2.2).

Figure 2.2: Illustration of the photoelectric interaction. The incident photon transfers all
its energy to the ejected PE, causing the photon to disappear.

In this process, part of the energy of the incident photon, denoted E0, is used to overcome
the binding energy of an orbital electron within an atom. In the common case where a K-
shell electron is ejected, the kinetic energy of the ejected PE, denoted EPE, is determined
by:

EPE = E0 − KB (2.1)

where KB represents the binding energy for an electron on the K-shell.

The probability of photoelectric absorption is influenced by the atomic number (denoted
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Z) of the absorbing atom, the binding energy, and the incident photon energy. This prob-
ability is often described in terms of the photoelectric cross-section, denoted as σ, which
quantifies the probability of the interaction occurring. The probability of photoelectric
absorption increases exponentially with Z and decreases rapidly with the energy of the
incident photon Dönmez (2017). Photoelectric absorption has a relatively low probability
in human tissue at 511 keV. In contrast, high Z elements such as lead, denoted as 82Pb,
have a significantly higher photoelectric cross-section, justifying their use as common
shielding materials in radiation protection.

2.2.2/ COMPTON SCATTERING

Compton scattering is a fundamental process in which a photon interacts with an orbiting
electron in the outer shell of an atom, resulting in the ejection of an electron, called a recoil
electron. This interaction causes the incident photon to be deflected from its original path,
and some of its energy is transferred to the ejected recoil electron (see Figure 2.3).

Figure 2.3: Illustration of the Compton interaction, where the incident photon is deflected
through a scattering angle θ. Some of its energy is transferred to the ejected recoil elec-
tron.

During this interaction, the incident photon changes direction and transfers some of its
energy to the recoil electron. The energy of the scattered photon, denoted Esc, is related
to the scattering angle, denoted θ, by the Equation (2.2):

Esc(θ) =
E0

1 + E0
0.511 (1 − cos θ)

, (2.2)

where E0 is the incident photon energy.

At a scattering angle of 180 degrees (backscattering), the energy retained by the scat-
tered photon is minimal (Emin

sc = Esc(180)) and the energy transferred to the recoil electron
is maximal (Emax

re = E0 − Emin
sc ). Conversely, when the scattering angle is close to 0 de-

grees, the scattered photon is only slightly deflected and retains almost all of its initial
energy. The probability of Compton interactions decreases with increasing energy. It also
depends mainly on the number of electrons available in the atom and is therefore less
dependent on Z than the photoelectric interaction Dönmez (2017). For β+ particles (i.e.
511 keV annihilation photons), the corresponding values for Emin

sc and Emax
re are 170 keV

and 341 keV, respectively, illustrating the conservation of the initial energy E0 = 511 keV.
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2.3/ MONTE CARLO SIMULATIONS FOR PARTICLE TRANSPORT

Monte Carlo (MC) methods are computational algorithms based on the repeated sam-
pling of random variables. In the context of particle transport simulations, the modelled
system is typically represented as a three-dimensional lattice or geometry, consisting of
different materials with distinct properties. These simulations involve the random sam-
pling of initial particle conditions, including their positions, energies, and directions, fol-
lowed by the tracking of their interactions and motions as they traverse the system. By
tracking particles individually and recording their trajectories, MC simulations provide
comprehensive insights into particle interactions and transport within complex systems.

When a particle is emitted, its initial position, energy, and direction are determined by the
characteristics of the source. The particle is then tracked step by step through the system
as it interacts with materials and undergoes various physical processes.

MC simulations use probability density functions derived from established physical mod-
els to calculate the probability of different types of interaction occurring, and thus to de-
termine the distance the particle will travel before its next interaction. Once the distance
is determined, the particle’s position is updated accordingly. If the particle undergoes an
interaction, calculations are performed to account for changes in its properties, such as
energy or direction.

The tracking process continues until one of the following conditions is met: the particle
leaves the system, loses enough energy to stop, or reaches a predefined termination
condition. Throughout the simulation, data is recorded on the properties of the particle,
its trajectory, interactions, and potential generation of secondary particles.

Several Monte Carlo simulators are available for emission tomography imaging, each with
unique features and applications. SimSET (Simulation System for Emission Tomography)
is specialised for PET and SPECT, providing tools for photon transport and detector in-
teractions, along with predefined scanner models and phantoms, and support for user-
defined geometries. PeneloPET (España et al., 2009) offers high accuracy in simulating
electromagnetic interactions, realistic detector responses, and tools for defining complex
geometries. MCNP (Monte Carlo N-Particle, Rising et al. (2023)) is a general-purpose
code capable of simulating neutron, photon, electron, and ion transport, known for its
versatility and detailed physics models.

Finally, the most notable MC simulator is GEometry ANd Tracking platform (Geant4)
(Agostinelli et al., 2003). Geant4 uses a combination of the composition and rejection
Monte Carlo methods. The composition method is used when the cumulative distribution
function of the variable to be sampled can be expressed as a mixture of cumulative distri-
bution functions. If this approach is not applicable, the acceptance-rejection method can
be used. In this method, samples are drawn in a higher dimensional space until they fall
within the density function of the initial variable.

Originally released in 1998 by the Geant4 collaboration (Agostinelli et al., 2003), Geant4
has evolved over time, with the latest stable version released in February 2023. This ver-
satile toolkit enables the simulation of particle transport in a wide range of fields, including
high-energy physics, space and radiation science, and medical physics. In particular, it
has become a standard MC simulation tool in the field of nuclear medicine (Zaidi, 1999;
Buvat et al., 2002).





3
INSTRUMENTATION

This chapter describes the essential components and technologies that constitute a PET
imaging system. A comprehensive review of the instrumentation required for PET imag-
ing is given, and its role in producing high quality images is outlined. PET instrumentation
covers various aspects including scintillation crystals, photodetectors, block detectors,
event detection, and the central concept of time-of-flight (TOF) technology. By summaris-
ing the intricacies of PET instrumentation, this chapter provides the reader with an under-
standing of the technological fundamentals that enable clinical and research applications
of PET imaging.
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3.1/ SCINTILLATION CRYSTALS

Materials capable of emitting light upon energy deposition are known as scintillators. In
these materials, radiation causes ionisation and/or excitation of atoms and molecules,
resulting in the release of energy. This energy can be released as thermal energy, visible
light, or ultraviolet light.

In nuclear imaging, inorganic scintillators are the most commonly used scintillators. The
scintillation mechanism of these materials is achieved by the particular structure of the
crystal lattice. Dense scintillation crystals are typically used for PET detection to efficiently
convert the 511 keV photons produced during the annihilation process into visible light.
In a PET system, the crystals are generally arranged in detector blocks which are placed
in a ring geometry around the object to be imaged (see Section 3.3). The geometry
of a PET scanner plays a crucial role in the performance characteristics of the system
(see Chapter 3) and in its ability to distinguish and accurately represent small details or
structures in the imaged object, a property known as spatial resolution.

To maximise the cross-section of the photoelectric effect, PET scintillators are chosen to
have a high Z number. The higher the cross-section of the photoelectric effect, the better
the detection of the 511 keV γ photons, allowing the use of thinner crystals.

PET scintillators are also chosen for their ability to rapidly emit a large number of visible
photons. A large number of photons is required to reduce the statistical uncertainties in
the final detected signal, with a higher light yield leading to improved temporal and spatial
resolution. The rate of light emission is referred to as the scintillation decay time, which
has a significant effect on the ability of the system to precisely timestamp detected events,
property known as temporal resolution (see Chapter 9).

Another key feature of scintillators is the proportionality between the amount of light pro-
duced and the energy deposited in the crystal by the incident photon. This proportionality
allows the incident photons to be selected and sorted according to their energy.

In early PET systems, inorganic scintillator crystals were commonly made from bismuth
germanate (BGO), known for its excellent intrinsic detection efficiency for 511 keV pho-
tons, which is the fraction of radiation that interacts within the detector as it passes
through. In modern PET systems, lutetium oxyorthosilicate (LSO) is a popular choice, of-
fering a slightly lower intrinsic detection efficiency compared to BGO, but a higher photon
yield and faster decay. Lutetium-yttrium oxyorthosilicate (LYSO) crystals, which contain
yttrium in place of some lutetium atoms, are often preferred to LSO due to their lower
production cost.

3.2/ PHOTODETECTORS

3.2.1/ PHOTOMULTIPLIER TUBES

Photomultiplier tubes (PMTs) consist of a number of components which convert the weak
light emitted by the scintillation crystals into an electrical signal (see Figure 3.1). The
input of a PMT, called the photocathode, is coated with a photoemissive substance that
releases PEs when exposed to light. Typically, one to three PEs are released for every ten
photonic hits on the photocathode (Cherry et al., 2012). The ratio of the number of PEs
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released to the number of incident light photons is called the quantum efficiency (QE).
This property is a critical factor in the performance of the photodetector. A high QE
ensures that the scintillation light produced by γ interactions in the scintillation crystal is
efficiently converted into PEs. This results in a more intense electrical signal, minimising
statistical fluctuations in the measurement of the spatial and energetic signal.

Figure 3.1: Cross-sectional view of a photomultiplier tube (Cherry et al., 2012).

Next to the photocathode are the dynodes (see Figure 3.1), which are metal plates held
at a positive potential. To guide the PEs released by the photocathode efficiently to the
dynodes, a focusing grid is used. When a PE reaches a dynode, secondary electrons
are ejected and some of these secondary electrons are directed to the next dynode.
This initiates a multiplication process: each dynode provides a multiplication factor of
approximately three to six, resulting in a significant amplification of the initial signal. At
the anode (last dynode), the resulting amplification of the electrons exceeds one million,
producing a sharp current pulse.

PMTs require high voltages, typically around 1300 volts and more. Voltage stability is
essential to maintain consistent multiplication factors and stable signal amplification. For
example, a 1% increase in voltage will result in a 10% increase in the current collected at
the anode (Cherry et al., 2012). PMTs are also susceptible to external electromagnetic
fields, which can introduce unwanted noise and interference. This susceptibility to exter-
nal electromagnetic fields makes PMTs unsuitable for hybrid PET/magnetic resonance
imaging (MRI) systems, where strict electromagnetic compatibility is required.

3.2.2/ SILICON PHOTOMULTIPLIERS

Silicon-based solid-state photodetectors, often referred to as photodiodes, can be used
as an alternative to traditional PMTs. They offer several advantages, particularly in the
context of PET imaging.

When light photons from the scintillator reach a silicon photodetector, they carry enough
energy to create electron-hole pairs within the silicon material. By applying an electric
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field to the photodetector, the generated electrons move to one side of the diode, while
the holes move to the other side, resulting in an electric current. This current is measured
by electrodes positioned at each end of the photodiode and is proportional to the energy
deposited in the detector.

The main advantages of silicon-based photodetectors are their high QE (>60% vs 10-30%
for PMTs) and their ability to withstand significant magnetic fields (sufficient for PET/MRI
applications). However, they have a lower internal gain than PMTs, resulting in a lower
signal-to-noise ratio (SNR) than PMTs.

To address this shortcoming, alternative silicon-based photodetectors have been devel-
oped. The PIN diode offers a higher QE and improved ability to accurately timestamp
events (temporal resolution), but lacks intrinsic gain. The avalanche photodiode (APD)
uses a strong internal electric field to produce an avalanche of electrons when photons
interact, resulting in increased gain (up to three orders of magnitude) and excellent QE
(around 90%). However, its gain and temporal resolution remain inferior to that of PMTs.

APDs can be operated in Geiger mode (geiger avalanche photodiode (G-APD)) by ap-
plying an even higher voltage to further amplify the electron avalanche, resulting in a
substantial gain increase comparable to that of PMTs. However, a major drawback is
the constant amplitude of the resulting signal, regardless of the nature or energy of the
incident particles. This leads to a loss of proportionality between the signal current and
the number of incident photons.

This limitation has been overcome with the introduction of silicon photomultipliers
(SiPMs). SiPMs consist of arrays of G-APD cells connected in parallel across a sur-
face, typically from one to a few mm2. The output signal of a SiPM is the sum of all
signals emitted by the individual G-APDs cells, ensuring proportionality to the number
of activated G-APD cells. This proportionality is maintained as long as the number of
incident light photons is less than the number of G-APDs cells on a given SiPM.

SiPMs offer a lower QE than APDs, but better than PMTs, are resistant to magnetic
fields, and provide gain and temporal resolution comparable to PMTs. They also operate
at lower voltages, eliminating the need for high-voltage power supplies. However, the gain
provided by SiPMs is subject to temperature variations. Therefore, stabilisation systems
are required, either to maintain temperature consistency or to adjust the applied voltage
in response to temperature changes.

SiPMs have become the photodetectors of choice for PET imaging systems. They com-
bine the advantages of magnetic field resistance, high QE and gain, making them well
suited for the demands of modern PET. SiPMs are used in most of the latest genera-
tion of clinical PET systems, such as the Philips Vereos (Rausch et al., 2019), the GE
Discovery MI (Hsu et al., 2017), and the Siemens Biograph Vision 600 (Reddin et al.,
2018).

3.3/ BLOCK DETECTORS

In a PET system, the transfer of information between the scintillation material and the
photodetectors (PMT or SiPM) plays a vital role in the instrumentation chain.

In clinical PET imaging, the scintillation material is often organised into a crystal array.
This arrangement is achieved by making partial cuts through a larger piece of scintillator,



3.3. BLOCK DETECTORS 13

resulting in an array of multiple crystal elements, commonly referred to as pixels. In addi-
tion, the spaces or cuts between these elements may be filled with a reflective material to
reduce cross-talk, which is the unintentional sharing of scintillation light between adjacent
scintillator elements.

Ideally, a one-to-one (1:1) coupling, where each pixel is connected to a dedicated pho-
todetector, would be the most efficient coupling logic. In such a setup, the pixel size would
define the spatial resolution of the system, allowing each detected event to be localised
to a single pixel. This could also simplify the identification of scattered events. However,
practical limitations associated with the first PMTs used, in particular their size and cost,
have led to the adoption of different coupling strategies.

The block detector concept proposed by Casey et al. (1986) offers an alternative solution.
In this initial design, a larger number of scintillation crystals are coupled to a reduced
number of photodetectors. Figure 3.2 illustrates the block detector structure using four
photodetectors (PMTs or SiPMs).

Figure 3.2: Illustration of the structure of a block detector. The scintillation material is cut
into small crystal pixels. The light produced is read by four individual photodetectors.

This configuration results in optical multiplexing, where the light produced by the crys-
tal array is detected and split between the photodetectors. The position of an interac-
tion within the crystal block is calculated using the centroid of the detected information,
weighted by the amount of light collected by each photodetector. For a block of N photode-
tectors at known locations (xi, yi), interaction position estimates are given by the Anger
algorithm:
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
x̂ =

∑N
i=1 xiSi∑N

i=1 Si

ŷ =
∑N

i=1 yiSi∑N
i=1 Si

(3.1)

where Si is the signal collected by each photodetector i.

In the latest generation of SiPMs-based PET systems, often referred to as digital PET,
the size of the photodetector is no longer a limiting factor, and some commercially avail-
able clinical PET systems such as the Phillips Vereos propose a (1:1) coupling between
crystals and SiPMs. However, a (1:1) coupling introduces technical challenges due to the
large number of SiPM devices, resulting in a large number of output channels. Various
signal multiplexing methods have been proposed to overome this problem (Park et al.,
2022), and some digital PETs still use a multiplexing logic applied to SiPMs (Siemens,
GEHC).

3.4/ EVENT DETECTION

When a photon interacts within the scintillation crystals and is detected by a photode-
tector, the electronics of that detector generate a pulse. This pulse undergoes energy
discrimination to:

• discard photons that have lost some energy due to Compton scattering;

• discard high-energy photons that have been emitted by non-pure isotopes;

• limit the situation where two photons interact in close temporal proximity within the
same detector and are integrated into a single pulse, a phenomenon called ”pile-up”
(see Section 4.3.2)

The pulses remaining after energy discrimination are called single events.

As previously mentioned, annihilation photons are emitted simultaneously and in nearly
opposite directions. Therefore, the near-simultaneous detection of two photons can in-
dicate that an annihilation has occurred somewhere along the line connecting the two
detectors, called the LOR. To exploit this temporal property, each single event is as-
signed a timestamp based on its detection time. If the difference between the timestamps
of two single events is less than a threshold value, denoted τ, they are paired to form
a coincidence event. In other words, a single event S1 detected at a time T1 can be
paired into a coincidence with any other single event detected between T1 − τ and T1 + τ.
This time interval is known as the coincidence timing window (CTW), and its width is
T1 + τ − (T1 − τ) = 2τ. The resulting coincidence events are then associated with the LOR
defined by the two detectors that recorded the respective single events.

This coincidence pairing process can be performed post-acquisition using all times-
tamped single events (see Section 5.2.1) or directly during acquisition in the system
electronics using a coincidence unit (see Figure 3.3).
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Figure 3.3: Illustration of the coincidence pairing of two different single events S 1 and S 2
using a coincidence unit. Each event generates a pulse of width τ when detected. A. As
the two events are separated in time by more than one τ, there is no overlap between
their pulses: their addition does not produce a sufficient signal on the output channel. B.
The two pulses partially overlap, producing a signal in the output channel: this signal is
used to form a coincidence event using the two pulses.

Ideally, this coincidence pairing process should produce coincidences where the two sin-
gle events are the result of the detection of two photons coming from the same annihila-
tion. Furthermore, the LOR used to characterise a coincidence event should overlap with
the annihilation line. In such an ideal case, a coincidence is called a true coincidence
(see Figure 3.4(a)), since the LOR associated with a true coincidence is aligned with the
actual annihilation line. True coincidences are the only useful signals detected by PET
systems. Unfortunately, several processes can prevent the detection of photons originat-
ing from the same annihilation event (See Chapter 4), resulting in ”untrue” coincidences
that provide unwanted information.

If one or both of the detected photons from the same annihilation undergo Compton scat-
tering, a so-called scatter coincidence can be formed during the pairing process (see
Figure 3.4(b)). In such cases, at least one photon deviates from its initial emission di-
rection. Although both photons come from the same annihilation, the change in direction
introduces a misalignment of the LOR with respect to the actual annihilation line, leading
to an inaccurate estimate of the annihilation location (See Section 4.1.4).

In situations where two single events from different annihilations are detected and paired
within the same CTW, a so-called random coincidence occurs (see Figure 3.4(c)). Since
the two photons detected are not from the same annihilation, random coincidences do not
represent an annihilation event and contribute to the noise in the recorded coincidences.
Although the formation of random coincidences cannot be completely avoided, correction
methods have been developed (see Section 7.4).

Finally, as the radioactive activity increases, several single events may be recorded within
the same CTW, resulting in multiple coincidence pairs (see Figure 3.4(d)). Depending on
the design of the coincidence processor, multiple coincidences can be either retained or
rejected on the basis of different criteria.
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Figure 3.4: Illustration of the different types of coincidences detected by a PET system:
(a) true coincidence, (b) scatter coincidence, (c) random coincidence and (d) multiple
coincidences.

3.5/ TIME-OF-FLIGHT INFORMATION

One of the most notable developments in recent PET systems is the introduction of TOF
technology. Consider a coincidence event C consisting of two single events, S1 and S2,
recorded at times T1 and T2, respectively. The time difference ∆t between these events is
related to the distances D1 and D2 travelled by S1 and S2, as shown in Figure 3.5, by the
equation:

∆t = T2 − T1 =
|D2 − D1|

c
, (3.2)

where c is the velocity of light (3 × 1010 cm.sec−1).

The distances D1 and D2 can be used to calculate ∆d, the distance between the location
of the annihilation and the centre of the LOR as follows:

∆d =
|D2 − D1|

2
(3.3)

By substituting |D2 − D1| with ∆t × c (according to Equation 3.2) in Equation 3.3, the rela-
tionship between distance and time differences becomes:

∆d =
∆t × c

2
(3.4)

In theory, with perfect measurements of T1 and T2, the estimation of ∆d would allow the
accurate localisation of the annihilation event along the LOR, eliminating the need for
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Figure 3.5: Illustration of distances in a PET system to calculate ∆d using TOF informa-
tion. The recording time difference between two events and the speed of light can be
used to calculate the size of D1 and D2.

image reconstruction. However, the temporal information associated with each coinci-
dence is subject to uncertainties introduced by the temporal resolution of each detector,
called the singles timing resolution (STR). This uncertainty affects the estimate of ∆d. For
coincidences, the term coincidence time resolution (CTR) is used. Assuming Gaussian
statistics, the CTR is related to the STR as follows:

STR =
√

2/CTR (3.5)

For a system such as the Discovery MI 4-ring with a CTR of 375 ps, the resulting spatial
uncertainty would be 5.6 cm. This level of uncertainty does not allow PET images to be
produced from TOF information alone. However, TOF data can be used as additional
information for iterative reconstruction methods (see Section 6).





4
LIMITATIONS INHERENT TO PET

SYSTEMS

In this chapter, the inherent limitations and biases that affect the performance and accu-
racy of PET imaging systems are discussed. They are divided into three main groups.
Physics-induced biases are factors related to the physics of positron emission and the in-
teraction of emitted photons with matter in the human body. These factors include positron
range, non-collinearity of annihilation photons, gamma ray attenuation, and Compton
scattering. Instrumentation biases are induced by the design and properties of PET
system components, such as scintillation crystals and detectors. In this section, crys-
tal dimensions, crystal scattering, depth-of-interaction (DOI) effects, and the arc effect
are discussed. Finally, detection systems are subject to dead time and pile-up, which
can lead to count rate limitations and non-linear count rate behaviour. Understanding
these limitations is essential as it guides the development of correction techniques and
optimisation strategies.
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4.1/ PHYSICS INDUCED BIAS

4.1.1/ POSITRON RANGE

As discussed in Section 2.1, a positron emitted during the decay of β+ emitters travels
a short distance before annihilating with an electron from the surrounding tissue. This
distance, known as the positron range, is the distance from the positron emission to the
positron annihilation, as shown in Figure 2.1. The extent of the positron range depends
on the energy of the emitted positron, which is specific to the isotope being used. The
point spread function of the positron range has a characteristic ’cusp-like’ shape (Levin
et al., 1999). The positron range in soft tissue is typically of the order of millimetres, with
18F having a positron range of approximately 0.6 millimetres (Conti et al., 2016).

Because of this positron range, the LOR is misplaced a few millimetres away from the
actual location of the β+ emission. Since the annihilation line is used to estimate the
position of the radiotracer, the positron range introduces an error in the location of the
initial β+ decay event. This in turn degrades the spatial resolution and causes blurring in
the resulting PET image.

4.1.2/ NON-COLLINEARITY

During the annihilation process, the positron (or positronium) may have a non-zero kinetic
energy. As a result, the two annihilation photons produced are not emitted at a perfect
angle of 180 degrees, but instead show a small angular spread, as depicted in Figure
4.1. This phenomenon is known as non-collinearity, and the angular distribution follows a
Gaussian shape with a full width at half maximum (FWHM) of about ∼ 0.6◦ (Cherry et al.,
2012).

Figure 4.1: Illustration of the mismatch between LOR and annihilation line caused by the
non-collinearity of two annihilation photons.

Non-collinearity introduces a misplacement of the LOR with respect to the annihilation
position. This effect is independent of the initial positron energy but is directly proportional
to the radius R of the PET ring. It induces a Gaussian blurring of the spatial resolution
(expressed in FWHM) given by 0.0044R. Consequently, photon non-collinearity has a
significant impact on the spatial resolution of clinical PET systems.

4.1.3/ ATTENUATION

Attenuation refers to the loss of detected events caused by the presence of a dense
medium within the object, resulting from either photoelectric interactions or scattering
processes. Consequently, a LOR passing through a significant amount of attenuating
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material will underestimate the amount of activity along that LOR, introducing a quantifi-
cation bias in the final PET image.

The attenuation induced by each material can be characterised by a linear attenuation
coefficient µ, which quantifies the probability that a photon of a given energy will interact
with a given material as it passes through it. This coefficient is expressed in terms of
probability per unit distance (see Section 2.2). For PET, where the primary interactions
are the photoelectric effect and Compton scattering, the linear attenuation coefficient of a
material can be considered as the sum of these two interaction coefficients:

µ ≃ µphotoelectric + µCompton (4.1)

Let I(0) be the initial intensity of monoenergetic photons emitted along a given LOR with-
out attenuation. Let d be the thickness of the absorber causing attenuation along this
LOR. In a narrow geometry (no scattering detected), the intensity I(x) (x ∈ [0, d]) of the
beam transmitted through the thickness d of linear attenuation coefficient µ along the LOR
is described by the attenuation formula:

I(x) = I0.e−µx, x ∈ [0, d] (4.2)

4.1.4/ COMPTON SCATTERING

Photons undergoing Compton scattering are subject to changes in trajectory and energy,
as described by Equation 2.2. These changes in trajectory lead to incorrect positioning
of the LOR (see Figure 3.4b).

4.2/ INSTRUMENTATION INDUCED BIASES

4.2.1/ CRYSTAL DIMENSIONS

Scintillation crystals play a key role in PET scanner detection systems. Their properties,
including cross-section and thickness, are carefully selected to optimise various system
performance metrics. Crystal cross-section is the primary factor influencing the spatial
resolution of PET systems. Small crystals offer more accurate positioning of detected
events (assuming perfect detection electronics) (Cherry et al., 2012), while thicker crystals
offer better intrinsic detection efficiency. Clinical PET systems comprising BGO, LSO,
or LYSO scintillators typically use crystals two to three centimetres thick (Cherry et al.,
2012).

4.2.2/ CRYSTAL SCATTERING

Scintillator materials used in PET detectors, such as BGO, LSO, and LYSO, exhibit a
photofraction of less than 45% for 511 keV gamma rays (Zhang et al., 2019b). Conse-
quently, there is a high probability of Compton scattering. If scattering occurs within the
crystal, the photon may lose energy and either undergo further Compton scattering or be
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absorbed via the photoelectric effect. When considering coincidences, it is highly prob-
able that at least one of the photons will undergo inter-crystal scattering (Zhang et al.,
2019b). Crystal scattering results in the misalignment of the LOR, leading to reduced
spatial resolution when detected. It can also cause a loss of sensitivity (percentage of
detected events over the number of emitted events) if it is deflected outside the detection
system.

4.2.3/ DEPTH-OF-INTERACTION

In PET systems with standard architecture (see Section 3.3), it is impossible to determine
the depth of photon interaction within the crystal. Therefore, the position associated with
a detected event in a crystal is recorded as occurring either at the front or at the centre of
the crystal, leading to the DOI effect, also known as the parallax effect. For annihilation
lines passing through the centre of the field-of-view (FOV), this lack of depth information
is not problematic because the associated LORs are orthogonal to the detector surface.
However, for incoming photons at a non-orthogonal angle to the crystal surface, the DOI
effect leads to a discrepancy between the LOR recorded by the system and the actual
annihilation line, as shown in Figure 4.2. This effect reduces the spatial resolution along
the radial direction. It becomes more pronounced as both radial distance and crystal
thickness increase.

Figure 4.2: Illustration of the DOI effect, where the misalignment (in green) of the LOR (in
blue) with respect to the annihilation line (in red) becomes more important with increasing
radial offset.

4.2.4/ ARC EFFECT

The arc effect is named after the curved nature of the detector ring and describes the
uneven spacing of parallel LORs. LORs passing near the centre of the FOV are more
widely spaced than those at the extremities, as shown in Figure 4.3. This effect leads to
non-uniform sampling of the data along the radial axis (see Section 5.2.2).
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Figure 4.3: Illustration of the arc effect, where the distance between parallel LORs de-
creases as the radial distance increases.

4.3/ DETECTION INDUCED BIASES

4.3.1/ DEAD TIME

The electronic processing of the photons detected by the scintillation crystals is fast, but
not instantaneous. The time required to process an event is called dead time and is often
denoted τ. At very high count rates, there is a high probability that more one count will
occur per dead time interval of an electronic block. This make it impossible to process
all the events detected, and results in an observed count rate lower than the true count
rate. Therefore, the count rate capability of PET systems as a function of the activity is
not linear.

Mathematically, the dead time of a component can be modelled according to two different
behaviours: paralysable and non-paralysable. Let X be a detected event that generates
an arbitrary dead time. Let Y be a second event that occurs during the dead time induced
by X, and that is therefore not detected by the system. If Y is ignored with no effect on the
electronics’ dead time, the system is said to be non-paralysable. In the opposite case,
if Y is not counted but still triggers a dead time, the system is said to be paralysable.
According to these definitions, non-paralysable systems have a fixed dead time between
each observable event, leading to a plateau in the observed count rate at very high activ-
ities. Conversely, a paralysable system will be unable to accept events as long as there is
more than one event per dead time interval, leading to losses in the observed count rate
at very high activities (see figure 4.4).

The system dead time is the combination of all the dead times of its components. Different
components of a system may be represented by one model or the other. The global dead
time of the system is therefore a mixture of both models. If a particular component has
a significantly long dead time compared to others, then the system dead time can be
determined (and modelled) by the dead time of that component.
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Figure 4.4: Illustration of the non-paralysable and paralysable dead time models for two
systems with the same value of τ.

The effects of a dead time τ on the observed count rates Robs with respect to the true count
rates Rtrue can be modelled by Equation 4.3 for a paralysable system and by Equation 4.4
for a non-paralysable system.

Robs = Rtrue.e−Rtrue.τ (4.3)

and

Robs =
Rtrue

1 + Rtrue.τ
(4.4)

For a paralysable system, Rmax
obs is given by:

Rmax
obs = 1/eτ (4.5)

In the case of a non-paralysable system, the observed count rate value of the plateau,
denoted Rmax

obs , is given by:

Rmax
obs = 1/τ (4.6)

4.3.2/ PILE-UP

Pile-up is a special case of dead time, where the integration time of a single photon is
longer than the time separating the arrival of two photons. Pile-up occurs when the energy
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of two photons is integrated into a single energy, resulting in a single pulse (Cherry et al.,
2012).

On the one hand, the recorded piled-up energy may be higher than the upper threshold of
the energy discrimination. In this case, the event is simply rejected, resulting in the loss
of two detected photons and lowering the count rate. On the other hand, if at least one of
the piled-up photons has undergone Compton scattering, the total piled-up energy may
still be accepted by the energy discrimination process. In such a case, only one event is
recorded with incorrect energy, spatial, and temporal information, causing artefacts in the
image.





5
DATA ACQUISITION

This chapter discusses aspects of data acquisition in PET imaging in order to lay the
groundwork for the subsequent chapters on reconstruction techniques and corrections.
Data acquisition is fundamental to the ability of any PET system to provide information on
the distribution of radiotracers within the human body. The different acquisition modes,
such as 2D and 3D acquisition, are presented, each with its advantages and limitations.
The methods used to store the acquired data are also described, namely the standard
PET sinogram and the versatile list-mode format.
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5.1/ 2D AND 3D ACQUISITION MODES

In the early days of multi-ring PET systems, axial collimators (or septas) were used to
separate the rings of the tomograph. Coincidences orthogonal to the axis of the PET
system were kept to form direct planes (see Figure 5.1A). This orthogonality ensures that
both photons of a given coincidence are detected in the same detector ring. In addi-
tion, cross planes could be formed, using the coincidences recorded between adjacent
detector rings (see Figure 5.1B).

The sole use of direct and cross planes is referred to as two-dimensional (2D) acquisition,
as only parallel planes are used. In a system with N = 36 detector rings, such as the DMI
4-ring (4 × 9 rings), 36 direct and 35 (N − 1) cross planes are defined, for a total of 71
(2N − 1) coincidence planes.

The use of septa provides an efficient rejection of photons scattered in the body and helps
to reduce the number of random coincidences. In a 2D acquisition mode, the acquired
planes can be reconstructed using 2D filtered backprojection (FBP) to obtain contiguous
2D transaxial image planes, which are stacked to obtain a single image volume (see
Section 6.1).

Figure 5.1: Axial cross-sections through a multi-ring scanner are shown on the left, and
the corresponding axial sensitivity profiles on the right. ∆ is the ring index difference. A.
2D direct planes acquisition. B. 2D direct and cross planes acquisition. C. 3D oblique
planes acquisition. Adapted from (Cherry et al., 2012).
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However, the use of septas results in the rejection of many possible valid photons, which
in turn leads to low system sensitivity. In the three-dimensional (3D) acquisition mode,
the septas are removed to allow coincidence detection between different detector rings
(see Figure 5.1C). Oblique planes can then be defined for each possible combination of
detector rings, in addition to the direct and cross planes mentioned above. For an N-rings
PET system, a maximum of N2 planes can be defined.

Although more scattered and random counts are recorded without the septas, the gain in
sensitivity is in the range of 5 to 7 times when compared to 2D acquisitions (Lodge et al.,
2006). The axial sensitivity profile resulting from a 3D acquisition is no longer uniform but
rather triangular, peaking at the centre of the axial FOV. At the axial extremities of the
FOV, the sensitivity is comparable to that of 2D acquisitions.

Initially, the 3D acquisition mode was hampered by the need for significant storage ca-
pacity, as well as high reconstruction time and complexity. These limitations have been
overcome by technological advances over the past few decades, and the 2D mode has
now been replaced by the 3D mode in the clinical setting.

5.2/ DATA STORAGE

5.2.1/ LIST-MODE

During a PET acquisition, the recorded events and their properties can be stored sequen-
tially in a single file, called a list-mode file. This list-mode format records the detector
index, measured energy, and detection time (timestamp) of each photon. A list-mode can
either contain all single events or be restricted to coincidence events only.

The main advantage of this data storage mode is the availability of the properties of
each photon. It can be used to extract TOF information, and to perform time-dependent
post-processing techniques, such as tracer kinetics analysis from dynamic imaging or
respiratory motion correction.

The availability of this detailed information comes at the price of a very large file, the size
of which is proportional to the event rate. Thanks to recent technological developments,
the size of list-mode files acquired in a clinical setting is not an issue. However, for
research purposes, where a higher activity may be used, the list-mode can reach several
hundred GigaByte (GB), which can cause problems in storing, compressing, transferring,
reading, and processing the data (see Chapter 11). Nevertheless, the list-mode format
is expected to become the data storage method of choice for PET acquisition due to the
possibilities offered by its flexibility.

5.2.2/ SINOGRAMS

5.2.2.1/ 3D SINOGRAM

The fundamental assumption in PET imaging is that the position of the β+ emitter lies
somewhere along the LOR connecting the two detectors involved in the detection.

When considering a single ring of detectors, the annihilation photon pairs associated with
this direct plane can be arranged in a 2D matrix (also called a 2D histogram), where each
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cell in this matrix corresponds to the number of events recorded along a given LOR. Each
row of this matrix represents a projection, which is the number of events recorded at a
given angle, denoted ϕ, while each column represents the radial offset from the centre of
the PET gantry, denoted r (see Figure 5.2).

Figure 5.2: Illustration of the placement of a LOR of angle ϕ1 at a radial distance r1 in a
sinogram

The content of a given sinogram line therefore represents all the parallel LORs of angle
ϕ. This data organisation leads to the representation of a point object in image space
as a sinusoidal line in sinogram space, as shown in Figure 5.3. The projection angles
in a sinogram are only considered over 180◦ and not over 360◦, because the information
between the detector pair (da, db) is redundant with the information of the pair (db, da).

Considering a system with N detector rings and d detectors around each ring, the N direct
planes can be represented as N sinograms, which can be stacked axially to store the data
acquired in 2D mode.

In the case of a 3D acquisition, a 2D sinogram must be generated for each possible
combination of detector rings. Each oblique coincidence plane is defined by its azimuthal
angle, denoted θ (often called the slice number), and can be arranged in a 3D sinogram
of axis (r, ϕ, θ).

For the same PET system with N detector rings, a total of N2 2D sinograms can be formed.
Therefore, it is common to index the θ of the 3D sinogram from 0 to N2−1 (θindex ∈ J0,N2J).

Then the number of detectors det (assumed to be even) around the ring can be used to
index values of ϕ. Since the projections of the sinogram only cover 180◦ (from −90◦ to
+90◦ on Figure 5.2), ϕ can be indexed on ϕindex ∈ J0, det

2 J.

Finally, the r axis of the sinogram should span the FOV of the system. A practical way of
sampling r is again to use the number det of crystals around the ring. Using parallel lines
passing through opposite pairs of detectors, and therefore orthogonal to the projection
plane, each projection can be sampled in det

2 radial distance bins. Using this approach,
the resulting radial bins are non-uniform due to the arc effect (see Instrumentation induced
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Figure 5.3: A. a cylindrical object in 2D image space with two regions, and B. the same
cylindrical object in projection space over 180◦(Cherry et al., 2012).

biases).

It should be noted that, unlike the list-mode format, the size of the sinogram depends only
on the number of LORs to be stored. Its size is therefore independent of the counting
rates. It can also be extended with additional dimensions to store additional data, such as
the TOF information, by sampling each LOR according to the measured TOF difference.
The sinogram is often the storage method of choice, as each detected coincidence results
in only one value increment, rather than a new entry with multiple values for the list-
mode. This method of data storage method is less demanding on the input/output (IO)
electronics of the PET system than a list-mode format.

5.2.2.2/ SINOGRAM REBINNING ALGORITHMS

Nowadays, 2D PET acquisitions have been abandoned in favour of 3D acquisitions,
where the acquired data is stored in 3D sinograms. However, 2D sinograms are still use-
ful for performing simple analysis tasks, fast reconstructions, and visual inspections, that
are difficult or impossible to perform on 3D sinograms. Algorithms that can be used to re-
organise 3D sinogram data into 2D sinograms containing only direct and cross planes are
called rebinning algorithms. The most popular are single-slice rebinning (SSRB) (Daube-
Witherspoon et al., 1987) and fourier rebinning (FORE) (Defrise et al., 1997). These
algorithms are approximations of the three-dimensonnal reprojection (3DRP), a 3D FBP
method, leading to fast implementation and execution. For example, to study the count-
ing properties of a PET system, the SSRB (zeroth-order approximation) is generally suf-
ficient, while the FORE (first-order approximation) has proved to be a reliable alternative
to the 3DRP algorithm (Defrise et al., 1997) and is therefore more suitable for qualitative
evaluations.

A visual example of the SSRB algorithm is given in Figure 5.4, using data from a PET
system with N = 6 detector rings. A two-ring combination is identified by the pair (d1, d2),
where d1 and d2 are individual ring indexes. In this example uses zero-indexing for the
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detector rings and stacked rebinned 2D sinograms. The indexes are sorted with respect
to the Z-axis of the scanner (head-to-feet) and only four different oblique planes are con-
sidered. All 2D direct planes can be directly associated with the corresponding 2D direct
sinograms (Figure 5.4A, blue colour). The oblique planes are then rebinned to fall in ei-
ther a direct plane or a cross-plane (Figure 5.4B, green colour) according to their ring
index sum d1 + d2

1. For example, the two oblique planes defined by (1, 4) and (0, 5) are
both rebinned in the 2D sinogram number 5. When multiple planes are rebinned into the
same 2D sinogram, their data are summed to obtain the final SSRB sinogram. Therefore,
although it is a stack of 2D sinograms, the sensitivity of the resulting SSRB sinogram is
triangular in shape, peaking at the central detector ring (see Figure 5.1C).

Figure 5.4: Illustration of the SSRB algorithm on a PET system with six detector rings. A.
Standard formation of direct planes. B. Rebinning of oblique planes in direct and cross-
planes using SSRB.

1Defrise et al. (1997) uses the ring difference, denoted δ, rather than the ring index sum due to a different
indexing methodology. Nonetheless, both indexing methods give equivalent results.
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The aim of tomographic reconstruction is to obtain an image of the spatial distribution
of the radiotracer in the FOV using the data acquired along each LOR. Given that a 3D
PET image can be seen as a stack of 2D PET images (often referred to as slices), and
to simplify this chapter, we will focus on the reconstruction of a 2D slice from 1D pro-
jections. First, analytical methods are described, where tomographic reconstruction is
considered as a continuous linear inverse problem. Then, iterative reconstruction meth-
ods are introduced and three specific algorithms are presented: maximum likelihood ex-
pectation maximisation, ordered-subsets expectation-maximisation, and block-sequential
regularised expectation maximisation. Finally, the incorporation of TOF data into the iter-
ative reconstruction process is described.
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6.1/ ANALYTICAL RECONSTRUCTION

Analytical reconstruction methods were the earliest approaches used in PET imaging.
Based on the integral line model and assuming noise-free data, they aim to find a direct
mathematical solution to transform the acquired projections into an image.

6.1.1/ RADON TRANSFORM

In the context of 2D reconstruction, only LORs that lie within a given imaging plane are
considered. The location of a LOR can be described by the polar coordinates (xr, ϕ), as
shown in Figure 6.1. A rotating coordinate system (xr, yr) can be defined. It is linked to
the Cartesian coordinates x and y according to Equation 6.1.

x
y

 = cos ϕ − sin ϕ
sin ϕ cos ϕ

 xr

yr

 (6.1)

Figure 6.1: Illustration of the rotating coordinate system used to describe the position of
the LOR.

Using this rotated coordinate system, the 1D projection p of f in the direction
(−sin(Φ), cos(Φ)) is given by the integral of f along that direction. For all values of xr

and Φ, we obtain the Radon transform, which is formally defined as follows:

p(xr, ϕ) =
∫ +∞

−∞

f (xr cos ϕ − yr sin ϕ, xr sin ϕ + yr cos ϕ) dyr,∀xr ∈ R,∀ϕ ∈ R (6.2)

The 1D projections obtained at different angles ϕ are often stored in a 2D sinogram (see
Section 5.2.2). The primary goal of analytical reconstruction is to invert the Radon trans-
form and reconstruct the activity distribution f from the values p(xr, ϕ), i.e. from the pro-
jections p.



6.1. ANALYTICAL RECONSTRUCTION 35

6.1.2/ FILTERED BACKPROJECTION

An initial estimate f ∗ of the activity distribution f can be obtained by simple backpro-
jections. For all points (x, y) ∈ R2, this consists in summing all the projections passing
through that point:

f ∗(x, y) =
∫ π

0
p(xr, ϕ)dϕ =

∫ π

0
p(x cos ϕ + y sin ϕ, ϕ) dϕ (6.3)

For a given LOR (xr, ϕ), backprojecting the value of the projection p(xr,Φ) is equivalent to
copying the value p(xr,Φ) to the points (x, y) belonging to the LOR. The simple backpro-
jection f ∗ is not the true inverse of the Radon transform, but rather a blurring estimate of
it. With a limited number of projection angles, this approach introduces streak artefacts
along the backprojected lines. Although an infinite number of projections can reduce
these artefacts, it would still result in a blurred, low-contrast image with apparent activity
outside the true source.

One method for removing the blur caused by simple backprojections is to filter the projec-
tions in Fourier space. This method is called FBP and provides an exact inverse of the
Radon transform. The central slice theorem, which is used in many analytical reconstruc-
tions, is applied in the FBP. It states that for a given angle ϕ, the 1D Fourier transform,
denoted F1, of a projection p with respect to xr is equal to the 2D Fourier transform,
denoted F2 of the image f :

∀vx, vy ∈ R,F2[ f ](vx, vy) = F1[p](vr, ϕ) (6.4)

with

F1[p](vr, ϕ) =
∫ +∞

−∞

p(xr, ϕ)e−2iπvr xr dxr (6.5)

and

F2[ f ](vx, vy) =
∫ +∞

−∞

∫ +∞

−∞

f (x, y)e−2iπ(vx x+vyy)dxdy (6.6)

where vx = vrcos(ϕ) and vy = vr sin(ϕ) the polar coordinates of x, y, respectively, in Fourier
space.

Using the inverse 2D Fourier transform, denoted F −1
2 , of F2[ f ], the activity distribution f

can be expressed as follows for all (x, y) ∈ R2:

f (x, y) = F −1
2 [F2[ f ]](x, y) =

∫ +∞

−∞

∫ +∞

−∞

F2[ f ](vx, vy)ei2π(vx x+vyy)dvxdvy (6.7)

Using the central slice theorem described in Equation 6.4, it is possible to rewrite Equation
6.7 as follows:

f (x, y) =
∫ +∞

−∞

∫ +∞

−∞

F1[p](vr, ϕ)ei2π(vx x+vyy)dvxdvy (6.8)
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By replacing vx and vy with their previous definitions, we can further simplify Equation 6.8:

f (x, y) =
∫ π

0

∫ +∞

−∞

|vr | F1[p](vr, ϕ)ei2πvr(cos(ϕ)x+sin(ϕ)y)dvrdϕ (6.9)

According to Equation 6.9, to obtain the image f from its projections, we must (1) for
each projection calculate its 1D Fourier transform; multiply by the absolute value of |vr |

(filter it) and compute the inverse Fourier transform; and then (2) perform the simple back-
projection of these filtered projections. Although filtering the projections in the frequency
domain by |vr |, known as the ramp filter, theoretically removes the blurring of the simple
backprojection and thus allows the image f to be reconstructed exactly from its projec-
tions, this filter also amplifies the high frequencies and therefore the noise. To remedy
this, the ramp filter can be multiplied by an apodisation window, which suppresses the
high frequencies. The two most common apodisation windows are the Hann window and
the Butterworth window.

6.1.3/ LIMITATIONS

The equations described above can be applied to 1D projections stored in a 2D sinogram
to obtain a stack of 2D images. For 3D sinograms, the azimuthal angle θ is taken into
account for all projections. While implementing 2D backprojection for image reconstruc-
tion is relatively straightforward, 3D backprojection is computationally intensive due to the
additional integration over the azimuthal angle and the need for axial data interpolation.
Proper filtering of back projections in 3D space adds further complexity. Although exten-
sively studied, the use of fully 3D FBP is typically avoided due to its complexity (Kinahan
et al., 2004). A simpler solution is to use the rebinning algorithms described in Section
5.2.2.2, which reorganise a 3D sinogram into 2D sinograms, allowing the 2D FBP method
described above to be used.

Despite its speed, ease of implementation, and visually accurate reconstructions, 2D FBP
is not without limitations. Any inaccuracies in the acquired data or in the detection system
can lead to significant errors in the frequency domain during backprojection. While detec-
tors are considered to be punctual in the context of FBP, they have thickness and width
in the real world. As a result, the solid angle of each detector varies depending on the
source location, leading to sensitivity variations between detector pairs. In addition, sev-
eral limitations of the acquisition system, such as the spatial resolution of the detectors
and scattered radiations, cannot be taken into account with FBP.

6.2/ ITERATIVE RECONSTRUCTION

6.2.1/ INTRODUCTION

While analytical methods try to solve a line integral, iterative reconstruction algorithms
are based on a discrete formulation of the reconstruction problem. Let f be an image
vector (also called an activity vector) of J elements and p be the projection vector of I
elements. Here, f can contain either pixels (2D) or voxels (3D)1, and p can contain 1D

1Other data representations have been proposed (blobs, Lewitt (1992)), but are less common.
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or 2D projections. The link between the projection data and the resulting image can be
written as:

p = H f ⇐⇒ ∀i ∈ J1, IK, pi =

J∑
j=1

Hi, j f j, (6.10)

where H is the system matrix of size I × J used to model a combination of degrading
effects (see Chapter 7). Ultimately, each element Hi, j of H contains the probability that an
annihilation occurring in the image element j contributes to the data acquired in the pro-
jection element i. An intuitive solution to the discrete tomographic reconstruction problem
would be to inverse H to obtain f . However, H is of high dimension, usually not a square
matrix, so it is often difficult or impossible to invert it directly.

6.2.2/ ITERATIVE ALGORITHMS CONCEPT

Iterative algorithms attempt to obtain the true radiotracer distribution in the object, de-
noted f , by successive (iterative) estimates of the radiotracer distribution, denoted f ∗,
using the projection data acquired by the system, denoted p.

An initial image estimate of f is determined and used to obtain the associated forward
projection estimate, denoted p∗. A cost function is then used to quantify the similarity
between the current projection estimate and the measured projection. Based on the
observed difference, the image estimate is updated and used to obtain the next projection
estimate. The updating process ensures that the estimated projections are closer to the
measured projections for the next iteration.

This ’forward project - compare, back-project - update’ process is repeated until one of the
following two criteria is met: either 1) the cost function is minimised, or 2) a pre-defined
number of iterations is reached. Figure 6.2 illustrates this general workflow for an iterative
tomographic reconstruction of a 2D object.

Iterative reconstruction algorithms can be divided into algebraic and statistical methods.
Algebraic methods aim to solve the linear Equation 6.10 by minimising the L2 norm be-
tween the estimated projections and the actual projections. Notable algorithms in this
category are the algebraic reconstruction technique (ART) (Gordon et al., 1970) and the
simultaneous algebraic reconstruction technique (SART) (Gilbert, 1972) methods. For
the reconstruction of PET data, statistical methods are preferred because they model the
statistical nature of the noise contained in the acquired data. Among these methods,
the maximum likelihood expectation maximisation (MLEM) algorithm, first proposed by
Dempster et al. (1977) and later adapted to emission tomography by Shepp et al. (1982),
is used as the basis for most clinical reconstruction algorithms in PET studies. Therefore,
the rest of this Chapter is dedicated to this class of algorithms.

6.2.3/ MAXIMUM-LIKELIHOOD EXPECTATION-MAXIMISATION

Since photon emissions and detections are assumed to follow a Poisson distribution,
most statistical methods use a Poisson distribution to model the projection data2. The

2Other statistical models can be used to properly represent changes in the measurement distribution,
especially due to data correction and high count rates.
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Figure 6.2: Illustration of the steps involved in iterative tomographic reconstruction of
2D data. The image estimate is progressively updated towards an improved solution by
minimising a cost function.

probability of detecting pi photons in the projection element i is given by:

P(pi|pi) = e−pi
pi

pi

pi!
, (6.11)

where pi is the mean number of photons detected by the projection element i.

We can rewrite Equation 6.10 to take account of the statistical nature of the data as
follows:

p = H f ⇐⇒ ∀i ∈ J1, IK, pi =

J∑
j=1

Hi, j f j, (6.12)

where f j is the mean number of annihilations in image pixel j.

The MLEM algorithm aims to find the mean number of annihilations in the image that can
produce the projection vector p with the highest likelihood:

P(p| f ) =
I∏

i=1

P(pi|pi) =
I∏

i=1

e−pi
pi

pi

pi!
(6.13)

Using Equation 6.12, we obtain:
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P(p| f ) =
I∏

i=1

e−
∑J

j=1 Hi, j f j (
∑J

j=1 Hi, j f j)pi

pi!
(6.14)

Equation 6.14 is the formulation of the likelihood to be maximised. This formulation, which
involves the multiplication of probabilities, is not convenient for optimisation purposes. To
obtain an additive formulation of Equation , one approach is to maximise the logarithm of
the likelihood (the log-likelihood) instead:

max
f≥0

(ln(P(p| f ))) =
I∑

i=1

(
−

J∑
j=1

Hi, j f j + pi ln(
J∑

j=1

Hi, j f j) − ln(pi!)
)

(6.15)

Since the last term (ln(pi!)) is constant, it can be ignored in the maximisation process:

max
f≥0

(ln(P(p| f ))) =
I∑

i=1

(
−

J∑
j=1

Hi, j f j + pi ln(
J∑

j=1

Hi, j f j))
)

(6.16)

The image vector f , for which the log-likelihood reaches its maximum value, is found by
solving the following equation:

∂ ln(P(p| f ))

∂ f j
= −

I∑
i=1

Hi j +

I∑
i=1

pi∑J
j=1 Hi j f j

Hi j = 0 (6.17)

This Equation cannot be solved analytically. Instead, the expectation maximisation (EM)
algorithm is used to iterate towards an estimate solution. The MLEM update can be
written as:

f n+1
j =

f n
j∑I

i=1 Hi j

I∑
i=1

Hi j
pi∑J

j=1 Hi j f n
j

(6.18)

Equation 6.18 is the final MLEM algorithm formulation, and can be understood as:

fnew = fold × NBP
(Measured Proj

Proj of fold

)
, (6.19)

where fold and fnew are the previous and current image estimates, respectively. NBP is the
normalised backprojection operator (normalised by

∑I
i=1 Hi j), and Proj are the projections.

For the first iteration, an initial image estimate is given. Due to the multiplicative nature of
the update rule, a constant positive non-null image is often used.

The MLEM algorithm provides a predictable convergence (between 50 to 200 iterations),
but the images it converges on are very noisy (Shepp et al., 1982). To reduce the noise, a
smoothing post-filtering process can be applied, or the MLEM algorithm can be stopped
early, before convergence. This early stopping can follow a criterion (Veklerov et al.,
1987), or a user-defined fixed number of iterations. Finally, the convergence of MLEM is
slow because backward and forward projections are used at each iteration on the com-
plete projection set (see Equation 6.19 and Figure 6.2).
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6.2.4/ ORDERED-SUBSETS EXPECTATION-MAXIMISATION

Several methods have been proposed to deal with the slow convergence of MLEM. The
ordered-subsets expectation-maximisation (OSEM) algorithm (Hudson et al., 1994) is the
most popular, where projection data are divided into S b subsets (often disjoint), with S b

being the subset b. The estimate update is applied to each subset, rather than to the
entire projection data. It is worth noting that the convergence of OSEM has not been
proven, but it has been observed empirically that the estimated image after n iterations of
OSEM is close to that after b×n iterations of MLEM. Therefore, OSEM updates the image
estimates b times more than MLEM, resulting in about a b-fold reduced reconstruction
time. This speed increase has made OSEM the reconstruction algorithm of choice in
clinical routine. MLEM can be seen as OSEM with b = 1, and the OSEM update rule can
be written as:

f (n,b)
j =

f (n,b−1)
j∑

i′∈S b
Hi′ j

∑
i∈S b

Hi j
pi∑

k Hik f n,b−1
k

, (6.20)

where f is the image estimate, j and k are the voxel indices, i and i′ are the projection
vector indices, n is the iteration number, H is the system matrix, and p is the measured
projection vector.

6.2.5/ BLOCK-SEQUENTIAL REGULARISED EXPECTATION MAXIMISATION

Block-sequential regularised expectation maximisation (BSREM) algorithms, originally
proposed by De Pierro et al. (2001), use prior knowledge of image quality to penalise
differences in the values of neighbouring image elements. This allows every image el-
ement to achieve full convergence, resulting in a globally convergent image (Ahn et al.,
2003). Ross (2014) presented Q.Clear (Q.Clear; GE Healthcare), the only implementa-
tion of a BSREM available for clinical PET data reconstruction. It is a Bayesian penalised
likelihood algorithm, where an additional term is added to Equation 6.16:

max
f≥0

(ln(P(p| f ))) =
I∑

i=1

(
−

J∑
j=1

Hi, j f j + pi ln(
J∑

j=1

Hi, j f j) − β R(
J∑

j=1

Hi, j f j)
)
, (6.21)

where R is the Relative Difference Penalty (RDP) (Nuyts et al., 2002) used to penalise
noise, and β is a user-defined constant that controls the relative strength of the regulari-
sation term relative to the data statistics (Ross, 2014). The BSREM algorithm is then used
to solve Equation 6.21 (De Pierro et al., 2001; Ahn et al., 2003). Since BSREM can be ran
to full convergence without excessive introduction of noise, there is no need for an early
stop. Therefore, in contrast to OSEM, where iterations and subsets are chosen by the
user, BSREM only offers β as a reconstruction parameter. The values of β need to be op-
timised according to the field of application (oncology, PET/computed tomography (CT))
and specific combinations of PET systems, acquisition time, and radiotracers (Teoh et al.,
2015; Reynés-Llompart et al., 2018; Lindström et al., 2020).
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6.2.6/ TOF RECONSTRUCTION

As mentioned in Section 5.2, recent PET systems are able to acquire TOF information
as supplementary data for each LOR. These data are represented by the arrival time
difference, denoted ∆t (as defined in Equation 3.2). In the reconstruction processes de-
scribed above, the emission probability of a photon along a given LOR was uniform (see
Figure 6.3A). With TOF information, it is possible to restrict the emission probability (while
keeping the probability sum to 1) to only a part of this LOR (see Figure 6.3B).

Figure 6.3: Distribution of emission probability on a LOR for a given annihilation. A a
non-TOF reconstruction, where the emission probabilities are equally distributed along
the LOR considered. B a TOF reconstruction, where the distance ∆d (see Equation 3.3)
is used to centre a Gaussian kernel of FWHM CTR.

.

However, the value ∆t is affected by the scanner’s CTR, and is therefore subject to inac-
curacies, which are assumed to follow a Gaussian distribution (see Equation 3.5). There-
fore, the emission probability along the LOR is modelled by a Gaussian kernel centred
around ∆d (see Equation (see Equation 3.3), the most probable annihilation location, and
the CTR of the system is used to set the FWHM of the kernel. In the case of an OSEM
reconstruction with TOF information, the general OSEM iterative algorithm 6.20 can be
written as follows:

f (n,b)
j =

f (n,b−1)
j∑

i′∈S b
Hi′ t j

∑
i∈S b

Hi jt
pi∑

k Hikt f n,b−1
k

, (6.22)

where t is the indexing of the TOF probabilities.





7
PET DATA CORRECTION

The ultimate goal of PET imaging is to provide an intensity image where the value of the
image elements is proportional to the amount of activity (or concentration) at the corre-
sponding location in the object. This proportionality is important to accurately quantify
activity levels in different organs or tissues. To do this, the data to be reconstructed must
be corrected for many deleterious factors, either before, during, or after the reconstruc-
tion process. These factors have been described in Chapter 4, and the system matrix H
mentioned in section 6.2.2 can be written according to the contribution of each physical
effect (Qi et al., 1998; Qi, 2005):

H = HrangeHnormHblurHgeomHattn (7.1)

where Hrange is the positron range (Section 4.1.1), Hnorm is the normalisation factor of the
detectors sensitivities (Section 7.2), Hblur is the combination of the blur caused by
inter-crystal scattering (Section 4.1.4), non-collinearity of the positrons (Section 4.1.2)
and DOI effect (Section 4.2.3) combined with finite crystal dimensions (Section 4.2.1),
Hgeom contains the detection probabilities according to the solid angle of the detectors,
and Hattn represents the attenuation of photons in the object (Section 4.1.3). In this
Chapter, the methodology associated with each correction is described.
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7.1/ ARC EFFECT

Due to the curved nature of the detector ring, LORs passing near the centre of the FOV
are more widely spaced than LORs at the extremities of the FOV (see Section 4.2.4). In
analytical reconstruction methods such as FBP, the data are assumed to be uniformly
sampled, so a resampling method must be used before the reconstruction process. For
iterative reconstruction algorithms, this effect is taken into account in the geometric model
of the system matrix (Hgeom in Equation 7.1).

7.2/ NORMALISATION

For PET data, the normalisation correction Hnorm is used to compensate for any non-
uniform sensitivity of the LORs.

All LORs passing through the centre of the FOV are orthogonal to their respective detector
surface (see Figure 7.1a). However, for LORs that do not intersect with the centre of the
FOV, the incoming photon will strike the crystal surface at a non-orthogonal angle and
the crystal thickness encountered will differ. At angles relatively close to 90 degrees
with the detector surface (P1 on Figure 7.1b), a thickness equal to the crystal length can
be traversed. At larger angles with the detector surface (P2 on Figure 7.1b), the larger
detector thickness leads to a higher intrinsic detection efficiency. Therefore, the intrinsic
detection efficiency is not uniform across the detector surface and is LOR-dependant, as
a given LOR will always provide the same striking angle.

!!
!"

Rotating	
source

!! !"<

Projection	profile	of	
the	source	on	the	

detecor

Signal

Radial	position

(a)

P1P2

Crystal

Normal	to	the	crystal	surface
Tangent	to	the	crystal	surface

<P1 P2

(b)

Figure 7.1: (a) Radial position of the rotating source on the projection profile, according
to the angle to the detector surface (θ1 and θ2). (b) The detector thickness encountered
by a photon striking the crystal surface normally (P1 in blue) is less than that encountered
by a photon striking at larger angles (P2 in red).

In addition, the non-uniform sensitivity of LORs can be further amplified by differences
in crystal efficiency caused by small random variations in crystal dimensions, changes in
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the amount of light transferred from the crystal to the SiPM or PMT, or systemic variations
in timing information.

A straightforward approach to obtaining the LOR-wise normalisation factor is the direct
inversion technique. In this case, data are collected for each LOR using a single source,
and the measured counts in each LOR are normalised to a single averaged value. While
this method is achievable with a rotating point or line source of 68Ge (Medicine, 1995), a
very large number of counts would be required to obtain a satisfactory count statistic per
LOR. In addition, low activity must be used to avoid dead time and pile-up effects. The
acquisition time required to obtain system-wide normalisation factors is therefore of the
order of days.

Alternatively, component-based normalisation methods (Hoffman et al., 1989; Ollinger,
1995; Medicine, 1995) using variance reduction techniques (Hoffman et al., 1989) can
be used to improve the statistical accuracy of the data and reduce the acquisition time.
For two detectors, denoted i and j, the resulting coincidence detection efficiency, denoted
ϵi, j, is the product of the individual detector efficiencies (ϵi and ϵ j) and the LOR geometric
efficiency, denoted gi, j, as:

ϵi, j = ϵiϵ jgi, j (7.2)

To obtain ϵi and ϵ j, data are collected using a planar or cylindrical source. A variance
reduction method is then used to reduce the statistical noise using data collected in the
opposite fan detectors (Hoffman et al., 1989). According to this method, the crystal effi-
ciency ϵui is estimated by summing all counts between the detector i in the scanner ring
u and a fan group of similar detectors opposite to it (Cu

i ). By computing all ϵui in a ring u,
and with a sufficiently large number of fan detector elements in Cu

i , it can be shown that:

ϵui =
Cu

i

Cu
i
, (7.3)

where Cu
i is the mean count observed over all detectors i in ring u. The geometric factors

gi, j are assumed to be constant, since the structure of a PET system is not expected
to change over time. Therefore, they are usually obtained (and later provided) by the
manufacturer using a single acquisition with very high statistics.

The first approach described in the section (rotating 68Ge source) used counts per LOR
to find the normalisation factors. In contrast, the component-based normalisation method
uses counts per detector, greatly reducing the statistical noise.

7.3/ ATTENUATION

Photon attenuation was introduced in Section 4.1.3, and is denoted Hatten in Equation 7.1.
The coincidence detection method used in PET imaging is particularly suited to correct
for photon attenuation. Consider a point source located at an unknown depth x in an
attenuating volume of uniform attenuation µ and thickness L along a given LOR. Then
the probabilities of two photons from the same annihilation, noted P1 and P2, escaping
the volume without attenuation (i.e. reaching the detector ring) are given by:
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P1 = e−µx and P2 = e−µ(L−x) (7.4)

The probability that both P1 and P2 escape the volume is given by their product:

P1 × P2 = e−µx × e−µ(L−x) = e−µL (7.5)

From the above Equation 7.5, it can be seen that the attenuation of a LOR is given by the
thickness L of the uniformly attenuating volume, and is independent of the source location
x.

Prior to the commercialisation of hybrid PET/CT systems, dedicated PET scanners could
use a rotating 68Ge point or rod source to acquire transmission images before, during, or
after the PET scan (Daube-Witherspoon et al., 1988). With the advent of PET/CT, the
estimation of attenuation correction factors (ACFs) has shifted from transmission imaging
with external radionuclide sources to CT-based ACFs estimation. The intensity of CT im-
ages is represented in Hounsfield unit (HU), which is a linear scaling of linear attenuation
coefficients. This scaling is performed according to the CT effective energy Ee f f , where
air and water are assigned values of −1000 HU and 0 HU, respectively. The effective en-
ergy is defined as the energy of a monochromatic (single-energy) X-ray beam having the
same attenuation coefficient as a polychromatic X-ray spectrum, such as that produced
by a CT tube. The HU value of a given image element, denoted HUel, is given by:

HUel = 1000 ×
µel(Ee f f ) − µwater(Ee f f )

µwater(Ee f f )
, (7.6)

with µel the linear attenuation coefficient of the image element, which can be isolated
knowing µwater:

µel(Ee f f ) = (1 +
HUel

1000
) × µwater(Ee f f ) (7.7)

Since µel depends on the effective energy Ee f f , and the CT beam energy is different from
the PET photon energy (50-80 keV versus 511 keV), a conversion method must be used
to perform PET attenuation correction using CT data. A basic approach is to segment
the CT image into three classes according to the HU values: air, soft tissue, and bone
(Kinahan et al., 1998). By using the linear attenuation coefficients of these materials
at the desired energy (511 keV), it is possible to obtain an attenuation map suitable for
attenuation correction at that energy. However, this simple approach is subject to error,
as image elements close to tissue boundaries contain a mixture of materials, that are not
modelled by the three classes defined earlier. In addition, tissues such as lungs have a
wide range of densities, leading to variations in the linear attenuation coefficient within
this region.

A hybrid approach has been proposed by Kinahan et al. (1998), combining CT segmen-
tation (tissue and bone) by HU-based thresholding and class-specific HU scaling. There-
fore, the linear attenuation coefficient as a function of HU is a piecewise linear function,
with a discontinuity at the chosen threshold. As bone has a relatively high atomic number
compared to tissue, there is a high probability of photoelectric interaction at X-ray ener-
gies. However, when considering an energy at 511 keV, the probability of photoelectric
interactions decreases significantly in favour of Compton interactions. At lower Z-values
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(soft tissue) both PET and CT energies favour Compton scattering. For this reason, a
monoscaling of the HU-energy mapping cannot hold for all tissue types. This problem
can be solved for any energy, denoted E, using a bilinear fitting approach described by
Burger et al. (2002):

µPET =

µ
PET
water(E)(1 + HUel

1000 ) if HUel ≤ 0

µPET
water(E) + HUel

µCT
water(µPET

bone−µ
PET
water)

1000(µCT
bone−µ

CT
water)

if HUel > 0
, (7.8)

where the linear attenuation coefficients µ are subscripted by the material (water or bone)
and superscripted by the associated energy (PET for 511 keV, CT for an effective energy).
This method provides a continuous mapping from the CT HU value and the PET energy-
specific linear attenuation coefficient. It can be expanded to allow for a trilinear fitting,
where an additional condition is used to more precisely map bone structures.

When the ACFs are obtained using a CT acquisition, the resulting attenuation map has
much better spatial resolution and sampling than PET images. Therefore, it is first down-
sampled using interpolation methods to match the pixel size of the PET image. The
spatial resolution of the resulting attenuation map is then matched to the PET spatial
resolution using a blurring filter.

7.4/ RANDOM COINCIDENCES

The two photons that form a random coincidence are generated from two unrelated an-
nihilation events. Random events add noise to the image affecting both the measured
activity uptake and image contrast. The data acquired by PET systems can be written as:

Rprompt = Rtrue + Rrandom + Rscatter, (7.9)

where Rprompt, Rtrue, Rrandom, Rscatter are the prompt, true, random, and scatter coincidences
count rates (see Section 3.4), respectively. According to this equation, it is possible to
perform a random correction by simple subtraction. However, since random events cannot
be precisely identified, they must be estimated. There are two common methods for
estimating random counts. The first is based on the well-known relationship between the
CTW width 2τ (see Section 3.4) and the single event rates between two detectors i and j
(i.e. per LOR), denoted S i and S j, respectively:

Ri j = 2τS iS j, (7.10)

where Ri j is the estimated randoms rate between detectors i and j. Because of its nature,
this method is often called the single rate (SR) method. The single event rates S i and S j

must be similar to the single event rates that can lead to coincidences, more specifically
random coincidences. Therefore, the single rate obtained just before the coincidence
processing (after energy discrimination) should be recorded and used. If SR is used to
correct for random events, the prompt sinogram and the single event per detector must
be recorded. Random correction is performed after data acquisition.

The second method is the delayed window (DW) method, which uses a second delayed
coincidence window. The DW is defined with an arbitrary time delay from the prompt
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CTW, and random coincidences are formed between these two windows. Because of
the delay between the windows, it is impossible for the two photons used to form the
random coincidences to have come from the same annihilation. By preventing the forma-
tion of true and scatter coincidences, the DW method can quantify the random count rate
between each pair of detectors.

It is worth noting that single event rates are much higher than the coincidence event rates.
Therefore, the random coincidence estimate provided by the SR method is less noisy than
the DW random estimate. Both methods have been compared and improved over time
(Casey et al., 1986; Stearns et al., 2003; Brasse et al., 2005; Torres-Espallardo et al.,
2008; Oliver et al., 2010, 2016), and thanks to several variance reduction techniques
developed for the DW method, the majority of contemporary PET systems use the DW to
correct for random events.

7.5/ SCATTER COINCIDENCES

Properly separating scattered coincidences from true coincidences is not a trivial task
(see Section 4.1.4), and a significant number of scatter correction methods have been
proposed in the literature (Zaidi, 2000; Zaidi et al., 2007; Polycarpou et al., 2011). The
most popular methods are model-based scatter correction (MBSC), based on single scat-
ter simulation (SSS) (Ollinger, 1995; Watson et al., 1996, 1997; Watson, 2000), an analyt-
ical modelling of the physical process inducing Compton scattering (Watson et al., 1996).
For the majority of detected scattered events, only one of the two annihilation photons un-
dergoes a Compton interaction, and single-scatter events account for 75% of the scatter
interactions occurring in the FOV (Zaidi et al., 2004). Therefore, MBSC methods compute
the single-scatter distribution, and upscale it to model the multiple scatter events.

SSS methods require an attenuation map, often obtained from a CT acquisition (see Sec-
tion 7.3), and an activity distribution map. Using SSS and an iterative reconstruction al-
gorithm, such as OSEM, a scatter estimate is simulated at each iteration (except the first)
and incorporated into the reconstruction process. The first iteration is performed without
scatter correction and the obtained image estimate is then used as the activity distribution
map (Iatrou et al., 2006; Zaidi et al., 2007). SSS does not estimate the correction of scat-
ter events occurring outside the FOV, mostly caused by activity located outside the FOV
and by inter-crystal scattering. Such events can be estimated by performing a short scan
of the body parts expected to be outside the FOV, or by extrapolation of the activity map
(Shao et al., 1996; Comanor et al., 1996; Wagadarikar et al., 2014; Zhang et al., 2019a).

With the advent of TOF-PET acquisitions, several methods have modified the scatter
estimation to include a time distribution of scattered events (Werner et al., 2006; Iatrou
et al., 2007; Watson, 2007; Conti et al., 2012). Watson et al. (Watson et al., 2018, 2020)
extended their SSS algorithm to the double scatter simulation (DSS), taking into account
for double scattered events. They showed that the combination of SSS+DSS accounts
for almost all internal scattering on modern PET systems.
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7.6/ DEAD TIME

To correct for dead time, it is common to use the scanner response in terms of single
rate. A popular method uses a uniform cylinder filled with a very high activity, where
data are acquired over a long duration, as the activity decays (Dönmez, 2017). At low
activities, the measured single rate, denoted S robs, can be considered to be free of dead
time effects. These low-activity data can then be extrapolated to estimate the dead time
free counting rates at higher activities, denoted S rext. Subsequently, for a given activity
and using a dead time model as defined in Section 4.3.1, the ratio S rext/S robs can be used
to obtain the expected dead time influence. This value can then be used as the dead time
correction factor. This process can be repeated for different desired activity levels, and
the results can be stored in lookup tables. However, a system-wide measurement of S robs

may not accurately reflect the counting rate differences between detector blocks. This can
be solved by acquiring S robs and S rext at the detector level, generating a lookup table per
block to provide a finer estimate of the dead time correction.

Although this method is conceptually simple, it is not without limitations. Yamamoto et al.
(1986) have shown that the dead time depends on the size of the object. In their work,
Vicente et al. (2013) have emphasised that dead time or pile-up corrections estimated
from the acquisition of a specific phantom may only be an approximation when applied to
another object. They focused on the simultaneous study of pile-up and dead time effects,
referred to as ‘effective dead time’. Their research revealed a linear relationship between
effective dead time and the singles-to-coincidences ratio (SCR). Using this relationship,
they proposed a method involving two separate acquisitions, one at low SCR and the
other at high SCR, to accurately estimate the pile-up and dead time corrections, respec-
tively. The resulting correction was shown to be valid over a wide range of activity levels,
accounting for the fact that each acquisition has a different effective dead time.

7.7/ POINT-SPREAD FUNCTION

In clinical PET imaging, the spatial resolution of the scanner is limited by several physical
factors. They have been discussed in the following sections: 4.1.1 Positron range, 4.1.2
Non-collinearity, 4.2.1 Crystal dimensions, 4.2.2 Crystal scattering, and 4.2.3 Depth-of-
interaction. According to the system matrix defined in Equation 7.1, these effects are
included in Hrange and Hblur.

The estimation and modelling of the spatial resolution of PET systems has been exten-
sively studied (see reviews by Rahmim et al. (2013) and Iriarte et al. (2016)). A common
method used to account for the effects of spatial resolution degradation is point spread
function (PSF) modelling. With a PSF model, the spatial resolution correction can be pre-
formed in projection space (on the acquired projection data), or in image-space (during or
after image reconstruction). Since the PSF of PET systems is non-uniform and degrades
from the centre of the scanner to the periphery of the FOV, the spatial resolution at each
point of the FOV should be considered in the PSF model.

Ideally, the factors that degrades the spatial resolution of the system would be empir-
ically determined, modelled, and then corrected. However, some of these effects are
very difficult or almost impossible to measure (Panin et al., 2006), making purely empir-
ical methods impractical. Several approaches have been proposed in the literature to
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estimate the spatial resolution of the system: experimentally, from a set of point or line
source measurements (Panin et al., 2006; Alessio et al., 2008; Tohme et al., 2009; Rapis-
arda et al., 2010); mathematically, using analytical models (Staelens et al., 2004; Rahmim
et al., 2008); statistically, using MC simulations (Qi et al., 1998; Alessio et al., 2006); or by
hybrid methods (Johnson et al., 1995; Yamaya et al., 2005). As there is no single solution
to PSF modelling, the observed performance is highly dependent on design choices and
implementation.

The limited spatial resolution of the system results in a phenomenon often referred to as
partial-volume effect (PVE), where spillover between neighbouring structures of different
activity leads to qualitative and quantitative errors in the reconstructed images. As shown
in Figure 7.2, for any small, high-activity source embedded in a low-activity background,
PVE spreads the signal. Similarly, for small tumours, PVE can make the tumour appear
larger and less aggressive than it actually is. PVE generally affects structures whose
size is less than 2-3 times the FWHM of the system (Soret et al., 2007). There are no
PVE correction methods directly implemented on clinical systems (for a review of PVE
correction methods, see Bettinardi et al. (2014)), but PSF modelling mechanically helps
to reduce this effect.

Figure 7.2: Illustration of the partial volume effect spillover between structures.

7.8/ DECAY

During a PET acquisition, the injected radiotracer will decay according to the decay con-
stant, denoted λ:

λ =
ln 2
T1/2

(7.11)

where T1/2 is the half-life of the radionucleid. The activity measurement of the source is
usually performed in a dose calibrator prior to administration to the patient. Knowing the
calibration time, it is possible to calculate the decay-corrected activity at the start of the
PET scan. Consider a known activity injection at time t0 and a frame later acquired at time
t1 for a duration denoted ∆t. The decay correction to the start of the acquisition, taking
into account the decay before and during acquisition, denoted Ct1

decay, is given by:

Ct1
decay = λ∆t

eλ(t1−t0)

1 − e−λ∆t
(7.12)
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7.9/ WELL-COUNTER

Up to this point, the reconstructed images reflect the relative concentration of the radio-
tracer in the scanned object in counts per second (cps). The absolute concentration of
the radiotracer is needed to quantitatively characterise the amount of radionuclide that
has been concentrated in a particular region of the object.

A calibration acquisition, called a well-counter calibration (WCC), can be performed to
find the proportionality factor needed to obtain quantitative PET images in kBq.mL−1. A
uniform cylinder is filled with water, and a known activity is injected into the phantom.
To accurately quantify the activity concentration in the phantom, the calibrated activity
should be corrected for residual activity in the syringe or injector. The phantom is then
imaged and the acquired data are reconstructed with all the available corrections. The
radioactivity concentration in the central part of the phantom is then correlated with the
reading from the dose calibrator (corrected for decay), and the calibration factor between
cps and kBq.mL−1 is extracted. This correction can be used directly in the reconstruction
process or a posteriori on the reconstructed images.
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MOTIVATION OF THE THESIS

PET is a nuclear imaging technique that provides functional information about the object
being imaged. It is a medical and research tool used in both preclinical and clinical
settings. It exploits the properties of radionuclides that decay by emitting positrons (β+)
(Chapter 2). The instrumentation of a PET system is complex. PET detectors placed
around the object being scanned convert photons into an electronic signal that is further
processed into coincidence events (Chapter 3). However, the events acquired by PET
systems are subject to biases induced by the physics of positron emission, and by the
detection method itself (Chapter 4). The acquired data are organised into appropriate
data structures (Chapter 5) so that they can be fed into reconstruction algorithms with
appropriate corrections to obtain a quantitative PET image (Chapter 6). Over time, many
correction methods have been developed to account for the various biases present in the
acquired data (Chapter 7).

Nevertheless, PET imaging continues to evolve, as the last few decades have shown.
The most notable advances are the use of Time-of-flight information, the Point-spread
function correction, the switch from PMTs to Silicon photomultipliers, and the production
of long axial FOV systems. A more recent development (enhanced by the advent of
long axial FOV PET) is whole-body dynamic PET imaging, where multi-pass multi-bed
PET data can be acquired to provide additional temporal information compared to current
clinical protocols. Using this acquisition mode, tracer kinetics can be acquired at the
voxel level and used to generate parametric images using kinetic modelling. Research
is ongoing to improve reconstruction algorithms and correction, reduce system costs,
optimise instrumentation, and improve patient safety and comfort through lower doses
and shorter scans. Such research often represents a significant financial investment. Not
all research groups have regular access to a clinical PET system, and the purchase of a
dedicated research PET system is out of reach for the majority of research laboratories,
especially for systems equipped with the latest technologies. For research carried out by
PET system manufacturers, the immobilisation of prototypes, new detector materials, or
structures can also lead to high financial expenditure.

The design, optimisation, and understanding of PET systems can be facilitated by the
use of simulators. In nuclear medicine, simulators were initially used by manufacturers to
design and optimise new PET systems. Outside an industrial environment, simulations
have also been recognised as a valuable tool for a number of applications: evaluation
of image reconstruction algorithms, correction techniques, dosimetry, and pharmacoki-
netic modelling (Zaidi, 1999). They also offer more flexibility than could be achieved
with physical phantoms (Buvat et al., 2006), and require fewer resources and less cost.
MC-based simulators are considered the gold standard in nuclear medicine because
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they can adequately model the physical processes that occur during radiation trans-
port in media (Rogers, 2006). Among the various MC simulators, Geant4 Application
for Tomographic Emission (GATE) (Jan et al., 2011) is a well-known simulation toolkit
based on Geant4, historically developed for nuclear imaging with specific layers for mod-
elling sources, detection geometries, and detector electronic responses. GATE has been
successfully used to validate the performance of several existing PET systems and to
study the impact of different detector designs (Salvadori et al., 2020; Simon et al., 2004;
Schmidtlein et al., 2006; Lamare et al., 2006; Delso et al., 2009; Sheen et al., 2014; Lu
et al., 2016; Li et al., 2017; Kowalski et al., 2018; Teimoorisichani et al., 2019).

Once validated, the MC model of a PET system can be used to obtain various PET data.
In recent years, deep learning (DL) has been successfully applied in medical imaging
for image classification, segmentation and denoising tasks (Cai et al., 2020; Han, 2021).
For medical imaging applications such as classification, segmentation, and denoising, the
main challenge of DL is the need for large datasets. A MC model can be used to generate
such datasets, enabling the design and training of DL architectures for PET imaging. One
application could be the denoising of PET data for techniques such as dynamic imaging.
Initiated in 2004 at the CGFL, the clinical research protocol TREN1 aims to improve the
value of PET imaging during neoadjuvant chemotherapy for newly diagnosed breast can-
cer patients. In this protocol, dynamic first-pass acquisitions are systematically performed
to extract tumour blood flow. As these clinical data are extremely noisy, a Gaussian filter
is often used to reduce the noise in the reconstructed PET image. However, such a filter
can smooth out important structures in the image and affect quantification. The joint use
of a denoising DL architecture and a MC model could provide an alternative method for
denoising PET images. For data acquired during the TREN protocol, it could replace the
Gaussian filtering of the images, potentially improving image-based analyses.

In July 2017, the CGFL became the first French establishment to be equipped with a dig-
ital PET/CT scanner: the Discovery MI (DMI) scanner, manufactured by GE HealthCare
(GE HealthCare, Chicago, Il, USA). The purchase of this system was accompanied by a
research collaboration agreement between GE HealthCare and the Nuclear Medicine de-
partment of the CGFL, which led to this thesis. The availability of a PET system equipped
with the latest technological improvements (TOF, SiPMs) and the collaboration with the
manufacturer was an opportunity to participate in research efforts aimed at improving
PET imaging. At the beginning of this work (November 2019), no MC model of the DMI
was proposed in the literature. In this thesis work, we aim to provide a complete MC
model for the 4-ring DMI scanner, with the long-term view of obtaining a tool to improve
image quality. The validation of the model is carried out according to the NEMA standard,
including tests related to the image reconstruction of the simulated data and to the study
of the TOF capabilities of the system.

1Tomographie par émission de positons au 18F-FDG pour évaluer précocement la REponse au traitement
Néoadjuvant des cancers du sein.
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CHARACTERISATION OF THE GE DMI

4-RING PET/CT SCANNER

The NEMA NU 2 standard, formally titled ”Performance Measurements of Positron Emis-
sion Tomographs”, is a widely recognised standard developed by the National Electrical
Manufacturers Association (NEMA) consortium which specifies procedures for evaluating
and reporting the performance characteristics of PET scanners. By providing standard
guidelines, it aims to ensure consistency and comparability of performance measure-
ments across different PET systems. This consistency allows practitioners, researchers,
and manufacturers to evaluate and compare the capabilities of different PET scanners.
PET manufacturers often provide a system-specific manual on how to perform the NEMA
tests on their system (indicating procedures and recommendations), and a toolbox to per-
form the NEMA analyses. In its latest version, the NEMA NU 2-2018 codifies the mea-
surement of various aspects of PET scanner performance, including sensitivity, count rate
performance, spatial resolution, image quality, accuracy of corrections, and TOF resolu-
tion. It also provides guidelines for evaluating the accuracy of PET/CT co-registration.
The aim of this chapter is fourfold: 1) to introduce and define the metrics commonly
used to characterise PET systems; 2) to evaluate the performance characteristics of the
General Electric (GE) 4-ring DMI scanner, using the tools provided by the manufacturer;
3) to compare our performance results with those available in the literature; and 4) to
develop and validate our own performance analysis tool using the experimental data.
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9.1/ 4-RING DMI SCANNER: INSTRUMENTATION AND DATA RECON-
STRUCTION

The DMI is a SiPM-based PET/CT scanner manufactured by GE HealthCare (GE Health-
Care, Chicago, Il, USA). It has a modular digital detector design in which three to six PET
detector rings can be axially stacked to provide axial FOVs of 15 to 30 centimetres (5 cm
per ring). A DMI with an axial FOV of 20 cm would therefore be referred to as a 4-ring
DMI scanner, or DMI4 scanner for short.

DMI systems combine a TOF-capable PET tomograph and a multi-slice CT scanner. Ta-
ble 9.1 summarises the geometric characteristics for a single PET ring of a DMI scanner.
The PET ring diameter is 744 mm for a transaxial FOV of 700 mm, and the CTW width
for the DMI4 is 4.9 ns. Energy discrimination is performed using an energy window, with
lower and upper energy thresholds at 425 and 650 keV, respectively. A technological
feature of this PET scanner is the compton scatter recovery (CSR) (Wagadarikar et al.,
2014). This algorithm uses inter-block information to track events when an annihilation
photon Compton scatters between adjacent blocks. Events for which the summed en-
ergy falls within the defined energy window are recovered. It has been shown that CSR
improves the sensitivity of the system by 20% (Wagadarikar et al., 2014).

Table 9.1: Geometric characteristics of the 4-ring DMI scanner. For the SiPM array, only
the active area (transaxial × axial) is given.

Structure Contains
Size

(transaxial x axial x length)
Number per ring

Crystal LYSO 3.95 × 5.3 × 25 mm3 4896
Block 4 × 9 crystals 15.8 × 47.7 × 25 mm3 136
Module 4 × 1 blocks 64.5 × 47.7 × 25 mm3 34
SiPM array 2 × 3 SiPM 12 × 12 mm2 408

The DMI4 scanner can operate in 3D acquisition mode (see Section 5.1), and the data
are stored in 3D sinograms of dimensions 415 (radial bins) × 1261 (planes) × 272 (pro-
jections). In the case of a 3D acquisition with TOF information, the 3D+TOF sinogram
dimensions are 1261 (planes) × 29 (time) × 415 (radial bins) × 272 (projections). In ad-
dition, the data can be stored in list-mode, where the timestamp, energy, and detector
identifiers are recorded for both photons of all coincidences. When time information is
recorded, the acquisition is performed with a time sampling of 13.02 ps, and then the
data are mashed by a factor of 13. The resulting sampling (13 × 13.02 = 169.26 ps) does
not penalise the reconstruction of TOF data (the Nyquist–Shannon sampling theorem is
respected), since 1/169.26 ≥ 2×1/385, where 385 is the temporal resolution (in ps) given
in the manufacturer’s datasheets for the DMI4 scanner GE Healthcare (2016b).

Reconstruction of PET data is performed using a proprietary offline reconstruction pack-
age implemented in MATLAB, hereafter referred to as the PET toolbox (GE HealthCare,
Chicago, Il, USA). It includes reconstruction algorithms such as FBP, FORE, OSEM and
Q.Clear, an implementation of the BSREM algorithm (Ross, 2014). Several correction
methods are provided within the PET toolbox: normalisation, decay, WCC, attenuation
(from CT data), deadtime, random (implementation of the SR method called randoms
from singles (RFS)), and scatter (SSS method) corrections (Stearns et al., 2003; Iatrou
et al., 2004, 2006; Polycarpou et al., 2011). In addition, iterative reconstructions can
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incorporate TOF information and PSF modelling. Table 9.2 presents the three sets of
reconstruction parameters used in this work. The VPFX parameter sets describe a TOF-
OSEM reconstruction, where VPFX-DEF is the manufacturer’s recommended set for the
NEMA image quality standard. The VPFX-CLIN parameters are chosen to be identical
to those used in clinical TOF-OSEM reconstructions of patient data. The VPHD set has
been chosen to perform the NEMA accuracy of corrections test.

Table 9.2: Parameters of the VPHD, VPFX-DEF and VPFX-CLIN reconstructions.

Reconstruction name VPHD VPFX-DEF VPFX-CLIN
Reconstruction algorithm OSEM OSEM OSEM
TOF information No Yes Yes
PSF correction No No No
Iteration number 2 4 2
Subset number 34 34 17
Transverse filter type Gaussian Gaussian Gaussian
Filter size (mm, FWHM) 5.0 2.0 6.4
3-point Z-filter Heavy (2) No Medium (4)
Matrix size (pixel) 128 × 128 × 66 384 × 384 × 71 256 × 256 × 71
Pixel size (mm) 1.04 × 1.04 × 2.79 1.04 × 1.04 × 2.79 2.73 × 2.73 × 2.79
Transverse FOV size (mm) 180 400 700

9.2/ DMI PERFORMANCE EVALUATION

Measurements of the performance characteristics of the DMI scanner were carried out in
2017, 2020, 2021 and 2022 by the senior physicist of the Nuclear Medicine Department
of the CGFL. Data acquisition was performed according to the manufacturer’s guidelines,
in compliance with the NEMA standard. These data were then analysed using the tools
provided by the manufacturer, hereafter referred to as the ”GE console”, which is a MAT-
LAB implementation of the NEMA NU 2-2012 standard. The implementation details of
the NEMA tests in the GE console are not available.

In order to be independent of the NEMA analysis tool provided by the manufacturer,
a software called NEMA Analysis Tool (NEAT) was developed from scratch during this
thesis. The analyses were implemented in NEAT according to the NEMA NU 2-2018
guidelines. Although the core of NEAT is written in Python, it is interfaced with code in
other languages for specific NEMA-related tasks, in particular C++ for image analysis and
segmentation using the Insight Toolkit (ITK).

Two components of NEAT are used in this chapter: the NEMA analysis methods and the
data management interface called SinoGenerator. This interface, developed in Python,
is based on look-up-tables (LUTs) provided by the manufacturer under a non-disclosure
agreement (NDA), which link the axial and transaxial crystal indices of the DMI4 detectors
to a 3D sinogram bin. The SinoGenerator can generate: a RFS sinogram from the exper-
imental singles per detector; 3D and 3D+TOF sinograms from an experimental list-mode,
and a SSRB sinogram from an experimental 3D sinogram. It was validated against the
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expected sinograms obtained using the manufacturer’s tools1.

The raw acquisition data from each experiment were stored in Hierarchical Data Format
(HDF) files (one file per frame). This format allows the storage of heterogeneous data
(sinograms, injection time, acquisition parameters, etc.), and its structure is defined by the
manufacturer. These files were used to analyse the data from each experiment with both
the GE console and NEAT. In the following sections, all the methodology related to the
NEMA analysis is described as implemented in NEAT. This software has been validated
by comparing the produced NEMA analysis results with those of the GE console. The
validation results are presented in Section 9.3, alongside the experimental results. When
necessary, random sinograms were generated using the RFS method implemented in
NEAT from the single event rates contained in the HDF files.

9.2.1/ SENSITIVITY

9.2.1.1/ AIM AND ASSOCIATED METRICS

The sensitivity of a PET system, denoted S , represents its ability to detect true coinci-
dence photons. It is mainly determined by the solid angle of coverage of the imaged
object and by the detection efficiency, denoted ϵ, of the system. The detection efficiency
of a detector can be expressed as:

ϵ = 1 − e−µdet x, (9.1)

where µdet is the linear attenuation coefficient of the detector material (see Section 4.1.3)
and x is the detector thickness encountered. In a PET system, since the recorded events
are energy-discriminated, only a fraction of the detected events are retained. Therefore,
Equation 9.1 can be modified as follows:

ϵ = (1 − e−µdet x)ω, (9.2)

where ω is the fraction of events remaining after energy discrimination (with ω ∈ [0, 1]).
Since coincidences require the detection of two events, the detection efficiency of coinci-
dences is given by ϵ2, the probability of detecting the two annihilation photons.

For a point source placed at the centre of the FOV, the maximum geometric efficiency,
denoted HCFOV

geom , is expressed as:

HCFOV
geom =

Adet

4πR2 , (9.3)

where R is the distance between the point source and the detector, i.e. the PET ring
radius, and Adet is the area of the detector facing the source.

Finally, the sensitivity of a PET scanner for a positron-emitting point-source placed at the
centre of the FOV and located in an absorbing medium of linear attenuation coefficient
and total thickness denoted µmed and T , respectively, can be expressed as follows:

1Only the RFS implementation in NEAT showed some slight differences compared to the experimental
RFS sinogram. A relative difference of 0.5% was found between NEAT and GE console for the total random
estimate, and up to 4% error across all bins of the sinograms.
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S = HCFOV
geom ϵ

2e−µmedT (9.4)

In practice, Equation 9.4 is more complex (Cherry et al., 2012). The detection efficiency
may differ between pairs of detectors and will vary according to the position of the source
in the FOV. In addition, the geometric efficiency depends on both the shape of the source
and its position in the FOV.

9.2.1.2/ NEMA METHODOLOGY

Ideally, the sensitivity measurement would be made ”in air”, without any attenuating ma-
terial. This would avoid the attenuation of the annihilation photon, thus avoiding count
losses and the recording of scattered events caused by the presence of the absorbing
medium. Under this condition, Equation 9.4 can be written as follows:

S = HCFOV
geom ϵ

2 (9.5)

However, a significant amount of material is required to enable positron annihilation. In
addition, this material attenuates the annihilation photons, leading to a bias in the mea-
sured count rate. The NEMA standard proposes the extrapolation of an absorber-free
sensitivity from successive acquisitions made with a linear source of known activity and
an absorber of known attenuation and varying thickness.

For each experiment, a 700 mm long line source with an internal diameter of 1 mm was
filled with 2.9 ± 0.7 MBq of 18F-FDG at the start of the acquisition2. The activity, denoted
Acal, was recorded at a time Tcal using a dose calibrator. This source was inserted into a
1.25 mm thick aluminium sleeve and placed in the centre of the transaxial FOV, aligned
with the longitudinal axis of the scanner. Correct positioning of the source was ensured
using a dedicated software provided by the manufacturer. The gantry required to support
the source was placed outside the FOV (see Figure 9.1).

Five successive acquisitions were made, increasing the number of aluminium sleeves
around the source for each acquisition, according to the dimensions given in Figure 9.2
and Table 8.3. The acquisitions were indexed by j, representing the number of aluminium
sleeves (j ∈ J1, 5K). For each acquisition, the start time Tj, the duration Tj,acq (60 seconds
for all acquisitions) and the number of counts were recorded. The acquired counts were
organised into direct slices using SSRB (see Section 5.2.2.2), and the count rate Rj,i was
calculated for each slice i by dividing the number of counts in the slice i by the acquisition
time Tj,acq. The values of Rj,i were corrected for random counts using the SR method (see
Section 7.4).

The global count rate Rj is given by the sum of all slices i of acquisition j (Rj =
∑

i Rj,i).
Each Rj was corrected for radioactive decay before and during the acquisition to obtain
Rcorr,j, as follows:

Rcorr,j =
Tj,acq ln 2 · e

Tj−Tcal
T1/2

ln 2

T1/2

(
1 − e

Tj,acq
T1/2

ln 2
) Rj, (9.6)

2Average and standard deviation of our four experiments.



62 CHAPTER 9. CHARACTERISATION OF THE GE DMI 4-RING PET/CT SCANNER

Figure 9.1: Image of an experimental NEMA sensitivity acquisition performed at the
CGFL. The line source was placed in one aluminium sleeve, and the support gantry was
placed outside the FOV.

Sleeve
number

Inside
diameter

(mm)

Outside
diameter

(mm)
1 3.9 6.4
2 7.0 9.5
3 10.2 12.7
4 13.4 15.9
5 16.6 19.1

Figure 9.2 & Table 9.3: Illustration of the NEMA sensitivity measurement phantom (sagit-
tal plane) and dimensions of each aluminium sleeve.

where T1/2 is the half-life of the radionuclide. Using the five corrected activities, the
attenuation-free count rate, denoted Rcorr,0, was obtained by fitting the measured data
(least-square fit) according to:

Rcorr,j = Rcorr,0e−µM ·2Xj , (9.7)

where Xj is the thickness of the accumulated aluminium sleeves (2.5 mm per sleeve),
and µM is the attenuation value in metal. It is set as an unknown in the fitting process to
compensate for a small amount of scattered radiation. The system sensitivity, denoted
Stot, was then calculated as the ratio of the attenuation-free count rate to the calibrated
activity:
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Stot =
Rcorr,0

Acal
(9.8)

This procedure was then repeated at a radial offset of 10 cm from the centre of the field-
of-view (CFOV). Furthermore, the sensitivity of each slice, denoted Si, was calculated
for j = 1 (only the smallest aluminium sleeve) using the measured count rate R1 at 0 cm
radial offset as follows:

Si =
R1,i

R1
Stot (9.9)

9.2.2/ COUNT LOSSES AND SCATTER FRACTION

9.2.2.1/ AIM AND ASSOCIATED METRICS

A PET system records a prompt coincidence rate Rprompt, which includes true, random,
and scatter coincidences, denoted Rtrue, Rrandom, and Rscatter, respectively (see Equation
7.9). The presence of scatter and random events adds noise to the true coincidence rate.
The NECR is commonly used to characterise the dependence between true, random, and
scatter coincidences. In the case of a uniform phantom reconstructed with an analytical
algorithm (FBP), it has been shown that there is a proportional relationship between the
SNR on the image and the NECR (Dahlbom et al., 2005). Lets consider a real system
in which the measurement of prompt coincidences would be corrected for random and
scatter events. Then, the NECR can be defined as the equivalent count rate of an ideal
system that would produce the same level of statistical noise as this real system. It is
formulated as follows:

NECR =
Rtrue

2

Rtrue + Rscatter + kRrandom
, (9.10)

where k is a constant of value 1 or 2, depending on the noisiness of the random esti-
mation. k = 1 is used for DW with variance reduction techniques and SR, while k = 2 is
used for DW with the direct subtraction method (see Section 7.4). The value of the NECR
is usually reported as a function of activity to identify the linearity range of the scanner.
This function can be used to find the NECR peak, which represents the maximum SNR
achievable in the acquired data for a given system. Any increase in activity beyond this
point would be detrimental to the SNR.

The NECR is a metric often used to compare the performance characteristics of different
PET systems. Since its evaluation is highly dependent on the source distribution and
the attenuating material, the NECR of different systems can only be compared if highly
standardised measurement guidelines are followed. To this end, the NEMA standards
define a procedure based on the work of Strother et al. (1990).

9.2.2.2/ NEMA METHODOLOGY

A 700 mm-long linear source with a diameter of 3.2 mm was inserted into a polyethylene
phantom with an outer diameter of 203 mm and a length of 700 mm. The line source was



64 CHAPTER 9. CHARACTERISATION OF THE GE DMI 4-RING PET/CT SCANNER

placed at a radial distance of 45 mm from the centre of the phantom, in the source insert
designed for this purpose. The source was filled with a solution of 18F and the activity
at the start of the acquisition, denoted Acal, was between 719 and 791 MBq for all years.
This activity allows the measurement of the peak noise equivalent count rate, denoted
RNEC,peak, and peak true count rate, denoted Rt,peak.

The phantom was placed on the patient’s bed, parallel to the scanner axis, with the line
source insert closest to the patient’s bed (as shown in Figure 9.3).

(a) (b)

Figure 9.3: (a) Illustration of the positioning of the cylindrical phantom according to the
patient bed and to the system CFOV. (b) Image of the cylindrical phantom placed in the
DMI4 scanner.

The patient bed was positioned 150 mm below the centre of the transverse FOV. The
phantom was then centred on the FOV using positioning lasers to place the line source
at 45 mm from the centre of the FOV. A total of 24 frames were acquired over ten hours:
17 contiguous acquisitions of 15 min, followed by seven acquisitions of 25 min, each
separated by 25 min. Random events were estimated using the SR method (k = 1 in
Equation 9.10). The resulting prompt and random 3D sinograms were first rebinned into
2D sinograms using SSRB. Then, for each 2D sinogram, all slices were summed to obtain
a single slice. The analysis described below was applied to each single-slice sinogram of
the 24 frames, but the frame index is not included in the following equations to make this
rection easier to read.

All coincidences more than 120 mm from the transaxial axis of the scanner were removed
from both prompt and random single-slice sinograms. Total event counts, denoted Ctot,
and random counts, denoted Cr, were calculated as the respective sum of these sino-
grams. The centre of the line source response was determined for each projection by
finding the maximum pixel value in the prompt sinogram. Using the location of this maxi-
mum, each projection was shifted to align the maximum with the centre of the radial axis
of the sinogram (see Figure 9.4). The resulting aligned sinogram was then summed on
the projection axis to obtain C(r), a 1D profile of the coincidences arranged according to
their distance from the line source response in millimetres, denoted r.



9.2. DMI PERFORMANCE EVALUATION 65

(a) (b)

Figure 9.4: Line source shift during the NECR analysis, with (a) the original single-slice
prompts and (b) the maximum-shifted line source with the 120 mm band applied.

Given the size of the line source and the shape of the phantom, it can be assumed
that true coincidences can only occur within a 40 mm band centred on the line source.
Therefore, any coincidence registered outside this 40 mm band is considered to be either
a scatter or a random coincidence. However, as the profile is sampled in pixels, the edges
of the band may not fall directly on a pixel centre, as shown in Figure 9.5. To overcome
this, the counts per pixel at the left and right edges of the 40 mm band, denoted CL and
CR, respectively, were obtained by linear interpolation using the pixels adjacent to the
± 20 mm marks (shown in red). The pixels containing the -20 mm and +20 mm marks
are denoted PL and PR, respectively (outlined in bold font). The position of the band
within these pixels is defined by continuous indices, denoted P−20.0 and P20.0 (represented
by blue dots). The partial pixel counts of the left and right edges outside the band are
denoted Cout

L and Cout
R (represented in green).

Figure 9.5: Illustration of the 1D profile of coincidences arranged according to their dis-
tance from the line source. A 40 mm band is placed around the maximum value, and the
values for CL and CR are interpolated from the values of neighbouring pixels. The total
random and scattered counts can then be estimated (in cyan).
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The number of random plus scatter counts on the outer left part of the -20 mm edge,
denoted Cleft,r+s, can be calculated as:

Cleft,r+s = Cout
L +

PL−1∑
P=0

C(P) (9.11)

Similarly, considering Pmax as the rightmost pixel of the 1D profile, Cright,r+s can be calcu-
lated as:

Cright,r+s = Cout
R +

Pmax∑
P=PR+1

C(P) (9.12)

The random and scattered counts located within the 40 mm band, denoted Ccentre,r+s, can
then be obtained by calculating the area of the trapezoid defined by the values CL, CR,
and the size of the band defined by the continuous index of the partial pixels:

Ccentre,r+s = (CL + CR) × (P20.0 − P−20.0)/2 (9.13)

The total random and scatter counts Cr+s is defined as:

Cr+s = Cleft,r+s + Ccentre,r+s + Cright,r+s (9.14)

Equation 9.14 is used to obtain the system scatter fraction, denoted SF, and the true and
scatter event counts, denoted Ct and Cs, respectively:

SF =
Cr+s − Cr

Ctot − Cr
(9.15) Ct = Ctot − Cr+s (9.16) Cs = Cr+s − Cr (9.17)

From the different event counts mentioned above, the respective count rates, denoted R,
can be obtained by normalising by the duration of the frame. Finally, the NECR, denoted
RNEC, was calculated as follows:

RNEC =
Rt

2

Rtot
(9.18)

All calculated rates (including NECR) were calculated for each frame and reported ac-
cording to the average activity, denoted Aave of each frame starting at time T and of
duration Tacq:

Aave = Acal
T1/2

Tacq ln 2
exp

(
ln 2

Tcal − T
T1/2

) [
1 − exp

(
ln 2

Tacq

T1/2

)]
, (9.19)

where Acal is the source activity at the calibration time, and T1/2 is the half-life of the
radionuclide.
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9.2.3/ SPATIAL RESOLUTION

9.2.3.1/ AIM AND ASSOCIATED METRICS

In Section 7.7, the various detrimental effects on spatial resolution were introduced,
where a PSF can be used to describe the system response to a point source as a function
of its position in the FOV. Assuming that all these effects have a Gaussian shape, we can
calculate the spatial resolution of the system (FWHM in millimetres), denoted RS, as a
function of the radial distance r of the source from the centre of the FOV Moses (2011):

RS = C

√(
d
2

)2

+ s2 + (0.0044R)2 + b2 +
12.5r
√

r2 + R2
, (9.20)

where d is the crystal width, s is the positron range, R is the radius of the scanner ring,
b is the decoding factor. C is a multiplicative factor that is used to account for errors in-
duced by the reconstruction algorithm. In the square root, the first term (d/2)2 is due to
the detector size (see section 4.2.1) and has the most significant impact on the spatial
resolution of clinical PET systems. The second and third terms, s2 and (0.0044R)2 respec-
tively, are related to the positron range (see section 4.1.1) and the photon non-collinearity
(see section 4.1.2). Since the effects of these two terms cannot be reduced, they are
considered fundamental limits of spatial resolution in PET. The fourth term b2 is due to
the optical multiplexing used for crystal identification (see section 3.3). In the case of a
(1:1) coupling between photodetectors and crystals, this term is set to 0. The last term
12.5r/

√
(r2 + R2) represents the error due to by the lack of information about the DOI (see

section 4.2.3). The value of this term depends on the scintillation material used (BGO,
LSO or LYSO crystals), and its effect is reduced by the use of DOI techniques. Finally, the
global multiplicative factor C accounts for the sampling error induced by the non-uniform
distribution of LORs in image space.

9.2.3.2/ NEMA METHODOLOGY

The methodology proposed in the NEMA NU 2-2018 standard was followed to charac-
terise the intrinsic spatial resolution of the DMI4 scanner along its three axes (axial, ra-
dial, and tangential). A set of three 18F-FDG point sources was placed at 1, 10, and 20
cm from the CFOV in the radial direction. To obtain point sources, capillaries were filled
so that only one of their extremities contained the radiotracer solution. The source set
was first positioned in the central transverse plane of the scanner, and then at an offset
of three-eighths of the axial FOV, i.e. 76 mm from the CFOV. Each set position was
imaged separately, and the correct source positioning was ensured using the alignment
tool provided by the manufacturer (see Figure 9.6).

Image reconstruction was performed using the FBP algorithm provided in the PET tool-
box, with a ramp filter and a cut-off at the Nyquist frequency (no smoothing). The recon-
struction was centred on the sources with a transverse FOV of 250 mm to obtain a voxel
size of 0.65 × 0.65 × 2.79 mm3.

For each of the six known point source positions, small region of interest (ROI) were used
to find the location of the maximum pixel value. Using this maximum, three 1D profiles
(one per scanner axis) were extracted for each of the six point source to determine their
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Figure 9.6: Image of the NEMA spatial resolution test performed experimentally on the
DMI4 scanner at the CGFL. A set of three point sources is positioned using the patient
bed and lasers.

3D response function. The response functions had radii of 10.73, 10.73 and 12.56 mm
when set in the radial, tangential and axial directions, respectively. The peak value of
each profile was determined using a three-point parabolic fit. The spatial resolution in
each measurement direction was calculated in terms of FWHM and full width at tenth
maximum (FWTM), in millimetres. Values were obtained by linear interpolation based on
the two points adjacent to half and tenth of the maximum value.

9.2.4/ IMAGE QUALITY

9.2.4.1/ AIM AND ASSOCIATED METRICS

The assessment of image quality (IQ) in PET is a challenging task influenced by biolog-
ical and physical factors. In addition, the IQ of PET images is highly dependent on the
reconstruction algorithm and its parameters. The contrast recovery coefficient (CRC) can
be used to quantify the contrast between high and low activity regions. In the NEMA 2018
report, the general formulation of the CRC, expressed as a percentage, is:

CRC =
Cmeas − 1
Ccal − 1

× 100, (9.21)

where Cmeas is the measured contrast and Ccal is the expected contrast derived from the
known activities in the phantom for the hot spheres and the background.

The NEMA 2018 report also defines background variability (BV) to quantify the variability
between different background ROIs. Similarly, image roughness (IR) can be used as an
additional metric (non-NEMA) to quantify the noise in all the background ROIs considered
as a single large background region Tong et al. (2010). Both metrics are evaluated over
K ROIs of the same size, each containing P pixels. The BV and the IR are expressed as
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follows:

BV =

√
1

K−1
∑K

k=1(µk − µK)2

µK
(9.22)

and

IR =
1
K

K∑
k=1

√
1

P−1
∑

p∈ROIk(Ip − µk)2

µk
, (9.23)

where Ip is the intensity of the pixel p, and µk is the average value of all pixels inside the
ROI k:

µk =
1
P

∑
p∈ROIk

Ip, (9.24)

and µK is the average of the ROIs means (µk) over all K ROIs:

µK =
1
K

K∑
k=1

µk (9.25)

9.2.4.2/ NEMA METHODOLOGY

The image quality test was performed on the DMI using an International Electrotechnical
Commission (IEC) body phantom containing four (NEMA NU 2-2012) or six (NEMA NU
2-2018) hot lesions in an activity-filled background. The lesions are represented by six
spheres of 10, 13, 17, 22, 28 and 37 mm diameter. The background was filled with 5.3
± 0.1 kBq.mL−1 of 18F, and the activity of the hot sphere was chosen to give a sphere-to-
background ratio (SBR) close to 4:1. The body phantom was centred in the FOV so that
the centre of the spheres was in the central plane of the axial FOV. The noise equivalent
count (NEC) phantom (see section 9.2.2) was placed on the patient’s bed outside the
imaging FOV, aligned with the body phantom (see Figure 9.7), and the line source was
filled with approximately 120 MBq of 18F. Three acquisitions were performed. To obtain the
same number of counts for the three acquisitions, their duration was adjusted according
to the decay of 18F (see Section 7.8).

The acquired data were reconstructed using the VPFX-DEF reconstruction (see Table
9.2) with all available corrections except the PSF modelling (see Section 9.1). When
this NEMA standard is performed with the GE console, the source and background ROIs
have been placed automatically. However, if an error occurs during this process, the user
can manually change the ROIs locations. The GE console is an implementation of the
NEMA NU 2-2012 standard, where only the four smallest spheres are hot. The NEAT
implementation of this NEMA analysis has been performed as described below.

Using the axial image slice passing through the centre of each sphere, a disc ROI was
defined for each sphere. The centre of each ROI was set manually and the diameter of
the ROI was set according to the inner diameter of the sphere in quesion. To account
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Figure 9.7: Image of the NEMA IEC phantom on the DMI patient bed. The NEC phantom
was placed on the patient bed outside the FOV.

for the discrete nature of the image, the discrete ROI was constructed so that the area
of each ROI was as close as possible to the theoretical value obtained using the inner
diameter of the sphere. The ROIs were then used to determine the average counts in
each disc.

On this central slice, twelve 37 mm discs were manually positioned in the background,
away from both the hot spheres and the phantom outer boundaries. Five concentric ROIs
of diameters 10, 13, 17, 22 and 28 mm were placed in the centre of the twelve 37 mm
ROIs. The resulting 12 × 6 ROIs were then duplicated on four axial slices located at −2,
−1, +1, and +2 cm from the central slice. A total of 60 background spheres were defined
per disk size. The average counts in each of these ROIs were calculated.

In NEAT, the placement of all ROIs (source and background) was constant over the three
acquisitions of a given experiment. In addition, NEAT is an implementation of the NEMA
NU 2-2018 standard, where all spheres are hot.

9.2.5/ ACCURACY: CORRECTIONS FOR COUNT LOSSES AND RANDOMS

9.2.5.1/ AIM AND ASSOCIATED METRICS

In Chapter 7, the corrections associated with PET image reconstruction were described in
detail. Their accuracy is of paramount importance for obtaining quantitative PET images,
and some become increasingly important with increasing activity (see Sections 7.4 and
7.6). The accuracy of corrections can be computed over a ROI placed at a location where
the activity and source distributions are known:

∆ri,j = (
RROI,i,j

R̂i,j
− 1) × 100, (9.26)
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where, for all slices i of a frame j, ∆ri,j is the correction accuracy (in percent), R̂i,j is
the expected true count rate, and RROI,i,j is the reconstructed true count rate (corrected
image).

9.2.5.2/ NEMA METHODOLOGY

This test uses the data obtained in the NECR test (see section 9.2.2.2). All 24 frames
were reconstructed using the OSEM algorithm with the VPHD reconstruction parameter
set, as defined in Table 9.2. All corrections (attenuation, normalisation, randoms, dead
time, scatter) were applied, except the decay correction. The average activity of each
frame j, denoted Aave,j, was calculated according to Equation 9.19, and divided by the
volume of the NEC phantom (about 22 000 mL) to obtain the effective activity concentra-
tion, denoted Aeff,j. A circular ROI of 180 mm diameter centred on the transverse FOV
was defined on each slice of the reconstructed images to obtain the true count rate RROI,i,j
for each slice i of each frame j. The expected true count rate R̂i,j was then extrapolated
as:

R̂i,j =
Aave,j

J

J∑
k=1

RROI,i,k

Aave,k
, (9.27)

where J is the total number of acquisitions below the peak NECR. The relative count
rate error ∆ri,j was then calculated using Equation 9.26, and reported as a function of the
effective activity concentration Aeff,j.

9.2.6/ ENERGY AND TIMING RESOLUTIONS

9.2.6.1/ AIM AND ASSOCIATED METRICS

The energy resolution of a PET system is its ability to precisely measure the energy of the
detected photons and therefore to distinguish scatter events from true events. It depends
on several factors that cause amplitude variations in the detected energy, such as the light
yield of the crystal and the QE of the photodetector. The energy resolution, denoted ∆E, is
determined as the FWHM of the photopeak, denoted EFWHM, expressed as a percentage
of the expected energy (0.511 MeV in PET):

∆E =
EFWHM

0.511
× 100 (9.28)

The upper threshold of the energy discrimination method is often chosen to be slightly
higher than the photopeak energy plus the uncertainty introduced by the energy resolu-
tion of the system. This ensures that all photons depositing their complete energy are
collected and also limits the number of piled-up events. For the lower threshold, the value
chosen is often close to the photopeak energy minus the energy resolution error to limit
the number of scatter events recorded.

The temporal resolution of a PET system is quantified by its CTR, which is its ability to
precisely measure the TOF difference between two photons (see section 3.5). The CTR is
influenced by the properties of the scintillation crystal, such as its decay time and photon
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yield, and by the properties of the detection electronics, including the detection efficiency
and the signal processing implementation (Gundacker, 2014). When considering a linear
source placed along the axial axis of the scanner, the expected TOF difference between
the two photons of a true coincidence is expected to be zero. Ideally, the data from this lin-
ear source should have minimal scatter and random rates (little attenuating medium and
low activity) to maximise the prompt-to-true coincidence ratio. This ratio can be further
improved by keeping only LORs passing though the source position. The resulting tem-
poral information can then be histogramed, and the temporal resolution can be quantified
as the FWHM of this histogram.

9.2.6.2/ METHODOLOGY

Measurement of energy resolution is not standardised by the NEMA guidelines. The time
resolution measurement for the PET system has only been added in the latest NEMA NU
2-2018 report and is not implemented in the GE console3. In the absence of a standard-
ised methodology, the energy and time resolution tests were performed according to the
manufacturer’s guidelines.

The analysis was carried out using the manufacturer’s tools and is based on the work
of Uribe et al. (2013). Both resolutions were evaluated using the sensitivity line source
described in section 9.2.1. The line source was placed into a single aluminium sleeve
and placed in the centre of the FOV, parallel to the scanner axis. The source was filled
with a low-activity solution of 18F, and the energy and time resolutions were calculated for
each module of the PET system. For these tests, only the experiment of year 2020 is
presented.

9.2.7/ STATISTICAL ANALYSIS

For readability of the following sections, the average (Avg), standard deviation (SD) and
coefficient of variation (CV) (CV = SD/Avg × 100) of our experiments are mostly reported
in the form ”Avg ± SD (CV%)”. For the NEMA Image quality standard, three acquisitions
were made for each experiment. In this case, the SD was obtained by propagating the
SDyear of each experiment:

SD =
√

((SD2017)2 + (SD2021)2 + (SD2022)2)/3 (9.29)

Our results were compared with those in the literature, where Hsu et al. (2017), Wagat-
suma et al. (2017) and Chicheportiche et al. (2020) reported results of NEMA analyses
obtained on four different DMI4 systems4, analysed with the GE console provided with
their system. For a given metric M, this comparison is expressed as the relative differ-
ence (%), denoted RD, between our value, denoted Mref, and a value from the literature,
denoted Mstudy:

MRD(%) =
Mstudy −Mref

Mref
× 100 (9.30)

3See Chapter 11 for the NEAT implementation of this standard.
4Hsu et al. (2017) reported NEMA analysis for two systems, one at Uppsala and one at Stanford.
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These N values (one per result in the literature) were then averaged to obtain the mean
relative difference between the literature data and our own, denoted MRD, µ, and the stan-
dard deviation of the relative differences, denoted SDRD, was calculated.

The standard error of the mean (SEM), denoted SEMRD, was then calculated according
to Equation 9.31, and the results were reported in the form ”MRD, µ ± SEMRD”.

SEMRD =
SDRD
√

N
(9.31)

In addition, the following sections contain the validation results of NEAT. For each metric,
the value calculated with NEAT (Mstudy) is compared with the value obtained with the GE
console (Mref) for year 2021 by means of relative difference (see Equation 9.30). The
values obtained with NEAT for the year 2021 are used later in Chapter 10. Validation
results for other years are available in Annex III.

9.3/ RESULTS

9.3.1/ NEMA SENSITIVITY

Table 9.4 contains the extrapolated values obtained for a zero-absorber sensitivity, for
sources placed at the CFOV and at a radial offset of 10 cm. The results from the literature
are reported, as well as the average of our four experiments (years 2017, 2020, 2021,
and 2022). For a source at the CFOV, our experiments differed from the literature by
2.97± 2.18%.

Table 9.4: Mean sensitivity results (in cps/kBq) obtained over years for our experiments
(evaluated with the GE console). Detailed results from the literature are also given (Hsu
et al., 2017; Wagatsuma et al., 2017; Chicheportiche et al., 2020).

Source Position
Literature This work Relative difference (%)

HSU Stanford HSU Uppsala Wagatsuma Chicheportiche Avg ± SD (CV%) Avg ± SD (CV%) MRD, µ ± SEMRD

CFOV 14.00 13.40 12.62 13.30 13.33 ± 0.57 (4.24%) 12.95 ± 0.16 (1.22%) 2.97% ± 2.18%
10 cm radial offset 13.80 13.10 12.65 13.40 13.24 ± 0.49 (3.67%) 13.00 ± 0.16 (1.22%) 1.77% ± 1.87%

Regarding the validation results, Figure 9.8 shows the measured sensitivities for the year
2021, for all aluminium thicknesses, for a source placed at the CFOV (Figure 9.8a) and
at a radial offset of 10 cm (Figure 9.8b), analysed with the GE console and NEAT. The
relative difference between the GE console and NEAT system sensitivities was less than
0.01% for the year 2021.
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Figure 9.8: Comparison of sensitivity results for NEAT (in red) and the GE console (in
blue) for the year 2021. In Figure (a), the source has been placed at the CFOV. In Figure
(b), it has been placed at a radial offset of 10 cm.

Figure 9.9 shows the axial sensitivity profile for the year 2021 for a source placed at
the CFOV, analysed with the GE console and NEAT. For this experiment, the maximum
relative difference between the GE console and NEAT was 4.86% across all slices.
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Figure 9.9: Comparison of axial sensitivity profiles obtained at the CFOV for NEAT (in
red) and the GE console (in blue) for the year 2021.
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9.3.2/ NEMA COUNT LOSSES AND SCATTER FRACTION

Table 9.5 shows the peak NECR value and activity, the peak true count rate value and
activity, and the scatter fraction at the peak NECR for the years 2017, 2020, and 2021.
When available in the literature, the values of these metrics have also been reported. The
scatter fraction of our system was found to be slightly higher than that of the literature (-
2.72± 0.93%). For all reported data, the peak true count rate was observed at an activity
corresponding to the first frame of the acquisition.

Table 9.5: Metrics for the NEMA count losses and scatter fraction test. Detailed results
of our experiments are reported for the years 2017, 2020, and 2021, as well as detailed
data from the literature (Hsu et al., 2017; Wagatsuma et al., 2017; Chicheportiche et al.,
2020).

Measurement
Literature This work Relative difference (%)

HSU Stanford HSU Uppsala Chicheportiche Wagatsuma 2017 2020 2021 MRD, µ ± SEMRD

NECR
Peak (kcps) 201.1 185.7 185.6 175.6 184.0 174.6 168.9 6.38% ± 2.99%

Activity (kBq.mL−1) 22.1 21.7 22.5 20.1 22.6 23.5 23.5 −6.84% ± 2.27%

True count rate
Peak (kcps) 875.9 827.0 789.2 812.7 787.3 743.0 6.36% ± 3.21%

Activity (kBq.mL−1) 35.4 34.8 35.5 33.0 34.3 31.2 7.32% ± 0.67%

Scatter fraction
At peak NECR (%) 40.4 40.8 42.1 40.5 41.3 42.4 42.5 −2.72% ± 0.93%

The experimental count rates obtained using the GE console and NEAT for the year
2021 are shown in Figure 9.10. Figure 9.11 shows the same curves but with emphasis
on activity concentrations within a clinical range (≤ 10 kBq.mL−1). The NECR and scatter
fraction are shown in Figures 9.12a and 9.12b, respectively. The prompt, random, scatter,
true, and noise equivalent count rates obtained with NEAT and the GE console differed
by a maximum of 2.52%, 3.20%, 3.65%, 0.28%, and 3.01%, respectively. With NEAT,
the NECR peak was 164 kcps at 23.5 kBq.mL−1, and the scatter fraction at this peak was
44.4%.

9.3.3/ NEMA SPATIAL RESOLUTION

Table 9.7 shows the detailed results from the literature (see Section 9.2.3.1) and the
average values of our experiments calculated over the years 2017, 2020, 2021, and 2022.
The FWHM and FWTM values have been averaged over both axial positions (CFOV and
1/8 of CFOV) for each experiment/result. Detailed values for each year are given in Annex
A.3.

The maximum CV in our experiments was 6.03% for the axial FWHM with a source placed
at a radial offset of 10 cm. A similar value (6.32%) was found in the literature for the same
position. The largest average relative difference between our results and the literature
was 4.14% FWHM in the tangential direction for a source placed at a radial offset of 10
cm.

Table 9.6 shows the validation of NEAT for the spatial resolution data obtained in 2021.
The maximum observed relative difference was 6.38%, for the FWTM in the radial direc-
tion with a source placed at a radial offset of 10 cm.
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Figure 9.10: NEMA count losses test for the year 2021. Prompt (black), random (green),
scatter (blue) and true (red) count rates (kcps) from the GE console (continuous) and
from NEAT (dash-dotted) as a function of activity concentration (kBq.mL−1). The NECR
is shown in purple.
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Figure 9.11: Focus on the clinical range (≤ 10kBq) of the data shown in Figure 9.10.
Prompt (black), random (green), scatter (blue) and true (red) count rates (kcps) from the
GE console (continuous) and from NEAT (dash-dotted) as a function of activity concen-
tration (kBq.mL−1). The NECR is shown in purple.
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Figure 9.12: Comparison of the results between the GE console and NEAT using the
experiment of the year 2021. Figure (a) shows the noise equivalent count rates in kcps,
and Figure (b) shows the system scatter fraction expressed as a percentage, both as a
function of activity concentration (kBq.mL−1).

Table 9.6: Validation of NEAT against the GE console, using the experiment of the year
2021. The largest obeserved relative difference was 6.38%.

Resolution
Direction

GE console NEAT Relative difference (%)
FWHM FWTM FWHM FWTM FWHM FWTM

1 cm radial offset
Radial 4.47 8.86 4.34 8.48 −2.91 % −4.29 %

Tangential 4.29 8.57 4.17 8.20 −2.80 % −4.32 %
Axial 4.63 10.29 4.49 10.07 −2.92 % −2.09 %

10 cm radial offset
Radial 5.58 10.65 5.67 11.33 1.70% 6.38%

Tangential 4.53 9.76 4.40 9.78 −2.76 % 0.26%
Axial 6.28 11.98 6.21 11.79 −1.04 % −1.59 %

20 cm radial offset
Radial 7.40 14.14 7.27 14.35 −1.76 % 1.49%

Tangential 5.18 9.72 5.10 9.88 −1.45 % 1.65%
Axial 6.27 12.24 6.29 12.45 0.40% 1.76%
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9.3.4/ NEMA IMAGE QUALITY

For this NEMA standard, experiments were carried out in 2017, 2021, and 2022 ac-
cording to the NEMA NU 2-2012 standard (the 28 and 37 mm spheres were filled with
non-radioactive water). The CRC, BV and lung error (expressed as percentages) are
presented in Table 9.8 for all spheres and compared with those reported in the literature.
For each result, the experiment consisted of three acquisitions (see Section 9.2.4.2) re-
constructed with VPFX-DEF (see section 9.2). The values reported are the average, SD
and CV of these three acquisitions. For our experiments, the mean results over the years
were further calculated to obtain the column ”Avg ± SD (CV%)” in Table 9.8, propagating
the individual SDs (see Section 9.2.7).

With respect to CRC and BV measurements, and taking into account the uncertainties,
the average of our experiments was in good agreement with the literature values. How-
ever, the lung error observed in our experiments was consistently lower (6.34%) than that
reported in the literature (7.4%).

Another experiment was carried out in 2021, according to the NEMA NU 2-2018 report (all
spheres were filled with radioactivity). The three acquisitions of this experiment were re-
constructed using the VPFX-DEF and VPFX-CLIN reconstruction parameters (see Table
9.2), and analysed using both the GE console and NEAT. The corresponding results are
presented in Table 9.9 and Figure 9.14, together with the VPFX-DEF results for the initial
2021 experiment (four hot spheres only). The IR evaluated with NEAT is also reported.

(a) (b)

Figure 9.13: Central slices of the reconstructed data of the IEC phantom using a) the
VPFX-DEF reconstruction and (b) the VPFX-CLIN parameters (see Table 9.2).

For the VPFX-DEF reconstruction, the lung errors calculated in the GE console and in
NEAT were 6.6% and 6.0% respectively. For the VPFX-CLIN reconstruction, lung errors
calculated in the GE console and NEAT were 11.4% and 11.3%, respectively. Figure
9.13 shows the central slice of an acquisition reconstructed with VPFX-DEF (9.13a) and
VPFX-CLIN (9.13b), respectively. It is clear from this figure that VPFX-DEF and VPFX-
CLIN produce different levels of noise. This difference is particularly evident in the IR
values of Table 9.9.
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Figure 9.14: Comparison between (a) the CRC and (b) the BV obtained with the GE
console (continuous) and NEAT (dash-dotted) for the NEMA image quality test, using
data obtained in 2021. The data data were reconstructed using the VPFX-DEF (red) and
VPFX-CLIN (blue) reconstruction parameters.

9.3.5/ NEMA ACCURACY OF CORRECTIONS

Across all our experiments (see Table 9.10), the maximum relative deviation from the
expected true count rate was 2.54% for year the 2017 at 0.90 kBq.mL−1. Similarly, Hsu
et al. (2017) reported values of 2.43% (at 35.44 kBq.mL−1) and 3.86% (at 1.19 kBq.mL−1)
forthe systems installed at Standford and Uppsala, respectively. A maximum relative error
below the NECR peak of 3.41% was reported by Wagatsuma et al. (2017).

Table 9.10: Experimental data for the NEMA accuracy of corrections standard. The
NECR peak activity is reported with the maximum absolute value and the mean of the
errors below the NECR peak activity.

Measurement
GE console

2017 2020 2021 Avg ± SD

Activity at NECR peak (kBq.mL−1) 22.6 23.5 23.5 23.2 ± 0.4 (1.8%)
Maximum absolute (%) 2.54 2.44 2.36 2.40 ± 0.07 (3.0%)

Maximum absolute mean (%) 1.55 1.79 1.49 1.61 ± 0.12 (8.1%)

Figure 9.15 shows the true count rate and the fitted true count rate as a function of activity
for the year 2021, calculated using the GE console and NEAT. Figure 9.16 shows the
mean, minimum, and maximum relative differences (in %) between the true count rate
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and the fitted true count rate as a function of activity, for the year 2021. The differences
observed between the results of NEAT and those of the GE console were inferior to 1%
for all years.
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Figure 9.15: Validation of the NEMA accuracy of corrections test in NEAT (red) against
the GE console (blue), using data acquired in 2021. The expected true count rate extrap-
olation (identical between NEAT and GE console) is given by the black line.
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Figure 9.16: Comparison between the NEMA accuracy of the correction test, calculated
with NEAT (dash-dotted) and the GE console (continuous). The minimum (black), maxi-
mum (blue), and mean (red) deviations from the expected true count rates (%) are shown
as a function of the activity concentration (kBq.mL−1).
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9.3.6/ ENERGY AND TIMING RESOLUTIONS

Table 9.11 shows the energy and timing resolution for our experiments and the data
reported in the literature. The resolutions observed in our experiment are very similar
to those reported in the literature, with relative differences in energy and timing resolution
of 0.26% and 0.49%, respectively. As this test is outside the scope of the NEMA standard,
it has not been implemented in NEAT.

Table 9.11: Energy (%) and timing (ps) resolution for year 2020 and for Hsu et al. (2017);
Chicheportiche et al. (2020)

Measurement
Literature This work Relative difference (%)

HSU Stanford HSU Uppsala Chicheportiche Avg ± SD (CV%) 2020 MRD, µ ± SEMRD, µ

Energy resolution (%) 9.44 ± 0.07 (0.74%) 9.35 ± 0.05 (0.53%) 9.63 ± 0.08 (0.83%) 9.47 ± 0.07 (0.72%) 9.52 ± 0.09 (0.95%) −0.49% ± 0.87%
Timing resolution (ps) 374.10 ± 2.60 (0.70%) 376.70 ± 2.70 (0.72%) 377.26 ± 2.62 (0.69%) 376.02 ± 2.64 (0.70%) 375.05 ± 3.79 (1.01%) 0.26% ± 0.26%

9.4/ DISCUSSION

All measurements were similar to the specifications in the manufacturer’s datasheet (GE
Healthcare, 2016b) and were also within their performance tolerances. In general, good
agreement was found between our results and those in the literature, showing that differ-
ences are most likely due to variability between systems and operators.

In terms of sensitivity, the mean values of our experiments (12.95 ± 0.16 cps.kBq−1 at
CFOV and 13.00 ± 0.16 cps.kBq at 10-cm radial offset) were in good agreement with
the manufacturer’s specification (13.50 cps.kBq−1 for the average of the two axial posi-
tions). Furthermore, our measurements at the CFOV differed from the literature by 2.97±
2.18% cps.kBq−1, demonstrating the good stability of the measurement of this metric
under different conditions. For the validation of NEAT, the calculated sensitivity was al-
most identical to that obtained with the GE console, with relative differences always below
0.01%. Small differences were found between the axial sensitivity profiles (4.86% for the
year 2021), which can be explained by slight differences between the GE console and
NEAT in the implementation of the random estimation. As mentioned in Section 9.1, the
implementation of the RFS is not strictly identical in NEAT and the GE console . This
does not affect the measurement of system sensitivity, as random events are corrected
using the total random estimate value (not the sinogram) contained in the experimental
HDF files. However, as the random sinogram was used in the sensitivity profile analysis,
small differences were found for this metric.

For count losses (Table 9.5), the manufacturer’s specifications for the Gen1 DMI4 scan-
ner were 180 kcps (at 20 kBq.mL−1) for the peak NECR and 41% for the scatter fraction
(GE Healthcare, 2016b). For the peak NECR, our measurements were in good agree-
ment with an average of 176 kcps at 23-24 kBq.mL−1. However, we found an average
relative difference of 6.38% ± 2.99% kcps with peak NECR values reported in the liter-
ature, indicating that the literature values were slightly higher than ours. Similar trends
to the literature were observed for the peak true count rate (6.36% ± 3.21% kcps) and
the associated activity concentration (7.32% ± 0.67% kBq.mL−1). In contrast, our mea-
sured scatter fractions were slightly higher those reported in the literature (RD of -2.72
± 0.93%). For the NEMA count losses and scatter fraction test, inter-observer variability
can be particularly significant: filling the capillary is a critical step that must be mastered
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to comply with NEMA conditions and to guarantee the activity actually present in the cap-
illary. In addition, the positioning of the phantom (particularly with respect to the bed)
can be more or less advantageous for certain metrics, such as the scatter fraction. For
the validation of the NEMA count losses and scatter fraction test in NEAT, only slight dif-
ferences were observed between NEAT and the GE console (up to 3.6% for the scatter
count rate). As for the sensitivity test, these differences can be partly explained by the
small differences in the implementation of the random estimation method.

For the NEMA spatial resolution (Table 9.7), slight variations in FWHM and FWTM values
(maximum 4.15% ± 2.82%, see Table 9.7) were found between our experiments and the
literature, showing a rather good reproducibility of the results over several experiments
and systems. Although it is difficult to prepare point sources experimentally, this good
reproducibility could be a consequence of using a source placement tool provided by
the manufacturer. Nevertheless, the axial spatial resolution was often the most variable,
probably due to the difficulty (in the GE procedure) of obtaining a Z-point source with
capillaries. Regarding the validation of this test in NEAT, good agreement was generally
achieved for all metrics, with relative differences in FWHM and FWTM values of up to
6.38% across all years (for 2021, see Table 9.6). The small differences observed between
the GE console and NEAT can be explained by differences in the implementation of the
point-source profile analysis (profile radius, 3-point parabolic fit, linear interpolation).

For the NEMA image quality test (Table 9.8), since our scanner is a 2017 model, the per-
formance characteristics were first evaluated according to the NEMA NU 2-2012 report,
where only four spheres were filled with radioactivity. Images were reconstructed using
the default reconstruction parameters (VPFX-DEF) recommended by the manufacturer.
In the literature, Wagadarikar et al. (2014) was the only study that strictly used the same
reconstruction parameters, allowing a comparison with our results. Small differences in
CRC and BV were observed across all sphere sizes, with maximum relative differences of
up to 3.81% and 9.81% for CRC and BV, respectively. A notable difference between their
results and ours is the reported lung error, with their value (7.4± 0.2%) being noticeably
higher than ours (6.3± 0.3%). As the residual lung error is calculated in relation to the
concentration in the background compartment of the phantom, these differences could
be explained by experimental discrepancies in the accuracy of the background activity
concentration (phantom filling, calibration of dose calibrator accuracy).

Regarding the validation of NEAT using the new acquisition of 2021 performed accord-
ing to the NEMA NU 2-2018 standard, the reconstruction using VPFX-DEF parameters
showed relative differences of 9.16%, 11.52%, and 8.69% for CRC, BV, and lung error,
respectively. Smaller differences were observed with the VPFX-CLIN reconstruction for
BV (4.80%) and lung error (1.14%), probably due to the fact that ROI positioning has less
influence on the results when image noise is lower. In fact, the differences between the
two packages are mainly due to differences in the definition and positioning of the ROIs
for the NEMA analysis. In the GE console, the ROIs of a given experiment are placed
automatically (and sometimes manually) for each of the three acquisitions. In contrast,
in NEAT, all three acquisitions had exactly the same ROIs placement which was done
manually. In addition, the ROI area was optimised against the matrix sampling grid in
NEAT to favour area over shape. A similar approach might not have been used in the GE
console.

In this chapter, IR has been introduced as another noise metric that is better suited to
measuring pixel-to-pixel variations. Its benefits can be easily assessed by looking at the
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differences between the VPFX-DEF and VPFX-CLIN reconstructions in Table 9.9. On the
other hand, BV is more representative of the homogeneity between averages calculated
in the regions defined in the NEMA analysis. In this sense, IR will be used to mainly
compare simulations with experiment in the next chapter.

The accuracy of the corrections was evaluated in Section 9.3.5. The residual error of
the corrections was similar to that reported in the literature for the whole activity range
(< 4%). The results of the test obtained with NEAT were very close to those of the GE
console, with relative differences of less than 1%.

9.5/ CONCLUSION

In this chapter, the performance characteristics of our DMI4 scanner have been evalu-
ated and tracked over several years. The reliability of our results has been checked by
comparing them with NEMA analyses found in the literature for other DMI4 scanners.
The performance characteristics of our system were stable over the years and close to
the literature results. The experimental data were used to develop NEAT, our own NEMA
analysis tool. NEAT includes data management methods (list-mode, prompt, random,
and SSRB sinograms) to organise list-mode data and sinograms obtained with the DMI4
scanner into prompt, random, and SSRB sinograms. It also includes an implementation
of the NEMA NU 2-2018 tests. By comparing the results obtained with the GE console
and NEAT, our independent software has been validated for the following NEMA analy-
ses: sensitivity, count losses and scatter fraction, spatial resolution, image quality, and
accuracy of corrections.
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PET/CT SCANNER

The use of simulations in PET has long been recognised as a valuable tool for many
applications (see section 2.3). There are several PET imaging simulators in the scientific
community, which differ in their level of complexity and computational resource require-
ments (for a complete review, see Pfaehler et al. (2018); Salvadori et al. (2020)). Among
them, GATE (Jan et al., 2004, 2011) is a well-known simulation toolkit, historically devel-
oped for nuclear imaging, with specific layers for modelling sources, detection geome-
tries, and detector electronic responses. Initially used by PET scanner manufacturers to
design PET systems, GATE is now widely used by the scientific community for research
purposes. GATE has been successfully used to validate the performance of several exist-
ing PET systems or to study the impact of different detector designs (extensive review of
validated GATE models by Sarrut et al. (2021)). The implementation and validation of a
GATE model is usually done in several (sometimes simultaneous) steps. To model a PET
scanner in GATE, the two main tasks are the reproduction of the geometry of the real sys-
tem (Section 10.1) and the modelling of the electronic chain of this system, called digitizer
in GATE (Section 10.4). In order to optimise the parameters of this digitizer, it is common
to reproduce the experimental NEMA acquisitions, as they can provide insights into the
performance of the GATE model (Section 10.3). These simulated NEMA acquisitions are
also used to validate the performances of the final GATE model (Section 10.2). Once
both the geometry and the electronic chain of the real PET system have been modelled
in GATE, the model is validated by comparing its NEMA performance (Section 10.5.1
and Chapter 11) with that of the experimental system (Chapter 9). As the simulated data
cannot be analysed directly using the manufacturers’ tool (GE console), the previously
validated NEAT software is used to analyse both simulated and experimental data.
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10.1/ DMI GEOMETRY

GATE 9.0 and Geant4 10.5 were used to model the DMI. The DMI geometry was imple-
mented according to the data presented in section 9.1. In GATE, the rsector1 is the largest
geometry within the cylindricalPET. Figure 10.1 illustrates the structure of a rsector. Each
rsector contained four modules, which were adjacent in the axial direction. In each mod-
ule, four blocks were stacked, following the curvature of the ring. Each block contained a 4
× 9 array of LYSO crystals of dimensions 5.3 (axial) × 3.95 (transaxial) × 25 (length) mm3.
Finally, a total of 34 rsectors were arranged to form a scanner ring. To obtain a complete
4-ring DMI scanner, this single scanner ring was duplicated four times along the axial
axis.

Figure 10.1: Illustration of the structure of a rsector (in blue), containing four modules (in
red), each divided into four blocks (in green). The dimensions of the crystals (in black)
are given. Extra spacing between structures has been added for display purposes.

The patient bed and inner plastic cover were modelled. In addition, the lead shielding
of the rsectors was also modelled (as designed in the real DMI4 scanner), mitigating the
effect of activity outside the FOV. Figure 10.2 shows the visual representation of the final
DMI geometry in GATE, without the patient bed. In the referential of the model (centred
on the FOV), the Z-axis points towards the back of the gantry, the Y-axis points towards
the floor, and the X-axis would be on the left side of a patient lying on the bed.

1All GATE-related structures, commands and parameters are outlined in orange.
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Figure 10.2: GATE representation of the DMI 4-ring with the rsectors in blue, the lead
shield in cyan and the detector covers in grey.

10.2/ FRAMEWORK IMPLEMENTATION

10.2.1/ SIMULATION FRAMEWORK

During the development and optimisation phase, the GATE physics list was set to em-
standard opt3. For the NEMA test results in this chapter, the physics list has been set
to emstandard opt4, as it provides the best set of electromagnetic physics models. No
custom cuts or variance reduction techniques were used in any of the simulations, i.e.
all particles were generated and tracked according to the default behaviour defined in
Geant4.

For the NEMA simulations, the radioactive source was set to β+ emission. The setForce-
dUnstableFlag was used to ensure source decay with setForcedHalfLife to 6586.2 s. As
the source is set directly to positron emission (rather than an ion source), the 18F branch-
ing ratio to β+ was reproduced by multiplying the desired 18F source activity by 0.969 (see
section 2.1). The energy of the β+ source was set according to the Landolt-Börnstein ta-
bles available in GATE.

For specific simulations (see Chapter 11), a backtoback source was used, where the two
annihilation photons are emitted directly from the source. The two backtoback particles
were set to gamma (particle gamma) and to the expected mono-energetic value (mono
511 keV). This source type has three main differences with a β+ source: 1) the positron
generation and tracking is skipped, reducing the simulation time needed for a given ac-
quisition time and source activity; 2) the effect of the positron range is removed (see
section 4.1.1); and 3) the non-collinearity of the photons is removed by default (it can be
re-modelled with setAccolinearityFlag True).

The simulations were run on the Centre de calcul de l’Université de Bourgogne (CCUB)
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using computers with Intel Xeon Gold CPUs 6126 @ 2.60 GHz and 64 GB of mem-
ory. To speed up the GATE simulations, each simulation was equally divided into N sub-
simulations of duration t = T/N, with N ∈ N∗, T ∈ R+, where T is the simulation duration.
The GATE parameter setStartTime, denoted T0 ∈ R

+, was used to set the start time of a
sub-simulations n, denoted S n, as follows:

S n = nt + T0, ∀n ∈ J0,N − 1K (10.1)

Our simulations were run with 200 ≤ N ≤ 400, depending on the expected simulation
time. The random seed of each sub-simulation was determined automatically using the
MersenneTwister generator.

For each sub-simulation, singles and coincidences were stored in Numpy format. At the
end of the simulation, all sub-results were merged (concatenation of the Numpy arrays).
Since each sub-simulation was run independently (no shared memory or calculus), the
coincidence processing of the nth and (n+ 1)th sub-simulations was independent. In other
words, a single event registered at the very end of the nth sub-simulations can never be
paired with another single event registered at the very beginning of the (n + 1)th sub-
simulations, even if they would fall into the same CTW. Therefore, this simulation splitting
method leads to count losses, especially when T is low and N is high. For a simulation
where the source decay can be assumed to be null (T is small according to the source
half-life), the total count loss percentage, denoted ∆C, is given by:

∆C = (N − 1)
0.5CTW

T
(10.2)

In our simulation, all combinations of T and N used satisfied ∆C < 1e−6 %. However,
for applications where the value of ∆C is considered to be high, it is possible to use the
digiGATE tool to prevent count losses. In this case, each sub-simulation should only store
Hits (detected events before electronic processing). All N Hits files are then merged and
used as input to a single digiGATE instance to obtain coincidences. However, this method
only speeds up particle generation and tracking, as the pulse processing and coincidence
sorting are done by a single instance of digiGATE, rather than by N sub-simulations.

10.2.2/ ANALYSIS FRAMEWORK

This section detailes the management of GATE data. The single and coincidence events
simulated by GATE were stored in a Python Numpy array (i.e. list-mode). In GATE, each
event of this list-mode contains dozens of fields, each dedicated to a particular piece of
information. For example, the eventID field is an identifier assigned to every particle gen-
erated during the simulation. Particles produced by the source have identifiers ranging
from 0 to infinity, ordered by production time. Two annihilation photons produced by the
same positron have matching eventIDs, and all events produced by the noise digitizer
module have the identifier -2. Other examples are the binary fields comptonPhantom and
comptonCrystal, which encodes the presence of Compton scattering in the phantom and
crystal, respectively.

An important concept in the validation of a MC model is the use of ”clinical-like” simulated
data. The aforementioned fields are not considered clinical-like because the event prop-
erties they contain cannot be obtained in a clinical setting. Using these fields, it would
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be possible to perfectly separate true, random and scatter coincidences from a list of N
events, as described in Algorithm 12. They could be used to obtain the NECR described
by Equation 9.10 (without following the NEMA Methodology for the Count losses and
scatter fraction performance evaluation), and to extract true events for the Image quality
evaluation, eliminating the need for accurate random and scatter corrections.

Algorithm 1: Simple method for separating coincidence events according to their type
(random, scatter or true)
n.eventType← ”Prompt”;
while n ≤ N do

if (n.eventID1 not n.eventID2) or n.eventID1 == -2 or n.eventID2 == -2 then
n.eventType← ”Random”;

else
if n.comptonPhantom1 or n.comptonPhantom2 or n.comptonCrystal1 or
n.comptonCrystal2 then

n.eventType← ”S catter”;
else

n.eventType← ”True”;
end

end
end

In this work, only clinical-like fields were used to perform NEMA-analyses. In the previous
chapter, NEAT was validated, and the SinoGenerator interface was presented, allowing
experimental data to be processed by various methods to obtain 3D, 3D+TOF, RFS, and
SSRB sinograms. By properly interfacing these validated methods with GATE-simulated
data, NEAT could perform the performance evaluation on both experimental and simu-
lated data, using only clinical-like GATE fields as well as the previously validated NEMA
analyses. Two additional Python interfaces were developed for this purpose.

First, the projectConstants contains stable information about the experimental system.
Below is an example of initial information ”hard coded” to later determine additional struc-
tural information (number of crystals per block, number of modules per scanner, number
of crystals per module, etc.):

• Number of rsector per scanner: 34

• Number of module per rsector: 4

• Number of block per module: 4

• Number of horizontal crystal per block: 9

• Number of vertical crystal per block: 4

Similarly, data on the experimental 3D+TOF sinogram (size, resolution, and shape) were
stored and used to calculate similar information for other sinograms (SSRB, RFS, 3D).

2Additional fields could be used to define stricter conditions (such as Rayleigh scattering) according to
the intended application.
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With this design, the DMI 4-ring were to be upgraded to a DMI 5-ring, only few initial
variables would need to be changed to keep the entire interface working.

The lutGenerator interface then manages the transition from GATE detector identifiers to
clinical-like detector indexes. To enable the use of the SinoGenerator on simulated data,
the indexes generated by the lutGenerator must be strictly equivalent to the indexes used
by the real system. Information on the detector indexing of the DMI4 was obtained dur-
ing a privileged information with the manufacturer (NDA). Experimentally, each detected
photon is assigned an axial crystal index and a transaxial crystal index (according to the
crystal of interaction). In GATE, the detector recording the first3 part of a coincidence
can be identified using the following GATE fields: rsectorID1, moduleID1, submoduleID1,
crystalID14. The value of these fields depends on the initial placement of the structures
and their direction of duplication, which have been carefully chosen to provide a conve-
nient indexing of the aforementioned GATE fields.

From this point, methods have been developed to allow the transition between different
indexing representations (unique detector number, detector spatial coordinates, etc.). For
example, the axial crystal index of a given event can be obtained using these fields in
combination with the information contained in the projectConstants:

axialID = moduleID × (horizontal crystal per block) + crystalID//(vertical crystal per block),
(10.3)

where // is the Euclidean division operator. The combination of the SinoGenerator, the
projectConstants, and the lutGenerator interfaces provides a complete pipeline for gen-
erating clinical-like sinograms from GATE-simulated data.

10.2.3/ RECONSTRUCTION FRAMEWORK

10.2.3.1/ INTRODUCTION

A reconstruction interface, hereafter referred to as the ”simulation package”, was devel-
oped in MATLAB to allow the reconstruction of GATE-simulated data using the manu-
facturer’s reconstruction software (PET toolbox). The first version of this interface was
provided by the manufacturer, but it was designed for a different MC simulator (SimSET),
and all the reconstruction parameters and corrections were not interfaced. In this thesis,
we have redesigned this skeleton to allow reconstruction and correction of GATE data.

As described in Chapter 7, several correction methods should be applied to the data to be
reconstructed. Some do not require any additional information, such as the model-based
scatter correction implemented in the PET toolbox. However, other methods may require
additional files: calibration files for normalisation correction, a RFS sinogram for random
correction, and an attenuation map for attenuation correction. As the reconstruction is to
be performed by the PET toolbox, these files must be properly interfaced in the simulation
package. The generation of these files is described in the following sections. In addition,
methods have been developed to manage the reconstruction of 3D+TOF sinograms using
the TOF-OSEM algorithm of the PET toolbox.

3In Gate, the two events forming a coincidence are ordered according to their detection time.
4rsectorID2, moduleID2, submoduleID2, and crystalID2 for the second part of the coincidence.
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10.2.3.2/ RANDOM, SCATTER AND ATTENUATION CORRECTIONS

A straightforward implementation was the random correction, which requires a random
sinogram of clinical shape. In this case, a RFS sinogram (see Section 7.4) is generated
from the simulated single events using the SinoGenerator interface. The scatter correc-
tion was performed by the model-based method implemented in the PET toolbox, based
on the prompt sinogram to reconstruct.

An attenuation map is then required to perform the attenuation correction. As the CT
component of the DMI4 was not modelled in GATE, this map was generated using the
GATE MuMap actor. The output of this actor is a CT-like image, centred on the PET
CFOV (user defined). Its size and resolution were 256 × 256 × 71 pixels and 2 × 2 × 3
mm3, respectively. It contained the spatial distribution of the linear attenuation coefficients
at 511 keV of the imaged area.

10.2.3.3/ ADDITIONAL SIMULATIONS FOR NORMALISATION CORRECTION

To determine the geometric factors and individual detector efficiencies (see Section 7.2),
two simulations were run at very high statistics. This work was part of the master thesis
of Sayah (2021).

In the first simulation, a cylindrical water phantom with a radius of 10 cm radius and a
height of 22 cm was positioned at the centre of the FOV (see Figure 10.3a). The phantom
was filled with a positron source of 50 MBq activity. Data were acquired during a 1200
second simulation, and a total of 562 million true counts were collected. This simulation
took 137 CPU days to complete.

The second simulation used a ring source with an outer radius of 32 cm, a thickness of 1
mm, and a length of 20 cm, centred on the FOV of the scanner, with the plastic cover of
the gantry removed (see Figure 10.3b). As no scattering medium was included (no ge-
ometrical phantom), the source was set to back-to-back emission (annihilation photons),
with an activity of 38.7 MBq (corresponding to 40 MBq of 18F). For this calibration file, a
total of 3.2 billion true events were collected for a simulated duration of 1080 seconds,
which took more than 250 CPU days.

For both simulations, true coincidences were extracted (see Algorithm 1) and later stored
in 3D sinograms. These sinograms were used as calibration files to perform the normali-
sation correction in the simulation package.

10.2.3.4/ VALIDATION OF THE NORMALISATION CORRECTION

In order to assess the correct simulation and implementation of the normalisation correc-
tion, an experimental acquisition was performed using a flood phantom of 10 cm radius
and 22 cm height, positioned at the centre of the FOV. The experimental data were then
reconstructed using the PET toolbox with a parameter set similar to the VPFX-CLIN re-
construction defined in Table 9.2, but without the use of TOF information. All available
corrections have been applied.

This acquisition has been reproduced in GATE (see Figure 10.4) using a 40 MBq positron
source. The simulated data were reconstructed in the simulation package, using recon-
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(a) (b)

Figure 10.3: (a) GATE representation of the cylindrical phantom (in green), placed at the
CFOV. (b) The 32 cm radius ring source (in red) inside the DMI4 scanner model, without
the gantry cover. The source thickness has been increased for display purposes.

Figure 10.4: GATE view of the flood phantom. The central cylinder (in white) was filled
with activity, placed at the CFOV, and closed by a front lid (in magenta). Experimentally,
the back lid (in red) would be used by a support gantry to hold the phantom without the
need for the patient bed.

struction parameters identical to those of the experimental reconstruction. In the simu-
lation package, random, scatter and attenuation corrections were applied as described
in Sections 10.2.3.1 and 10.2.3.2. In addition, the calibration files generated in Section
10.2.3.3 were used to perform the normalisation correction, according to a component-
based method as described in Section 7.2 Badawi et al. (1999); Pépin et al. (2011).

To compare the experimental and simulated reconstructed images, horizontal and vertical
profiles (of size 22.7 cm and centred on the source) were extracted from the central
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reconstructed axial slices. As all corrections were applied for the reconstruction of the
experimental image, the result was a calibrated image, where each pixel contains a value
in Bq.mL−1. For the simulated image, as no quantitative corrections were not applied, the
data are expressed in counts per pixel. However, for comparison purposes, the profiles
extracted from both images were normalised to their respective maximum pixel values.
Figure 10.5a and 10.5b show the normalised horizontal and vertical profiles, respectively.

(a) (b)

Figure 10.5: (a) Horizontal and (b) Vertical profiles for experimental (in blue) and simu-
lated (in red) reconstructed data. The profiles were extracted from the central axial slice
of each reconstructed image.

Considering the central 160 mm portion of these profiles (thus excluding the border of
the phantoms), the maximum relative difference between the experimental and simulated
images was 6.5% and 5.2% for the horizontal and vertical profiles, respectively. Larger
differences are observed on both sides of the profile, representing data at the boundary
of the flood phantom. This is due to small differences in the placement of the phantom
for the experimental and simulated acquisitions. Indeed, while the simulated phantom
was placed exactly at the CFOV, the placement of the phantom during the experimental
acquisition may not have been perfectly at the CFOV. In addition, the CV (see Section
9.2.7) was calculated on the central axial slice of both reconstructed images, using a
large disc ROI (70 mm radius) centred on the flood phantom. The CV was 1.5% for both
images.

10.2.3.5/ NORMALISATION ARTEFACTS REMOVAL

Although the normalisation correction has been validated, artefacts were observed at
the border of the FOV when reconstructing simulated data. An example is shown in
Figure 10.6, where a NEMA image quality acquisition was simulated (IEC phantom) and
reconstructed in the simulation package using the VPFX-CLIN parameters.

Additional experiments showed that the position of the ring source induced the artefacts,
which were specifically located in the area between the source (32 cm radius) and the
extremity of the FOV (35 cm radius). These artefacts also affected the reconstructed
image around the CFOV, in particular leading to BVs higher than that of the experimental
data on the NEMA phantom/model.

To avoid these ring artefacts, other ring source radii were tested (e.g. 35 cm, the FOV
extremity). However, the resulting calibration files did not provide satisfactory image qual-
ity on reconstructed images according to the metrics of the NEMA IQ test. Instead, to
remove the artefacts induced by the 32 cm ring source, modifications were made to the
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Figure 10.6: The ring artefact observed in the IEC phantom reconstruction. The window
and level were chosen to show the ring, and intensity values of the ring artefact were four
times lower than the IEC phantom background.

input data of the simulation package. The prompt and random sinograms of the data to be
reconstructed, as well as the two normalisation calibration sinograms (ring and cylindrical
sources), were modified to remove all data at a radial distance from the CFOV greater
than 32 cm.

This means that the maximum achievable reconstructed FOV is 64 cm with the simulation
package, compared to 70 cm when using the PET toolbox with experimental data. A com-
parison between experimental (PET toolbox) and simulation (simulation package) image
quality results is presented in Section 10.5.4. This reduction in the reconstructed FOV
does not affect other performances of the model (evaluated according to the NEMA stan-
dard). Furthermore, most PET-imaging applications rely on imaging an object centred in
the CFOV.

10.3/ NEMA TESTS IMPLEMENTATION IN GATE

10.3.1/ NEMA SENSIBILITY

The dimensions of the aluminium sleeves strictly followed the NEMA guidelines (see Fig-
ure 9.2). The sleeve material was set to aluminium and the source container was mod-
elled by a plastic hole cylinder. The hole radius was 0.5 mm and the container thickness
was 0.5 mm. Figure 10.7 shows the source centred in the FOV with five aluminium
sleeves.

For this simulation, the information contained in the experimental HDF data files was
extracted to closely mimic the experimental conditions. The experimental source cali-
bration time and activity were used to define T0 and the initial activity in GATE. Then,
for each simulated acquisition (one per sleeve per position), the start and stop times of
the experimental acquisitions were used to exactly reproduce the source decay between
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Figure 10.7: Model of the NEMA sensitivity source in GATE. Five aluminium sleeves (in
white) are centred in the FOV.

acquisitions.

The 3D sinograms were processed using NEAT: they were first rebinned into 2D sino-
grams using SSRB and then analysed according to NEMA specifications. The system
sensitivity (counts.sec−1.MBq−1) and the axial sensitivity profile were reported for both
source positions.

10.3.2/ NEMA COUNT LOSSES AND SCATTER FRACTION

The phantom was geometrically defined and placed as described in Section 9.2.2.2,
with the source insert and the container reproduced. In GATE, the material was set
to polyethylene, and the source container to plastic. The GATE model of the patient bed
was included in this simulation, as shown in Figure 10.8.

The experimental acquisition consists of 24 frames acquired over ten hours, where the
initial activity is very high (see Section 9.2.2.2). This very long and high activity acquisition
could not be fully simulated in GATE, as the CPU time and computing power required
would have been excessive. Therefore, the duration of each simulated frame was set
to obtain at least ten million prompts per frame, while maintaining the same number of
frames and average activities as the experimental acquisition.

10.3.3/ NEMA SPATIAL RESOLUTION

Radioactive water spheres of 0.5 mm radius were used to simulate the six point sources.
The duration of the simulated acquisition was 60 seconds, and the activity was set to 5
MBq for each source. Image reconstruction was performed with the simulation package,
using the PET toolbox implementation of the FBP algorithm. In accordance with NEMA,
a ramp filter and a cut-off at the Nyquist frequency (no smoothing) were used. The recon-
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(a) (b)

Figure 10.8: Illustration of the cylindrical model (in grey) used for the NEMA count losses
and scatter fraction test. The source insert is shown in magenta, and the patient bed in
black and green. (a) shows a side view of this model in the DMI4 scanner, and (b) a front
view of the same model.

struction was centred on the sources with a transverse FOV of 250 mm to obtain a voxel
size of 0.65 × 0.65 × 2.79 mm3. These reconstruction parameters resulted in a reconstruc-
tion of the simulated data that was identical to the experimental data.

10.3.4/ NEMA IMAGE QUALITY

In GATE, an IEC NEMA body model was geometrically defined according to the NEMA
specifications (see Section 9.2.4.2). The patient bed and the 700 mm long cylindrical
phantoms used in Section 10.3.2 were included in this simulation (see Figure 10.9a).
The initial activity used in the simulation was strictly replicating the experimental activity.
All containers used a plastic material, and they were filled with water. The simulated data
were collected over a single simulation of 271 seconds, reproducing the data acquisition
setup of the first experimental acquisition of the year 2021.

Due to the geometric complexity of this phantom, the spheres and background source
were overlapped in GATE (see Figure 10.9b). At the sphere location, this leads to cu-
mulative emission of both the background and source activity. This problem has been
solved by using the Forbid command for background regions to prevent the emission of
background activity in the sources.

Since the background consisted of several compartments (see Figure 10.9b), and since
the background activity must be constant, an activity value was set for each compart-
ment. This activity was chosen according to the expected uniform background activity
concentration (5.3 kBq.mL−1) and the volume of each compartment. Each volume was
analytically determined according to the shape and size of the compartment. If source
spheres were present in a compartment, their volume was subtracted from the volume of
that compartment.
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(a) (b)

Figure 10.9: (a) The complete NEMA IQ model viewed from the rear of the gantry, includ-
ing the patient bed and the NECR phantom shown in Figure 10.8. In the IEC phantom,
the lung insert is shown in red, and the source containers (spheres) are shown in ma-
genta. (b) Front view of the IEC phantom, where the plastic outer shell of the phantom is
shown in cyan, the source compartments in red, and the lung insert in red. The blue lines
represent the boundaries of the four compartments of the phantom: upper (half cylinder),
lower left and right (quarter cylinders), and the lower central part (rectangle).

The data were reconstructed using the simulation package algorithm with the VPFX-
CLIN parameters (see Table 9.2). In order to assess the impact of the corrections on
the simulated data, an additional reconstruction was performed and analysed in which
the prompts were perfectly corrected for random and scatter counts (i.e. only true counts
were reconstructed).

10.4/ ELECTRONICS MODELLING AND SIGNAL PROCESSING

In GATE, the digitizer handles the signal processing of events. For PET systems, it is
used to process Hits (interactions) in crystals into Coincidences. It consists of several
modules that can be tuned by their associated parameters to model the electronic chain
of a PET system. The modules are connected in series, with the output of one mod-
ule being passed on to the next. The order in which the modules are implemented is
therefore important. Hits in crystals (also called sensitive detectors) are added and inte-
grated into Pulses. These Pulses are then processed by other digitizer modules to form
Single events. Finally, Coincidences are obtained by pairing Singles using the coinci-
dence sorter. In general, a digitizer chain is organised in the following order: 1) adder,
2) readout, 3) background noise, 4) detection efficiency, 5) energy resolution, 6) temporal
resolution, 7) pile-up, 8) dead time, 9) energy windowing, and 10) coincidence sorting.
The following sections describe the digitizer modules and the methods used to determine
their optimal parameter values. Figure 10.10 shows the signal processing chain (module
parameters and values) formed by the different modules of the GATE model of the DMI4.
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Figure 10.10: The complete digitizer model of the DMI4 scanner. In blue are the different
modules with their associated parameter values. The orange dashed box encapsulates
the processing of hits, the purple box the processing of pulses, and the last red box the
processing of singles into coincidences.

10.4.1/ ADDER AND READOUT

The Adder is the first module of the digitizer and is used to model the fact that PET
electronics do not have the time or energy resolution necessary to distinguish between the
individual interactions of a particle within a crystal. The Adder groups the Hits occurring
in a crystal and sums the deposited energy to compute the energy-weighted centroid
position.

Tthe Readout module is then used to model the coupling between scintillation crystals
and photodetectors (see section 3.3) by defining an artificial geometry, usually associated
with a group of sensitive detectors. In effect, the Readout module regroups Hits per
group of sensitive detectors and computes the output position of the combined Hits at the
geometric level of the sensitive detectors. The output of this module is called a Pulse and
has an energy equal to the sum of the grouped Hits.

To place the pulse in the sensitive detectors, the Readout module can use two different
policies: TakeEnergyWinner, considered as a (1:1) coupling with photodetectors, and
TakeEnergyCentroid, considered as a multiplexing between a small number of crystals
and a larger number of photodetectors.

With the TakeEnergyCentroid policy, the final interaction position is obtained by calculat-
ing the energy-weighted centroid position of the hits. With the TakeEnergyWinner policy,
the interaction position is set according to the position of the crystal with the maximum
energy deposited.

In their work, Khalif et al. (2016) outlined the strong influence of the readout depth of the
TakeEnergyWinner policy on the sensitivity of the modelled system. They showed that a
readout at the highest structural level, i.e. at the rsector, provided the highest sensitivity.
This result is to be expected, since the lower the readout, the more likely it is that an
event undergoing inter-crystal scattering will be rejected. Furthermore, the recovery of
scattered events with methods such as the CSR (see section 9.1) is not available in
GATE. The use of a high structural readout level can help to emulate the sensitivity
increase provided by such methods. The use of the TakeEnergyWinner policy combined
with a readout at the rsector level is widely accepted by the GATE community as the best
setup for modelling PET systems (Sarrut et al., 2021).

In our DMI model, the TakeEnergyCentroid was used, as it is better suited than TakeEner-
gyWinner to reproduce the experimental Anger logic5. Contrary to what is reported in the

5In the actual DMI4 scanner, signal readout is performed at the block level, providing a readout area of 16
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GATE documentation, (TakeEnergyCentroid implies setDepth 3), our tests with a simple
digitizer have shown that different values of setDepth result in different count rates (see
Figure 10.11).
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Figure 10.11: Low activity frames of the NEMA count losses test for an experimental
acquisition (in blue), and simulations TakeEnergyCentroid with a setDepth value of 1 (in
black) and a value of 3 (in red).

This behaviour is similar to that reported by Khalif et al. (2016) but for TakeEnergyWinner.
Experiments on both policies have shown similar count rates between TakeEnergyWinner
with setDepth 1 and TakeEnergyCentroid with setDepth 1, allowing our DMI4 model to
match experimental single rates at low activities (see Section 10.4.3).

10.4.2/ ENERGY WINDOW AND RESOLUTION, TEMPORAL RESOLUTION

The energy resolution was set to 9.4%, the value obtained experimentally using the
method described in Section 9.2.6. In GATE, the temporal resolution of singles events
has to be defined in terms of STR (see Section 3.5). According to Equation 3.5 and a
CTR value of 376 ps, the value used in the digitizer was STR = 0.265 ns. Energy thresh-
olding is the final step in the signal processing of Pulses. According to the manufacturer’s
specifications, the lower and upper thresholds of the energy window were set at 425 and
650 keV, respectively.

10.4.3/ BACKGROUND NOISE AND DETECTION EFFICIENCY

The background noise represents the count rate detected by the system when there is
no activity in the FOV. This noise can come from the detection electronics, the natural
radioactivity of the scintillation crystals (176Lu for LYSO and LSO crystals), or dark counts
inherent to SiPM-based detection systems (Gundacker et al., 2020).

× 48 mm2 (Hsu et al., 2017).
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The detection efficiency module is a multiplicative factor, denoted ϵ, used to account for
detection losses unaddressed by other digitizer modules, and to compensate for inaccu-
racies in geometry and material composition.

Experimentally, a background-noise acquisition of the NEMA count losses cylindrical
phantom was performed for 20 hours, without any activity placed inside or outside the
FOV, and the single rate (here background noise single rate) was 1149 kcps. How-
ever, this value cannot be used directly in our model as it represents the experimental
background-noise rate at the end of the detection chain, after the unknown detection ef-
ficiency value and after energy discrimination. To obtain λsim and ϵsim, the values of back-
ground noise and detection efficiency to be used in GATE, the methodology proposed by
(Salvadori, 2020) was followed.

The experimental single count rate, denoted S exp, acquired during the NEMA count losses
test was used. As the source decayed, the activity of the last five frames was below 5
kBq.mL−1. It is therefore safe to assume that the five lowest-activity experimental frames
are free of dead time effects. These five experimental frames were compared with sim-
ulated single count rates, denoted S sim, acquired under the same conditions, with simu-
lation dead time, pile-up, background noise (λsim), and detection efficiency (ϵsim) ignored,
i.e. removed from the digitizer. Using the previous assumption, it can be deduced that the
experimental and simulated data differ only due to the effects of background noise and
detection efficiency. Therefore, a linear fit was used (see Equation 10.4) to determine ϵsim

and λsim.

S exp = ϵsim(S sim + λsim) (10.4)

Using this method, a background noise rate of 1193 kHz and a detection efficiency of
97.75% were found (see Figure 10.12). The experimental noise (1149 kcps) was com-
pared with λsim×ϵsim (1166 kcps) by means of relative difference (1.5%) to verify the noise
value obtained.

Since λsim represents the background noise contribution at the end of the electronic chain
(i.e. energy-qualified), the energy distribution of the background events was modelled by
a Gaussian distribution centred at 511 keV with no standard deviation (see Figure 10.10).
This setup ensured that all the generated background noise would fall within the limits of
the energy discrimination module.

10.4.4/ COINCIDENCE SORTING

After energy thresholding, singles are grouped into coincidences using the coincidence
sorter (Strydhorst et al., 2016). In GATE, two methods are available to define the opening
of a CTW, depending on the value (binary) of the parameter allPulseOpenCoincGate. In
single-window mode (allPulseOpenCoincGate False), only a single CTW can be opened
at any given time. Therefore, the maximum coincidence rate achievable with this method
is limited and proportional to the width of the CTW. In contrast, allPulseOpenCoincGate
True defines the multiple-window mode, where each single opens its own CTW, regard-
less of whether a CTW is already open or not. Intuitively, the use of multiple-window will
lead to prompt rates at least equal to those of single-window. At high activity, where the
single event rate is high, the multiple-window mode will provide a much higher prompt
rate than the single-window mode. In our model the multiple-window mode was used.
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Figure 10.12: (a) Single rates obtained using the NEMA count losses methodology for
experimental data (in blue) and simulated data (in red). (b) Fit of the simulated data to
the experimental data using ϵsim and λsim as parameters.

According to the DMI CTW value of 2τ = 4.9 ns, the value of τ (2.45 ns) was used in the
digitizer.

In a real PET system, the transaxial FOV size is smaller than the distance between two
opposite crystals in a given detector ring. For the DMI, the transaxial FOV is 70 cm,
while the face-to-face distance of strictly opposed detectors is about 74 cm. Using an
experimental list mode, it can be observed that the minimum transaxial index difference
of the detectors is 65. According to Figure 10.1, a rsector contains 4 × 4 = 16 transaxial
crystals. Therefore, a rsector index difference of at least 65 // 16 = 4 (Euclidean division)
is required for events to be in-coincidence. In GATE, the parameterminSectorDifference
is used to define this geometric condition. As this parameter is based on the calculation
of the rsector index difference for the two in-coincidence events, the found value of 4
was used in the digitizer. Only coincidence events that met this geometric condition were
processed further.

Then a multiple coincidence policy is used to handle the system behaviour when more
than two singles are found in coincidence in a given CTW. The selection of the good
coincidence(s) can be defined according to one of the nine policies available in GATE
(see Table 10.1), where:

• at least one coincidence registered in the output (takeAllGoods, takeWinnerOf-
Goods, takeWinnerIfIsGood, takeWinnerIfAllAreGoods)

• the result is not recorded, but will participate to the electronics dead time and
bandwidth occupancy (keepIfOnlyOneGood, keepIfAnyIsGood, keepIfAllAreGoods)

• the result is or may be totally discarded, triggering no dead time and not being
recorded (killAllIfMultipleGood, killAll)

From Table 10.1, we can see that the takeAllGoods policy will provide a higher prompt
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Table 10.1: Description of the nine different multiple coincidence policies. The minimum
and the number of registered events are given for n singles in the considered CTW.

Parameter Definition Min registered Max registered
takeAllGoods Each good pairs are considered 1 C2

n

takeWinnerOfGoods Only the good pair with the highest energy is considered 1 1
takeWinnerIfIsGood If the pair with the highest energy is good, take it, otherwise, kill the event 0 1
takeWinnerIfAllAreGoods If all pairs are goods, take the one with the highest energy 0 1
keepIfOnlyOneGood If exactly one pair is good, keep the multicoincidence 0 0
keepIfAnyIsGood If at least one pair is good, keep the multicoincidence 0 0
keepIfAllAreGoods If all pairs are goods, keep the multicoincidence 0 0
killAllIfMultipleGoods If more than one pairs is good, all events are killed 0 0
killAll No multiple coincidences are accepted 0 0

rate than any other policy. The takeAllGoods policy was used with the aim of achieving
the real sensitivity of the system (especially without a CSR method in GATE). Finally, it
is possible in the coincidence sorter to apply an electronic dead time to the processed
coincidences. No coincidence dead time was used in this work.

10.4.5/ SINGLES DEAD TIME AND PILE-UP

10.4.5.1/ INTRODUCTION

Up to this point, the proposed digitizer (associated with the geometry defined in Section
10.1) can be used to reproduce experimental single rates at low activity (see Section
10.4.3). At high activity, count rates are affected by two main non-linear effects: dead
time and pile-up (see Sections 4.3.1 and 4.3.2).

The photon detection loss induced by pile-up is related to energy thresholding. On the
one hand, the stacking of two single events can shift the signal of a photon within a true
coincidence outside the energy window (decreasing the rate of true coincidences). On
the other hand, it can also move the signal of a scattered photon inside the energy window
(increasing the rate of scattered coincidences). Therefore, the pile-up value affects the
true-to-scatter ratio, and must be modelled before energy discrimination.

The dead time can be modelled either before or after the energy window, with no sub-
sequent effect on the true-to-scatter ratio. If modelled after the energy window, an ex-
perimentally determined value can be used. If modelled before the energy window, an
optimisation process is required. While increasing the pile-up values will reduces the the
true-to-scatter ratio and the prompt rate, increasing the dead time will only reduce the
prompt rate.

Finding suitable values for these two digitizer parameters is complex and, as a result, it
is common for GATE models to be designed to reproduce experimental count rates only
at low activity. In this case, the NEMA standard for count losses and scatter fraction is
ignored during the validation of the model. In this work, an optimisation process was
followed to determine values for the dead time and pile-up digitizer modules, resulting in
matching experimental and simulated count rates over a wide activity range.
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10.4.5.2/ VALUE OPTIMISATION

The first step is to find the values that allow a match between the simulated and exper-
imental single count rates obtained using the NEMA count losses test 9.2.2. This can
be done using pile-up only, dead time only, or a combination of both. As it is easier to
optimise a single parameter value than a pair of values, the first step was to consider
the exclusive use of dead time or pile-up. In this section, the experimental data of the
NEMA count losses and scatter fraction standard acquired in 2021 were used (see Sec-
tion 9.3.2), and the associated simulations followed the methodology described in 10.3.2.

To determine which module to use, the trues count rate provided by the GATE model
should be compared with the experimental trues count rate. During the design of the dig-
itizer, the simulated trues and scatter count rates were always higher and lower than the
experimental ones, respectively. As mentioned in Section 10.4.5.1, only the pile-up can
affect the true-to-scatter ratio. Therefore, only the pile-up value needs to be tuned. It has
been empirically optimised by minimising the relative difference between the simulated
and experimental single event rates through multiple simulations at the highest activities.
The structural level at which the pile-up is applied is chosen by the user. For consistency
with the depth of the readout level, the pile-up was applied at the rsector level in our
model. For this first step, a value of 16 ns was found to be optimal for matching single
rates, giving a maximum relative difference between experimental and simulated single
rates of 1.3%. These single rates are shown in Figure 10.13.
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Figure 10.13: Optimisation process for the pile-up module, where simulated single rates
were matched to experimental single rates.

The experimental and simulated event rates, analysed in NEAT according to the NEMA
count losses and scatter fraction standard, are shown in Figure 10.14. As can be seen,
the simulated true rate is still higher than the experimental rate (up to 23% relative dif-
ference). As a result, the GATE model provides a much better simulated NECR than
the experimental one (up to 45.2% relative difference). The NECR is one of the most
important metrics for characterising a PET system, and the higher the value the better.
Although our model provides a very high NECR, it is not representative of the real DMI4
scanner.
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A second optimisation step was therefore carried out. A reduction in simulated NECR
can be achieved by reducing the true rate, but also by reducing the prompt rate. Ac-
cording to the data presented in Figure 10.14, the simulated prompt rate was higher than
the experimental one after the first optimisation step. Therefore, in this second step, the
relative difference between the simulated and experimental prompt event rates was op-
timised. After optimisation, a value of 20 ns was found optimal for the pile-up module,
giving a maximum relative difference in prompt rates of 1.6% . The resulting event rates
are shown in detail in the NEMA count losses section (see Section 10.5.2). Naturally, this
higher pile-up value leads to a small loss in simulated single event rates, resulting in a rel-
ative difference of 3.3% for the highest activity frame. As random events were estimated
using the RFS method, this difference also affected the random event rates (up to 7.2%
relative difference).

Figure 10.14: Experimental (continuous) and simulated (dash-dotted) count rates with an
optimisation process on singles event (16 ns pile-up). Prompt (black), random (green),
scatter (blue) and true (red) count rates (kcps) for experimental (continuous) and simu-
lated (dash-dotted) data relative to the activity concentration (kBq.mL−1) are shown. The
NECRs are shown in purple.

10.5/ RESULTS

10.5.1/ NEMA SENSIBILITY

Figure 10.15a shows the experimental and simulated sensitivities for all aluminium thick-
nesses, as well as the extrapolated value obtained for zero absorber sensitivity. The ex-
perimental and simulated calculated absorber-free sensitivities at the CFOV were 12.90
cps.MBq−1 and 13.37 cps.MBq−1, respectively, showing an agreement of 3.6%. At 10
cm from the CFOV, the experimental and simulated sensitivities were 13.00 cps.MBq−1

and 13.38 cps.MBq−1, respectively. Figure 10.15b shows a good agreement between
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the experimental and simulated sensitivity profiles, with the largest relative difference in
slice-wise sensitivity being 9.9%. Seven CPU days were required for this simulation.

9.5

10.0

10.5

11.0

11.5

12.0

12.5

13.0

13.5

Se
ns

iti
vi

ty
 (c

ps
.k

Bq
−1

)

Simula ed Experimen al

0 2 4 6 8 10 12 14
Aluminum  ube  hickness (mm)

0

1

(a)

−100 −75 −50 −25 0 25 50 75 100
Distance f om the FOV cente  (mm)

0

50

100

150

200

250

300

350

400

Se
ns

iti
vi

ty
 (c

ps
.M

Bq
−1

)

Simulated Expe imental

(b)

Figure 10.15: (a) The system sensitivity at the CFOV for all aluminium thicknesses and
the extrapolated sensitivity as a function of the aluminium sleeve thickness. (b) The
axial slices sensitivity as a function of the distance from the CFOV. For both figures,
experimental (blue) and simulated (red) data are represented.

10.5.2/ NEMA COUNT LOSSES AND SCATTER FRACTION

Figure 10.16 shows count rates calculated according to the NEMA count losses test for
experimental and simulated data. Over the full activity range, the maximum relative dif-
ferences between the prompt, random, scatter, and true coincidences rates were 1.6%,
7.2%, 6.6%, and 15.1%, respectively.

When considering activities closer to clinical activity concentrations (below 10 kBq.mL−1),
the maximum relative difference for true count rates was 6.6% (see Figure 10.17). The
experimental and simulated NECRs are in agreement by 16.5% within a clinical activ-
ity range and by 33.1% over the entire activity range. The peak NECR was at 23.5
kBq.mL−1 (164 kcps) and 25.8 kBq.mL−1 (208 kcps) for the experimental and simulated
data, respectively. The scatter fraction is shown in Figure 10.18, and its values at the
peak NECR are 44.4% and 41.3% for the experimental and simulated data, respectively.
In total, 157 CPU days were needed to simulate the 24 frames with at least ten million
coincidences.

10.5.3/ NEMA SPATIAL RESOLUTION

Table 10.2 shows the spatial resolution in terms of FWHM and FWTM for both simulated
and experimental data analysed in NEAT, averaged over both axial positions. The abso-
lute differences ranged from 0.16 mm to 1.24 mm and from 0.65 mm to 1.82 mm for the
FWHM and FWTM, respectively. For all positions, the simulated spatial resolution values
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Figure 10.16: Prompt (black), random (green), scatter (blue) and true (red) count rates
(kcps) for experimental (continuous) and simulated (dash-dotted) data relative to the ac-
tivity concentration (kBq.mL−1). The NECRs are shown in purple. The clinical activity
range (activity concentration < 10 kBq.mL−1) is outlined.

Figure 10.17: Focus on the count rates in the clinical activity range (below 10 kBq.mL−1)
shown in Figure 10.16. The legends are identical to this figure.

were systematically smaller than their experimental counterparts. A total of 34 CPU days
were used to generate this spatial resolution simulation.

10.5.4/ NEMA IMAGE QUALITY

The CRC, BV and IR for the experimental and simulated VPFX-CLIN reconstructions are
shown in Figure 10.19. A visual comparison of the central axial slice for the experimental
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Figure 10.18: The scatter fraction (%) for experimental (continuous) and simulated (dash-
dotted) data relative to the activity concentration (kBq.mL−1).

Table 10.2: Spatial resolution in terms of FWHM and FWTM (mm) for experimental and
simulated data.

Resolution
Direction

Experimental Simulated Difference (mm)
FWHM FWTM FWHM FWTM FWHM FWTM

1 cm radial offset
Radial 4.34 8.48 3.37 7.53 −0.98 −0.96

Tangential 4.17 8.20 3.64 7.47 −0.54 −0.73
Axial 4.49 10.07 4.25 8.26 −0.24 −1.82

10 cm radial offset
Radial 5.66 11.30 5.18 9.97 −0.49 −1.37

Tangential 4.40 9.77 4.10 8.15 −0.31 −1.64
Axial 6.21 11.79 4.98 10.78 −1.24 −1.01

20 cm radial offset
Radial 7.27 14.35 7.11 13.02 −0.16 −1.34

Tangential 5.10 9.88 4.67 9.21 −0.43 −0.68
Axial 6.29 12.45 5.82 11.81 −0.47 −0.65

and simulated reconstructions is shown in Figure 10.20. The CRC for the experimental
and simulated reconstructions showed a maximum relative difference of 14.9% across all
spheres. From the smallest to the largest sphere, the background variability ranged from
3.4% to 1.4%, and from 4.0% to 1.6% for the experimental and simulated reconstructions,
respectively. A maximum relative difference of 5.7% was found when comparing IR in the
background. The experimental lung error was 11.4% while the simulated lung error was
7.5%. When comparing experimental and perfectly corrected (trues only) reconstructions,
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maximum relative differences of 17% and 10% were found for CRC and BV, respectively.
For the IR, differences of less than 5% were observed and a lung error of 5.4% was
measured. This simulation took 161 days of CPU time.
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Figure 10.19: Comparison between experimental (blue continuous), simulated (red dash-
dotted) and perfectly-corrected (green dashed) contrast recovery coefficient (a), (b) back-
ground variability and (c) image roughness for the six hot spheres of the NEMA phan-
tom/model.

(a) (b) (c)

Figure 10.20: Visual comparison between the central slices of the VPFX-CLIN recon-
struction of (a) experimental data, (b) simulated data with clinical-like corrections, and (c)
simulated data with perfect corrections (trues only). All slices were normalised to their
maximum and displayed with the same window and level.

10.6/ DISCUSSION

In this chapter, a Monte Carlo model for the DMI4 scanner was presented, and its perfor-
mance characteristics were evaluated using the NEMA NU2-2018 standard. This GATE
model is capable of mimicking experimental count rates over a wide range of activity, as
well as generating clinical-like images through the use of the PET toolbox. During the de-
velopment of the model, special care was taken to use only clinical-like information from
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the GATE simulated data, resulting in realistic processing of these data. Simulated sino-
gram data were generated using the methods previously developed for experimental data
(see Chapter 9.2), and the NEMA analyses were performed using NEAT for both exper-
imental and simulated data. Whenever possible, the simulations strictly reproduced the
experimental acquisition conditions, using the information contained in the experimental
HDF files.

The knowledge acquired in Chapter 9 was used to design the GATE model. In particular,
the geometry of the system, including detector indexing, lead shielding, and block covers,
was reproduced with fidelity. Furthermore, some parameters of the digitizer could be set
using the previously obtained experimental data (temporal and energy resolution), while
others were determined using specific methods: Salvadori et al. (2020) for background
noise and detection efficiency, and a trial-and-error optimisation process to obtain the
pile-up value. Finally, some parameters (readout depth, multiple coincidence policy) were
chosen to obtain the best match between experimental and simulated count rates. The
final digitizer was summarised in Figure 10.10.

To recover inter-block Compton scatter, GE systems use the CSR method, which is able
to identify scatter events from neighbouring blocks and combine them into a true event
to improve sensitivity (Wagadarikar et al., 2014). As this approach is not currently imple-
mented in GATE, Khalif et al. (2016) proposed to emulate the sensitivity gain by using the
TakeEnergyWinner readout policy set at the highest level (setDepth 1) in the digitizer. In
our system, the TakeEnergyCentroid readout policy with setDepth 1 was used to match
the experimental and simulated sensitivities, resulting in a maximum relative difference of
3.6% between the experimental and simulated system sensitivities.

After optimising count rates at high activity, good agreement was achieved in terms of
single events (2.0%) and random counts (7.2%) for activity concentrations up to 31.2
kBq.mL−1. In a clinical range taken pejoratively of less than 10 kBq.mL−1 (Renaud et al.,
2017), simulated prompt, random, true, and scatter rates, obtained from the NEMA count
losses test closely matched the experimental rates, with maximum relative differences of
1.6%, 5.3%, 7.8%, and 6.6%, respectively. At higher activities, the true rates were shown
to be in poorer agreement between experimental and simulated data, with an absolute
relative difference of 15.1%. Therefore, our model is not able to improve the NECR at very
high activities. This could also highlight the limitations of the current version of GATE’s
digitizer, including its inability to emulate the CSR module.

The spatial resolution of our GATE model was found to have lower nominal values for all
sources compared to the DMI 4-ring values, with differences between experimental and
simulated FWHM ranging from -0.16 mm to -1.24 mm. This trend is common to all GATE-
simulated PET (Schmidtlein et al., 2006; Lamare et al., 2006; Li et al., 2017; Khalif et al.,
2016) as there is no digitizer module that allows spatial blurring for general PET scanner
models. This less important spatial blurring (in the simulation) arises from effects that are
not properly accounted for in the simulation, such as Anger logic and crosstalk between
crystals. This digitizer shortcoming is often corrected by applying blur to the radial axis of
the prompt and random sinograms (Schmidtlein et al., 2006; Li et al., 2017; Khalif et al.,
2016) to achieve a closer match between experimental and simulated spatial resolution.

Our reconstruction framework is based on the manufacturer’s clinical software, which al-
lows the use of similar reconstruction and correction methods between experimental and
simulated data, resulting in good visual similarity when comparing reconstructions (see
Figure 10.20). When using clinical-like corrections (normalisation, attenuation, random



10.6. DISCUSSION 113

and scatter), CRC and BV were relatively close between experimental and simulated re-
constructions. However, the trend for the simulated CRC as a function of sphere size is
not as stable as the experimental one. This might be due to the use of a single simu-
lated image for the analysis, whereas three images were used for the experimental study.
When investigating the perceived image noise in an image, IR is usually more appropriate
than the NEMA BV metric, as IR measures pixel-to-pixel variation rather than homogene-
ity between regions (Tong et al., 2010). Regarding IR, a better agreement (5.7%) was
found between simulated and measured images. Although the reconstruction kernel is
the same, small discrepancies are expected due to the use of GATE-generated data to
perform the normalisation and attenuation correction on the simulated data. For exam-
ple, the use of different attenuation maps could contribute to the observed differences in
lung error (Kalaitzidis et al., 2022). Furthermore, when reconstructing the simulated true
counts (mimicking perfect random and scatter corrections), CRC, BV and IR were found
to be in better agreement with the experimental measurements (see Figure 10.20), sug-
gesting that some small improvements could still be achieved when applying these two
clinical-like corrections (RFS and model-based scatter) to simulated data. Finally, decay
(during acquisition), well-counter, and dead time corrections for simulated data have not
yet been implemented in the current version of the reconstruction framework. Therefore,
the model is capable of producing realistic but not quantitative images in kBq.mL−1.

At the beginning of this thesis (2019), no model of the DMI scanner was proposed in
the literature. However, two DMI 4-ring GATE models were published after 2019. Firstly,
Tiwari et al. (2022) focused on establishing a GATE model of the DMI4 scanner to then
investigate virtual DMI models with extended axial FOVs, up to two metres. To evalu-
ate their DMI4 model, the NEMA sensitivity and count losses standards were simulated
and compared with experimental results published in another study (Hsu et al., 2017).
Reconstructions were performed using the Software for Tomographic Image Reconstruc-
tion (STIR) software only to evaluate the spatial resolution of their model. They found
good agreement between simulated and experimental results (less than 8% relative er-
rors up to 25 kBq.mL−1 for count rates and 6.4% for sensitivity). The detailed configuration
of their digitizer is not shown in this publication and therefore cannot be fully compared
with ours. However, it should be noted that there is no background noise in their digi-
tizer and no patient bed in their geometry. Some comparisons can also be inferred from
their sensitivity and count rate results. Firstly, our modelled slice-based sensitivity profile
shows no inter-ring offset, just like the experimental one. Secondly, the general shape of
our simulated count rate curves is similar to the measured curves over the entire activity
range and never crosses.

The second DMI4 GATE model is proposed by Kalaitzidis et al. (2022). In their study,
they focused on a pipeline to allow reconstruction of GATE data using Customizable and
Advanced Software for Tomographic Reconstruction (CASToR). They compared their
simulated CASToR reconstruction with experimental data reconstructed using the PET
toolbox and CASToR. Their GATE digitizer is detailed and quite similar to ours in the
clinical range, except that they followed the approach given by Khalif et al. (2016) to take
into account the CSR method. The optimisation of their digitizer leads them to differ-
ent values of noise and detection efficiency. They did not consider dead time effects
in their model, which prevented accurate simulations at high activity. Their image qual-
ity acquisition was simulated outside NEMA NU 2-2018 specifications, i.e. without the
NECR phantom abutting the IEC phantom, with a SBR of nine, and with a scan time of
ten minutes. Their reconstruction parameters were different from ours. It is difficult to
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comment on their results because their graph of NEMA metrics (CRC, BV) as a function
of sphere size is presented on a very compressed scale. Nevertheless, their simulated
CRC seems to be close to the experimental one (within 10%) and their simulated BV also
seems to be close when the experimental reconstruction is performed with CASToR, but
relatively higher when performed with the PET toolbox. The authors attribute the differ-
ences between CASToR and PET Toolbox to the different axial filtering between the two
reconstruction packages.

The aim of this work was to provide a general framework for generating realistic PET
images from simulated data. The proposed GATE model is able to mimic the count rates
of a DMI4 scanner over a wide range of activities, which allows a certain margin for
medical applications requiring high activity bolus administration (Renaud et al., 2017). We
have also shown that it is possible to reconstruct simulated data using the manufacturer’s
reconstruction toolbox, provided that adequate calibration data are simulated to calculate
the corrections used by the manufacturer. The expected advantages of this method are
the ability to use the same reconstruction kernel as that used in clinic, and the simpler
implementation of the different corrections required for quantification.

10.7/ CONCLUSION

In this chapter, we detailed the methodology followed to design and implement a GATE
model of the DMI4 that mimics the scanner available at the CGFL. The performance of
this model was evaluated using the NEMA NU 2-2018 standard and validated against
experimental performance. The evaluation framework (data management, analysis, re-
construction) has been designed and developed to allow almost identical processing of
experimental and simulated data. This complete framework can be used to generate
both perfectly corrected and clinical-like images, and to optimise imaging parameters in
several clinical situations.
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TOF RESOLUTION STANDARD

With the increasing availability of TOF-capable PET systems, the latest version of the
NEMA standard (NU 2-2018) introduced the TOF resolution test, based on the work of
Wang et al. (2016). As the Gen1 DMI4 scanner available at the CGFL was installed before
the release of this NEMA version, the GE console does not include the TOF resolution
test. In addition, as the DMI4 is a Gen1 scanner, the TOF data acquired by the system are
mashed when recorded, resulting in a loss of precision of the TOF information (see Sec-
tion 9.1). Nevertheless, this NEMA standard has been implemented in NEAT, and a data
pre-processing step is proposed to recover the CTR loss induced by this mashing. To val-
idate the implementation of this test, experimental results were compared with published
NEMA TOF resolution results for a second generation (Gen 2) DMI6 scanner, obtained
with their GE console. This test was then reproduced in GATE, and the simulated CTR
was compared with the experimental one. During the development of the NEAT code for
this NEMA standard, several tests were carried out to ensure that the CTR values ob-
tained were correct for both experimental and simulated data. These tests are presented
in this chapter.
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11.1/ NEMA METHODOLOGY

To perform this test, the data acquired during the NEMA count losses test (see Section
9.2.2.2) shall be used. The count losses acquisitions analysed in Section 9.3.2 were
obtained using the manufacturer’s acquisition protocol, which recorded each of the 24
frames in a distinct 3D sinogram. For the NEMA TOF resolution standard, the location
of each interaction in the system and the TOF information of each coincidence must be
accurately known; therefore, a dedicated list-mode acquisition was performed in 2022,
following the phantom and source preparation methodology of Section 9.2.2.2. It con-
sisted of a single static list-mode scan recorded for approximately 20 hours, resulting in a
very large file (234 GB in compressed format). In order to analyse this file, it was decom-
pressed and exported from the console disk to an external hard drive. This process took
over three days and resulted in an even larger file (435 GB). The list-mode acquisition
was then rebinned into 24 frames using the event timestamps to match the multi-frame
format defined for the NEMA count losses test (see Section 9.2.2.2). During the analysis,
20 million coincidences were retained for each frame. When this test was performed on
GATE-simulated data, 10 million prompts were generated per frame in order to obtain a
reasonable computation time.

The first step in this analysis was to determine the position of the line source. To do
this, the first experimental frame below the NECR peak was reconstructed using the
VPHD reconstruction defined in Table 9.2. The centroid of each reconstructed axial plane
(excluding those within 10 mm of either end of the axial FOV) was then calculated and
a 3D line fitted (least-squares) to these centroids. Using the intersection of this fit with
the first and last kept axial planes to define points P⃗1 and P⃗2, the unit vector, denoted
v⃗, was calculated using Equation 11.1 (see Figure 11.1). For the simulated data, v⃗ was
determined directly from the source position as defined in GATE.

v⃗ =
P⃗2 − P⃗1∣∣∣∣P⃗2 − P⃗1

∣∣∣∣ (11.1)

Once the source position was determined, the following analysis was performed on each
time frame. For each coincidence, the spatial coordinates of the associated photons,
denoted L⃗1 and L⃗2, were inferred from the crystal indices contained in the list-mode file.
Then, the unit vector u⃗, from L⃗1 to L⃗2, was calculated as follows:

u⃗ =
L⃗2 − L⃗1∣∣∣∣L⃗2 − L⃗1

∣∣∣∣ (11.2)

The distance between the LOR and the line source, denoted r, was calculated as follows:

r = (L⃗1 − P⃗1) ·
u⃗ × v⃗∣∣∣⃗u × v⃗

∣∣∣ (11.3)

Since LORs with r > 21 mm are too far away from the source to contain true events, they
were excluded from further processing. Then the point of closest approach of each LOR
to the line source, denoted I⃗, was calculated as follows:
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Figure 11.1: Illustration of the cylindrical NEMA count losses model/phantom used for
the NEMA TOF resolution test. The line source is shown in red, a LOR is shown in blue,
and the shortest distance between the source and the LOR is shown in orange.

I⃗ = L⃗1 +
(L⃗1 − P⃗1) · (u⃗ − v⃗(u⃗ · v⃗))∣∣∣⃗u · v⃗∣∣∣2 − 1

(11.4)

The timing error, denoted t, was then calculated based on the difference between the
recorded TOF information and the expected TOF difference based on the point of closest
approach of each LOR to the line source:

t = (t1 − t2) −

∣∣∣∣L⃗1 − I⃗
∣∣∣∣ − ∣∣∣∣L⃗2 − I⃗

∣∣∣∣
c

, (11.5)

where c is the speed of light, and t1 and t2 are the TOF data recorded for the two co-
incidence photons at positions L1 and L2, respectively. In this equation, the timestamps
provided by the electronics of the system are compared with the theoretical TOF informa-
tion estimated from the spatial information of both the LORs and the source. All events
for which |t| was substantially greater than the expected FWTM (683 ps) were discarded
as they were not participating in the subsequent processing.

Each coincidence was then accumulated into a 2D histogram, denoted H(r, t), indexed
by the distance between the LOR and the source r and the timing error t. Each 2D
histogram had a size 41 × 29 bins, giving a resolution of 1.03 (mm) × 47.14 (ps), which
was in compliance with the NEMA standard.

To remove scatter and random events from H(r, t), the methodology presented in Section
9.2.2.2 (see Figure 9.5) was followed. As this correction method had already been de-
veloped (and validated) in NEAT, it was used for this analysis. The result of this process
was a corrected 1D histogram, containing a number of counts in each time bin t.

The peak of the corrected histogram was determined from this 1D TOF profile using a
three-point parabolic fit. The TOF resolution, denoted CTRmash and expressed in FWHM
(ps), was then obtained by linear interpolation on the profile, based on the two points
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adjacent to half of the maximum value. As these two methods (parabolic fit and linear
interpolation) have already been implemented in NEAT for the spatial resolution test (see
Section 9.2.3.2), they were reused.

11.2/ DATA PRE-PROCESSING

As mentioned in Section 9.1, the coincidence detection for Gen1 DMI4 scanners is per-
formed with a time resolution sampling, denoted S, of 13.02 ps, but the recorded TOF
list-mode data are further mashed by a factor of 13, denoted C. This results in a final
sampling resolution of C × S = 169.26 ps. Figure 11.2a shows a sample of the raw TOF
data (∆t) contained in the list-mode file using a bin size of 13.02 ps. The data has been
extracted for the first ten million counts of the first frame below the peak NECR. Figure
11.2b is a focus on the central part of the plot (∆t = 0) with the centre of each histogram
bin (size 13.02 ps) indicated on the x-axis. From this figure, it can be seen that data are
only present every 13th bin, which corresponds to the mashing factor applied (C = 13).
This raw data was processed according to the NEMA TOF resolution method described
in Section 11.1. All presented 1D histograms of t were extracted before random and scat-
ter removal. During the NEMA TOF resolution analysis, only a part of this data is kept
(condition on r and on t, see section 11.1). This data is shown in Figure 11.3a and is
used to obtain the 1D histogram of the computed timing error t (Equation 11.5) shown in
Figure 11.3b.

(a) (b)

Figure 11.2: Histogram of the raw TOF data extracted from the experimental list-mode
file using bin sizes of 13.02 ps. (a) shows a large portion of this data, and (b) shows only
a smaller portion of the data, with 13.02 ps bins marked on the x-axis.

Although scatter and random events have not been corrected at this point, it is appar-
ent that the data shown in Figure 11.3b cannot be used to extract a FWHM. According
to Wang et al. (2016), this histogram should have a Gaussian shape and zero mean.
Although the mean of the data is close to zero (-1.65 ps), it is clear that it is not Gaus-
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(a) (b)

Figure 11.3: Histograms of (a) processed TOF data and (b) the resulting timing error (bin
size 13.02 ps).

sian, preventing further processing. This is due to the loss of information induced by the
mashing of the TOF data into 169.26 ps bins. Combined with a finer estimation of LORs
positioning during the estimation of r, the mashed TOF data is not fine enough to com-
pute t. Nevertheless, an alternative approach was taken to be able to perform this NEMA
standard on a Gen1 DMI scanner. Each of the non-zero bins (169.26 ps apart) of Figure
11.2b was redistributed to the 13 nearest bins of size 13.02 ps. To do this, the counts
contained in each populated bin were distributed to the 13 smaller bins using a uniform
number generator. Figure 11.4a shows the resulting TOF data, and Figure 11.4b shows
the part of the data that was kept during the analysis.

(a) (b)

Figure 11.4: Histograms of (a) the initial TOF data redistributed over 13-ps bins and (b)
the TOF data kept during the NEMA process.
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Although this method did not provide a way to recover the information lost during the
mashing process, it improved the estimation of the timing error, as shown in Figure 11.5.
Following the uniform re-distribution of the original data into smaller bins, the timing error
histogram now has a Gaussian shape with a mean close to zero (-1.96); these data could
then be correctly processed to assess the CTR of the DMI4 scanner according to the
NEMA guidelines.

Figure 11.5: Histogram of the timing error calculated after the proposed pre-processing
step. The resulting data is Gaussian with a mean close to zero. The data is histogramed
over 29 bins in accordance with the sampling requirements of the NEMA report (see
Section 11.1).

This pre-processing method was applied to all the frames of the experimental data anal-
ysed in order to obtain a CTR value, denoted CTRmash. Throughout this thesis, an impor-
tant amount of work was performed not only to propose a GATE model that is an accurate
representation of the DMI, but also to ensure that the performance characteristics of the
model are identical to those of the real system. With this spirit in mind, the simulated data
were deliberately degraded to mimic the recording of TOF data in Gen1 systems. The
simulated TOF information was first sampled into 169.26 ps bins (mimicking the experi-
mental mashing factor), and each non-zero bin was then uniformly redistributed over 13
smaller bins of 13.02 ps, as described earlier. This redistributed data was then processed
according to Section 11.2 to obtain the simulated CTRmash.

As mentioned above, this pre-processing method allowed us to calculate the NEMA TOF
resolution, but without recovering the loss of information due to the mashing process.
To account for this degradation, an empirical correction factor was proposed in Equation
11.6, assuming a Gaussian distribution of the data. This correction was applied on the
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calculated CTRmash values to obtain the final result, denoted CTRcor. This correction factor
was studied using GATE simulations in Test 2 of Section 11.4.3.

CTRcor =

√
CTRmash

2 −

[
2
√

2 ln(2) ×
CS
√

6

]2

(11.6)

In this expression, the term in square brackets represents the uncertainty contribution
induced by the use of mashed data in the NEMA process:

• 2
√

2ln(2) is the term used to obtain a Gaussian FWHM from its standard deviation,

• CS/
√

6 is the derived global standard deviation of the uncertainty introduced by the
mashing and processing steps. It is the quadratic sum of the errors associated with
(i) the mashing of a uniformly sampled distribution [0, CS ] by a factor C, (CS/

√
12),

and (ii) the uniform up-sampling from bin size CS to bins of size S (CS/
√

12).

11.3/ RESULTS

Figure 11.6 shows the CTR as a function of the activity concentration AC for the ex-
perimental and simulated data points, as well as a linear fit using these points. As the
time-of-flight resolution test was not available in the manufacturer’s software for our Gen1
DMI4 scanner, the NEAT implementation of this standard cannot be directly validated us-
ing the GE console. Instead, we decided to compare the NEAT results with published
data obtained on a Gen2 system. In fact, Gen2 DMI scanners were made available after
the release of the NEMA NU 2-2018 standard, and their Gen2 GE console includes an
implementation of the NEMA TOF resolution test. In their work, Zeimpekis et al. (2022)

Figure 11.6: Experimental (blue) and simulated (red) CTR data points and the associ-
ated fits. The green fit is adapted from the time-of-flight resolution results presented by
Zeimpekis et al. (2022) for a DMI6 scanner.
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performed the NEMA TOF resolution standard on their DMI6 scanner. As a result, an
additional linear fit (adapted from their work) is shown for their DMI6 scanner.

The linear fit equations for the experimental DMI4 scanner, the proposed GATE model,
and the experimental DMI6 scanner are CTRcor = 3.19AC+395.9, CTRcor = −0.07AC+382.1
and CTR = 3.41AC + 389.2, respectively. The experimental data show a slight increase in
the CTR value with respect to the activity concentration, while the simulated CTR values
are more stable over the activity range with an average value of 381.4 ps.

11.4/ GATE STUDY

11.4.1/ AIM OF THE STUDY

As the TOF resolution test has only recently been codified in the NEMA standard, the
temporal resolution of the DMI4 scanner is measured using a protocol defined by the
manufacturer (see Section 9.2.6.2). Using this protocol, the temporal resolution of our
DMI CTRCTC, was 375.05 ± 3.79 ps, which was in good agreement with other values
reported in the literature, using the same protocol (see Section 9.3.6). In the proposed
GATE model, a CTR value of 376 ps was set in the digitizer (see Section 10.4.2 and
Figure 10.10).

When performing the NEMA TOF resolution test on experimental data, a CTRcor value of
395.9 ps was found. This differs by 5.5% from the CTRCTC value obtained following the
manufacturer’s protocol. In the literature, Zeimpekis et al. (2022) reports a CTR value of
389.2 ps for a DMI6 scanner, showing a relative difference of 3.8% with CTRCTC. Finally,
a value of 382.1 ps was found for the proposed GATE model of the DMI4.

These results are unexpected, especially for the simulated CTR, since a value of 376 ps
was explicitly set in the digitizer. In order to confirm these results (376 ps expected versus
382.5 ps obtained), several tests were carried out on simulated data to identify the origin
of the observed difference. These are presented in the following sections.

11.4.2/ GATE READOUT POLICY

In the TOF resolution studies performed during this thesis, differences in the effects of the
TakeEnergyWinner and TakeEnergyCentroid readout policies were noted. To the best of
our knowledge, these differences are not mentioned in the GATE documentation, nor in
the literature related to the validation of GATE models of PET scanners. Although these
differences are part of the results of the TOF resolution studies, they are mentioned now
to provide a better understanding of the reported results.

In the output of a GATE simulation, the recorded singles and coincidences contain infor-
mation about the coordinates of the interaction in the crystals. This information can be
found in two different representations.

In the first representation, each crystal is encoded by a unique combination of the crys-
talID, submoduleID (block), moduleID and rsectorID fields. Using LUTs which associates
a crystal identifier with a spatial position, the recorded unique crystal identifier (see Sec-
tion 10.2.2) can be used to assign a spatial position to each event. Using this represen-
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tation, the only difference in events location between TakeEnergyWinner and TakeEner-
gyCentroid is due to their working principle (i.e. maximum energy or Anger’s logic).

In the second representation, the interaction position in the detector ring is recorded using
the spatial coordinates found in the fields globalPosX, globalPosY, and globalPosZ. The
values stored in the globalPos fields will be fdifferent according to the readout policy used.
With TakeEnergyCentroid, the values of the three globalPosare set at the centre of the
crystal, even if the centroid-weighting has only been performed on one event. In contrast,
when TakeEnergyWinner is used, the exact location of the interaction within a crystal is
stored in the three globalPos fields. In this case, the spatial information of the detected
photon is perfectly accurate.

11.4.3/ TEST REPORTS

According to Section 11.3, the simulated CTR values were mostly stable over the activity
range considered. This is to be expected as there is no module in GATE that simulates
CTR degradation as a function of dead time. Therefore, to speed up the analysis and
simulation processes, only the first frame below the NECR peak frame of the NEMA
count losses was simulated for each test. When necessary, true events were extracted
using Algorithm 1. For all tests, the number of bins in the 2D histograms was fixed to 45
× 29, giving a resolution of 1.18 (mm) × 47.14 (ps).

REFERENCE SIMULATION

The aim of this simulation was to obtain as few biases as possible in the estimation the
TOF resolution. To this end, the following simulation parameters were used:

• The value of the timeResolution digitizer module was set to 376 ps;

• The TakeEnergyWinner readout policy was used in conjunction with the globalPos
representation of the event location, allowing perfect LOR placement during the
NEMA analysis.

• No time mashing was performed, i.e. the timestamps recorded in the GATE list-
mode file were used (no sampling);

• A back-to-back source is used, eliminating the temporal variability caused by the
positron range, ensuring that all the annihilations take place at the source location;

• A very small source radius of 0.01 mm was placed in the NEMA count losses phan-
tom to avoid variability in the back-to-back emission location;

• 500 000 true counts were analysed, removing any possible inaccuracy of the ran-
dom and scatter correction process;

With this setup, a TOF resolution of 380 ps was calculated with NEAT. The observed
difference from the expected 376 ps was probably due to small analysis uncertainties (2D
histogram resolution, statistics). To verify the effect of count statistics, the NEAT analysis
was reproduced on the same simulated data, but with only 100 000 true counts (20% of
the initial amount). With this lower statistic, a CTR value of 382 ps was found, showing
that our test results may indeed be subject to statistical uncertainty.
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TEST 1: TIME-MASHING

The simulated data from Test 1 were reused for this test. The aim was to investigate
the effect of the TOF data mashing and in particular the accuracy of the CTR correc-
tion method proposed in Equation 11.6. Following the methodology proposed for the
experimental data (see Section 11.2), the simulated TOF data associated with 500 000
true events were sampled into time bins of size 169.26 ps, and the data from each bin
were then uniformly redistributed into 13 bins of size 13.02 ps. When analysing the time-
mashed true events, the obtained CTRmash was 413 ps. When CTRcorr was calculated
using Equation 11.6, a value of 380 ps was found, which was the value found for Test 1
when no time-mashing was performed using the same true counts.

TEST 2: SCATTER AND RANDOM REMOVAL

The simulated data from Test 1 were reused for this test, but 500 000 prompt counts
(rather than true counts) where analysed to assess the effect of the random and scatter
correction on TOF resolution (Test 2a). During the analysis, random and scatter counts
were removed using NEAT. After correction, a CTR of 378 ps was obtained for this test.
The analysis was reproduced using ten million counts (Test 2b) and the resulting CTR was
383 ps, showing that statistical uncertainty may also affect the study of prompt events.

TESTS 3 & 4: POSITRON RANGE AND SOURCE RADIUS

In the previous tests, a back-to-back source was used in combination with a very small
source radius to obtain a thin line of annihilations. The simulation of Test 1 was repro-
duced twice: once with a positron source (Test 3), and again with a 1.6 mm line source
(standard size, Test 4). For both tests, the CTRs obtained were 381 ps (versus 380 ps for
Test 1), showing little to no effect of these parameters.

TEST 5: LOR POSITION

The simulation methodology of Test 1 was followed except that the readout policy was
set to TakeEnergyCentroid instead of TakeEnergyWinner. No other changes were made
to the methodology. For each of the newly simulated 500 000 true events, the spatial
coordinates were obtained using the globalPos fields in Test 1, but this time only one
position per crystal is returned (equivalent to using crystal indices, see Section 11.4.2).
This change in readout policy allowed the study of possible differences in CTR when
introducing a spatial uncertainty in the estimation of the LORs’ position (see Equation
11.5 and Section 11.4.2).

Using the TakeEnergyCentroid readout policy, a CTR value of 387 ps was obtained, which
is the largest difference (7 ps) from the initial 380 ps obtained in Test 1. This test shows
that spatial uncertainty in the estimation of the LORs’ position affects the expected timing
error calculated in Equation 11.5. Since the CTR is calculated in terms of FWHM (ps),
and assuming that the data are Gaussian, a quadratic difference can be used to quantify
the induced bias on the CTR. Using the CTR obtained in this test (387 ps with TakeEn-
ergyCentroid) and the initial CTR of Test 1 (380 ps with TakeEnergyWinner), a value of
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√
3872 − 3802 = 75 FWHM ps was found.

SUMMARY

The results of Section 11.4 and the manufacturer’s protocol are summarised in Table
11.1. The results of our simulated tests are reported in Table 11.2. For each test, we
sought to isolate the influence of a single parameter on CTR.

Table 11.1: CTR values for the DMI4 (experimental and simulated) and DMI6 (experimen-
tal only) evaluated using the NEMA TOF resolution standard. The CTR value obtained
using the manufacturer’s protocol is also given (the reported activity is the net activity
contained in the line source used for this test).

Method Mashing + correction factor Activity CTR (FWHM ps)

NEMA DMI4 Yes 0 kBq.mL−1 396
NEMA GATE model Yes 0 kBq.mL−1 382

NEMA DMI6 Zeimpekis et al. (2022) No 0 kBq.mL−1 389
Manufacturer’s protocol DMI4 No 20 MBq 375

Table 11.2: Summary of our simulation tests, reporting the effect of different parameters
on the TOF resolution calculation. The statistics of each test are also given.

Simulation Analysed counts Change from reference setup CTR (FWHM ps)

Reference simulation 500k trues None 380
Test 1: Time-mashing 500k trues (reference data) Mashing + correction factor 380

Test 2a: Scatter and random removal 500k prompts (reference data) Trues→ Prompts + correction 378
Test 2b: Scatter and random removal 10M prompts reference data) Trues→ Prompts + correction 383

Test 3: Positron range 500k trues (new data) Source type: Back-to-back→ Positron 381
Test 4: source radius 500k trues (new data) Source radius: 0.01 mm→ 1.6 mm 381
Test 5: LOR position 500k trues (new data) TakeEnergyWinner→ TakeEnergyCentroid 387

11.5/ DISCUSSION

In this chapter we have applied the NEMA standard to evaluate the TOF resolution of our
scanner. As our DMI4 scanner is of an older generation (Gen1), the TOF resolution anal-
ysis could not be done using the GE console. For this NEMA analysis, we had to perform
a specific acquisition in list-mode. Generating, exporting, and processing the resulting
file was a challenging task which could only be accomplished with the cooperation of the
manufacturer.

From a purely computer science point of view, the large file size required the implemen-
tation of dedicated methods to enable the selection of specific frames and the loading of
the associated data. Trade-offs between computational speed and IO load were made to
allow the processing of such a large file in NEAT. As a result, the complete processing of
a single time frame of 20 million prompt counts (as shown in Section 11.3) took 40 min-
utes, which leads to 12 hours of processing for the 18 frames. Incidentally, processing
the entire file was not realistic, as the complete 76 billion prompt counts would require
more than 75 days of processing.
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As previously mentioned, the TOF information of Gen1 DMI scanners is mashed. It was
shown in Section 11.2 that the mashed TOF data could not be processed directly, as the
resulting TOF resolution histogram was not suitable for NEMA processing. In that section
it was also shown that the NEMA processing could be performed by re-distributing the
mashed data into bins of size 13.02 ps. However, this re-distribution effectively reduced
the number of counts in each populated bin by a factor of 13, resulting in the need for a rel-
atively large number of prompt counts per frame analysed (500 000 counts recommended
in NEMA, 20 million used in this work). In addition, to account for the degradation of the
TOF information induced by the mashing, an empirical correction factor was proposed in
Equation 11.6, and studied in Test 1 of Section 11.4.3 on simulated data. According to
this test, the empirical correction factor proved to be an estimate of the loss of resolution
caused by the time-mashing. The proposed correction factor was therefore applied when
processing the mashed experimental data. Finally, using the entire proposed methodol-
ogy (with a correction factor), the CTR of the DMI4 scanner could be evaluated according
to the NEMA TOF resolution test.

Since NEAT could not be directly validated using the GE console, we looked to the lit-
erature for points of comparison. The results obtained were compared with those of
Zeimpekis et al. (2022), who calculated the CTR using their GE console. In fact, they
have a DMI6 scanner equipped with the new generation of electronics (Gen2) with TOF
data that are not mashed. Although the benefit of this upgrade to the system’s electronics
is significant in terms of count rates performance, the CTR performance is expected to
remain identical at 0 kBq.mL−1 (GE Healthcare, 2016b,a). The difference between the
two systems is therefore assumed to come essentially from the approximate correction
provided by the empirical factor on our Gen1 DMI4 scanner. According to NEMA NU 2-
2018, the CTR obtained at the intercept (0 kBq.mL−1) for the Gen1 DMI4 scanner and the
Gen2 DMI6 scanner were 395.9 and 389.2 ps, respectively. As these CTR values were
in a 1.8% agreement, the NEAT implementation of this NEMA standard was considered
validated.

For simulations with the proposed GATE model, the CTRcor was stable over the whole
activity range as expected, since there is no digitizer module in GATE to degrade the TOF
resolution with respect to the single rate. The simulated CTRcor value (382.1 ps) differed
by 1.6% from the value used in the digitizer (376 ps).

The flexibility of Monte Carlo simulations was used to analyse different simulation setups,
which were detailed in Section 11.4.3. As reported in Section 11.4.2, the main finding of
the tests was the difference in the data provided by the TakeEnergyCentroid and TakeEn-
ergyWinner readout policies in the globalPos GATE fields. While TakeEnergyCentroid
repositions events to the centre of the crystals using Anger’s logic, TakeEnergyWinner
returns the exact spatial coordinates of events occurring in the detector ring. For the
TakeEnergyWinner policy, the recorded TOF information corresponds to the distance trav-
elled by the annihilation photons. On the contrary, as TakeEnergyCentroid repositions the
event to the centre of the crystals, the TOF information is no longer directly linked to the
distance travelled by the annihilation photons.

During the implementation of the NEMA standard in NEAT, two concerns were raised:
(i) the difference between the simulated CTRcorr (382.1 ps) and the value used in the
digitizer (376 ps); and (ii) the difference between the experimental CTRcorr obtained with
NEAT (395.9 ps) and the CTRCTC value obtained using the manufacturer’s coincidence
timing measurement protocol (375 ps).
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For the first concern (i), we can use the results of the simulation setups and state that the
spatial error induced by TakeEnergyCentroid is about half the length of a crystal, which is
12.5 mm1. This distance results in a 83 ps maximum error in the estimation of the TOF in-
formation, with respect to the actual interaction coordinates of the photons in the crystals.
In Test 5, the CTRs obtained with both readout policies were compared, and the change
from exact coordinates (TakeEnergyWinner) to crystal centres (TakeEnergyCentroid) in-
troduced a bias of 75 FWHM ps. Considering that most photons do not interact at the
surface of the crystal but at some distance inside it (the mean free path in LYSO crystals
is 11.5 mm at 511 keV), the theoretical 83 ps error mentioned above is a conservative
estimate. We can therefore assume that the 75 FWHM (ps) error obtained in Test 5 is
a reasonable Monte Carlo estimate of the bias introduced by TakeEnergyCentroid when
performing the NEMA TOF resolution test. In our GATE model, the readout is performed
with the TakeEnergyCentroid policy. If the CTRcor value (382.1 ps) of our model were
corrected for the error estimated in Test 5 (75 ps) using a quadratic difference, a value
of 375 ps would be obtained, which is very close to the value used in the digitizer (376
ps). Finally, we hypothesise that the uncertainty in the position of the LORs (Test 5) has
introduced a spatial error into the second term of Equation 11.5, resulting a higher CTR
value when analysing the simulated data produced by our model according to the NEMA
TOF resolution standard.

Let us now consider point (ii), the experimental differences between CTRcorr (395.9 ps)
and CTRCTC (375 ps). The manufacturer’s protocol described in Section 9.2.6.2 is per-
formed using a line source (similar to the NEMA sensitivity source) placed at the CFOV in
air along the longitudinal axis of the PET scanner. When estimating the CTR according
to the NEMA NU 2-2018 standard, the line source is off-centre and placed in a thicker
attenuating medium (NEMA count losses acquisition). As shown by Wang et al. (2016)
on the same scanner, the line source setup results in a better CTR due to the absence
of scattering medium and a better coincidence fraction (defined as the ratio of the coin-
cidence rate in the energy window to the singles rate in an open energy window). The
manufacturer’s protocol is based on measuring (usually immediately after calibration) the
difference in arrival time of the two photons along a pair of detectors. The NEMA pro-
tocol compares this measurement for each LOR, as recorded in the list-mode file, with
the expected TOF offset (based on distances), and so depends on data sampling. These
arguments are indeed in favour of a standardised methodology for TOF measurement as
a function of activity concentration. In our opinion (and that of others) the NEMA TOF res-
olution measurement, while not free from error, provides a realistic estimate of the CTR
in a clinical setting. Taking into account experimental uncertainties, the NEMA results
(395.9 ps for our Gen1 DMI4 scanner and 389.2 ps for a Gen2 DMI6 scanner from the
literature) are reasonably close to the NEMA specification given by the manufacturer for
Gen2 DMI scanners (385 ps at 0 kBq.mL−1, see GE Healthcare (2016a)).

11.6/ CONCLUSION

In this chapter, we have studied the measurement of TOF resolution on our DMI scanner
in accordance with the latest NEMA standard. We were able to comply with the standard
despite the constraints imposed by a low sampling of the recorded TOF information. A
methodology has been proposed to obtain a CTR value from the mashed TOF data.

1This error may be slightly higher for photons traversing the crystal along its diagonals.
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Using GATE simulations, the accuracy of this factor has been verified and the effect of
various parameters on TOF resolution has been studied.



CONCLUSION

The aim of this thesis was to create a complete GATE model of the DMI4 PET scanner.

In order to design and implement our GATE model, we first had to evaluate the perfor-
mance characteristics of the scanner. These were measured on the CGFL Gen1 DMI4
PET scanner using the manufacturer’s tools (GE console) according to the NEMA NU
2-2012 standard. The NEMA performance tests were carried out over several years and
were also compared with the performance results available in the literature for other DMI4
systems.

Using the raw data from the performance evaluation, we then designed, implemented
and validated a software named NEAT. In terms of design, this software was divided into
two main parts: clinical data management and NEMA analyses. The data management
tools were designed to automate the extraction of information from raw DMI4 data and
to reorganise it into different representations (in particular 3D+TOF, SSRB, and RFS
sinograms). The NEMA NU 2-2018 analyses were implemented in NEAT and validated
by comparing the results of NEAT with those of the GE console over several years.

To design our DMI4 GATE model, we first relied on experimental information: the geom-
etry of the model was implemented according to publicly available information (detector
ring shape). The geometry was improved thanks to discussions with the manufacturer, in
particular to implement the lead shielding present on both sides of the detector ring, and
to reproduce crystal indexing and spacing similar to the experimental ones. The method-
ology used to design, implement, and define the values of the digitizer modules has been
detailed. The remaining digitizer values, namely background noise, detection efficiency,
and pile-up, were determined through optimisation processes. All GATE files related to
our GATE model (’.mac’ files) were integrated into NEAT.

To be able to analyse the simulated data, additional methods were implemented in NEAT.
Specifically, data management methods were developed to reorganise the simulated data
into clinical-like sinograms. The previously validated NEAT implementation of the NEMA
analyses was used to evaluate the performance our GATE model. Throughout this the-
sis we have taken particular care to treat the simulated data as if it had been obtained
experimentally using the DMI4.

To perform the reconstruction of simulated data, we have developed a reconstruction
framework (simulation package) based on the PET toolbox. We have proposed and vali-
dated a methodology to generate the simulated files required by the PET toolbox for ran-
dom, attenuation, and normalisation corrections. In its current implementation, the simu-
lation package can perform tomographic reconstructions of simulated data using different
algorithms (FBP, OSEM, and TOF-OSEM) and corrections (random, scatter, attenuation,
normalisation). The implementations are the same as those of the manufacturer.

To complete the NEMA NU 2-2018 performance evaluation of our GATE model, we had to
study its TOF resolution. Since this NEMA test was not implemented in the GE console,
and because our Gen1 DMI4 system only records mashed TOF information, the acquisi-
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tion and analysis of the required experimental data were challenging. Nevertheless, we
studied this NEMA standard and proposed a methodology for evaluating the TOF per-
formance of Gen1 DMI scanners. To allow a fair comparison between experimental and
simulated data, the TOF information mashing was first applied to the simulated data, and
the simulated CTR was then evaluated following the experimental methodology. In addi-
tion, we have reported some of our tests dedicated to the study of the different parameters
that can affect the CTR values.

The proposed methodology and framework allowed us to adequately validate our GATE
model by comparing its performance with that of the DMI4 installed at the CGFL using the
NEMA NU 2-2018 standard. We can reasonably conclude that our GATE DMI4 model is
capable of producing simulated data and images that are very similar to the clinical data
and images obtained with a DMI4 scanner.

Since the start of this thesis, a lot of time has been spent on establishing a reliable frame-
work for comparing experimental and simulated data. Nevertheless, further improve-
ments to the simulation package could be envisaged. At the end of this thesis, PSF
correction of simulated data could be achieved in the simulation package. However, we
did not use it because we did not have time to study the results in detail. Regarding the
simulated PET data corrections, three corrections remain to be implemented, namely de-
cay, well-counter, and deadtime corrections. As these corrections were not necessary to
perform most of the NEMA analyses (only needed for the NEMA accuracy of corrections
test), they were set as additional objectives. At the end of this thesis, we were working on
the implementation (in the simulation package) of the decay correction and well-counter
calibration to obtain quantitative images (in Bq.mL−1) at low activities2. This was part of
our effort to enable the BSREM (Q.Clear) reconstruction of simulated data, which could
not be achieved in the time available. The ability to reconstruct simulated data using the
latest iterative algorithms would be a major advantage in optimising PET reconstruction
parameters. Finally, another method that does not require the reconstructed FOV to be
reduced (64 cm versus 70 cm for the experimental data) could be developed to generate
the calibration files required by the simulation package.

In GATE models, the readout level is often set to the highest level (depth 1, at the rsector
level) in order to obtain the highest sensitivity. This approach was used in our case to
emulate the CSR in particular. If a CSR method had been available in GATE or if we had
had time to implement such a method, we could have reduced the depth of the readout.
Combined with the TakeEnergyCentroid readout policy, this would have better modelled
the DMI4 Anger’s logic, as it is performed at the block level (depth 3).

In this work, we showed that the performance of our model was very similar to that of the
DMI4 of the CGFL. The largest differences were observed for the NEMA count losses
and scatter fraction test, where the simulated true count rates were higher than the ex-
perimental ones. Incidentally, the peak NECR of our model was also higher than the
experimental one. In GATE, optimising the count rates of a model at very high activities
is often a challenging task, and our case was no exception. Optimising the count rates
of our model has been an ongoing task throughout most of the thesis, where several
digitizers have been designed and optimised to reduce the true count rates at very high
activity. In this thesis, we have presented the optimised digitizer that provides the closest
match between the NECRs of our model and the actual DMI4 scanner while matching
the prompt rates of both systems. We hypothesise that the lack of CSR in GATE played a

2To obtain quantitative images at high activities, the deadtime correction would be needed.
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role in the high true count rate of our model. If it were to be implemented, we believe that
a new optimised digitizer would give a better match in terms of true count rates.

In our research group, the focus is on improving PET imaging, specifically on the topics
of dynamic PET acquisition. The Monte Carlo model of the DMI created during this the-
sis can facilitate research related to this topic. One example is the work of two masters
students, who studied the simulation of dynamic data using the proposed GATE model:
F. Sayah in 2021 (Sayah, 2021) and H. Jozi in 2022 (Jozi, 2022). Briefly, they devel-
oped a simulation environment based on the definition of realistic time-dependent activ-
ity sources. Using digitised anatomy from real patients and image-derived time-activity
curves, they developed a pipeline to reproduce clinical dynamic PET/CT acquisitions of
patients in GATE. By the end of their master, they have shown proof of concept by simu-
lating complete dynamic acquisitions as a sequence of several static acquisitions whose
activity in defined regions evolves according to time-activity curves. For future applica-
tions, we want to use our GATE model to study the denoising of both static and dynamic
PET images using deep learning approaches. In most state-of-the-art methods, the tar-
get noise-free reconstructed images are not available. Therefore, they use clinical images
(target) that they degrade (by adding more noise or reducing the count statistics) to obtain
a training set, composed of both noisy and noise-free images. With our validated model
of the DMI4, we want to investigate an approach where the simulated annihilation loca-
tion is used to generate the noise-free target data. In such a case, the generated target
data would truly represent the activity distribution desired in PET imaging, as it would not
be degraded by the acquisition and reconstruction processes. An additional advantage
of this approach lies in the availability of the target data: it would not be limited by the
number of clinical examinations performed, but only by the computing power used for the
simulations.
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Lindström, E., Lindsjö, L., Sundin, A., Sörensen, J., and Lubberink, M. (2020). Eval-
uation of block-sequential regularized expectation maximization reconstruction
of 68Ga-DOTATOC, 18F-fluoride, and 11C-acetate whole-body examinations ac-
quired on a digital time-of-flight PET/CT scanner. EJNMMI Physics, 7(1):1–14.

Lodge, M. A., Badawi, R. D., Gilbert, . R., Dibos, P. E., and Line, B. R. (2006). Compari-
son of 2-Dimensional and 3-Dimensional Acquisition for 18 F-FDG PET Oncology
Studies Performed on an LSO-Based Scanner COMPARISON OF 2D AND 3D PET
ACQUISITION • Lodge et al. 23. J Nucl Med, 47:23–31.

Lu, L., Zhang, H., Bian, Z., Ma, J., Feng, Q., and Chen, W. (2016). Validation of a Monte
Carlo simulation of the Inveon PET scanner using GATE. Nuclear Instruments and
Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and
Associated Equipment, 828:170–175.

Medicine, N. (1995). 1995 International Meeting on Fully Three-Dimensional Image
Reconstruction in Radiology . Proceedings of the 3rd International Meeting on Fully
Three-Dimensional Image Reconstruction in Radiology and Nuclear Medicine, pages
67–71.

Moses, W. W. (2011). Fundamental limits of spatial resolution in PET. Nuclear In-
struments and Methods in Physics Research, Section A: Accelerators, Spectrometers,
Detectors and Associated Equipment, 648(SUPPL. 1):S236–S240.
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A
EXPERIMENTAL AND VALIDATION DATA

A.1/ NEMA SENSITIVITY

Table A.1 shows the sensitivity results evaluated with the GE console and with NEAT for
years 2017, 2020, and 2022. Year 2021 was presented in Section 9.3.1. Across all years,
the sensitivities obtained with GE console and with NEAT were below 1% relative differ-
ence. Figure A.1 show the axial sensitivity profiles for these years, where the maximum
relative difference between GE console and NEAT was 9.29% for year 2022.

Table A.1: Sensitivity results (in cps.kBq−1) for our four realisations evaluated with the
GE console and with NEAT.

Source Position
GE Console NEAT

2017 2020 2021 2022 2017 2020 2021 2022

CFOV 12.91 12.81 12.90 13.16 12.92 12.80 12.90 13.17
10 cm radial offset 13.21 12.83 13.03 12.96 13.21 12.83 13.03 12.96
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Figure A.1: Comparison of axial sensitivity profiles for NEAT (in red) and the GE console
(in blue), with a source placed at the CFOV. The maximum relative differences were (a)
4.96% for year 2017, (b) 5.67% for year 2020, and (c) 9.29% for year 2022.
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A.2/ NEMA COUNT LOSSES AND SCATTER FRACTION

The experimental data obtained in Section 9.3.2 was processed in NEAT, and the results
are presented in Table A.2. The relative differences between NEAT and the GE console
for several metrics of the NEMA count losses and scatter fraction standard are shown
in Table A.3. During the development of NEAT, large differences with the GE console
were observed when the activity concentration was more than 35 kBq.mL−1, likely due
to cut-off effects in the GE console processing. As an example, at an average activity
concentration of 36.2 kBq.mL−1 in 2017, the associated scatter and random rates RDs
were 10.7% and 6.4%, respectively. When considering the second frame (33 kBq.mL−1),
the scatter and random rates RDs dropped to 3.6% and 3.3%, which was similar to the
largest RDs observed for other years.

Table A.2: Metrics for the NEMA count losses and scatter fraction test. The results were
calculated with NEAT for the years 2017, 2020, and 2021.

Measurement
NEAT

2017 2020 2021

NECR
Peak (kcps) 178.8 170.7 164.5

Activity (kBq.mL−1) 22.6 23.5 23.5

True count rate
Peak (kcps) 809.73 752.46 740.95

Activity (kBq.mL−1) 33.0 34.3 31.2

Scatter fraction
At peak NECR (%) 41.3 42.4 42.5



A.2. NEMA COUNT LOSSES AND SCATTER FRACTION 149

Table A.3: Validation of NEAT by comparison with the GE console across three years.
Differences are calculated in terms of relative difference between the data presented in
Table 9.5 (GE console) and Table A.2 (NEAT).

Metric
Neat vs GE console

2017 2020 2021

Largest RD (%) across 24 frames
Prompt rates 2.7 2.6 2.5
Random rates 6.4 3.3 3.2
Scatter rates 10.7 3.7 3.6

True rates 0.4 0.1 0.3
NECR 3.3 2.6 3.0

Peak NECR
RD (%) −2.8 −2.3 −2.6

Activity concentration (kBq.mL−1) 22.6 23.5 23.5

Peak true count rate
RD (%) −0.4 0.0 −0.3

Activity concentration (kBq.mL−1) 36.2 34.3 31.2

Scatter fraction at peak NECR
RD (%) 2.2 0.1 2.1
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A.3/ NEMA SPATIAL RESOLUTION

The detail of the yearly NEMA spatial resolution tests is show in Table A.4, where the
analysis was performed using the GE console. The same initial data was then processed
in NEAT, and the results are presented in Table A.5. Table A.6 contains the relative
differences between the GE console and NEAT, obtained using the two former tables.
The largest relative difference (6.38%) was observed for the FWTM in the radial direction
for a source placed at a 10 cm radial offset in year 2020.

Table A.4: FWHM and FWTM (in mm) values for the spatial resolution test, averaged
over both axial source positions. Data were analysed with the GE console for our four
acquisitions.

Resolution
Direction

GE console mean
2017 2020 2021 2022

FWHM FWTM FWHM FWTM FWHM FWTM FWHM FWTM

1 cm radial offset
Radial 4.52 8.91 4.27 8.97 4.47 8.86 4.26 8.89

Tangential 4.35 8.59 4.22 8.77 4.29 8.57 4.33 8.63
Axial 4.63 10.21 4.49 10.24 4.63 10.29 4.48 10.23

10 cm radial offset
Radial 5.58 10.56 5.60 10.60 5.58 10.65 5.54 10.50

Tangential 4.69 9.31 4.71 9.40 4.53 9.76 4.70 9.37
Axial 5.52 11.59 5.68 11.65 6.28 11.98 6.11 11.90

20 cm radial offset
Radial 7.46 14.26 7.44 14.15 7.40 14.14 7.39 14.16

Tangential 5.17 9.60 5.18 9.61 5.18 9.72 5.19 9.63
Axial 6.15 12.06 6.18 12.15 6.27 12.24 5.89 12.11
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Table A.5: FWHM and FWTM (in mm) values of four acquisitions averaged over both
axial source positions. Data were analysed with NEAT.

Resolution
Direction

NEAT mean
2017 2020 2021 2022

FWHM FWTM FWHM FWTM FWHM FWTM FWHM FWTM

1 cm radial offset
Radial 4.40 8.49 4.25 8.47 4.34 8.48 4.16 8.46

Tangential 4.20 8.21 4.09 8.41 4.17 8.20 4.22 8.27
Axial 4.48 9.95 4.27 9.97 4.49 10.07 4.32 9.98

10 cm radial offset
Radial 5.54 10.41 5.58 10.71 5.67 11.33 5.63 10.95

Tangential 4.52 8.90 4.55 8.92 4.40 9.78 4.56 8.98
Axial 5.32 11.42 5.40 11.35 6.21 11.79 5.97 11.64

20 cm radial offset
Radial 7.28 14.03 7.22 14.04 7.27 14.35 7.18 13.99

Tangential 5.07 9.69 5.05 9.68 5.10 9.88 5.07 9.68
Axial 6.17 12.19 6.20 12.34 6.29 12.45 5.93 12.20

Table A.6: Relative differences between NEAT (Table A.5) and GE console (Table A.4)

Resolution
Direction

RD NEAT vs GE console
2017 2020 2021 2022

FWHM FWTM FWHM FWTM FWHM FWTM FWHM FWTM

1 cm radial offset
Radial −2.65 % −4.71 % −0.35 % −5.52 % −2.91 % −4.29 % −2.46 % −4.89 %

Tangential −3.34 % −4.37 % −3.08 % −4.10 % −2.80 % −4.32 % −2.54 % −4.23 %
Axial −3.14 % −2.55 % −4.90 % −2.64 % −2.92 % −2.09 % −3.58 % −2.40 %

10 cm radial offset
Radial −0.63 % −1.42 % −0.27 % 1.04% 1.70% 6.38% 1.62% 4.29%

Tangential −3.62 % −4.35 % −3.40 % −5.06 % −2.76 % 0.26% −3.09 % −4.11 %
Axial −3.62 % −1.42 % −4.85 % −2.53 % −1.04 % −1.59 % −2.37 % −2.23 %

20 cm radial offset
Radial −2.35 % −1.58 % −2.89 % −0.78 % −1.76 % 1.49% −2.78 % −1.20 %

Tangential −1.84 % 0.99% −2.42 % 0.73% −1.45 % 1.65% −2.31 % 0.57%
Axial 0.33% 1.12% 0.40% 1.56% 0.40% 1.76% 0.68% 0.78%
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