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INTRODUCTION

In the context of globalization, the rapid evolution of manufacturing processes is having
a significant impact on industrial organization and working conditions. Modern pro-

duction environments are characterized by a multitude of factors that directly influence
operators’ activity. These factors include work organization, managerial practices, pro-
duction rate, as well as tools and the working environment. Each of these elements plays
a crucial role in defining the tasks and conditions with which workers are confronted on a
daily basis. However, this increased complexity and intensification of the pace of work can
lead to significant health risks for workers. Among the most common physical disorders
are Musculoskeletal Disorders (MSDs), which account for an alarming share of occupa-
tional illnesses. Indeed, according to statistics published by (Ameli, 2019), MSDs make up
over 80% of reported occupational illnesses and rank as the second leading cause of sick
leave in France. A detailed analysis of the 25 leading causes of "years lived with disability"
highlights that work-related MSDs are significant contributors (Cieza et al., 2020). Fur-
thermore, data from the Global Burden of Disease (GBD) study further reveals that an
estimated 1.71 billion individuals globally are affected by MSDs. These disorders result
from an interaction between the factors mentioned above and physical risk factors, and
their prevalence highlights the importance of rethinking work practices and ergonomic
conditions in order to improve workers’ health and well-being.

To effectively address these constraints, it is essential to monitor the physical activity
of operators in their work environment. This monitoring enables real-time assessment of
the biomechanical constraints to which workers are subjected. By integrating this data
into a more global approach to activity analysis, it becomes possible for ergonomists
to design or modify workstations in such a way as to reduce the risk of MSDs. Such an
approach involves not only the adjustment of equipment and procedures, but also in-depth
consideration of work organization, in order to create optimal ergonomic conditions and
promote workers’ health and comfort.

In the context of monitoring operators’ physical activity, Moovency (Moovency, 2024)
has developed an objective methodology for measuring biomechanical constraints in the
workplace using minimally invasive systems. Currently, Moovency offers systems like
KIMEA to monitor operator movements and evaluate posture during work activities.
The collected data is essential for conducting accurate ergonomic assessments; however,
this postural analysis provides only a partial view of the biomechanical constraints expe-
rienced by operators. Indeed, it does not provide detailed information on specific physical
solicitations, such as the forces exerted or generated by the operator. This dimension
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is crucial for identifying the physical risk factors associated with particular efforts, but
its assessment requires more sophisticated calculations and often relies on more invasive
measurements, sometimes difficult to carry out on site. Moovency seeks to improve the
existing method and aims, through this thesis, to develop a methodology for objectively
measuring biomechanical quantities, such as joint torques. The goal is to quantify these
quantities using on-site data collection without disrupting the operator’s workflow. The
central question of this research is: How can we accurately estimate these quantities from
limited data sources, such as depth cameras or RGB videos, which are constrained in
terms of available degrees of freedom, have a lower sampling frequency, and may experi-
ence occlusions that introduce measurement noise, while avoiding reliance on additional
effort measurements or oversimplified assumptions that could compromise biomechanical
accuracy? More specifically, how can we preserve the complexity and richness of biome-
chanical models while estimating these quantities from limited, low-frequency data, where
occlusion could occur, and without the need to estimate external forces?

Traditional methods for estimating joint torques, include Inverse Dynamics(ID). In-
verse method requires precise, high-frequency, low-noise data, which is typically obtained
from opto-electronic systems. These systems involve multiple infrared cameras, skin mark-
ers, calibration, and extensive data processing. However, collecting such data in real in-
dustrial settings is challenging due to time constraints, space limitations, and the lengthy
setup and processing times involved. Recent advances in affordable, markerless, and
calibration-free sensors, such as Microsoft Kinect or RGB cameras, can not only provide
real-time feedback to workers, but also offer an alternative to traditional motion capture
systems. However, studies have shown that joint angles can be poorly estimated in cer-
tain situations, particularly in environments with occlusions or improper sensor placement
(Plantard, Shum, & Multon, 2017). Furthermore, these methods often rely on simplifying
assumptions (Plantard, Muller, et al., 2017), such as limiting the degrees of freedom in the
biomechanical model or requiring floor detection to estimate ground reaction forces. In
this thesis, we aim to overcome these limitations with Machine Learning (ML) and Deep
Learning (DL)-based approaches that enable the use of a richer biomechanical model while
relying on less explicit data.

To address the research questions, we first positioned our work scientifically by review-
ing recent studies, as outlined in chapter 1. The second chapter 2 compares the accuracy
and robustness of computer vision-based measurement systems for RULA assessment in-
cluding those with one or more cameras, based on RGB or depth images, and using only
vision information or coupled with a few wearable sensors (hybrid systems). The third
chapter 3 evaluates different learning architectures designed to emulate the inverse dy-
namics step in motion analysis. In chapter 4, we assess the generalizability of DL-based
tools, such as OpenCap (Uhlrich et al., 2023), in bimanual manipulation and picking tasks
through fine-tuning—a widely used technique in DL for adapting models to new datasets.
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Additionally, Chapter 5 provides a summary of the key contributions, limitations and
perspectives to this work.

13





Chapter 1

RELATED WORK

1.1 General Context
This chapter reviews recent studies in the literature to highlight the gaps in current

physical ergonomic and biomechanical assessments in industrial settings, ultimately ad-
dressing the key research questions of this thesis. In the first section of our literature
review, we present the factors that contribute to the onset of musculoskeletal disorders.
Then, we present the methods used to evaluate workstation ergonomics and posture mea-
surement systems (part 1.1.1). In the second section, we discuss laboratory-based methods
for estimating joint torques (part 1.1.2). In the third section, we explored a variety of ma-
chine learning and deep learning algorithms (part 1.1.3). Finally, in the last section, we
present various approaches from the literature that aim to estimate these quantities in
industrial environments (part 1.1.4).

1.1.1 Physical Ergonomics Analysis

MSD risk factors

The risk factors that contribute to the development of MSDs include professional
factors related to external constraints induced by work, as well as non-professional factors,
which encompass both intrinsic factors (such as age, height, and medical history) and
extrinsic factors (such as lifestyle and life events) of individuals. These risks can manifest
in various forms, including environmental, psychosocial, organizational, or even factors
specific to each individual. With this distinction in mind, it is crucial to delve deeper
into the analysis of non-professional risk factors and professional risk factors to better
understand their respective contributions to the development of MSDs:

∗ Non-professional risk factors are distinguished between intrinsic and extrinsic
factors. The former are intrinsic (such as age or gender (Yamalik, 2007)), which
cannot be modified but must be considered in ergonomic evaluation. The latter are
related to lifestyle factors outside of professional activity. The direct relationship
between these factors and MSDs is not fully clarified (Bernard & Putz-Anderson,
1997).

∗ Professional risk factors refer to external constraints related to the operator’s
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activity. These are mainly divided into psychosocial and organizational factors,
which include the work pace, production mode, as well as the worker’s perception
of their work. Moreover, the work environment also plays a role in the occurrence
of MSDs, including elements such as thermal conditions, impacts, or mechanical
pressures resulting from contact with objects. Several biomechanical factors play
a critical role in the development of musculoskeletal disorders (MSDs). This thesis
focuses specifically on biomechanical risk factors, which are primarily categorized
into four key elements: Repetitiveness, Force, Posture, and Recovery Peri-
ods. Repetitiveness refers to the frequent, repeated use of the same body tissues,
either through repetitive movements or by holding postures for extended periods.
A task is considered repetitive if it lasts for at least one hour and involves cycles
that are similar and relatively short (Silverstein et al., 1987). Force represents
the effort required to perform an action or maintain a position. It can be exter-
nal (applied force) or internal (force produced by the muscle) (Colombini et al.,
2001). External force is measured using tools such as the manipulated weight or
dynamometers, while internal force is estimated through methods such as elec-
tromyography (EMG), inverse dynamics, or the Borg scale. Posture refers to the
configuration of body segments adopted by the operator during a task. Joint angles
are generally used to assess the risk of MSDs, although there is no consensus on the
anatomical zones to consider or the angular limits not to be exceeded (Hagberg,
1995). Finally, Recovery Periods represent the times during which the muscles
stressed during a task, are at rest. They allow muscle tissues to return to their
initial state after an effort (Colombini et al., 2001).

Ergonomic Analysis

To evaluate the ergonomics of workstations, various methods have been developed,
falling into three main groups: self-assessment, observation, and direct methods.

∗ Self-assessment allow individuals to report their perceived effort and stress at
work, usually via interviews or questionnaires. While they are easy and inexpensive,
they may lack reliability and can be misinterpreted (Delépine et al., 2011). Scales
like the Borg (Borg, 1998)(RPE (Ratings Perceived Exertion) (Borg, 1990) and
CR10 (Category Ratio 10)) and Body Part Discomfort Scale (BPD) help quantify
and evaluate discomfort and task-related difficulties.

∗ Observation methods involve trained observers assessing workstations and are
practical and adaptable. Techniques like RULA (McAtamney & Corlett, 1993),
REBA (Rapid Entire Body Assessment) (Hignett & McAtamney, 2000), and LUBA
(Postural Loading on the Upper Body assessment) (Kee & Karwowski, 2001) eval-
uate postural risks, while OCRA (Occupational Repetitive Actions) (Occhipinti,
1998) and the NIOSH lifting equation (Valero et al., 2016) address repetitiveness
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and lifting risks. The Strain Index method assesses wrist, hand, and forearm/elbow
risks.

∗ Direct methods use devices such as goniometers, accelerometers, EMG, and dy-
namometers to collect data on posture, muscle activity, and strength. These meth-
ods are effective for research but can cause discomfort and disrupt work processes.

Posture Measurement Systems

They are specialized tools used to assess and quantify body posture. In this paragraph,
we will present various categories of motion capture systems, including marker-based
systems, sensor-based systems, RGB/RGB-D systems, and hybrid systems. Each of these
categories offers unique advantages and challenges in terms of accuracy, ease of use, and
suitability for different environments, making them valuable tools for both research and
practical applications in posture analysis.

∗ Marker-based systems use opto-electronic cameras with infrared LEDs to track
reflective markers on a subject. The cameras capture the reflected infrared light and
use preprocessing to generate coordinates of the markers. Calibration involves in-
trinsic parameters (focal length, optical center, distortion) and extrinsic attributes
(spatial arrangement). Commercial software like Vicon Nexus (Vicon, 2024) and
Qualisys Track Manager (QTM) (Qualisys, 2024) are often used. Despite their ad-
vantages, marker-based systems are prone to artifacts caused by soft tissue move-
ments, particularly at the thigh, which can lead to significant errors in joint angle
predictions. Tissue artifacts can results in marker displacements of up to 2.5 cm,
causing errors of up to 3° in knee joint angles (Benoit et al., 2015). Therefore, the
placement of markers by different operators introduces variability ranging from
13 to 25 mm, potentially leading to errors in joint angle estimation of up to 10°
(Gorton III et al., 2009). Errors in explicitly calculated joint positions using marker-
based methods can reach up to 5 cm, contributing to joint angle errors of up to 3°
in the lower limb (Leboeuf et al., 2019).

∗ Inertial Measurement Units systems IMUs are wearable sensors composed
of an accelerometer (measuring linear acceleration), a gyroscope (measuring ro-
tational speed), and a magnetometer (measuring the Earth’s magnetic field ori-
entation) to provide 3D orientation data. When combined with a skeletal model,
they can be used to infer posture. Among the advantages of IMU systems, they
are more affordable than marker-based systems and easier to use, as they do not
require complex setups, calibration, or controlled environments. They can also
function outside of controlled environments and operate in real time. Additionally,
they require minimal storage and avoid issues like self-occlusion or gear occlusion,
which are common in camera systems. However, IMU systems have certain limita-
tions. They are susceptible to drift over time, necessitating frequent recalibration

17



Related work

(Brodie et al., 2008; S. Kim & Nussbaum, 2013; Lebel et al., 2013; Oliveira et al.,
2022; Plamondon et al., 2007). They are sensitive to ferromagnetic disturbances
and have limited accuracy in rotational movements outside flexion/extension, with
errors exceeding 5° for most motionsAzure (Rekant et al., 2022). IMU systems, such
as APDM (APDM, 2024) and Xsens (Xsens, 2024), are integrated into OpenSim
software (Al Borno et al., 2022).

∗ RGB/RGB-D systems RGB-D systems, such as the Kinect Azure (SDK, 2024),
use infrared light to provide depth information, delivering comprehensive 3D data.
While earlier depth sensors faced significant challenges in direct sunlight (Bhoi,
2019), struggled with distances beyond 5 meters, and often operated at lower frame
rates (Pagliari & Pinto, 2015), advancements in hardware have significantly miti-
gated these limitations. Modern systems, such as Intel RealSense cameras, demon-
strate improved performance in bright environments (Corporation, 2019). Monoc-
ular RGB systems are valued for their simplicity and cost-effectiveness, but they
often fall short in depth perception and spatial coverage, which can lead to missed
crucial details (Masoumian et al., 2022). They are sensitive to changes in lighting
and may struggle with occlusions, making accurate pose estimation difficult in dy-
namic scenes (X. Zhang et al., 2023). In contrast, multi-RGB systems capture a
wider range of joint angles and leverage advanced deep learning algorithms, provid-
ing a more comprehensive and accurate analysis of human movement (Ahn et al.,
2023). These systems require Human Pose Estimation (HPE) algorithms to process
the visual data and infer human poses (Khan et al., 2020; Liang et al., 2023). Some
widely used HPE algorithms include traditional methods such as OpenPose (Cao et
al., 2017) and recent deep learning-based models like HRNet (High-Resolution Net-
work) (Sun et al., 2019) and AlphaPose (Fang et al., 2022). OpenPose, known for its
efficiency and real-time capabilities, uses a bottom-up approach, which means its
computational cost does not increase with more people detected. In this approach,
all joint keypoints are found first, and then matched to the correct person. This
is different from the top-down approach, where the system first finds the people
in bounding boxes and then looks for the joint keypoints inside them. However,
it is limited by its reliance on 2D keypoints and struggles with occlusions and ex-
treme poses (Khirodkar et al., 2021). HRNet offers higher accuracy, particularly
in complex poses, but can be computationally expensive. AlphaPose achieves high
accuracy and robust performance in crowded scenes but is sensitive to image qual-
ity and lighting conditions. Despite the strengths of these algorithms, challenges
remain in terms of processing speed, handling occlusions, and achieving consistent
performance under varying environmental conditions. Since RGB/RGB-D systems
rely on pose estimation algorithms designed for specific tasks and populations, the
challenge of applying them to new scenarios has yet to be addressed.
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∗ Hybrid systems, such as KIMEA (Moovency, 2024) and VIMU (Vision Inertial
Measurement Unit) (Adjel et al., 2023), combine the strengths of computer vision
and inertial measurement unit (IMU) data to leverage the complementary advan-
tages of both measurement modalities. The KIMEA system integrates IMUs into
gloves, enabling more accurate and reliable tracking of wrist joint angles compared
to relying solely on computer vision. This is especially crucial as computer vision,
while powerful, often struggles to precisely track small body parts, particularly
those that are frequently occluded during dynamic movements in a worker’s activ-
ity. By fusing these data sources, hybrid systems can overcome such limitations and
provide more robust and dependable results in real-world applications. However,
since these systems also rely on HPE algorithms that were trained on specific tasks
and populations, the issue of their ability to generalize to new scenarios remains
unresolved.

1.1.2 Estimation of Biomechanical Quantities in the Laboratory

In the processing pipeline of musculoskeletal analysis through inverse methods, as
illustrated in the figure 1.1, the process begins with the acquisition of experimental mea-
surements, including motion capture data and external forces.The motion data capture
system relies on an optoelectronic reference system. To reconstruct these positions and
orientations, markers are attached to specific anatomical points on the participant’s limbs,
and their positions are recorded. Each segment is associated with at least three markers
placed on the corresponding limb. Using the positions of these markers, an anatomical ref-
erence frame unique to the limb can be constructed (Wu et al., 2002; Wu et al., 2005). The
position and orientation of the limb are tracked by calculating the position and orientation
of the associated anatomical reference frame. These reflective markers are detected using
an array of infrared cameras. External forces, such as ground reaction forces (GRF&M)
and load contact forces (LCF&M), are recorded using force plates or sensors. To describe
the mechanical behavior of the human body, it is represented by a musculoskeletal model
composed of a set of rigid bodies driven by muscles action. To study the kinematics and
dynamics of rigid segments, an osteoarticular model is used to represent the influence
of muscles on joint movements. Each rigid segment is associated with a reference frame
and is connected to other segments through joints. The movement of these segments is
described using joint coordinates, which vary in number depending on the total number
of segments and the modeling approach applied to each joint.

In the figure 1.1, we distinguish four important phases: the experimental motion cap-
ture data enables obtaining joint angles (kinematic variables) following IK (using an
osteoarticular model). Subsequently, these joint angles, combined with measurements of
external forces, allow obtaining joint torques (dynamic variables) following ID (using an
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osteoarticular model and an inertial model). In this thesis, we are primarily focused on
the estimation of joint torques.

External 
forces

Figure 1.1 – Movement analysis processing pipeline using inverse dynamics (inspired by
Claire Livet’s thesis (Livet, 2022)).

Inverse Methods and Biomechanical Variables

Inverse kinematics involves determining a model’s joint configuration from its posi-
tion in Cartesian space, specifically identifying the vector of joint angles corresponding
to the experimental marker positions at any given moment (Begon et al., 2018). Joint
angles represent the angular positions of various joints, which characterize the posture
and movement of the limbs and body. In contrast, inverse dynamics aims to estimate
the joint torques associated with movement, by determining external forces and motion
parameters during a subject’s movement. Joint torques quantify the total moments acting
on a joint, resulting from the contributions of muscles and ligament.

Building on the demonstration from (Featherstone, 2014), the general formulation of
inverse dynamics for a biomechanical model can be expressed as follows:

τ = M(q)q̈ + C(q, q̇)q̇ + g(q) (1.1)

where M(q) denotes the joint-space inertia matrix, C(q, q̇) represents the joint-space
Coriolis and centrifugal matrix, g(q) is the joint-space gravitational vector, and τ denotes
the unknown joint torques.

Several software programs specialized in motion analysis, such as Anybody (Dams-
gaard et al., 2006), OpenSim (Delp et al., 2007), and CusToM (Muller, Pontonnier,
Puchaud, et al., 2019), use the inverse dynamics method. Joint torques τ can be computed
either using the recursive Newton-Euler algorithm (Featherstone, 2014). The Newton-
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Euler algorithm (Featherstone, 2014) is broken down into three steps: calculating joint
velocities and accelerations, determining the acceleration vector, and calculating the trans-
mitted forces by isolating each segment along the kinematic chain. However, this method
has the drawback of propagating errors along the chain and is unable to handle structures
with closed loops, such as the shoulder.

Why Movement Dynamics Are Essential to Physical Ergonomics Analysis?

As mentioned in paragraph 1.1.1, the prevention of musculoskeletal disorders requires
considering numerous factors, particularly biomechanical constraints. Monitoring the op-
erator’s physical activity in their work environment is a means to evaluate these biome-
chanical constraints and integrate them into a comprehensive activity analysis approach
aimed at designing or adapting work situations. Analyses focusing on levels of postural
demands are particularly useful for assessing the operator’s actual activity in real work
conditions. However, such analyses offer a limited view of biomechanical constraints, as
they do not assess the physical demands—namely the forces experienced or exerted by
the operator. Evaluating these demands is essential for gaining a deeper understanding
of the physical risk factors associated with exertion. By leveraging precise kinematic data
and external force measurements, inverse dynamics enables ergonomists to estimate joint
torques (Plantard, Muller, et al., 2017). In this thesis, we focus on estimating joint torques,
which are considered crucial complement to physical ergonomic analyses.

1.1.3 Learning-Based Approaches: Machine Learning (ML), Deep
Learning (DL), and Fine-tuning

Learning-based approaches involve training algorithms on datasets to identify pat-
terns, approximate functions, or make predictions (Alpaydin, 2020; Goodfellow et al.,
2016; Mitchell & Mitchell, 1997). The algorithms are trained on datasets to optimize per-
formance for specific tasks—often without explicit programming for those tasks (Hardt
& Recht, 2021). Depending on the nature of the input data and the desired outcomes,
learning-based approaches can be trained using supervised, unsupervised, semi-supervised,
or reinforcement learning techniques (Sindhu Meena & Suriya, 2020). To better under-
stand the principles underlying ML and DL, we will first present their core algorithms,
focusing on their applications and essential mechanisms, along with their limitations.
Next, we will discuss the concept of fine-tuning, a key technique for adapting pre-trained
models to specific tasks.

∗ Machine Learning (ML) involves learning algorithms that identify meaningful
patterns and features from training data to make predictions. In ML, we distinguish
between the following training modes: Supervised Learning, where models are
trained on labeled data (e.g., regression, classification); Unsupervised Learning,
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where models uncover patterns in unlabeled data (e.g., clustering, dimensionality
reduction) (Russell & Norvig, 2016); and Reinforcement Learning, where agents
learn decision-making strategies by interacting with an environment and receiving
feedback in the form of rewards (Sutton, 2018). Among the key ML models, we
can mention the following:
∗ Decision Trees are non-linear models that recursively split data based on fea-

ture values to construct a tree structure. The splitting criteria create decision
rules that are easy to interpret. While decision trees are interpretable and com-
putationally efficient, they are prone to overfitting when the tree becomes too
deep (Breiman, 2017; Quinlan, 1986).

∗ Random Forests build upon decision trees by creating an ensemble of them,
using bootstrapped data samples and random subsets of features at each split.
This ensemble method reduces overfitting by averaging predictions across mul-
tiple trees, improving accuracy and robustness. However, while random forests
mitigate overfitting, they are less interpretable than individual decision trees
and can become computationally expensive when working with large datasets
(Breiman, 2001; Liaw, 2002).

∗ Linear Regression is used for modeling the relationship between a dependent
variable and one or more independent variables by fitting a linear equation
to observed data. The goal is to find the best-fitting line (or hyperplane in
higher dimensions) that minimizes the sum of squared differences between the
observed and predicted values. While simple and interpretable, it is sensitive
to issues like multicollinearity, outliers, and overfitting (Hastie, 2009; Hoerl &
Kennard, 1970; Seber & Lee, 2012). Ridge regression, addresses some of these
issues by adding a regularization term, which shrinks the coefficients, preventing
overfitting, particularly in high-dimensional spaces. However, both methods are
limited to capturing linear relationships.

∗ Deep Learning (DL) algorithms excel at processing unstructured data, includ-
ing images, text, and audio (Dixon et al., 2019; Sapoval et al., 2022). Despite
their remarkable performance across various domains, DL models face significant
challenges, particularly their reliance on large amounts of labeled data and sub-
stantial computational resources during training (Sarker, 2021). They are often
criticized for being "black boxes"—a term underscoring their lack of transparency
and interpretability compared to traditional machine learning approaches (Qamar
& Bawany, 2023). It is well-known that, in addition to requiring training data that
is representative in terms of probability density (Goswami, 2020), the architecture
of the network itself plays a crucial role in shaping the quality of the learned deep
representations (Sarker, 2021). In this thesis, we primarily focus on the extrac-
tion of spatio-temporal features from training data. In the following section, we
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will present the various existing architectures used for capturing spatio-temporal
features.
∗ Learning Spatial Features Spatial features refer to the patterns in data that

are related to the position, structure, and arrangement of elements within a spa-
tial domain (Mourot et al., 2022b). In images, these features can include edges,
textures, shapes, or object parts. The spatial arrangement of these features
(i.e., where they appear in the image) helps define what the image represents.
In videos, spatial features might be objects or motion patterns occurring in spe-
cific areas within a sequence of frames. In skeleton data (which represents hu-
man pose or keypoints corresponding to body joints), spatial features describe
the relationships between joints and their positions in space, including their
relative positions and arrangements over time (Mourot et al., 2022b). When
it comes to learning spatial features, Convolutional Neural Networks (CNNs)
play a key role (Krizhevsky et al., 2012; LeCun et al., 1998), they are widely
used in computer vision tasks such as image classification (Litjens et al., 2017;
G. Xu et al., 2024), object detection, semantic segmentation (Hatamizadeh,
2020), and face recognition, as well as in video analysis and medical imag-
ing. A CNN consists of multiple layers, each performing different operations to
extract relevant features. The convolutional layer is the core of the network,
where a convolution operation is applied to the input data using kernels that
slide across the data to generate feature maps. The pooling layer reduces the
spatial dimensions (height and width) of the feature maps, while preserving
important information. Despite their impressive performance in the computer
vision domain, CNNs have inherent limitations. They require vast amounts of
labeled data to train effectively and often demand significant computational
power, especially when dealing with high-dimensional data like images and
videos (Dagès et al., 2023). Moreover, like other deep learning models, CNNs
are often referred to as "black-box" models, as it is challenging to interpret the
learned features and understand how the network makes decisions. This lack of
transparency remains a significant challenge (Simonyan & Zisserman, 2014).

∗ Learning Temporal Features Temporal features refer to patterns of data
that are related to the time dimension. They are used in models analyzing se-
quential or time-series data, where the value of a feature at a particular time
step is dependent on previous of future values (Mourot et al., 2022b). These
features are essential for capturing the dynamics and trends over time in var-
ious applications such as forecasting, classification, natural language process-
ing (NLP) or speech recognition (Ismail Fawaz et al., 2019). To capture these
temporal features, certain specific architectures are used: Long Short-Term
Memory (LSTM) are suited for tasks where past events influence future ones,
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such as predicting the next word in a sentence or recognizing a pattern in a
time-series dataset. However, LSTMs can struggle with very long sequences and
may require a lot of computational resources to train effectively, especially as
the length of the sequence grows (Hochreiter, 1997). Bidirectional LSTM
(BiLSTM) improves upon standard LSTM by processing the data in both
forward and backward directions. This allows the model to capture context
from both past and future events, which is particularly useful in NLP tasks like
machine translation or speech recognition. The major limitation of BiLSTMs is
the increased computational burden, as the model needs to process the data in
two directions (Graves & Schmidhuber, 2005). Attention mechanisms often
combined with LSTMs or other models like Transformers, allow the model to
focus on different parts of the input sequence, giving it a way to selectively
weight the importance of certain temporal features.

∗ Fine-tuning is part of the Learn From Model (LFM) paradigm, which focuses on
adjusting the parameters of pre-trained models for adaptation to downstream tasks
(H. Zheng et al., 2023)— the tasks that the pre-trained model will be adapted or
fine-tuned for, after it has already been trained on some initial data. These tasks
could include things like classification, regression, question answering, sentiment
analysis, etc., depending on the model and the problem at hand. In contrast, to
retraining a model entirely on new task-specific data (Learn From Data), the pri-
mary advantage of model tuning through transfer learning is its ability to mitigate
the risks associated with limited datasets and high training costs (Hinton, 2015;
Pan & Yang, 2009). This approach leverages the general knowledge embedded in
the pre-trained model to initialize parameters for new tasks. Successful fine-tuning
requires a deep understanding of the internal structure and behavior of the pre-
trained model, including how it encodes input data and which components have
the most influence on predicted outcomes. In the case of weight tuning—refers
to the process of adjusting the weights (parameters) of a pre-trained model to
improve its performance on a specific downstream task (Donahue et al., 2014),
fine-tuning is a specific transfer learning technique that applies knowledge from
pre-trained neural networks to solve new, relevant tasks. For example, in computer
vision, fine-tuning is often used to adapt pre-trained CNNs for tasks such as image
classification, object detection, and facial recognition (He et al., 2016; Sharif Raza-
vian et al., 2014). This process involves adjusting the parameters of a pre-trained
model (e.g., ResNet (He et al., 2016), VGG (Simonyan & Zisserman, 2014)) by
continuing training on a smaller, task-specific dataset. By leveraging the insights
gained from large, diverse datasets, fine-tuning enables the model to recognize new
patterns and improve its performance on downstream tasks. One common strategy
in fine-tuning is to freeze the weights of earlier layers while adjusting the weights
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of the later layers (Donahue et al., 2014). The rationale behind this approach is
that early layers often learn basic, transferable features—such as edges in images
or basic linguistic structures in text—that are useful across many tasks (Yosinski
et al., 2014). In contrast, later layers tend to capture more task-specific features,
making their adjustment more critical for successful fine-tuning. However, despite
its many advantages, fine-tuning has limitations, for instance, if the fine-tuning
dataset does not accurately represent the target domain, there is a risk of overfit-
ting (Caruana, 1997). Additionally, fine-tuning can lead to catastrophic forgetting,
where the model loses the general knowledge it gained during pre-training (Z. Li
& Hoiem, 2017). This issue becomes more pronounced when too many layers are
frozen, limiting the model’s ability to retain valuable information from the original
large dataset. Finally, since pre-trained models may inherit biases from the data
they were trained on, fine-tuning can propagate these biases if the new task is not
sufficiently diverse, potentially leading to biased predictions or decisions (Bolukbasi
et al., 2016).

1.1.4 Estimation of Biomechanical Quantities in an Industrial
Environment

In the state of the art, to the best of our knowledge, we observe two main trends.
Some studies focus on the information extracted from a RGB-D/RGB systems by cor-
recting/enriching the extracted skeleton in order to estimate joint torques in real-time.
The following study (Plantard, Muller, et al., 2017) emphasizes that the Kinect (RGB-D
system), when combined with an adapted inverse dynamics method, provides reliable joint
torque estimates that can be used for practical, on-site ergonomic assessments. RGB-D
and RGB systems use a variety of deep learning and computer vision algorithms (as dis-
cussed in paragraph 1.1.1) to process data and predict human body posture. However,
these algorithms are often trained on specific datasets, which can limit their generalizabil-
ity to other measurements, tasks, or populations beyond the scope of the training data.
Furthermore, the resulting 3D keypoints are typically sparse, failing to comprehensively
capture the movements of all body segments. This limitation may lead to an incomplete
representation of the body’s full range of translations and rotations, raising concerns
about the expressiveness and accuracy of these keypoints for detailed movement analysis.
To address these two limitations, in this study (Uhlrich et al., 2023), two long short-term
memory (LSTM) networks were trained (for more details about the architecture, see the
paragraph 1.1.3) to map joint centers to precise anatomical markers. The set of anatom-
ical markers corresponds to those typically used in marker-based motion capture, which
are robust for determining 3D joint kinematics (Falisse, Uhlrich, et al., 2024). The tool
developed is called OpenCap. It is an open-source web tool designed to compute kinemat-
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ics and dynamics from two or more smartphone videos. It uses HPE algorithms, such as
OpenPose and HRNet, to detect 2D positions of body keypoints in video frames. These
2D keypoints are then triangulated to estimate their corresponding 3D positions. Once
the 3D pose is determined, two learning algorithms predict the locations of anatomical
markers based on the 3D keypoints from the video. These predicted markers are subse-
quently used as inputs in a musculoskeletal analysis pipeline using inverse methods. The
learning algorithms were mainly trained and tested on walking and running. However,
these learning algorithms rely on specific training datasets, which restricts its ability to
generalize across a broader range of movements. Although the development of a more
extensive dataset by (Falisse, Uhlrich, et al., 2024) seeks to address some of these lim-
itations, a critical gap remains in capturing the nuances of motions beyond the scope
of the training data. In the same context, combining markerless motion capture tech-
niques (e.g., pose detection) with scaled musculoskeletal models, we find the studies by
(Pagnon et al., 2021, 2022a, 2022b) that introduced Pose2Sim, a markerless kinematics
workflow designed to capture the movements of elite athletes in real-world environments.
This workflow focuses on three physical activities: walking, running, and cycling. It uses
four camera perspectives and OpenPose to initially detect 2D video keypoints. After cam-
era calibration and subject identification, the 2D keypoints are triangulated to obtain 3D
keypoints. These 3D keypoints are then filtered, and inverse kinematics (IK) are applied
to estimate joint angles using a full-body OpenSim model (Delp et al., 2007; Seth et al.,
2018). Pose2Sim has been tested in real-world scenarios, and its inverse kinematics re-
sults have demonstrated high accuracy, with mean absolute errors typically under 4° when
compared to traditional marker-based methods. These approaches still rely on solving an
inverse kinematics problem, using keypoints from pose detection algorithms rather than
optical markers.

Other studies aim to address or emulate inverse dynamics using learning algorithms.
(Aghazadeh et al., 2020) applied a neural network to predict moments at the L5-S1 joint
during static load-handling tasks. The training dataset included individuals performing
both symmetric and asymmetric load-handling tasks with varying weights and load po-
sitions. The algorithm tested was a neural network (for further details on ML and deep
learning, see paragraph 1.1.3). The neural network predicted the lumbosacral (L5-S1)
moment based on hand-load magnitude, 3D position, body height, and body weight. Af-
ter outlier removal and input data normalization (Mohseni et al., 2022), the Root Mean
Square Error (RMSE) decreased by 29%. However, their study mainly focused on a lim-
ited set of variables and specific tasks, raising concerns about the generalizability of their
model to different dynamic movements, tasks and populations. In their work, (Zell &
Rosenhahn, 2017) developed a learning-based algorithm to solve the inverse dynamics
problem in human motion. Their method used Random Forest regression to predict joint
torques and ground reaction forces (GRFs) from motion data, specifically joint coordinates
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and velocities. The approach extends incomplete force plate data by using Random Forest
to predict force vectors and then estimates joint torques through a modified, physics-based
predictive dynamics model. Their results were evaluated by comparing them to state-of-
the-art methods and measured force plate data, demonstrating robustness against noisy
and incomplete inputs. The approach was tested on a dataset containing walking and
running motions. However, the study’s limitation lies in its reliance on high-quality train-
ing data that is generated with specific contact property constraints, which limits its
flexibility. Subsequently, (Zell & Rosenhahn, 2020) compared several learning-based ap-
proaches—including neural networks, Random Forests, and ridge regression (for more de-
tails about the architectures, see the paragraph 1.1.3)—to predict the same outputs from
the same input variables used in the previous study. While their results were promising,
they were limited to controlled activities, which restricts the model’s ability to general-
ize to more complex and unstructured movements. In a later study, (Zell et al., 2020)
introduced a new approach that reduced the need for supervision by incorporating for-
ward dynamics optimization and inverse dynamics optimization into their joint torque
and GRF prediction pipeline.

1.1.5 A Critical Review of Current Solutions

In the previous sections (see paragraphs 1.1.2 and 1.1.4), we discussed the methods
commonly used to estimate joint torques in both laboratory and industrial settings. While
these approaches provide valuable insights, they also present several limitations that we
aim to address in this work.

First, the literature highlights several studies that have validated the application of
motion capture systems in the field of ergonomics. These systems have been used to eval-
uate workplace postures and assess ergonomic risk factors, in both controlled and field
settings. For example, (Menolotto et al., 2020) conducted a systematic review of motion
capture technology, emphasizing its industrial applications and potential to improve er-
gonomic assessments, while (Humadi et al., 2021) compared the effectiveness of Inertial
Measurement Units and Kinect V2 for in-field ergonomic risk assessments, focusing on
their precision and adaptability to real-world conditions. However, the majority of these
studies have focused on earlier technologies, particularly systems like the now-obsolete
Kinect V2 depth camera (Manghisi et al., 2017; Plantard, H. Shum, et al., 2017). While
recent research has begun to explore and validate the use of monocular (L. Li et al.,
2020; McKinnon et al., 2022; Nayak & Kim, 2021; Yuan & Zhou, 2023) or multi-camera
RGB systems (W. Kim et al., 2021) for postural assessment, these studies have largely
evaluated these systems in isolated conditions. To the best of our knowledge, no study
has compared different motion capture systems—such as monocular depth systems, RGB
systems, and hybrid systems that integrate IMUs with monocular and RGB systems,
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like KIMEA (Moovency, 2024) and VIMU (Adjel et al., 2023)—under simulated working
conditions, limiting their practical relevance for industrial applications.

Recent advancements in human pose estimation (HPE) algorithms, driven by deep
learning (DL), have significantly enhanced the accuracy of extracting skeletal data from
images and videos (see paragraph 1.1.1), allowing for more detailed analyses of human
movement and posture (C. Zheng et al., 2023). However, many current studies on joint
torque estimation still rely on datasets that do not include skeletal data (Aghazadeh et
al., 2020; Mohseni et al., 2022; Zell & Rosenhahn, 2017; Zell et al., 2020), despite the fact
that such data can be easily obtained using depth and RGB cameras. Furthermore, these
studies primarily focus on human locomotion and static manipulation movements, leaving
dynamic activities such as lifting tasks insufficiently explored. This underscores the need
to evaluate the integration of skeletal data as inputs for learning algorithms to estimate
joint torques during both the static and dynamic phases of lifting tasks.

Third, most current deep learning-based approaches for estimating kinematics and
dynamics from videos primarily concentrate on human locomotion movements, such as
walking and running (Pagnon et al., 2021; Uhlrich et al., 2023). Furthermore, OpenCap,
although effective to some extent, is constrained by the types of movements included in its
training data. Consequently, its application to real-world tasks—especially those involving
complex bimanual activities, such as industrial work—remains limited.

1.2 Chapter Conclusion and Present Contributions
Given the limitations highlighted in section 1.1.5, this thesis contributes to the in-situ

biomechanical and ergonomic analysis of workstations by evaluating learning algorithms
for estimating joint torques from limited and low-frequency data collected in industrial
environments.

The current chapter (Chapter 1) presented a review of risk assessment methods from
the literature, highlighting both laboratory-based techniques and those used in industrial
settings. This overview establishes the context for the subsequent chapters, illustrating
the current state of knowledge and identifying gaps that this thesis aims to address (see
the section 1.1.5).

Chapter 2 compares the accuracy and robustness of computer vision-based measure-
ment systems for Rapid Upper Limb Assessment (RULA), particularly concerning the
needs of on-site physical ergonomic evaluation. The study was evaluated on simulated
work conditions. It focuses on evaluating the performance of different types of computer
vision-based systems, including those with one or more cameras, based on RGB or depth
images, and using only vision information or coupled with a few wearable sensors (hybrid
systems).

Chapter 3 benchmarks various learning algorithms aimed at estimating upper limb
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joint torque during both static and dynamic phases of lifting tasks. It introduces a gener-
alized torque estimation learning model that enhances the accuracy and adaptability of
torque predictions by accounting for variability across different subjects and tasks. This
contributes to the understanding of how learning algorithms can be used to emulate in-
verse dynamics step in motion analysis by learning, without the use of external effort
measurements.

In Chapter 4, we focus on evaluating and enhancing the generalizability of OpenCap’s
learning algorithms in the context of bimanual manipulation and picking tasks. To achieve
this, we evaluate various fine-tuning strategies to adapt the pre-trained learning models
to new markersets and motion. Through this approach, we aim to enhance the learning
model’s generalizability in industrial settings scenarios, making these algorithms more
robust and adaptable to a wider range of markersets and motion.
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Chapter 2

COMPARISON OF COMPUTER

VISION-BASED MOTION CAPTURE

SYSTEMS FOR ERGONOMIC POSTURAL

ASSESSMENT IN WORK CONDITIONS

2.1 Introduction

As seen in the section 1.1.1, considering a worker’s posture and movement is important
for assessing the risks of development of musculoskeletal injuries in the workplace

(see section ). Risk factors can directly contribute to the onset of musculoskeletal disorders,
act as triggers, or create conditions conducive to the progression of the pathology. These
risk factors are categorized into professional origins, representing external constraints in-
duced by the worker’s activity, and non-professional origins, defining the individual’s ca-
pacity to respond to these constraints. Both types of risk factors are closely interconnected
(Bernard, 1997). Within professional risk factors, several biomechanical constraints play
a crucial role in the development of musculoskeletal disorders. Exposure to biomechanical
risk factors, including force, posture, and repetition, along with individual factors affect-
ing the worker, increases the risk of work-related musculoskeletal disorders (WMSDs) (as
highlighted in the section 1.1.1). Self-assessment, direct measurement, and observational
techniques (David, 2005; G. Li & Buckle, 1999) are common methods to assess the risk
of WMSDs (as explained in section 1.1.1).

Self-assessment methods can take many forms, such as scales, questionnaires or inter-
views. This type of method focuses on assessing physical workload, perceived discomfort,
or work-related stress, which are difficult to measure objectively. Therefore, although this
type of method is easy to use, it is not sufficiently reliable and can lead to erroneous in-
terpretations (Burdorf & Laan, 1991; Wiktorin et al., 1993). Observational methods, such
as the RULA method (McAtamney & Corlett, 1993), involve directly evaluating the per-
formance of the worker at the workstation. The accuracy and validity of results obtained
using these observational methods depend directly on the input information (Fagarasanu
& Kumar, 2002). However, data collection is generally achieved by subjective observation
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or simple estimation of angles projected in videos/photos, leading to low accuracy and
high inter- and intra-observer variability (Burdorf et al., 1992; Lowe, 2004b). Indeed, when
using RULA assessment grid, approximately one out of three assessments conducted by
practitioners in actual work situations does not adequately evaluate the level of potential
WMSD (Diego-Mas et al., 2017). In a previous study (Robertson et al., 2009), the RULA
grand score leaded to only "fair" inter-rater reliability (ICC<0.5) among four trained
raters. Moreover, (Dockrell et al., 2012) showed that intra-rater reliability was stronger
than inter-rater reliability, suggesting that assessments should ideally be conducted by
the same person. This can be challenging for companies with production sites located in
different geographical areas. To mitigate this problem, direct methods consist in using
sensors to estimate the human body poses. The recent commercial solutions could be di-
vided into two main families: either based on wearable sensors (sensor-based), or based on
cameras (computer vision-based). Sensor-based systems generally use goniometric, mag-
netic, and inertial sensors. Inertial sensors have become very popular, and proposed in
many commercial solutions. They are the most cost-effective and can be used in wide
spaces with on-board recording or wide wireless communication. Nowadays, inertial mea-
surement units (IMUs) are the most popular systems, as they fuse information from three
different sensors (accelerometers, gyroscopes, and magnetometers) to estimate more ro-
bust and reliable joint angles. However, these wearable sensors are difficult to implement
in a real work situation (G. Li & Buckle, 1999; Shiao et al., 2024) due to many practical
factors, including discomfort and the fact that they may influence the posture (David,
2005; Sibson et al., 2024; Zhao et al., 2021).

The workers may have to stop their activity to put and calibrate the sensors. Incorrect
placement of sensors on the worker can also lead to important measurement errors (Ca-
puto et al., 2019; Niswander et al., 2020). The calibration process is also a sensitive step
that can lead to an increase in measurement errors (Poddar et al., 2016). Moreover, it
may not always be compatible with professional equipment or could potentially interfere
with the execution of professional tasks, particularly if the subject is wearing clothes un-
der the sensor (Plamondon et al., 2007). Inertial sensors may also be subject to drift,
especially when exposed to magnetic field disturbances (Yunus et al., 2021) during long
tasks (Robert-Lachaine et al., 2017). The magnetic disturbance error can be reduced with
advanced signal processing methods (Roetenberg et al., 2005) or with additional sensors
such as a potentiometer. However, recent advancements in machine learning algorithms
have shown potential in predicting both kinematics and dynamics from partial or noisy
sensor data, thereby reducing the dependency on perfect sensor placement and calibration
(Lawson et al., 2024; Long et al., 2024; Moghadam et al., 2023).

Computer vision-based methods cover all technologies that use images captured by one
or more color (RGB) or infrared cameras to estimate movements using computer vision
methods. Historically, marker-based methods (mostly based on passe reflective markers or
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active LED) can be used to help the system to track anatomical landmarks are considered
as the most accurate motion capture system, especially when using infrared cameras.
However, these systems are difficult to use in a work environment: they are very expensive
and require a set of markers to be placed on the body, a large number of cameras to be
placed in the space, the capture space to be calibrated, exposure to natural light to be
avoided, etc. With the recent rapid development of machine learning and deep learning,
markerless systems have gained interest. Depth sensors based on RGB-D cameras, such
as Microsoft Kinect, associated with machine learning algorithm can track the human
skeleton without the need of placing markers on the body (Shotton et al., 2011). This
approach has been recently improved using deep learning, to enhance accuracy with a
single-view depth camera (Orbbec, 2024), and algorithms to handle the transition from 2D
to 3D posture (SDK, 2024). Deep learning (Cao et al., 2017) has boosted computer vision
performance, enabling the tracking of human poses with a single camera, without using
markers (Pavllo et al., 2019). The THEIA system (THEIA, 2024) applied this approach
to multiple calibrated RGB cameras to enhance the accuracy of markerless human pose
estimation.

Hybrid systems, such as the KIMEA (Moovency, 2024) or Visual-Inertial Measurement
Units (VIMUs) (Adjel et al., 2023) systems, fuse computer vision and IMU data, to
benefit from the advantages of both measurements. The KIMEA system is a hybrid setup
consisting of a depth sensor and IMU devices positioned on the hands, while the KIMEA
Cloud system integrates a single RGB camera with IMUs embedded in gloves. The KIMEA
or KIMEA Cloud systems propose to place IMUs in gloves to obtain more reliable joint
angles for the wrist than using computer vision techniques only. Indeed, computer vision
generally fails to accurately track small body parts which are generally occluded during
the worker activity.

The main advantage of computer vision-based (or eventually hybrid-based) methods
remains their ease of use and the low perturbations for the worker and the production
line (Needham et al., 2021). Nevertheless, the accuracy and robustness of pose estimations
is subject to many factors, such as the nature of the learning algorithm, the training
datasets, alongside considerations like background dependence, the presence of multiple
workers within the scene, and occlusions (Plantard et al., 2015).

As mentioned in section 1.1.5, previous studies have highlighted the potential of mo-
tion capture systems in ergonomics, initially concentrating on older technologies such as
the Kinect V2 (Manghisi et al., 2017; Plantard, H. Shum, et al., 2017). More recent ad-
vancements have investigated the use of monocular and multi-camera RGB systems for
posture analysis (W. Kim et al., 2021; L. Li et al., 2020; McKinnon et al., 2022; Nayak
& Kim, 2021; Yuan & Zhou, 2023). Although these previous works provide interesting
evaluation of isolated systems, up to our knowledge, they have not been compared in the
context of realistic work task condition.
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In this chapter, we aim to analyze the accuracy and robustness of various computer
vision and hybrid measurement systems under simulated working conditions. The systems
evaluated include: THEIA (a markerless system using multiple RGB cameras), Microsoft’s
Kinect Azure DK (a single depth camera), the KIMEA system (a hybrid system combin-
ing a depth sensor with IMUs placed on the hands), and the KIMEA Cloud system (a
hybrid setup consisting of a single RGB camera and IMUs embedded in gloves). The
XSens inertial motion capture system (Roetenberg et al., 2009) is used as the reference
standard. The study detailed in this chapter has been submitted to the international
journal of industrial ergonomics (See 4.5). Section 2.2 introduces the methodology used
to evaluate these systems. Section 2.3 presents the results of this evaluation. These results
are discussed in section 2.4, with some perspectives.

2.2 Materials and methods
This section describes the experimental protocol designed to evaluate the accuracy

and robustness of different motion capture systems in simulated work conditions. The
aim of the experiment is to compare different pose estimation systems using computer
vision techniques:

— the THEIA system with multiple calibrated RGB cameras,
— the Microsoft’s Kinect Azure DK based on a single depth camera,
— the KIMEA system composed of a single depth camera and IMUs sensors on the

hands,
— and the KIMEA Cloud system composed of a single RGB camera and IMUs placed

on the hands.
These tests were carried-out in a context of postural assessment in work conditions. The
specifications of each tested motion capture system are summarized in Table 2.1.

Motion capture systems Point of view Image type Hybrid/Vision only
THEIA multi-cam RGB Vision Only

Kinect Azure DK monocular Depth Vision only
KIMEA monocular Depth Hybrid

KIMEA Cloud monocular RGB Hybrid

Table 2.1 – Motion capture systems tested in this chapter, including monocular video,
multi-cameras and hybrid systems. These systems use RGB or depth (RGB-D) images as
input data. Some of the systems are hybrid, combining video and sparse inertial sensors.

In this study, we focus on two main scientific objectives. First, we assess the accuracy
and robustness of vision systems, including monocular systems (such as Kinect Azure
DK), multi-camera systems, and hybrid systems combining depth and RGB cameras with
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IMU sensors. A key aspect of this evaluation is exploring whether adding IMU sensors
to areas often obscured in cluttered environments can improve the reliability of wrist
joint angle measurements, especially when combined with monocular depth or RGB cam-
eras, compared to using vision systems alone. Second, we investigate the robustness of
vision and hybrid systems under different camera placements. In real-world settings, it
is challenging to place cameras freely due to cluttered environments. To address this, we
simulate such conditions in a controlled laboratory environment, where reference systems
are available. This setup allows us to quantify joint angle measurement errors and assess
the corresponding RULA scores, which are commonly used in ergonomics evaluations.

2.2.1 Joint angles estimation and RULA scores computation

The RULA assessment grid requires relevant joint angles computed on standardized
3D points selected on a skeleton description. Hence, a posture can be defined as p =
{(xj, yj, zj) | j = 1, 2, . . . , N}, where N stands for the number of joints in the posture,
and (xj, yj, zj) stand for the 3D Cartesian coordinates of the jth joint. Joint angles are
computed using the ISB recommendation (Wu et al., 2005), based on p. However, the joint
positions delivered by most of computer vision systems are limited to sparse anatomical
landmarks, generally joint centers (Hsiao et al., 2022; Needham et al., 2021; T. Xu et al.,
2021), too limited to actually use this standard joint angle computation (Wade et al.,
2022; T. Xu et al., 2021).The RULA method requires the computation of joint angles
from sparse skeleton data. A correction approach for such data has been proposed in
(Plantard, Shum, Le Pierres, et al., 2017). While the ISB recommendation (Wu et al.,
2005) outlines a standard for calculating joint angles based on estimated joint positions,
sparse skeleton data lacks the necessary anatomical landmarks for full compatibility. The
referenced study adapted joint angle definitions to align with the joints available in various
motion capture systems. In this study, we build on that approach by incorporating wrist
(flexion/extension, radial/ulnar deviation, pronosupination) and neck angles.

Hence, for all the evaluated measurement systems, the aim is to provide the similar set
of joint angles, used to compute the RULA scores: back flexion, back side bend, back twist,
neck flexion, neck side bend, neck twist, and for left and right upper limbs, the shoulder
flexion, shoulder abduction, shoulder raise, elbow flexion, wrist flexion, wrist deviation and
wrist twist.

To compute the RULA score, each joint angle is assigned a value according to a range
of predefined angles (McAtamney & Corlett, 1993). For example, the arm score varies
from 1 to 4 if shoulder flexion is between [-20°; 20°], < -20° or between [20°; 45°], between
[45°; 90°], or > 90° respectively. The same types of threshold are applied to the other joint
angles.

The scores for each joint are grouped into the A Scores, for arms, forearms and wrists,
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and the B Score, for neck, trunk and legs. An A score is calculated for the joint of the left
upper limb and the right limb respectively. Other elements such as Muscle use and Force
score are included in these A and B scores to give C Scores (for the left and right upper
limbs) and a D Score (for neck, trunk and legs). The Muscle use and Force score, assess
the repetitiveness and external loads imposed on the worker during his or her task. These
additional items are entered manually, as they cannot be deduced automatically from the
video or the sensors. Each C Score is combined with the D Score to provide the Final
Score for the left and right parts of the body, ranging from 1 to 7. These left and right
Final Scores lead to a RULA Action Level Score summarized in four levels of intervention
(from "acceptable posture" to "workstation requiring immediate changes").

2.2.2 Experimental procedure under simulated work conditions

In this section, we present the experimental protocol used to assess the accuracy of
the various motion capture systems in simulated work conditions. To this end, we set up
an experimental protocol with 12 participants, 3 women and 9 men (age: 32.6 ± 10 years,
height: 1.73 ± 0.079 m, mass: 76 ± 16 kg). This study was approved by the Operational
Committee for the Evaluation of Legal and Ethical Risks (COERLE) No. 2021-32.

The participants were equipped with the XSens inertial motion capture system (Roeten-
berg et al., 2009), considered as the reference system for our experiment (W. Kim et al.,
2021; Robert-Lachaine et al., 2017). An anthropometric measurement and system cali-
bration phase were carried out for each participant as recommended by the supplier.

Three Orbbec depth cameras were installed around the participant, and the resulting
depth images were used to run the Kinect and KIMEA systems, with different viewpoints.
The 3 depth cameras used in this protocol allowed us to evaluate the impact of camera
position relatively to the participant. The depth cameras were placed in front, to the side
and behind the participant.

Six RGB cameras were also placed around the subject to provide RGB images required
for the THEIA and KIMEA Cloud systems. The THEIA system used data from the 6
camera viewpoints to assess the participant’s movement. Only one RGB camera was
needed for the KIMEA Cloud system. Hence, KIMEA Cloud has been tested with 6
different points of view, using one single camera information at a time. Details about the
depth and RGB camera placement is given in Table 2.2, and depicted in figure 2.1.

As stated in introduction, KIMEA and KIMEA Cloud systems combined images and
four IMUs integrated into specific gloves. One sensor was placed to the midpoint between
the styloids, and the other one on the dorsal surface of the hand at level of the third
metacarpal bone, for each arm.

Unlike the KIMEA and KIMEA Cloud systems, the Kinect Azure DK and THEIA
systems estimated the wrist movements based on visual information only.
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ID Placement Position XYZ [m] - X-left, Y-up, Z-front
KIMEA Cloud / THEIA

A1 Left side [4.5, 2.5, 2.1]
A2 Right side [-3.4, 2.4, 1.5]
A3 Facing left [3.0, 2.4, -3.3]
A4 Facing right [-0.5, 2.4, -3.3]
A5 Back left [2.5, 1.3, 5.7]
A6 Back right [-2.6, 1.3, 5.6]

Kinect Azure DK / KIMEA
B1 Front [0.7, 1.0, -2.1]
B2 On the side [-1.7, 1.0, 0.4]
B3 Back [0.6, 1.0, 2.5]

Table 2.2 – The depth camera placements (B1, B2 and B3) for Kinect Azure DK and
KIMEA, and RGB cameras (A1 to A6) used for KIMEA Cloud and THEIA during the
experiment. With X Y and Z the position of the camera relative to the subject (X-left,
Y-up, Z-front).

Figure 2.1 – Illustration of camera placement in relation to the subject.

Bimanual handling tasks are frequently used in industry, involving repetitive motions
with various masses. Thus, we decided to analyze this work task for this comparison. The
task involved removing an empty cardboard box (size: 39x29.5x19cm, weight: 250g) from
a three-tier shelf and transferring it to another one. This task was repeated five times
consecutively with no waiting period in-between. The two shelves were positioned at 45°
to the subject, with three different heights: 51 cm, 89 cm and 127 cm from the floor.
The average task duration was about 25 seconds. The order of shelves was predetermined
and remained consistent across subjects. Pick and place order for bimanual handling is
illustrated in figure 2.2.
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We chose this task because it involved external occlusion (with the box) and self-
occlusion according to the different depth and RGB camera viewpoints. Indeed, one of
the main problems in computer vision systems is the robustness to occlusions. In addition,
this task involved all the degrees of freedom taken into account in the RULA method.

(a). Illustration of pick and place orders for evaluated work task. (b). Illustration of  the work task performed by the subjects, 
the bimanual handling task.

Figure 2.2 – The (a) sub-figure on the left shows the pick-and-place orders for the evalu-
ated work task, while the sub-figure (b) on the right depicts the work task performed by
the subjects.

A reference pose (corresponding to 0 value for each degree of freedom) was preliminary
performed for each subject. It enabled us to estimate the angular offsets for each pose,
compared to this reference pose. Hence, it provided us with comparable angular values
for the different biomechanical models of each motion capture system, as proposed in (W.
Kim et al., 2021) and (Antico et al., 2021). Synchronization between the systems was
performed using a clap performed at the beginning and the end of each trial. It enabled
us to synchronize the different measurements and to resample all the collected data to
30Hz.

2.2.3 Statistics

We compared the joint angles and corresponding RULA scores (RULA Action Level
Score, left and right Final Score, left and right C Scores and D Score) calculated with
each evaluated system and the reference one (obtained with the XSens system), for each
subject.

The Root Mean Square Error (RMSE) was calculated to evaluate the performance
of each system with the reference one for the joint angles and global RULA scores. Fol-
lowing (Yuan & Zhou, 2023), the Mean Absolute Error (MAE) was used to evaluate the
accuracy of each measurement system. While RMSE emphasizes larger errors due to the
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squaring of differences—making it more sensitive to outliers—MAE reflects the average
magnitude of all errors without disproportionately weighting larger deviations. Specifi-
cally, MAE represents the average size of the absolute difference between the evaluated
system and the reference system. MAEeval

j is the absolute value of the error between the
results xeval of the evaluated system e for the joint angle j, and the results xref

j of the
reference system ref for the joint angle j. The MAEeval

j is calculated as follows:

MAEeval
j (xeval

j , xref
j ) =

∑n

i=1 |xeval
j (i)−xref

j (i)|
n

We computed the normalised mean absolute error (nMAE) to facilitate comparison
of the joint angles with different level of ranges of motion. We normalized the MAEeval

of each joint j angles by the range of motion of the reference system (ROM) as follows:

nMAEeval
j = MAEeval(xeval

j ,xref
j )

max(xref
j )−min(xref

j )

The correlation between each evaluated system and the reference one was also calcu-
lated for the joint angles. A Kolmogorov-Smirnov test was used to verify the normality of
the error distribution for these analyses. Since the distributions did not follow a normal
distribution for this experiment, Spearman’s correlation coefficient (ρ) was selected.

We compared the sensitivity of the different systems with the reference one, by comput-
ing the number of times the RULA scores change during the task. Moreover, we analyzed
the Proportion agreement index (Po) of the RULA score (no difference between the RULA
score obtained with the reference system, and the one based on the tested systems), for
each system and camera placement.

2.3 Results
Table 2.3 shows the RMSE in degrees for the 4 tested systems, for depth and RGB

cameras placed in front of the subject, as generally recommended. These results show
that the RMSE of the various calculated joint angles were close to 10°, expect for Kinect
Azure DK (RMSE: 17.2°). The RMSE of the shoulder and elbow joints were lower for
the THEIA system compare to the other evaluated systems.
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KIMEA B1 THEIA Kinect Azure
DK B1

KIMEA
Cloud A3

KIMEA
Cloud A4

Back flexion 3.7 ± 1.0 4.3 ± 1.4 3.7 ± 1.0 5.1 ± 1.7 6.1 ± 1.1
Neck flexion 5.8 ± 2.0 9.7 ± 2.8 5.9 ± 2.0 6.8 ± 1.4 6.3 ± 1.7
Left shoulder
flexion

15.2 ± 4.8 14.2 ± 5.4 15.2 ± 4.8 16.5 ± 3.4 16.6 ± 3.2

Right shoul-
der flexion

16.0 ± 5.1 14.2 ± 5.6 15.9 ± 5.1 18.4 ± 3.0 15.5 ± 2.6

Left elbow
flexion

11.9 ± 2.3 9.7 ± 3.3 14.7 ± 4.3 15.6 ± 2.7 15.6 ± 4.1

Right elbow
flexion

11.2 ± 2.7 9.4 ± 2.7 15.7 ± 5.4 16.7 ± 2.7 14.1 ± 1.7

Left wrist
flexion

3.8 ± 2.7 14.1 ± 3.7 38.5 ± 19.2 4.3 ± 3.1 4.3 ± 3.1

Right wrist
flexion

4.0 ± 2.4 13.0 ± 3.9 28.3 ± 5.2 4.0 ± 2.2 3.9 ± 2.2

Overall 8.9 ± 2.9 11.1 ± 3.6 17.2 ± 4.6 10.9 ± 2.5 10.3 ± 2.5

Table 2.3 – RMSE ± standard deviation expressed in degrees [°] for the work task
performed during experimentation with frontal camera placement and for the main joint
angles required for RULA. Results in bold highlight the smallest errors for each angle
evaluated.

Table 2.4 shows the MAE in degrees and nMAE in percent for the 4 tested sys-
tems, for depth and RGB cameras placed in front of the subject. These results show that
the errors were the lowest for the KIMEA, THEIA and KIMEA Cloud systems, with a
maximum MAE error of 13.3°, 11.9° and 13.3° respectively. We also reported a mean
MAE error of 7.4°, 9.0° and 8.2°respectively. For these systems, the largest MAE values
occurred mainly for joints with large movements, such as the shoulders or elbows joints,
leading to a lower percentage of error (nMAE). The results show that the Kinect Azure
DK system suffers from even greater error for the wrist, with a maximum error of 32.83°
and an average error of 27.71° for this joint.
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KIMEA B1 THEIA Kinect Azure
DK B1

KIMEA
Cloud A3

KIMEA
Cloud A4

Back flexion 3.0 ± 0.9
(5.3)

3.6 ± 1.3 (6.4) 3.0 ± 0.9
(5.3)

3.8 ± 1.2 (6.8) 4.8 ± 0.9 (8.5)

Neck flexion 4.7 ± 1.7
(26.0)

8.0 ± 2.5 (44.5) 4.7 ± 1.7
(26.2)

4.8 ± 0.8 (26.8) 4.7 ± 1.2
(26.4)

Left shoulder
flexion

13.1 ± 4.7
(12.9)

12.0 ± 5.2
(11.8)

13.2 ± 4.7
(12.9)

13.0 ± 2.7
(12.7)

13.0 ± 2.7
(12.7)

Right shoul-
der flexion

13.4 ± 5.3
(13.1)

11.7 ± 5.5
(11.6)

13.3 ± 5.2
(13.2)

14.6 ± 2.5
(14.3)

12.1 ± 2.4
(12.0)

Left elbow
flexion

9.6 ± 2.2 (9.1) 7.9 ± 3.0
(7.5)

12.1 ± 3.8
(11.6)

12.3 ± 2.1
(11.6)

12.2 ± 4.0
(11.1)

Right elbow
flexion

9.3 ± 2.3 (8.7) 7.8 ± 2.4
(7.3)

12.9 ± 5.2
(12.1)

12.4 ± 2.1
(11.7)

10.8 ± 1.3
(10.2)

Left wrist
flexion

3.1 ± 2.4
(5.8)

10.9 ± 3.5
(20.6)

32.8 ± 19.9
(61.9)

3.3 ± 2.4 (6.3) 3.3 ± 2.4 (6.3)

Right wrist
flexion

3.1 ± 1.9
(6.5)

10.1 ± 3.3
(21.0)

22.6 ± 4.9
(47.1)

3.1 ± 1.7
(6.5)

3.1 ± 1.7
(6.4)

Overall 7.4 ± 2.7
(10.9)

9.0 ± 3.3 (16.3) 14.3 ± 4.5
(23.8)

8.4 ± 1.9 (12.1) 8.0 ± 2.1 (11.8)

Table 2.4 – MAE ± standard deviation expressed in degrees [°] (nMAE expressed in
percent [%]) for the work task performed during experimentation with frontal camera
placement and for the main joint angles required for RULA. Results in bold highlight the
smallest errors for each angle evaluated.

Please refer to Table 2.5 for more details about the joint range of motions used to
calculate the nMAE error. This table shows the average joint range of motion (ROM),
measured in degrees, for various body parts based on reference data.

Mean joint range of motion [°]
Back flexion 55,96
Neck flexion 17,97
Left shoulder flexion 101,18
Right soulder flexion 100,93
Left elbow flexion 105,06
Right elbow flexion 105,76
Left wrist flexion 53,03
Right wrist flexion 47,76

Table 2.5 – Mean joint range of motion [°] calculated from reference data.

Table 2.6 shows the correlations between joint angles obtained with the tested systems
compared to those obtained with the reference one, for the main joints. These results
support the hypothesis that wrist angles are difficult to estimate with a computer vision
approaches. For example, the Kinect Azure DK B1 exhibits very low correlation for the
two wrist angles (0.14 and 0.18 for the left and right wrist flexion respectively). However,
hybrid systems benefit from additional information for the wrists, leading to correlation
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greater than 0.88. The neck flexion seems also difficult to estimate with computer vision
methods, especially for KIMEA Cloud system, with correlation between 0.34 and 0.39.

KIMEA B1 THEIA Kinect Azure
DK B1

KIMEA
Cloud A3

KIMEA
Cloud A4

Back flexion 0.92 ± 0.03 0.96 ± 0.02 0.92 ± 0.03 0.87 ± 0.05 0.77 ± 0.07
Neck flexion 0.59 ± 0.20 0.51 ± 0.21 0.59 ± 0.20 0.34 ± 0.22 0.39 ± 0.21
Left shoulder
flexion

0.95 ± 0.02 0.96 ± 0.02 0.95 ± 0.02 0.85 ± 0.05 0.85 ± 0.06

Right shoul-
der flexion

0.95 ± 0.03 0.96 ± 0.02 0.95 ± 0.02 0.81 ± 0.05 0.86 ± 0.03

Left elbow
flexion

0.90 ± 0.04 0.94 ± 0.03 0.88 ± 0.05 0.86 ± 0.05 0.88 ± 0.06

Right elbow
flexion

0.93 ± 0.03 0.95 ± 0.02 0.89 ± 0.05 0.85 ± 0.05 0.89 ± 0.05

Left wrist
flexion

0.88 ± 0.28 0.55 ± 0.18 0.14 ± 0.14 0.88 ± 0.23 0.88 ± 0.24

Right wrist
flexion

0.91 ± 0.11 0.60 ± 0.14 0.18 ± 0.16 0.90 ± 0.14 0.90 ± 0.13

Overall 0.88 ± 0.09 0.80 ± 0.08 0.69 ± 0.08 0.80 ± 0.11 0.80 ± 0.11

Table 2.6 – Spearman’s correlation coefficient (ρ) for the work task performed during
the experiment with frontal camera placement and for the main joint angles required for
RULA and used during the tasks.Results in bold highlight the highest correlations for
each angle evaluated.

Table 2.7 shows the nMAE of the joint angles depending on the camera placements.
The results show that the camera placement have a real impact on the error of the joint
angles estimation. We noticed greater errors for camera placement on the back and the
side for both KIMEA and Kinect Azure DK (KIMEA back position: 17.4%, side position:
14.0%; Kinect Azure DK back position: 33.8%, side position: 29.4%). The KIMEA Cloud
system seams less impacted by the camera placement with nMAE values ranging between
11.8% and 14.6%.
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KIMEA THEIA Kinect Azure DK KIMEA Cloud
B1 B2 B3 B1 B2 B3 A1 A2 A3 A4 A5 A6

Back flexion 5.3 5.6 8.6 6.4 5.3 5.6 8.6 8.2 9.7 6.8 8.5 12.3 15.2
Neck flexion 25.9 37.1 54.3 44.46 26.3 38.6 55.6 34.4 38.6 26.8 26.4 37.8 38.2
Left shoulder
flexion

12.9 14.0 18.1 11.8 19.2 14.1 18.1 13.1 17.5 12.7 12.7 11.4 14.4

Right shoul-
der flexion

13.2 19.8 20.3 11.6 13.2 19.6 20.1 15.6 11.5 14.4 12.0 11.4 15.1

Left elbow
flexion

9.1 9.1 12.6 7.5 11.5 14.2 16.8 11.4 12.7 11.6 11.5 12.0 10.4

Right elbow
flexion

8.7 13.4 13.3 7.3 12.1 15.9 18.6 11.1 8.8 11.7 10.2 10.9 11.3

Left wrist
flexion

5.8 6.6 6.1 20.6 61.9 64.9 72.2 6.2 6.2 6.3 6.3 6.3 6.2

Right wrist
flexion

6.5 6.6 6.0 21.0 47.1 62.2 59.9 6.5 6.5 6.5 6.4 6.4 6.4

Overall 10.9 14.0 17.4 16.3 23.8 29.4 33.8 13.3 13.9 12.1 11.8 13.6 14.6

Table 2.7 – The nMAE in precent for the main joint angles required for RULA, during
the work task for different motion capture systems and camera placements. Results in
bold highlight the camera placement with the lowest errors for each angle evaluated.

As the RULA scores are based on joint angles intervals, errors on the joint angle
estimation may have smaller impact on the RULA scores. Table 2.8 reports the RMSE

values between the RULA scores calculated with the tested and the reference system.
Errors for the C scores (Upper Limb) were higher for the Kinect Azure DK. Errors for
the D scores (neck, back and legs) were higher for THEIA.

KIMEA B1 THEIA Kinect Azure
DK B1

KIMEA Cloud A3 KIMEA Cloud A4

RULA Ac-
tion Level
Score

0.36 ± 0.08 0.40 ± 0.12 0.51 ± 0.06 0.38 ± 0.07 0.33 ± 0.06

Left Final
Score

0.49 ± 0.13 0.62 ± 0.13 0.62 ± 0.12 0.56 ± 0.10 0.51 ± 0.08

Right Final
Score

0.45 ± 0.12 0.60 ± 0.13 0.58 ± 0.09 0.57 ± 0.10 0.50 ± 0.08

Left C
Score (upper
limbs)

0.54 ± 0.15 0.52 ± 0.13 0.73 ± 0.21 0.58 ± 0.10 0.58 ± 0.10

Right C
Score (upper
limbs)

0.53 ± 0.13 0.52 ± 0.14 0.67 ± 0.12 0.62 ± 0.09 0.55 ± 0.09

D Score
(neck, back
and legs)

0.58 ± 0.17 0.73 ± 0.16 0.59 ± 0.17 0.64 ± 0.11 0.60 ± 0.09

Table 2.8 – RMSE ± standard deviation for global RULA scores on work task performed
during experimentation with frontal camera placement. Results in bold highlight the
smallest RMSE for each RULA score evaluated. Results in bold highlight the number of
score changes closest to the reference, for all the RULA scores evaluated.

Table 2.9 reports the number of times the RULA score changes from one value to
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another during the task. The results showed that the number of score changes is close to
the reference (XSens) for all evaluated systems, with a mean difference of 1.9 score change.
The largest difference is obtained with the THEIA system for the D Score. KIMEA Cloud
system exhibits the best agreement with the reference number of score changes, except
for the Right C Score (upper limbs).

XSens KIMEA B1 THEIA Kinect Azure
DK B1

KIMEA
Cloud A3

KIMEA
Cloud A4

RULA Ac-
tion Level
Score

15.6 ± 4.1 13.3 ± 3.7 12.8 ± 5.0 11.0 ± 5.0 17.8 ± 3.3 15.1 ± 3.2

Left Final
Score

22.5 ± 3.1 21.8 ± 5.1 20.2 ± 5.4 24.7 ± 8.7 22.4 ± 4.3 20.3 ± 4.4

Right Final
Score

22.0 ± 4.2 20.3 ± 4.2 20.6 ± 5.5 24.8 ± 4.9 22.7 ± 5.0 21.9 ± 3.5

Left C
Score (upper
limbs)

38.4 ± 3.5 37.6 ± 5.5 38.5 ± 6.1 40.0 ± 11.1 38.4 ± 4.8 39.1 ± 4.1

Right C
Score (upper
limbs)

38.2 ± 4.9 38.1 ± 5.1 39.1 ± 5.0 41.8 ± 6.6 37.4 ± 6.3 40.0 ± 3.0

D Score
(neck, back
and legs)

19.1 ± 4.9 22.9 ± 7.7 26.0 ± 5.7 23.2 ± 8.0 16.2 ± 5.4 17.8 ± 5.0

Table 2.9 – Mean (± standard deviation) number of RULA score changes during work
task performed during experimentation with frontal camera placement.

Table 2.10 shows the proportion agreement index (Po ) of the global RULA scores
obtained with the different tested systems, but also the different camera placements. The
agreement of the RULA Action Level Score is higher than 0.8 for each evaluated system
and camera placement, except for Kinect Azure DK. The results show that the highest
levels of agreement were obtained for front camera placement, which is in accordance with
previous results. The results were very similar between THEIA Multi-camera system and
KIMEA and KIMEA Cloud systems when the camera is placed in front of the subject.
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KIMEA THEIA Kinect Azure DK KIMEA Cloud
B1 B2 B3 B1 B2 B3 A1 A2 A3 A4 A5 A6

RULA Ac-
tion Level
Score

0.87 0.80 0.81 0.86 0.74 0.71 0.74 0.80 0.81 0.87 0.89 0.85 0.84

Left Final
Score

0.80 0.76 0.71 0.70 0.67 0.60 0.59 0.72 0.65 0.74 0.76 0.73 0.69

Right Final
Score

0.82 0.72 0.71 0.71 0.72 0.59 0.61 0.66 0.72 0.72 0.77 0.71 0.68

Left C
Score (upper
limbs)

0.72 0.69 0.56 0.73 0.56 0.50 0.42 0.66 0.58 0.70 0.71 0.72 0.67

Right C
Score (upper
limbs)

0.72 0.60 0.55 0.72 0.60 0.45 0.42 0.60 0.71 0.68 0.73 0.72 0.66

D Score
(neck, back
and legs)

0.74 0.63 0.51 0.62 0.73 0.63 0.51 0.63 0.59 0.69 0.70 0.57 0.53

Table 2.10 – Propotion agreement index (Po) for global RULA scores, during the work
task for different motion capture systems and camera placements. Results in bold highlight
the camera placement with the higher agreement for each RULA scores evaluated.

2.4 Discussion

2.4.1 Main findings and contributions

The aim of this study was to evaluate the forces and weaknesses of computer vision-
based motion capture systems to estimate the joint angles and RULA scores in work
movement. We tested the Kinect Azure DK system, the THEIA multi-cameras system,
the hybrid KIMEA system, and the hybrid KIMEA Cloud system. During our laboratory
experiments, we measured the accuracy of these different systems compared to a reference
XSens inertial system.

The results for the joint angles were comparable to those found in (W. Kim et al.,
2021; Plantard, Shum, Le Pierres, et al., 2017; Yuan & Zhou, 2023), who evaluated the
the accuracy of motion capture systems based on depth or RGB cameras. More pre-
cisely, (Plantard, Shum, Le Pierres, et al., 2017) evaluated the RMSE of the Kinect V2
depth camera placed in front of the subject handling a box. In this previous study, wrist
flexion was not measured and an average RMSE around 10° was found. Excluding the
RMSEs for wrist flexions, our results were similar with an average RMSE of 10.6° and
11.8° for KIMEA and Kinect Azure DK, respectively. In a more recent study, (W. Kim et
al., 2021) proposes to calculate wrist flexion angles using data from the Kinect V2 depth
camera. For all the flexion angles required for RULA, the authors reported an average
RMSE of around 18°, which is in agreement with our results for the Kinect Azure DK
(RMSE: 17.2°). These previous studies evaluated the former Kinect V2 depth camera, but
the overall performance with Kinect Azure DK were similar to former versions (Bertram
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et al., 2023).
(Yuan & Zhou, 2023) reported RMSE of 12.9° and a MAE of 9.4°, for all the joint

angles measured, when using a system based on a single RGB camera. These results are
very close to those found for KIMEA Cloud: a RMSE of 10.6° and an error of 8.2°. (W.
Kim et al., 2021) proposed to evaluate the OpenPose 3-cameras system (Cao et al., 2017)
for static postures and lifting movements. They reported a RMSE of 8.3°, which is better
than the one obtained with the THEIA system in our study (RMSE: 11.1°). This difference
may be due to the evaluation of the nature of the static postures used in this previous
study. The joint angles errors obtained in our work for the THEIA system are consistent
to those reported in previous works for other types of movements (Lahkar et al., 2022).

The joint angles obtained with the tested systems exhibit good correlation (ρ ≥ 0.82)
with the reference system for back, shoulder and elbow flexion angles. For neck joint
angles, the correlation was weak to moderate (between 0.34 and 0.59). This is partially
explained by a small variation of these angles in the studied movements, resulting in
a large normalised error (nMAE between 26% to 44.5%). Nevertheless, KIMEA Cloud,
based on a single RGB camera had more difficulties to measure the neck flexion correctly
than systems using depth images or multiple cameras.

Computer vision-based only measurement systems, such as THEIA and Kinect Azure
DK, suffer from more important errors and lower correlation for the wrist joint angles
(THEIA: MAE = 10.5◦ ± 3.4, ρ ≤ 0.60; Kinect Azure DK: MAE = 27.7◦ ± 12.4, ρ ≤
0.18), compared to the other systems (MAE ≤ 3.3◦, ρ ≥ 0.88). This result supports
the hypothesis that current computer vision algorithms cannot accurately estimate move-
ments of small body parts with large range of motions, and high risk of occlusion, such as
the hands. In working tasks, hands are often used, and errors in estimating their motion
may lead to unreliable postural assessments.

The results found for the global RULA score evaluation were globally consistent with
those found in previous studies (Abobakr et al., 2019; W. Kim et al., 2021; Manghisi
et al., 2017; Plantard, Shum, Le Pierres, et al., 2017; Yuan & Zhou, 2023). We obtained a
proportion agreement (Po) for the RULA Action Level Scores of 0.83, 0.81, 0.73 and 0.84
for KIMEA, THEIA, Kinect Azure AD and KIMEA Cloud, respectively. Results showed
relatively few variations according to camera placement, with Po ranging from 0.80 to 0.87
for KIMEA, 0.71 to 0.74 for Kinect Azure AD, and 0.81 to 0.89 for KIMEA Cloud. These
results are comparable to (Yuan & Zhou, 2023), who obtained an average Po of 0.85,
with very little difference between front and side camera placement (between 0.84 and
0.87). Our results were slightly better than those found by (W. Kim et al., 2021), which
found much higher variation with occlusion and camera placement (between 0.68 and 0.82
for OpenPose). On the contrary, our results showed larger errors than those reported in
previous works (Abobakr et al., 2019) (Global RULA Score RMSE=0.49) and (Plantard,
Shum, Le Pierres, et al., 2017) (Global RULA Score RMSE=0.43). In our work, we report
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Global RULA Score RMSE of 0.58, 0.57, 0.72 and 57 for KIMEA, THEIA, Kinect Azure
AD and KIMEA Cloud, respectively. These differences could be due to disparities in the
methodology and the design of the experimental protocol. (Plantard, Shum, Le Pierres,
et al., 2017) proposed to evaluate a lifting task involving limited movement of the back
or neck. This task would cause limited change of the RULA score for the back and neck,
and therefore tends to minimize error. (Abobakr et al., 2019) fine-tuned the human pose
estimator to enhance the results on the testing dataset, which is not the case in our study.

Figure 2.3 – Illustration of auto-occlusions of the left arm with a camera positioned behind
the subject for the work task

As expected, our results show that the camera placement affects the performance of
computer vision methods. We report lower joint angle errors when the camera was placed
in front of the subject (nMAE for KIMEA: 10.9%, Kinect Azure DK: 23.8% and KIMEA
Cloud: 12.0%). The impact of the camera placement seems limited for the KIMEA Cloud
system, with nMAE ranging from 11.8% to 14.6% for all camera placements. The most
significant joint angle errors were found when the camera was placed on the back for the
KIMEA (nMAE: 17.4%) and Kinect Azure DK (nMAE: 33.8.4%) systems. The results
showed that the neck joint error was over 50% when the depth camera was positioned
on the back of the subject. The evaluated tasks involved leaning forward, which caused
significant occlusion of the head with this camera placement, as illustrated in figure 2.3.
Occlusions can cause significant measurement errors for systems using a depth camera (Jo
et al., 2022; Plantard et al., 2015). Therefore, it is important to consider an overhead view
to minimize measurement errors during this type of task taken from behind the person.

2.4.2 Limitations

In this work, we considered that the XSens motion capture system was a reference
system, as described in previous works (W. Kim et al., 2021). We may have obtained dif-
ferent results with another reference system, such as laboratory optoelectronic systems.

47



Chapter 2 – Comparison of Computer Vision-Based Motion Capture Systems for Ergonomic
Postural Assessment in Work Conditions

We chose to eliminate optoelectronic reference system because the reflective markers inter-
fere with the depth camera (using infrared sensor), leading to failure in tracking a human
body in the resulting images, as reported in previous works (Jo et al., 2022; Naeemabadi
et al., 2018; Özsoy et al., 2022). The measurement error of the XSens is about 5° for walk-
ing activities (Schepers et al., 2018), or around 2.8° for handling tasks (Robert-Lachaine
et al., 2017), but it can reach up to 14.5° (Benjaminse et al., 2020). Additionally, the
sensors may shift from their anatomical landmarks, introducing additional error. Finally,
these inertial systems may suffer from drift error over long measurement sequences (S.
Kim & Nussbaum, 2013; Lebel et al., 2013; Plamondon et al., 2007). However, due to the
strong constraints of infrared perturbation, XSens system was a good candidate to deliver
reference values. And all the systems were compared frame-per-frame to this reference
system, equally.

Even if we designed the protocol to mimic real work conditions, the experiment was
carried-out in a laboratory condition. Further works would be necessary to actually eval-
uate these systems on real working conditions. But this is a very difficult task as it is
almost impossible to control the test condition and to ensure that a reference system
would deliver actual reliable values.

It is also important to note that various measurement systems rely on custom biome-
chanical models, which differ from the ISB recommendations (Wu et al., 2005). The place-
ment and number of anatomical landmarks provided by these systems for calculating joint
angles may vary. While we used the method described by (W. Kim et al., 2021) to mit-
igate the impact of these model differences, incorporating a kinematic calibration phase
to approximate anatomical reference points (Robert-Lachaine et al., 2017; X. Xu et al.,
2017) could further reduce discrepancies between models and improve the validity of com-
parisons.

2.5 Conclusion
This study evaluated the accuracy of different types of computer vision-based systems

for carrying-out postural assessment using the RULA method. The results showed that
hybrid systems (coupling Depth or RGB cameras to sparse IMU sensors) correctly scored
RULA in more than 80% of cases, regardless of the camera’s placement. The system with
multiple RGB-camera also achieved a high rate of correct measurement (86%). However,
placing and calibrating several cameras on real working environments may be difficult.

Systems based on a single depth camera provided promising results for RULA eval-
uation (between 71% and 74% of correct measurements), but suffered from higher error
in measuring specific joint angles, such as the wrist. They seem to be also very sensitive
to the camera placement. Manually entering the wrist joint score in the RULA method
would help to mitigate this significant measurement error. However, this joint is the most
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difficult one to estimate with the eyes, unlike the shoulder and elbow joints (Lowe, 2004a,
2004b). Hybrid systems, which associate sparse IMU sensors for the hands, clearly help to
better reconstruct wrist motion (Manghisi et al., 2017), which is very relevant for postural
assessment of tasks involving the upper-limbs.

Although the measurement of RULA scores does not reach 100% accuracy, the results
reported in this work are very promising, compared to the traditional hand-made evalu-
ation. Hence, considering the lower inter-subject reliability obtained with the traditional
hand-made method (average agreement of only 58.25% for the RULA method (Widyanti,
2020)), the use of these automatic systems is of considerable interest, especially for low
experienced raters. In future work, it could be interesting to propose confidence intervals
for each risk score instead of discrete scores, which would make it possible to define MSD
risk intervals for a task.

To summarize, the different motion capture systems based on computer vision enable a
correct evaluation of the risk of WMSDs, when using the RULA method. However, systems
based on depth cameras only suffer from high joint angle estimation errors (especially for
wrist joint angles), even if the resulting Global RULA score is correctly estimated.

These results open up numerous perspectives in the field of ergonomics, potentially
extending beyond the measurement of kinematic data. Indeed, with a more reliable joint
angle estimation, this input can be used to estimate internal forces through inverse dy-
namics frameworks. Although the low sampling frequency of some measurement systems
can affect results in the case of dynamic movements, several studies have already ad-
dressed this topic with promising results (Plantard, Muller, et al., 2017; Uhlrich et al.,
2023). In the next chapter, we will benchmark various learning algorithms aimed at esti-
mating upper limb joint torque during static and dynamic phases of load-carrying tasks.
It presents a generalized learning model for torque estimation that considers variability
among different subjects and task conditions.
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Chapter 3

ESTIMATION OF UPPER-LIMB JOINT

TORQUES IN STATIC AND DYNAMIC

PHASES FOR LIFTING TASKS

3.1 Introduction

Evaluating in-situ physical risk factors generally relies on noisy and/or incomplete mo-
tion data captured by videos or depth cameras. However, standard inverse dynamics

cannot handle such limited and low-frequency data to compute reliable joint torques. In-
stead, recent development in machine learning opens new possibilities to estimate these
torques in such a difficult condition, robust to noise. However, designing such a machine
learning approach requires extensive tests. In this chapter, we propose a study to ex-
plore which machine learning approach would best approximate joint torques estimated
with standard approach, firstly with noise-free data. This evaluation has been applied to
one-handed load carrying tasks.

As mentioned in chapter 1, (Mohseni et al., 2022) used neural networks to estimate
L5-S1 coronal and sagittal moments (namely Mx(N.m) and My(N.m) along the X and Y
axes, respectively) at the L5-S1 joint during static load handling. The trained algorithm
maps the relationships between six features (Load location (X, Y, Z) (cm), hand load
(Kg), body height (cm) and body weight (Kg)) and two targets (Mx(N.m) and My(N.m))
with a Root Mean Square Error (RMSE) of 16.5 N.m and a correlation of R2 = 0.97. After
normalizing the inputs and removing the outliers from static trials, the mean torques error
decreased from 16.5 N.m to 11.8 N.m.

The estimation of joint torques in dynamic phases using learning algorithms is com-
monly performed based on the joint coordinates and velocities. (Zell et al., 2020) used Ran-
dom forest approaches to estimate joint torques from motion parameters (joint coordinates
and velocities) and acting forces for human gait. They also presented a weakly-supervised
learning approach, aimed at inferring human dynamics (Ground Reaction Forces & Mo-
ments, and joint torques). To this end, they used an artificial neural network (NN), which
architecture incorporated inverse and forward dynamics layers to minimize a pure motion
loss. This motion loss consisted in minimizing the difference between the simulated motion
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generated by the model and the observed one, without using any additional information
on the ground reaction forces, moments, or joint torques.

Human motion can be described as a combination of spatial and temporal informa-
tion, where spatial components capture the geometric arrangement of body joints and
temporal components represent their evolution over time (as explained in chapter 1.1.3).
Recent research has proposed the development of specialized neural network architectures
that decouple the processing of spatial and temporal information, enabling more effective
estimation of human posture (Mourot et al., 2022a).

Another key point when using machine learning approaches, is to ensure that the
inputs have similar range of values. To address this problem, the input data are generally
normalized before being processed by the method. This problem has been widely explored
when designing action recognition methods (Tang et al., 2022).

Our study aims to estimate joint torques using skeletal data (reference data), subject
mass, and load mass. We particularly propose two key contributions:

1. A comparison of state of the art machine learning methods to estimate the back
and upper limb joint torques from 3D joint positions, the mass carried and the
mass of the subject in static poses;

2. An evaluation of a NN architecture to deal with dynamic motions.

The study has been published in the International Conference on Digital Human Mod-
eling (Belabzioui et al., 2023) (See 4.5).

3.2 Overview
Inverse dynamics aims to determine the joint torques τ associated with external forces

and motion quantities for a given motion performed by the subject. The movement is fully
defined by the joint coordinates q, velocities q̇, and accelerations q̈. The general inverse
dynamics applied to a biomechanical model of the subject was formulated in Equation
1.1 of Chapter 1.

The software platforms, AnyBody (Damsgaard et al., 2006), OpenSim (Delp et al.,
2007), and the open-source CusToM MATLAB toolbox (Muller, Pontonnier, Puchaud, et
al., 2019), integrate the inverse dynamics approach. In this study, we utilized the CusToM
toolbox to determine joint torques based on a given motion, which served as the reference
joint torques for the remainder of the chapter. The joint torques estimated by the learning
algorithms were compared to the joint torques computed by CusToM for the same motion.
To this end, we devised learning architectures for the static and dynamic phases of a
motion. The static phase was defined as a phase in which the subject remain still, whereas
the dynamic phase was characterized by non negligible motion quantities. For static mass
handling poses, we utilized a regression model to compare four architectures, namely,
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linear regression, decision tree, random forest, and neural network. In the dynamic phase,
we first extracted spatio-temporal features from the skeleton data and then incorporated
the subject’s mass and the mass of the load to regress the 16 joint torques of the right
upper limb and the trunk.

3.3 Data collection and preparation
In this section, we detail the data used to train and evaluate the machine learning

methods used to estimate the joint torques based on static or dynamic input motion
data.

3.3.1 Experimental data and biomechanical model

Experimental data: The study used data from a previous experiment (Haj Mahmoud
et al., 2021) that involved 11 right-handed subjects lifting and placing objects with varying
masses, positions, handling height and timing. Each trial was composed of static phases
and dynamic phases when displacing the carried object. An optoelectronic motion capture
system Qualisys (23 12-Mpixels cameras, sampled at 200Hz) was used to record the motion
of the subjects, and 2 force plates were used to record the ground reaction forces during the
tasks. Three different loads were used (0Kg, 1Kg, 3Kg), with five final placing positions
(175cm height in front, 175cm height on the right, 75cm height in front, 0cm height in
front, and 0cm height on the right). By combining the load and the final placing conditions,
it leads to 3×5 = 15 configurations that are repeated 9 times each per subject (15×9 = 135
trials per subject). Among the total number of trials (11×135 = 1485), 286 were discarded
due to unexpected motions.

In a one-handed load-carrying task, two distinct phases can be identified: the static
phase and the dynamic phase. The static phase involves holding the object in a stationary
position for a specified duration. In contrast, the dynamic phase encompasses the entire
sequence of motion, including the initial static holding phase as well as the subsequent
actions of grasping, transporting, and placing the object from one height to another. Static
phases lasted 5.38 s in mean per trial, which corresponds to 1076 frames. Hence, a total
of 949 × (1485 − 286) ≃ 1M pose samples were available for static phases learning. Trials
lasted 11 s in mean, corresponding to 2200 frames. Consequently, 2200 × (1485 − 286) ≃
2.6M samples were available for the dynamic phase training. As we apply a sliding window
with an overlap of 1 and the length of each sequence is 5, the total number of sequences
obtained was similar, 2.6M 5-frames sequences.

Biomechanical model: The biomechanical model was composed of eleven segments
including the head, upper/lower trunks, left/right arms, left/right hands, left/right fore-
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arms, articulated with 38 degrees of freedom: a 6 dofs mobile base, and 31 anatomical
joint angles following the International Society of Biomechanics recommendations. The
joints included in the torque estimation are described in the table 3.1.

Joint Corresponding exertion Joint Corresponding exertion
1 Lumbar spine flexion/extension 9 Right clavicle axial rotation
2 Lumbar spine lateral flexion/extension 10 Right shoulder plane of elevation
3 Lumbar spine axial rotation 11 Right shoulder depression/elevation
4 Trunk flexion/extension 12 Right Upper arm axial rotation
5 Trunk lateral flexion 13 Right elbow flexion extension
6 Trunk axial rotation 14 Right forearm pronation/supination
7 Right clavicle protraction/retraction 15 Right wrist flexion/extension
8 Right clavicle depression/elevation 16 Right wrist radial/ulnar deviation

Table 3.1 – Joint torques estimated in the study. In particular, the 3 first torques corre-
spond to the classical L5/S1 joint torques.

The CusToM toolbox was used to compute the reference joint torques using the biome-
chanical model described above.

3.3.2 Joint centers estimation and data normalization

Figure 3.1 – Marker coordinates were expressed in the pelvis reference frame. Joint centers
were estimated using regression equations. The 3D human skeleton was normalized using
the AABB (Axis-Aligned Bounding Box) approach.

3D anatomical markers positions in global Euclidean space were expressed in the
pelvis reference frame. Joint centers were estimated based on the markers positions using
regression equations (Leardini et al., 1999; Reed et al., 1999). The resulting human pose
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(See Figure 3.1) was modeled as 20 3D joints Ji=1..20(t) at each time t, that can be gathered
in a single vector denoted J. 3D coordinate of each joint was normalized by its range of
values, using the Axis-Aligned Bounding Box approach (L. Chen & Qin, 2010). For the
k = [x, y, z] component of Ji(t), denoted Jk

i (t), the normalized value was given by:

Ĵk
i (t) = Jk

i (t) − min(Jk
i (t))

max(Jk
i (t)) − min(Jk

i (t)) ; m̂ = m−mmin

mmax −mmin

; M̂ = M

Mmax

(3.1)

where min(Jk
i (t)) and max(Jk

i (t)) are the minimal and maximal values of Jk
i across

all the subjects and all the trials, mmin and mmax are the minimum and maximum values
of the load mass, and Mmax is the maximum value of the subject mass respectively.

3.4 Joint torque estimation
In this section, we describe the machine learning approaches developed and evaluated

in this chapter to estimate the joint torques based on static or dynamic poses.

3.4.1 Static phases

Estimating the joint torques in a static phase is a particular case of the inverse dy-
namics problem. Specifically, this problem assumes that the joints velocities q̇ and accel-
erations q̈ are negligible.

The objective of this estimation is to learn the function τ = f(Ĵ, m̂, M̂) from the set
of samples described in the previous section.

Four classical estimators were benchmarked in the current study to solve this issue:
linear regression, decision tree, random forest, and neural network. The number of trees in
the random forest model was set to 10 to provide a balance between model performance
and computational efficiency (Breiman, 2001).

This neural network architecture is designed to balance performance and generaliza-
tion. It consists of an input layer, a dense layer with 64 units, batch normalization, ReLU
activation, and a dropout rate of 10%. The input layer processes the input data, while the
first dense layer with 64 units extracts key features. Batch normalization helps stabilize
training by normalizing activations (Ioffe, 2015), and the ReLU activation introduces nec-
essary nonlinearity without causing vanishing gradients. The 10% dropout rate reduces
overfitting by randomly deactivating units during training (Srivastava et al., 2014). A sec-
ond dense layer with L2 regularization (weight decay of 0.0001) penalizes large weights to
prevent overfitting further (Goodfellow et al., 2016). With 5072 parameters, the model is
complex enough to capture important patterns without being overly prone to overfitting.
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In order to train our deep network fθ, we adopted the standard mean squared error
(MSE) loss function.

3.4.2 Dynamic phases

The objective of this estimation is to learn the function τ = f(G, m̂, M̂) that maps the
input features G (spatiotemporal features, see below), m̂ and M̂ to the output torques τ
at a given time step.

In dynamic phases, velocities and acceleration are not negligible. Thus, we considered
a time window of 5 frames prior to the estimation to extract spatiotemporal features
G, by applying a one-dimensional convolutional layer to the Ĵ(t1), Ĵ(t2), . . . , Ĵ(t5) 3D
joint positions gathered as a table. The layer had 64 filters with a kernel size of 2 and
applied the Rectified Linear Unit (ReLU) activation function to its outputs. We also set
the padding to ’valid’, which means no padding is added to the input, and the stride to
1, which specifies the step size of the convolutional operation. Next, we applied a max
pooling layer with a pool size of 2 and stride of 2 to the output of the convolutional layer
(for more details about the key principles of architectures, see the paragraph 1.1.3). This
reduced the dimensionality of the output by taking the maximum value in each 2-element
segment. Then we applied a dropout rate of 25% to the output tensor from the previous
max pooling operation.

We created four distinct neural network architectures to estimate the torques from
these features: CNN-LSTM, which consists of a CNN layer followed by an LSTM layer;
CNN-LSTM-Attention, which includes a CNN layer, followed by an LSTM layer and an
attention mechanism; CNN-BiLSTM, comprising a CNN layer followed by a Bidirectional
LSTM (Bi-LSTM) layer; and CNN-BiLSTM-Attention, which consists of a CNN layer
followed by a Bi-LSTM layer and an attention mechanism (See the figure 3.2).

To train these networks, we minimized the standard mean squared error (MSE) loss.
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(t1) (t2) (t3) (t4) (t5)

Figure 3.2 – Learning-based algorithm scheme of dynamic phase.

The overall architecture used for extracting spatiotemporal features and regressing
the 16 joint torques, had an average of 21232 parameters, which was high relative to
the number of samples per parameter (See section 3.3.1). To prevent overfitting, a kernel
regularizer with L2 weight regularization of 0.01 was added to the Conv1D layer, and
a BatchNormalization layer was added after the Conv1D layer to normalize the output.
Dropout regularization with a rate of 25% was added after the max pooling and LSTM
layers, and kernel and recurrent regularizers with L2 regularization of 0.01 were added
as arguments to the LSTM layer.

3.4.3 Learning and evaluation

We implemented our learning algorithms in static and dynamic phases using
Keras/Tensorflow (Gulli et al., 2019).

Training and validation were executed on an NVidia RTX A3000 GPU. We trained our
learning algorithms through stochastic gradient descent. The optimal model was obtained
after 4000 iterations using an early stopping technique. The training was terminated when
the loss did not decrease with a minimum delta of 1e-4 and a patience value of 50 epochs.
We used Adam optimization with a batch size of 64, learning rate α = 3 × 10−5 and
hyperparameters β1 = 0.9 and β2 = 0.999.

We evaluated our learning models by computing the average RMSE and the average
nRMSE, resulting from the Leave-One-Out procedure by subject and the Leave-One-
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Out procedure by task. The first procedure involves iteratively removing each subject
from the training set and testing on that subject. The second procedure involves creating
five groups of tasks [175cm, Right], [75cm, Front], [0cm, Front], [0cm, Right],
[175cm, Front], with tasks iteratively removed from the training set for testing.

The quantitative evaluation of the regression results was done using the root mean
squared error (RMSE) between reference and estimated joint torques, represented by ϵ

and the normalized root mean squared error (nRMSE) represented by ϵr.

3.5 Results and discussion
Static phase Average RMSEs and standard deviations for the four considered architec-
tures are given in table 3.2. In the inter-subjects scenario, the neural network algorithm
achieved the lowest ϵ (5.54 N.m) and the lowest ϵr of 0.03%. In the inter-tasks scenario, the
linear regression algorithm achieved the lowest ϵ (5.11 N.m) and the lowest ϵr of 0.05%.
Even if the neural network achieved a better performance from one subject to one other,
the results suggest that it may not generalize to other tasks. Such a behavior may be
due to overfitting, that is a quite common issue for such a simple problem. Indeed, the
static problem is linear and it was well estimated from the linear regression. The figure 3.3
shows the estimations made by the neural network on a test set consisting of trials from
a subject that was not included in the training set, in both figures, we observe that the
learning model encountered difficulties in accurately estimating the torques. The presence
of postural variability in the test data in the 0cm trials may have further contributed to
the model’s inaccuracy. Further investigation on the impact of postural variability on the
model’s performance could be a topic for future research.

Inter-subjects scenarios Inter-tasks scenarios

Algorithms ϵ ± ρ (N.m) ϵr ± ρ (%) ϵ ± ρ (N.m) ϵr ± ρ (%)

Decision Tree 8.53 ± 1.62 0.05 ± 0.01 6.80 ± 2.22 0.06 ± 0.02
Linear Regression 6.96± 1.49 0.04 ± 0.01 5.11 ± 0.87 0.05 ± 0.03
Neural Network 5.67 ± 0.91 0.03 ± 0.01 5.51 ± 0.67 0.06 ± 0.03
Random Forest 7.48 ± 1.43 0.04 ± 0.01 5.68 ± 1.66 0.05 ± 0.02

Table 3.2 – Static phases Inter-Subjects Scenarios Results and Inter-Tasks Scenarios Re-
sults.

Dynamic phase Average RMSEs and standard deviation for the four considered archi-
tectures are given in table 3.3. We observed in inter-subjects scenario that all four algo-
rithms have similar mean values of ϵ, with the lowest mean value and standard deviation
achieved by the CNN-LSTM-Attention. This suggests that the CNN-LSTM-Attention
algorithm was not only more accurate on average, but also more consistent in its per-
formance across multiple runs. In inter-tasks scenarios the CNN-LSTM algorithm had
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the lowest mean value of ϵ (5.56 N.m). The CNN-BiLSTM-Attention algorithm has a
slightly higher mean value of ϵ (5.85 N.m) but still performs reasonably well with a simi-
lar standard deviation of 1.72 N.m. On the other hand, the two attention-based models,
CNN-LSTM-Attention and CNN-BiLSTM-Attention, have higher mean values of ϵ (5.80
N.m and 5.81 N.m, respectively) and also have slightly higher standard deviations (1.58
N.m and 1.55 N.m, respectively). In general, these results suggest that the addition of at-
tention mechanisms to the CNN-LSTM and CNN-BiLSTM models did not improve their
performance on this particular task. It is noteworthy to mention that the variations in
the algorithms’ performance are comparatively minor, with a maximum difference of only
0.25 N.m between the best and worst performing algorithms. Both figures 3.3 show that
the learning model for the dynamic phase predicts the static phases better compared to
the model designed for the static phase.

Inter-subjects scenarios Inter-tasks scenarios

Algorithms ϵ ± ρ (N.m) ϵr ± ρ (%) ϵ ± ρ (N.m) ϵr ± ρ (%)

CNN-LSTM 6.04 ± 1.72 0.018 ± 5 × 10−3 5.56 ± 1.49 0.015 ± 5 × 10−3

CNN-LSTM-Attention 5.73± 1.41 0.017 ± 5 × 10−3 5.80± 1.58 0.016 ± 5 × 10−3

CNN-BiLSTM 5.82 ± 1.72 0.017 ± 5 × 10−3 5.66 ± 1.58 0.016 ± 5 × 10−3

CNN-BiLSTM-Attention 5.85 ± 1.60 0.017 ± 5 × 10−3 5.81 ± 1.55 0.016 ± 6 × 10−3

Table 3.3 – Dynamic phases Inter-Subjects Scenarios Results and Inter-Tasks Scenarios
Results.

3.6 Conclusion
This chapter evaluates learning models to estimate joint torques using skeletal data,

subject mass, and load mass, as an alternative to standard inverse dynamics methods for
future application to noisy and low-frequency data. The resulting mean torque RMSE
for the corresponding L5/S1 moments (τ2 and τ3, see table 3.1) were equal to 7.29 ±
2.24 N.m and 5.52 ± 1.41 N.m, respectively, for the static phases, and 10.70 ± 2.60
N.m and 5.74 ± 1.41 N.m, respectively, for the dynamic phases. These values are in
line with the results of (Mohseni et al., 2022). The results showed a better performance
of the estimators used for the dynamic phases than those used for the static phases.
Better performance in dynamic phases may be explained by higher variations of torques
experienced in this phase. Following this first result, we may potentially significantly
enhance the performance of our learning model CNN-LSTM-Attention by replacing the
spatiotemporal features extraction component with a pre-trained model and by increasing
the number of frames. As the inverse dynamics problem is determined by the equation
of motion, we may potentially utilize this prior knowledge to employ Physics Informed
Neural Networks (PINNs), which integrate known physical laws and principles into their
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(a) LowerTrunk
Flexion/Extension[(0Kg,1Kg,3Kg),

75cm, Front]

(b) LowerTrunk
Flexion/Extension[(0Kg,1Kg,3Kg), 0cm,

Front]

(c) LowerTrunk
Flexion/Extension[(0Kg,1Kg,3Kg),

75cm, Front]

(d) LowerTrunk
Flexion/Extension[(0Kg,1Kg,3Kg), 0cm,

Front]

Figure 3.3 – Sample trials. Computed joint torques (red line) and estimated joint torques
(blue line) based on the test data using the neural network during (a-b) the static phase
and CNN-LSTM-Attention during (c-d) the dynamic phase are represented.

architecture and training processes (J. Zhang et al., 2022). A limitation of the learning-
based approach is the impact of the quantity and quality of the data used for training
(Budach et al., 2022; Habehh & Gohel, 2021). We can increase our training set by using
simulated data. Our results tend to show that most of the methods tend to generalize to
subjects (inter-subjects tests) that were not used during training, which is promising, and
should be confirmed by more extensive tests.

At the conclusion of this study, we evaluated learning-based approaches for the direct
estimation of joint torques from input data, with the aim of simulating inverse dynamics
using a deep learning model. The next chapter will focus on evaluating and improving
the generalizability of deep learning-based methods, such as OpenCap (Uhlrich et al.,
2023), on unseen data. These methods aim to map the joint centers to precise anatomical
landmarks, which can then be used as input to an inverse dynamics method.
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Chapter 4

GENERALIZATION OF INVERSE

KINEMATICS FRAMEWORKS BASED ON

DEEP LEARNING TO NEW MOTOR TASKS

AND MARKERSETS

4.1 Introduction

Unlike the previous chapter, which focused on estimating joint torques directly from a
set of input data, this chapter shifts its attention to enhancing the generalizability

of OpenCap learning algorithms. As discussed in the introduction and in the related work
section (see the part 1), when dealing with biomechanical factors, most assessment meth-
ods rely on estimating joint angles. IK aims to compute these quantities according to a
predefined and scaled skeleton, aligned with experimental positions of anatomical markers.
It is the first step of several assessments, such as completing ergonomic assessment grids
or calculating mechanical joint constraints (joint forces and torques). Based on precise,
low-noise, high-frequency motion data, inverse kinematics is formulated as a global opti-
mization problem at each frame, with the objective of minimizing the distance between
experimental markers and kinematic model markers (Lu & O’connor, 1999). Neverthe-
less, obtaining precise, low-noise and high-frequency motion capture data in real industrial
work conditions is impractical due to several constraints: the time required for installation
and subject preparation, the significant space needed for equipment setup, and the exten-
sive processing time involved. Recent advances in computer vision and deep learning offer
the possibility to use repeatable posture measurements on site, in industrial context, with
a simple RGB camera. For example, (Abobakr et al., 2019) leverages deep learning and
vision-based techniques to estimate joint angles directly from single depth images. Other
authors (Plantard, Muller, et al., 2017) showed that correcting Kinect data and adapted
inverse dynamics approach, enables to correctly estimate internal joint torques, which
provides relevant information for ergonomic assessment in real working environment. Sev-
eral companies and researchers have proposed RGB-based Human Pose Estimation (HPE)
as a promising alternative for biomechanical analysis of human movement in industrial
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settings. This method allows for movement analysis using just a smartphone, without
the need for calibration or markers, and imposes minimal constraints on workers, who
can perform their tasks as usual. Despite these promising advancements, a systematic
review in (Egeonu & Jia, 2024) highlights that while RGB-based HPE is convenient and
minimally intrusive, it typically provides sparse 3D keypoints. This sparse noisy infor-
mation might be not sufficient to compute well admitted ergonomic assessments grids,
or compute physical values. Hence, previous studies (Falisse et al., 2023) have reported
an inaccuracy of 5 degrees in the joint angle estimation when using HPE compared to
those obtained with optoelectronic systems, but these tests are generally performed in
laboratory condition. However, HPE generally returns sparse 3D keypoints information,
such as 3D joint centers solely. Inverse kinematics based on this sparse data consequently
leads to higher error rates, compared to using 3D positions of a large set of anatomical
markers as input (Uhlrich et al., 2023).

Opencap (Uhlrich et al., 2023) has recently proposed to overcome this limitation by
augmenting the number of anatomical markers based on the sparse joint positions. It
consists in an open-source platform for computing both kinematic (i.e., motion) and dy-
namic (i.e., forces) variables using videos captured from two or more smartphones. The
calibrated videos are used by HPE systems to estimate sparse 3D keypoints trajecto-
ries. Then, Opencap proposes a marker augmenter (based on deep learning) algorithm
that estimates additional anatomical markers positions based on these few available 3D
keypoints. The resulting anatomical markers can be used by standard IK algorithm to
estimate joint angles, and apply inverse dynamics. Opencap marker augmenter contains
two deep learning (DL) models, namely the Body Model and the Arm Model. The
Body Model aims at predicting the 3D positions of the lower-limb and torso anatomical
markers. The Arm Model aims at predicting the 3D positions of the two arms anatom-
ical markers. These models have been trained and tested on a dataset that contains the
following motions:walking, running, squatting, cutting, drop, jumping, and stair ascend-
ing and descending. This dataset has also been obtained with a given set of experimental
conditions (such as camera intrinsic and extrinsic parameters, 3D keypoints definitions,
etc.) and for a given output set of anatomical markers. To the best of our knowledge, the
ability of these models to generalize to new experimental conditions and different sets of
anatomical markers has not yet been explored.

In Deep Learning, generalization aims at adapting the model: to understand the pat-
terns and relationships within its training data and apply them to previously unseen
examples, from within the same distribution as the training set. A more complex problem
consists in extending this generalization to unseen examples from within a different distri-
bution, i.e. a set of examples that have never been used for training and testing. Transfer
learning consists in using a model trained on one task as the starting point, as a basis
for a model addressing a new task, or on data with different distribution (Zhuang et al.,
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2020). This is done by transferring the knowledge that the first model has learned about
the features of the input and output data to the second model. This is an interesting ap-
proach to train a new Opencap marker augmenter model that is able to handle new types
of motion and markersets. Hence, fine-tuning or adapting a pre-trained model to a labeled
target dataset (Han et al., 2024), represents a prevalent methodology in transfer learning,
and is progressively establishing itself as a standard procedure within the computer vision
and natural language processing research communities (Shi et al., 2024).

For example, ResNet (He et al., 2016) and EfficientNet (Tan & Le, 2019) architectures,
initially trained on the ImageNet dataset (Deng et al., 2009), are extensively fine-tuned
for a multitude of computer vision applications. Concurrently, models such as BERT
(Devlin et al., 2018) and GPT-3 (Brown et al., 2020), which are pre-trained on extensive
corpora, exhibit robust performance across a wide spectrum of NLP tasks. There are
multiple approaches to implementing fine-tuning of deep networks in practice. A common
method is to optimize all the parameters of the deep network using the target training
data, after initializing them with the pre-trained model’s parameters. However, when
the target dataset is small and the network parameters are numerous, this can lead to
overfitting (Yosinski et al., 2014). Alternatively, one may fine-tune only the last few layers
of the deep network, while keeping the parameters of the initial layers fixed at their pre-
trained values (Mao et al., 2023). This approach is motivated by the limited training data
in the target task, and the empirical evidence that initial layers learn low-level features
that are transferable across various but similar tasks. However, this approach assumes
that the input data have the same nature and distribution, which may not be the case if
a different HPE or set of keypoints is used as inputs of the Opencap marker augmenter.
Moreover, determining the optimal number of initial layers to freeze remains a manual
and potentially inefficient process, particularly for networks with hundreds or thousands
of layers. We also have to figure out that fine tuning generally has to deal with a small
dataset containing the new distribution, which may rapidly lead to overfitting.

One of the main objectives of this chapter is to evaluate the accuracy of the Opencap
marker augmenter (Falisse et al., 2023) when dealing with new types of motion, such as
those frequently used in industry: bimanual tasks, including asymmetric handling tasks
(denoted Lifting Movement), and handling and picking tasks (denoted Picking Move-
ment). These tests also involve different experimental set-up/conditions and different def-
initions of the anatomical markers. Each company may have its own markerset, HPE with
predefined 3D keypoints, and specific motions. Hence, by performing these evaluations,
we aim at dealing with similar constraints than these companies may face to adapt the
Opencap system. Hence, for each new task, HPE system or specific markerset, the com-
pany should be able to collect a small set of motions (concurrently with the HPE and
ground truth values) to retrain the system before exploiting it on several workstations
and places.
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The second main contribution of this chapter is to propose a method to retrain the
Opencap marker augmenter to handle such new conditions, with a limited set of examples.
To this end, we explored two main fine tuning strategies for the Body Model and Arm
Model. The first strategy consists in retraining all the layers of the DL architecture,
assuming that the resulting models could better adapt to the new condition, compared
to retraining only part of the network. However, this involves to adapt a huge number
of parameters, while the number of examples of the new dataset may be small. Hence,
it may lead to overfitting, with difficulties to generalize to new data in the future. The
second strategy consists in tuning only the last output layers (to deal with the different
output markerset), while freezing the remaining of the network. It leads to a smaller
number of parameters to adapt, which may be more appropriate for the available small
dataset of new examples. The study presented in this chapter has been submitted to the
International Journal of Industrial Ergonomics and is currently in the first revision stage
(See 4.5).

4.2 Materials and methods
In this section, we introduce the experimental data and methods used to evaluate and

train the Opencap marker augmenter models. We also describe the fine tuning processes
used to adapt the models to new upper-limb industrial motions.

4.2.1 Overview

In this study, we evaluated two fine tuning training strategies to adapt the Opencap
marker augmenter models to new motions, input and output data. These models aim
at estimating a dense set of anatomical markers based on sparse 3D video keypoints
computed by HPE methods. Our proposed experimental pipeline consists of two phases. In
the initial phase, we fine tuned Opencap’s marker augmenter models (the Body Model
and Arm Model) using two different strategies. In the subsequent phase, we applied
geometric calibration and inverse kinematics based on the resulting anatomical markers
to compute joint angles, as illustrated in Figure 4.1.
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Figure 4.1 – The Proposed Pipeline: Fine tuning the Opencap marker augmenter Body
Model and Arm Model Models to better estimate anatomical markers based on sparse
3D video keypoints, followed by using Custom software to calibrate a biomechanical model
and apply inverse kinematics to compute the related joint angles.

In this section, we first recall the Opencap marker augmenter models (see Subsec-
tion 4.2.2). Next, we describe the fine tuning process of these models (see Subsection 4.2.3).
To evaluate the two fine tuning strategies, we collected a dataset of upper-limb motions
(see subsection 4.2.4). We then applied geometric calibration and inverse kinematics to
estimate joint angles (see subsection 4.2.5). Finally, we evaluated the resulting anatomical
markers and joint angles against ground truth values (see subsection 4.2.6).

4.2.2 Opencap marker augmenter models

The Opencap marker augmenter models (Uhlrich et al., 2023) aim at computing
dense anatomical markers position according to sparse 3D video keypoints provided by
HPE methods. The 3D video keypoints delivered by the HPE model, and the output
anatomical markers are detailed in Supplementary material section .1.1.

As described above, the Opencap marker augmenter is based on two models associated
with various body parts. The Body model architecture comprised four Long Short-Term
Memory (LSTM) layers, each with 128 units, followed by an output layer, as illustrated in
figure 4.2. It aims at predicting the 3D positions of 35 body anatomical markers thanks to
15 3D positions of lower-limb and torso 3D video keypoints, along with subjects-specific
parameters such as height and weight.
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Body ModelArm Model

Figure 4.2 – Detailed architecture of Opencap learning models (Body Model and Arm
Model)

The Arm model architecture is composed of five stacked Long Short-Term Memory
(LSTM) layers, each comprising 128 units, followed by an output layer (as illustrated in
figure 4.2). It aims at predicting the 3D positions of 8 arm anatomical markers using 7
3D positions of arm and torso video keypoints, along with subject height and weight.

4.2.3 Fine tuning the Opencap marker augmenter models

In this subsection, we describe how the Opencap marker augmenter is fine tuned to
adapt to new anatomical landmark and to a new dataset composed of unseen motion. The
same datasets, asymmetric handling tasks (denoted as "Lifting Movement") and handling
and picking tasks (denoted as "Picking Movement"), were used to train and test both
fine-tuning strategies. We also tested the direct use of the pretrained Opencap augmenter
models, denoted Inference in the remaining of the chapter.

For all the strategies, the objective of the fine tuning process is to learn the mapping
function:

ψΘ(V ,M ,L) = Ŷ (4.1)

where V stands for the input features (the sparse 3D keypoints obtained with the HPE
at time t), M and L are subject’s weight and height respectively. The output of this
function is the position of the additional anatomical markers Ŷ at a given time step.

Fully strategy

A first strategy consists in retraining all the network, including the input, the inter-
mediate LSTM, and the output layers. Hence, we updated the parameters of all layers
in the network based on gradients computed from the new dataset (Fu et al., 2023). We
assumed that fine-tuning all layers of the pre-trained model will allow it to better learn
features related to the new tasks/motions at all the layers of the network. As the set of
output markers is slightly different from the one initially used in Opencap, we need either
to adapt and retrain the output layer, or to add a new output layer. As the number and
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Figure 4.3 – Inference and the two Fine-tuning strategies. a. Inference consists in directly
applying the pretrained marker augmenter models on the new dataset. b. Fully consists
in retraining all the original network + an additional output layer with a subset of the
new dataset. c. Outputs consists in adding an output layer and retraining only the two
resulting output layers (the remaining layers are frozen) with a subset of the new dataset.

definition of the output markers may differ, we preferred the latter solution: we added an
output layer corresponding to the new set of anatomical markers, as illustrated in figure
4.2. The already existing layers were initialized with the pretrained values of Opencap
marker augmenter model to start from a pretrained initial point. As no pretrained value
is available for the new output layer, it was initialized using a normal distribution, with a
mean of 0 and a standard deviation of 0.022 (N (0, 0.022)). During the fine tuning phase,
a weight decay of 0.01 was applied to the parameters of the last added layers, excluding
biases, in accordance with the methodology outlined by (Barone et al., 2017; D. Li &
Zhang, 2021), with the aim to avoid overfitting.

Outputs strategy

The second strategy, denoted Outputs strategy consists in retraining only the last
output layer, while freezing the remaining ones. We hypothesized that features in the first
layers were strongly linked to the input data processing, which is supposed to be similar
in both the new dataset and those used to train the original Opencap marker augmenter
models. However, this hypothesis is not completely true, as the 3D video keypoints may
also differ a bit depending on the HPE that is used. Similarly, the last layers are supposed
to be linked to the output data, namely the output estimated anatomical markers (Bordes
et al., 2022), which are supposed to be different from the ones used to train the initial
Opencap marker augmenter. Hence, we propose to freeze all layers except the last one
(output layer). As for the Fully strategy, we also added a supplementary output layer
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to handle the new markerset. This method presupposes that the pretrained model has
acquired valuable hierarchical features transferable to the new task. By preserving these
features and solely adjusting the output layers (both the original output and new in-
serted layers), the model could swiftly adjust to the new task while mitigating the risk
of overfitting, especially when working with a limited dataset. Let Θpast_output represent
the parameters of the past output layers (respectively, Θpast_outputBody and Θpast_outputArm),
and let Θnew_output represent the parameters of the new output layers. Here, X and Y

represent the input and output data for this stage, respectively. The objective function J
quantifies the performance of this stage’s model.

J(Θpast_output,Θnew_output, X, Y ) = Jtask(Θpast_output,Θnew_output, X, Y )

+ λR(Θnew_output)

Where Jtask denotes the original task loss, which in this case is the mean squared error.
The regularization term R is introduced to prevent overfitting; in this implementation, L2

regularization is applied with a regularization parameter of 0.01. The hyperparameter λ
controls the regularization strength, determining the trade-off between fitting the training
data and minimizing the complexity of the model.

4.2.4 Datasets

As the Opencap augmenter models were originally mainly trained on lower-limbs mo-
tions, such as locomotion, we collected motion capture data associated with upper-limb
motions, as mostly used in industry. Hence, we used data collected in two different exper-
iments: asymmetric handling tasks, and handling and picking tasks. Not only the motion
are different, but also the markersets, which is an interesting property for testing the fine
tuning strategies.

The denoted "Lifting dataset" consists in asymmetric handling tasks (Muller, Ponton-
nier, & Dumont, 2019). It involves thirteen male participants who had to move a load
between three areas, leading to cycles of three displacements: from area 1 to area 2, area
2 to area 3, and area 3 back to area 1. Each participant completed two cycles with a
standard load of 6.9 kg and two cycles with an additional 3 kg load. The experimental
setup included 47 motion capture markers on standardized anatomical markers, follow-
ing the recommendations of the International Society of Biomechanics (Wu, Cavanagh,
et al., 1995). Motion capture data was recorded at 200 Hz using a 16-camera Vicon mo-
tion capture system; considered as the reference system for the experiment, as illustrated
in the figure 4.4. The 200Hz resulting data were downsampled to 60Hz, similarly to the
video data used to train Opencap. The input 3D keypoints were estimated using the
described method in Supplementary material section .1.1. The resulting data (estimated
3D keypoints and ground truth anatomical markers) were used to retrain the models,
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and perform the quantitative comparison between predicted and actual joint angles and
anatomical landmark positions.

The denoted "Picking dataset" consists in handling and picking tasks. It involves 12
participants (3 women and 9 men, age: 32.6±10 years, height: 1.73±0.079 m, weight: 76±
16 kg). Participants were filmed (to use real HPE system) and equipped with the XSens
inertial motion capture system. Once the skeleton model of each subject was calibrated,
the XSens software (Roetenberg et al., 2009) simulated skin marker positions, including
also the ones following the recommendations of the International Society of Biomechanics.
The objective of this experiment was to emulate real work conditions: bimanual handling
and picking tasks. Bimanual handling involved picking up a box (dimensions: 39×29.5×19
cm) from a three-tiered shelf and placing it on another shelf, repeating this process 5 times
following a specified order on the shelves. Picking task required picking up and replacing
a small cubic object (dimensions: 5 × 5 × 5 cm) at 16 different locations arranged on
a table in front of the participant, following a specific order. The participants had to
perform picking in ascending and then descending order, using their right and left hands,
respectively. In total, each participant performed 4 picking actions. In the context of
this chapter, these tasks are interesting to challenge the HPE system, as they involve
external occlusions (with the box and the table) and self-occlusion depending on different
measurement viewpoints. Consequently, it may affect the quality of the HPE outputs
before estimating the anatomical markers using the Opencap augmenter models. Whereas
the Opencap system required multiple calibrated cameras, we used a single RGB camera,
placed facing right during the experiment (see figure 4.4). To process the unique RGB
camera, we used the KIMEA Cloud solution developed by Moovency. The video and
XSens files were synchronized using a clapping signal at the start and end of each trial.
Spatial alignment involved removing translational and orientation information from the
resulting 3D pose data, ensuring that each 3D pose captured only the execution of motion,
independent of location or viewpoint, as detailed in previous studies (X. Chen & Koskela,
2013; Yasin et al., 2023; Yasin et al., 2020).

Before the training phase, we expressed the 3D positions of anatomical markers rela-
tively to a root marker, specifically the midpoint of the hip keypoints. Additionally, we
normalized these 3D positions based on the subject’s height. The data was standardized to
have zero mean and unit standard deviation, before being used for retrained the Opencap
marker augmenter models.
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(a). Asymmetric handling tasks (b). Handling and picking tasks

Figure 4.4 – The experimental protocol for the asymmetric handling tasks (denoted lifting
tasks) is presented in sub-figure (a), as detailed in the study by (Muller, Pontonnier, &
Dumont, 2019). The protocol for the handling and picking tasks (denoted picking tasks)
is presented in sub-figure (b).

4.2.5 Inverse kinematics

Opencap augmenter models are used to estimate the anatomical markers that are
necessary to calibrate a biomechanical model and perform inverse kinematics, to compute
the joint angles.

The whole body biomechanical model consisted of eighteen segments: upper/lower
trunk,left/right clavicle left/right arm, left/Right forearm, left/right thigh, left/right shank,
left/right foot, and pelvis. This model was articulated with 42 degrees of freedom, compris-
ing a 6 degrees of freedom (DoFs) mobile base and 43 anatomical joint angles in accordance
with recommendations from the International Society of Biomechanics (Wu, Cavanagh,
et al., 1995) and summarized in table 4.1. Considering the output markerset delivered by
the Opencap marker augmenter models, head and hands segments were removed from the
initial model (no available head and hands markers in the markerset).
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Joint Corresponding exertion Joint Corresponding exertion
Lumbar Spine F/E Lumbar Spine Flexion/Extension R/L Hip F/E R/L Hip Flexion/Extension
Lumbar Spine
LF/LE

Lumbar Spine Lateral flex-
ion/extension

R/L Hip A/A R/L Hip Abduction/Adduction

Lumbar Spine I/E Lumbar Spine Axial Rotation R/L Hip I/E R/L Hip Internal/External rota-
tion

Thoracic Spine F/E Thoracic spine Flexion/Extension R/L Knee F/E R/L Knee Flexion/Extension
Thoracic Spine
LF/LE

Thoracic Spine Lateral Flex-
ion/extension

R/L Ankle
F/E

R/L Ankle Flexion/Extension

Thoracic Spine I/E Thoracic Spine Axial Rotation R/L Ankle I/E R/L Subtalar Inversion/Eversion
R/L Clavicle P/R R/L Clavicle Protrac-

tion/Retraction
R/L Elbow
F/E

R/L Elbow Flexion Extension

R/L Clavicle D/E R/L Clavicle Depres-
sion/Elevation

R/L Forearm
P/S

R/L Forearm Prona-
tion/Supination

R/L Clavicle I/E R/L Clavicle Axial Rotation R/L Gleno-
humeral PoE

R/L Glenohumeral Plane of Eleva-
tion

R/L Glenohumeral
D/E

R/L Glenohumeral Depres-
sion/Elevation

R/L Gleno-
humeral nPoE

Negative Glenohumeral plane of el-
evation

R/L Glenohumeral
I/E

Glenohumeral Internal/External
rotation

Table 4.1 – Biomechanical model depicting joint angles with the following notations:
R/L indicates Right/Left, F/E denotes Flexion/Extension, LF/LE represents Lateral
Flexion/Lateral Extension, I/E stands for Internal/External, P/R refers to Protrac-
tion/Retraction, D/E signifies Depression/Elevation, PoE is Plane of Elevation, nPoE
denotes Negative Plane of Elevation, A/A stands for Abduction/Adduction, I/E indi-
cates Inversion/Eversion, and P/S represents Pronation/Supination.

We used the Custom software (Muller et al., 2017; Muller, Pontonnier, Puchaud, et al.,
2019; Puchaud et al., 2020) to perform the geometrical calibration of the model according
to the estimated anatomical landmark positions. This calibration was formulated into an
optimization problem trying to minimize the distance between the experimental markers
and the corresponding anatomical points of the model, by adjusting the segment lengths.
This method was applied with ground truth motion capture data, and anatomical markers
estimated by the Opencap augmenter models.

Once the calibration was performed, Custom was again used to perform inverse kine-
matics: a penalty method for constrained multibody kinematics optimization using the
Levenberg-Marquardt algorithm (Livet et al., 2023). This method aimed to determine the
joint angles q according to the position of the 3D anatomical markers.

4.2.6 Evaluation methodology

The goal of this work was to evaluate the performance of the Opencap augmenter
models to predict the position of dense anatomical markers based on sparse 3D keypoints.
As described in subsection 4.2.4, we used two types of datasets:

— Lifting dataset: the asymmetric handling task, composed of ground truth optical
motion capture data,
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— Picking dataset: the handling and picking tasks, composed of ground truth XSens
motion capture data and RGB videos.

Let us consider now the evaluation metrics and implementation details used for this work.

Evaluation metrics

As the markersets are different in all the datasets, compared to the one used by the
Opencap pretrained models, we only compared markers with similar definitions. The
Body Model inputs are composed of 15 video keypoints, and the subject’s Height
and Weight. The outputs consist in 35 outputs markers, with 19 of them correspond-
ing to anatomical markers that also exist in our two markersets. Thus, we did not use
the following markers from the original Body Model to carry-out the comparisons:
[r_thigh1_study, r_thigh2_study, r_thigh3_study, L_thigh1_study, L_thigh2_study,
L_thigh3_study, r_sh1_study, r_sh2_study, r_sh3_study, L_sh1_study, L_sh2_study,
L_sh3_study, RHJC, LHJC]. The Arm Model input data consist in 7 video keypoints,
and the subject’s weight and height. Its outputs are composed of 8 anatomical markers,
similar to our anatomical markers.

Hence, for each motion clip of the datasets, we can compare the landmark position
and joint angles estimated by Opencap augmenter models (using either motion capture
or video input data) to ground truth values. For each trial, we can compare the results
of direct Inference of the Opencap data augmenter models, without retraining, to those
obtained with the Fully and Outputs fine tuning strategies.

For this comparison, we computed the average Root Mean Square Error RMSEm and
the corresponding standard deviations (ρm) to quantify the disparities between measured
and estimated 3D positions of anatomical markers. Additionally, we estimated the 95%
confidence interval (CI) to further assess the precision of the measurements (Simundic
et al., 2008).

Similarly, for the resulting joint angles, after IK, the average root mean squared error
(RMSEjc) and corresponding standard deviation (ρjc) were computed, along with the
95% confidence interval (CI) for these measures were computed, to compare joint angles
obtained from ground truth marker position and augmented models ones. For Mean
Error (All joint angles), we considered all the angles of the biomechanical model. For
Mean Error (OpenCap joint angles), we only considered the following angles: [R/L
Hip F/E, R/L Hip A/A, R/L Hip I/E, R/L Knee F/E, R/L Ankle F/E, R/L
Ankle I/E, Lumbar Spine F/E, Lumbar Spine LF/LE, Lumbar Spine F/E]. All
the pelvis degrees of freedom (rotation/translation) were removed from the computation
as they represent the position and orientation of the pelvis in the global coordinate system
and vary depending on the experimental setup.

The evaluation was conducted using a Leave-One-Out procedure by subject. In this
method, one subject is systematically removed from the training set, iteratively, and the

72



4.3. Results

model is tested on that removed subject. This procedure was repeated 5 times, leading
to 5 subsets of training and testing sets randomly selected among the available subjects.
For the lifting task, we had 11 subjects, with an average of 120000 samples in the training
set and 12000 samples in the test set. For the picking task, we had 13 subjects, with an
average of 160000 samples in the training set and 18000 samples in the test set.

Implementation details

We implemented our learning algorithms using Keras/Tensorflow (Géron, 2022), and
used an NVidia RTX A3000 GPU for training and tests. The optimal model was achieved
using an early stopping technique: training concluded when the loss failed to decrease with
a minimum delta of 1 × 10−4 and a patience value of 10 epochs. The Adam optimization
algorithm was used with a batch size of 64 and a learning rate (α) set to 6×10−6. In order
to train the learning algorithms, we adopted the standard mean squared error (MSE) loss
function, after processing 64 training samples: the model updates its parameters based
on the average errors calculated over these 64 samples.

4.3 Results
In this section, we present the performance of the two fine-tuning strategies in compar-

ison to using the pretrained Opencap marker augmenter models. Firstly, we compare the
accuracy of the two strategies for predicting the 3D anatomical markers and evaluate the
effect of varying training data sizes on model performance by training on smaller datasets
(see subsection 4.3.1).

4.3.1 3D anatomical markers positions

The table 4.2 presents the average RMSE (RMSEm) in millimeters along with their
corresponding standard deviations (ρm) and 95% confidence interval (CI) for Inference
and both fine tuning strategies, namely Fully and Outputs, for the Lifting task. For
the Body Model, the results show an important decrease of the prediction error from
39 ± 2 mm down to 15 ± 2 mm and and 16 ± 1 mm for the Fully and Outputs fine
tuning strategies respectively. More important error decreases were observed for the Arm
Model.
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Model Movement Data type Inference [mm] Fully [mm] Outputs [mm]
RMSEm ± ρm (CI) RMSEm ± ρm(CI) RMSEm ± ρm(CI)

Body Lifting MoCap 39 ± 2(38, 41) 15 ± 2(13, 17) 16 ± 1(14, 17)
Arm Lifting MoCap 31 ± 4(29, 34) 9 ± 1(8, 11) 11 ± 1(10, 11)
Body Picking RGB 104 ± 14(96, 112) 26 ± 1(24, 28) 46 ± 4(42, 50)
Arm Picking RGB 160 ± 41(137, 182) 95 ± 13(84, 106) 97 ± 6(91, 103)

Table 4.2 – Prediction error of Body Model and Arm Model marker augmenter models
for asymmetric handling movements (Lifting task) and industrial handling and picking
movements (Picking task). Average RMSE (RMSEm) and corresponding standard devia-
tions (ρm) and 95% confidence interval (CI) are given in millimeters. Prediction error is
given when using Inference, and Fully and Outputs fine tuning strategies.

For the Picking task, we obtained similar important decrease of the prediction error
when using fine tuning compared to directly applying the pretrained model. For the
Body Model, the pretrained models leaded to 104 mm and 160 mm errors for the Body
Model and Arm Model respectively. Let us recall here that the Picking task involved
real video and HPE as input of the system, and that the ground truth was obtained with
Xsens sensors. These data may differ from those obtained to evaluate the Opencap marker
augmenter models for Lifting task. For the Body Model, this error decreased down to
26 mm and 46 mm for the Fully and Outputs fine tuning strategies respectively. For the
Arm Model, the error decreased from 160 mm to 95 mm and 97 mm for the Fully and
Outputs fine-tuning strategies, respectively. However, even with this reduction, the fine-
tuned Arm Model still exhibits relatively high prediction errors under these experimental
conditions.

Let us consider now the computing performance of the two fine tuning strategies in
the various experimental conditions. Table 4.3 reports the training time (in minutes), the
number of Epochs used to converge, and the amount of parameters that were trained by
both the Fully and the Outputs fine tuning strategies. As the Fully strategy retrains
all the layers of the model, it leads to adapt a large amount of parameters compared to
the Outputs strategy.
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Model Movement Data type Time Epoch Params Data
Fully

Body Lifting MoCap 78 166 504394 120000
Arm Lifting MoCap 193 241 607832 120000
Body Picking RGB 35 68 504394 160000
Arm Picking RGB 16 26 607832 160000

Outputs
Body Lifting MoCap 34 162 19587 120000
Arm Lifting MoCap 73 300 3696 120000
Body Picking RGB 47 141 19587 160000
Arm Picking RGB 24 64 3696 160000

Table 4.3 – Performance indicators of the training process in all the test conditions:
training time in minutes, number of epochs, number of trained parameters, and training
data size for different tested fine-tuning strategies.

Figure 4.5 illustrates the comparison of the estimated RSHO (right acromion) position
during inference stage and both fine tuning strategies, and compares it to the ground truth,
during Lifting Task.

Figure 4.5 – Estimated 3D trajectory (in mm) of the RSHO (right acromion) anatomical
landmarker using Inference (fuchsia) and the two fine-tuning strategies for Lifting Task:
Fully (green) and Outputs (maroon). Ground truth value is depicted in Cyan.

To evaluate the impact of the quantity of training data that were used for training, on
the fine tuning results, we also trained the Body Model and the Arm Model with less
data. For the Lifting Task, the data from 5 subjects among the 11 wad used for training,
and the data from one of the remaining 11-5=6 subjects was used for testing. These tests
were carried-out on with the Fully and the Outputs fine tuning strategies. The results
(see table 4.4) show an increase of error when using this lower quantity of training data,
for all the strategies, and all the models.
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Model Fully [mm] Outputs [mm]
50% dataset 100% dataset 50% dataset 100% dataset

Body 19 ± 3(16, 22) 15 ± 2(13, 17) 31 ± 2(29, 33) 16 ± 1(14, 17)
Arm 13 ± 2(11, 16) 9 ± 1(8, 11) 25 ± 1(24, 27) 11 ± 1(10, 11)

Table 4.4 – Prediction error of Body Model and Arm Model marker augmenter models
for asymmetric handling movements (Lifting Task) when training with all the data or half
of the dataset.

4.3.2 Joint angles estimation

The estimated anatomical markers of the lifting tasks data were used to compute
the joint angles of a biomechanical model, using the Custom Software. Table 4.5 reports
the average RMSE (RMSEjc) and corresponding standard deviation ρjc, between the pre-
dicted joint angles and the one obtained with ground truth anatomical markers. (RMSEjc)
is given for the Inference, Fully and Outputs fine tuning strategies. Overall, both fine
tuning strategies showed improvements over the inference method in most joint estima-
tions. For instance, in the Right Hip F/E joint, Fully reduced (RMSEjc) from 8.2◦ down
to 6.9◦. Outputs strategy further decreased (RMSEjc) down to 7.3◦. Similar trends were
observed across other joints. Figure 4.6 provides a visual representation of joint angles
over time in all the conditions. In this figure, the right and left hip, ankle, and elbow
joints are depicted.
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Joint Angles Inference [◦] Fully [◦] Outputs [◦]
Metric RMSEjc ± ρjc(CI) RMSEjc ± ρjc(CI) RMSEjc ± ρjc(CI)

Right Hip F/E 8.2 ± 1.6 6.9 ± 2.0 7.3 ± 0.9
Right Hip A/A 5.4 ± 0.5 3.4 ± 0.4 5.3 ± 1.0
Right Hip I/E 15.6 ± 1.0 7.3 ± 0.4 11.0 ± 2.5

Right Knee F/E 8.5 ± 1.0 4.0 ± 1.7 7.9 ± 1.4
Right Ankle F/E 5.2 ± 0.4 4.0 ± 1.1 5.1 ± 1.2
Right Ankle I/E 16.5 ± 2.8 8.5 ± 1.0 11.1 ± 2.2

Right Clavicle P/R 22.5 ± 2.1 20.4 ± 2.7 22.9 ± 2.6
Right Clavicle D/E 13.4 ± 2.6 11.1 ± 1, 8 13.0 ± 1.6
Right Clavicle I/E 36.5 ± 3.4 34.7 ± 3.4 37.6 ± 2.2

Right Glenohumeral PoE 132.9 ± 26.3 118.3 ± 44, 8 132.7 ± 63.2
Right Glenohumeral D/E 57.5 ± 12.8 55.0 ± 23.1 57.8 ± 22.6
Right Glenohumeral nPoE 132.9 ± 26.3 118.3 ± 44.8 132.7 ± 63.2
Right Glenohumeral I/E 20.2 ± 2.3 15.4 ± 0.4 17.6 ± 2.4

Left Hip F/E 8.6 ± 1.6 7.0 ± 2.5 7.4 ± 1.8
Left Hip A/A 4.8 ± 0.3 3.2 ± 0.4 5.0 ± 1.2
Left Hip I/E 11.9 ± 2.9 6.5 ± 1.1 10.8 ± 2.8

Left Knee F/E 9.0 ± 1.3 3.9 ± 1.8 7.7 ± 1.0
Left Ankle F/E 6.3 ± 0.6 4.1 ± 1.4 5.2 ± 1.5
Left Ankle I/E 14.6 ± 2.6 7.1 ± 1.3 10.0 ± 2.0

Left Clavicle P/R 22.6 ± 4.0 21.8 ± 3.5 22.5 ± 2.5
Left Clavicle D/E 12.9 ± 1.3 10.9 ± 1.1 11.6 ± 1.0
Left Clavicle I/E 38.2 ± 5.4 34.5 ± 5.7 35.9 ± 4.5

Left Glenohumeral PoE 132.7 ± 27.3 136.3 ± 47.8 150.4 ± 32.4
Left Glenohumeral D/E 50.0 ± 15.4 47.1 ± 11.4 49.3 ± 13.0
Left Glenohumeral nPoE 132.7 ± 27.3 136.3 ± 47.8 150.4 ± 32.4
Left Glenohumeral I/E 20.6 ± 2.6 14.7 ± 0.7 17.1 ± 1.4

Right Elbow F/E 14.6 ± 1.9 6.8 ± 0.8 8.1 ± 0.5
Right Forearm P/S 23.6 ± 6.5 14.6 ± 2.9 15.8 ± 2.9

Left Elbow F/E 13.9 ± 2.0 7.5 ± 1.6 8.0 ± 0.6
Left Forearm P/S 26.2 ± 2.4 14.9 ± 5.1 14.8 ± 4.8

Lumbar Spine F/E 16.4 ± 4.1 15.2 ± 1.7 15.6 ± 1.3
Lumbar Spine LF/LE 9.2 ± 1.0 8.4 ± 0.4 9.4 ± 0.7

Lumbar Spine I/E 51.6 ± 4.3 53.2 ± 6.4 52.3 ± 5.0
Thoracic Spine F/E 13.2 ± 0.9 13.2 ± 0.6 13.7 ± 0.7

Thoracic Spine LF/LE 13.4 ± 0.2 12.7 ± 0.6 13.9 ± 1.4
Thoracic Spine I/E 49.2 ± 4.0 49.5 ± 4.7 47.8 ± 3.9

Mean Error (All joint angles) 32.5 ± 5.6(29, 35) 28.8 ± 7.7(22, 35) 31.8 ± 7.9(24, 38)
Mean Error (OpenCap joint angles) 12, 8 ± 1, 7(11, 13) 9.5 ± 1.6(8, 10) 11.4 ± 1.8(9, 13)

are expressed in degrees.

Table 4.5 – The average error in joint angles estimation using Inference, Fully and
Outputs conditions for Lifting tasks. Average RMSE (RMSEjc) and corresponding stan-
dard deviation (ρjc) and 95% confidence interval (CI)
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Figure 4.6 – The estimated joint angles (in degrees) for the Right Hip F/E, Left Hip
F/E, Right Ankle F/E, Left Ankle F/E, Right Elbow F/E, and Left Elbow
F/E joints are presented using three different methodologies: Inference (represented in
fuchsia), and two fine-tuning strategies for the Lifting Task: Fully (green) and Outputs
(maroon). The ground truth values are depicted in Cyan.

4.4 Discussion
The aim of this chapter was to evaluate two strategies to generalize the Opencap pre-

trained marker augmenter models for the body and the arms. The two major challenges
are 1) the new type of motions that was not present in the initial Opencap training set,
and 2) the differences in output markersets. Subsection 4.4.1 proposes a discussion about
the results obtained when predicting the position of markers which do not completely fit
the original Opencap markerset. The impact of the joint angles computation using inverse
kinematics is discussed in subsection 4.4.2.

4.4.1 3D anatomical markers

Considering the lifting tasks, based on Mocap data, the Body Model consistently
demonstrated higher error values across all tested strategies compared to the Arm Model.
Additionally, our results indicated that the Fully strategy yielded the lowest root mean
square error values for both models, compared to the Outputs strategy. It is consistent
with the fact that the Outputs strategy has less parameters to tune and, thus, less possi-
bilities to find an accurate solution. However, the Fully strategy requires a huge amount
of parameters (>500K parameters for both the Arm and the Body models), which may
lead to overfitting as the training dataset is not big enough.

For both strategies, the error (between 9 mm and 16 mm) yielded in similar range
compared to those observed after an inverse kinematics step, in classical motion capture
analyses (Begon et al., 2018; Lund et al., 2015; Muller et al., 2015; Puchaud et al., 2020)
(errors ranging from 4 mm to 40 mm). These results suggest that such models can be
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used to generate inputs for classical inverse kinematics methods, leading to a similar level
of uncertainty on the joint angles. One can think that weighting markers showing the
highest (RMSEjc) may be a good way to minimize their impact on the inverse kinematics
outputs (Livet et al., 2023).

For the Picking tasks, based on RGB input videos, the Body Model better estimated
the anatomical markers, compared to the Arm Model, for all learning strategies. The
two fine tuning strategies enhanced performance, but the Fully strategy obtained better
improvements: RMSEm decreased from almost 75% for the Body Model, and 40% for
the Arm Model. However the residual error was still high (26 to 95 mm) compared to
the results obtained with the Mocap data (Lifting Task). A first explanation leads to the
use of a different HPE in this work compared to the original Opencap chapter. Hence, the
first input layers have been trained with a slightly different definition and distribution of
3D keypoints. Only the Fully strategy can retrain the input layer, which is supported by
clearly more accurate marker prediction than the Outputs strategy. Hence, it would be
interesting to evaluate a new strategy, denoted Inputs strategy, that would introduce a
new input layer, and retrain the two resulting input layers while freezing the remaining
of the architecture. Moreover, in the Picking dataset, the reference data was obtained
from XSens motion capture clips, which estimated surface anatomical markers based on
inertial sensor data and a calibrated skeleton. Consequently, the way these markers were
estimated was different from original motion capture data used by Opencap, to train the
models. In addition, similarly to the Mocap data, the nature of the motion itself may
lead to a different distribution of input-output samples, and may need additional data to
properly handle this new distribution.

To conclude, although fine tuning enables us to significantly decrease the estimation
error compared to using inference directly, the results obtained from RGB data for the
Picking task do not seem usable as inputs for classical inverse kinematics methods, with
average errors going up to 97 mm.

Although we found a larger error in the Outputs strategy compared to the Fully
strategy in all cases, the number of trainable parameters was much bigger for the Fully
strategy (see table 4.3). As there is an unbalance between the high number of parameters
and the small size of training data, the Fully strategy may fall to overfitting (Goodfellow
et al., 2016). In Alwosheel et al., 2018, authors suggest that a dataset of about 10 times
the number of parameters could be enough for classical deep learning training to decrease
the risk of overfitting. In our case, this rule was not respected for the Fully approach
whereas it was the case for the Outputs one. This should be balanced by the fact that
fine-tuning does not impact the loss in a similar manner as a full training.

We also have demonstrated that decreasing the size of the training dataset, using only 5
subjects among 11 for training, leaded to more important errors. This drop of performance
is especially true for the Outputs strategy, which is tuning less parameters than the Fully
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strategy. This suggests that the number of trial data actually significantly affect the fine
tuning performance, and should be considered for future use of this approach.

4.4.2 Joint angles

For the Lifting tasks based on optoelectronic motion capture data, the results show
that the angle prediction error for Right Hip I/E reduced more compared to the same
angle on the other body side Left Hip I/E. Ankle joints estimation error showed small
improvements after fine tuning. The estimation error for the forearm P/S exhibited the
highest RMSEjc values, indicating greater difficulty in accurately estimating these angles.
Since the Arm Model was responsible for predicting the elbow and wrist markers, there
was a need for targeted improvements in this specific model. Indeed, the input of the
marker augmenter lacks of information about the hand and explains the poor accuracy in
the estimation of the forearm joint angles. Similarly, the lack of information about the head
position is an issue that may impact the lumbar and thoracic joint angles prediction. This
issue suggest the development of more advanced HPE methods, able to track additional
anatomical markers on the head and the hands of the subjects, which are very relevant
information in ergonomics.

Figure 4.6 illustrate the resulting joint angles obtained from augmented data. Both
Fully and Outputs show better results than the Inference method. Compared to pre-
vious works, we observed varying levels of accuracy among different joint angle estimation
approaches, particularly in the context of walking and bipedal locomotion tasks. Previous
work (Kanko, 2020) reported that Theia system has a mean angular error of 6.4°, with
a range spanning from 3.3° to 11°. In contrast, Pose2Sim exhibited a mean error of 4.9°,
with confidence intervals between 3.1° and 6.6° (Pagnon et al., 2021), indicating a more
consistent accuracy compared to Theia, with less estimated degrees of freedom. Similarly,
(Needham et al., 2022) reported a mean error of 4.9°, with slightly tighter confidence
intervals from 2.9° to 6.0°, underscoring the reliability of their system. Opencap, matched
Needham’s system in mean error (4.9°) and confidence intervals (2.9°–6.0°). In the current
study, the joint mean error on the same set of joints was 9.6±1.6° showing a slightly less
accurate result but still acceptable in ergonomics for posture assessment (Plantard, Shum,
Le Pierres, et al., 2017; Rodrigues et al., 2022).

Inverse kinematics, as expressed in the current chapter, is affected by several factors:
soft tissue artifacts (STA), kinematic mismatch due to limited degrees of freedom (DoFs)
in the model, experimental marker misplacement, geometrical calibration of the model,
and measurement noise. In addition, marker augmentation through Opencap generates
additional uncertainty: the learned augmented anatomical positions are inaccurate, and
may be affected by postures far from the ones used to train the model. In our case, these
issues may explain that the highest joint angle differences are reached for internal/external
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4.4. Discussion

rotations, that are the most affected by small uncertainties on the marker positions.
The biomechanical model should be questionned as well. First, the shoulder joint angle

errors are very high, but this result should be considered with caution: the glenohumeral
joint is modeled with a redundancy of the plane of elevation to avoid Gimbal lock issues
that generates an infinity of solutions to get the proper orientation of the humerus with
regard to the thoraco-scapular complex. Thus, the reconstruction error remains low, but
the algorithm proposes an alternative angle sequence to place the humerus. As well, the
outputs of the marker augmentation gives a limited set of information out of the sagittal
plane for the trunk, leading in particularly high errors in joint angles quantifying inter-
nal/external rotations. All of those restrictions are confirmed by the fact that Opencap
was evaluated using mainly lower limbs joint angles.

The calibration of the model should be taken with caution as well. Indeed, the cal-
ibrated model is based on the marker augmentation that suffers from the inaccuracy of
the segment lengths, issued from the joint centers estimation. Therefore, the calibrated
model may be far from the one obtained directly from the motion capture data.

4.4.3 Applicability in ergonomics and perspectives

Calibration-free approaches for ergonomic assessments (Plantard, Shum, Le Pierres,
et al., 2017) rely on skeletal data that lack the precision necessary for accurate joint angle
computation according to ISB standards. These methods also exhibit significant errors
during occlusions. However, they offer real-time implementation. In contrast, methods
such as Opencap and Pose2Sim, which require calibration, although potentially longer to
use, due to the need for precise calibration processes, can better incorporate biomechan-
ical constraints, leading to more accurate assessments. The trade-off between speed and
accuracy must be carefully considered when selecting an approach for real-time ergonomic
assessment. Furthermore, deploying these systems in industrial contexts requires careful
consideration of factors such as the number of camera views and robustness to occlusions.
At a minimum, two camera views are recommended to ensure comprehensive coverage
and reliability (Uhlrich et al., 2023).

When dealing with real conditions, such as cluttered environments, occlusions, clothes,
lighting conditions. . . , capturing the operator’s motion generally leads to sparse and noisy
data. In the same way, according to the complexity of the task, the operator biomechan-
ical model may or not have some simplifications. This variability of experimental and
modelling conditions may complicate the task of the pre-trained DL Opencap marker
augmenter. It may also lead to important errors that may not be compatible with tradi-
tional inverse kinematics and dynamics frameworks, such as OpenSim (Delp et al., 2007),
Anybody (Damsgaard et al., 2006), or Custom (Muller, Pontonnier, Puchaud, et al., 2019).
In this chapter, the tested markersets were different, and the studied tasks mostly involved
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upper-limb movements, contrary to the original data used to train the Opencap marker
augmenter. To exploit this approach to a new output markerset, the idea supported in
this chapter is to add a new output layer which contains as neurons as the 3D coordinates
of the studied markerset (i.e. 3 times the number of markers). In this chapter, in the
Outputs strategy, we proposed to re-train the two output layers (the original and the
additional ones), which leads to 3696 parameters for the Arm Model, and 19587 param-
eters for the Body Model. (Alwosheel et al., 2018) consider that the ratio between the
number of observations and the number of weights of an artificial neural network should
be higher than 10 to limit the risk of overfitting. It means that 36960 and 195870 poses
should be required to retrain the Arm Model and the Body Model respectively. Hence,
for a new type of motions, it suggests to collect similar ground truth and accurate data in
laboratory conditions, using for example IMU-bases or optoelectronic systems. Once these
data are collected, the Opencap marker augmenter can be re-trained offline before being
used with new on-site Mocap data. We also quantified the decrease of accuracy when
using a much smaller set of data for training, demonstrating an important limitation of
this DL based approach. For companies which develop such RGB-based ergonomic tools,
it involves regularly collecting new data, with ground truth motion capture, to improve
their models, or adapt to specific needs of their customers.

The results reported in this chapter tend to show that input 3D keypoints obtained
with computer vision systems lead to less accurate results compared to using reference
Mocap systems. Future works would be needed to evaluate the relevance of applying the
same strategy for input data: adding a new input layer which is re-trained according to the
new types of inputs. However, this would also require to jointly capture these 3D keypoints
with a reference and the on-site systems concurrently. To take the on-site conditions into
account (such as occlusions or lighting problems), it would require to move the reference
system on-site, which might be difficult. Future works will explore how to optimize the
re-training strategies in this condition. By retraining the input keypoints, we could expect
an increase of the accuracy, as improvements observed for the output layers.

Computation time needed for training with such a dataset leads to 16 to 193 minutes
according to the conditions and the fine tuning strategy. However, this computation is
performed offline, which does not affect the inference computation time used to exploit
the re-trained Opencap marker augmenter.

4.5 Conclusion
This study highlighted the potential of using DL-based methods, such as Opencap, for

estimating joint angles from sparse 3D keypoints. While these methods showed promis-
ing results in enhancing sparse 3D video keypoints for inverse kinematics analysis, their
generalization capabilities across different types of tasks and markersets remains diffi-
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cult. The main contribution of this chapter is to propose and evaluate methods to retrain
Opencap to new experimental conditions, including new poses and new markerset. It
provides companies and researchers with guidelines to efficiently adapt Opencap to their
motion capture protocols and methods. Our findings indicated that while pretrained mod-
els, such as Opencap, could provide valuable insights, they might require fine tuning on
task-specific datasets to achieve optimal performance. However, it is important to notice
that fine tuning comes with its own set of limitations, such as the risk of catastrophic
forgetting (Arora et al., 2019), where the model might lose previously learned informa-
tion when adapting to new tasks. We showed that retraining the very last output layers
only, provides very promising results, with a limited set of examples for training. We also
showed that the accuracy of such marker augmenter decreases when using real RGB data
and HPE as inputs, compared to reference Mocap data. It opens new questions about the
interest of applying the same fine tuning strategy to retrain the first input layers, in order
to adapt to new HPE specifications. However, this is more difficult to handle, especially
for collecting relevant training data with video. The ability to accurately estimate reli-
able joint angles from on-site RGB videos opens up new opportunities for research and
practical applications to exploit on-site RGB videos to estimate joint torques and forces
using standard inverse dynamics framework. Further exploration of fine-tuning techniques
and expansion of training datasets could enhance the reliability and applicability of these
methods in diverse real-world scenarios.
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CONCLUSION

In this thesis, we tackle the challenge of quantifying joint torques in an industrial setting
marked by low-frequency motion data, imprecisions, and occlusions. The study is

guided by two main objectives.
The first objective examines the accuracy and robustness of various motion capture

systems used in physical ergonomic assessments. Previous studies, such as those conducted
by (Menolotto et al., 2020) and (Humadi et al., 2021), have validated these systems’ ap-
plications in ergonomics; however, they predominantly evaluated earlier Kinect systems,
including the Kinect V2 depth camera, which is no longer commercially available. More-
over, recent research has investigated the potential of monocular cameras (L. Li et al.,
2020; McKinnon et al., 2022; Nayak & Kim, 2021; Yuan & Zhou, 2023) and multiple
RGB cameras (W. Kim et al., 2021) for postural assessments. These studies have primar-
ily assessed these systems in isolation, without performing comparative analyses under
simulated work task conditions. Furthermore, no study has yet compared various motion
capture systems—such as monocular RGBD/RGB systems, hybrid systems that combine
inertial measurement units (IMUs) with RGBD/RGB systems (e.g., KIMEA (Moovency,
2024) and VIMU (Adjel et al., 2023))—within simulated real-world working environments.
This gap raises significant questions about the practical applicability of these systems. Our
first contribution aims to address this gap by evaluating these systems under simulated
working conditions, specifically examining the performance of the THEIA system, the
Kinect Azure DK system, the KIMEA system, the KIMEA Cloud system. The results
revealed that hybrid systems scored RULA in over 80% of cases, with systems using mul-
tiple RGB cameras achieving a success rate of 86%. While depth-based systems demon-
strated potential—particularly in measuring most joint angles—certain joint angles, such
as those of the wrist, posed challenges in achieving precision. Hybrid systems that in-
tegrated wearable sensors for wrist measurements effectively addressed this limitation,
rendering them more suitable for comprehensive ergonomic assessments. Nevertheless,
we identified several limitations. The XSens motion capture system was selected for its
ability to avoid infrared interference issues prevalent in optoelectronic systems; however,
this choice introduced specific measurement errors, including drift and inaccuracies. Ad-
ditionally, a key limitation in biomechanical analysis is the variability in biomechanical
models across motion capture systems, particularly in anatomical landmarks, degrees of
freedom, joint center definitions, kinematic assumptions, and model complexity, which
often differ from those recommended by the International Society of Biomechanics (ISB)
(Wu et al., 2005). This variability can significantly affect joint angle calculations. To ad-
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dress this issue, we propose implementing a standardized calibration phase to minimize
errors arising from these model differences. Furthermore, while automatic ergonomic scor-
ing systems, such as RULA, have demonstrated considerable potential, improvements are
necessary—particularly in wrist angle estimations—to enhance the accuracy of ergonomic
risk assessments. Future systems could benefit from incorporating confidence intervals for
risk scores, enabling more nuanced and data-driven evaluations of musculoskeletal disorder
risks.

The second objective focuses on evaluating learning-based approaches for estimating
joint torques and determining whether they can provide an accurate alternative to tradi-
tional inverse dynamics in human motion analysis. Our approach involved developing and
evaluating a learning-based torque estimation model, validated against data from opto-
electronic motion capture systems for upper limb torque estimation during one-handed
load carrying tasks. Our findings suggest that these learning models, when applied to
tasks involving specific handling heights and specific loads during dynamic phases, pro-
vide torque estimates that align with reference data. However, a limitation remains in the
model’s generalizability across different movement types and subject-specific variations.
To address these limitations and improve model accuracy and robustness, we propose
two key strategies grounded in recent advancements. First, we recommend the generation
of synthetic data using techniques such as Generative Adversarial Networks (GANs) (J.
Zhang et al., 2022) or inverse methods-based musculoskeletal analysis pipelines. These
pipelines ensure that generated poses adhere to biomechanical plausibility, respecting
physical constraints like body segment lengths and joint angle limits. This would signifi-
cantly enhance the diversity and quality of training datasets, enabling better generaliza-
tion across varied movements. Second, we advocate for the integration of prior physical
knowledge into the loss functions of the learning models. This includes maintaining in-
variant body segment lengths, preserving appropriate ratios between body parts, and
constraining joint angles within physiological limits. By embedding these constraints, we
can reduce learning bias and ensure that the predicted torques remain physically valid.
Such enhancements build on the physics-informed approaches outlined by (Banerjee et
al., 2024), which have shown promise in improving both accuracy and physical realism in
learning models.

To address the challenges of generalizing/fine-tuning models to new tasks, movements,
and populations, we explored the capacity of Opencap’s learning models—originally pre-
trained on a bipedal locomotion dataset—to extend their applicability to bi-manual ma-
nipulation and object-picking tasks, as well as to novel marker sets. Previous works have
made progress in this area (Falisse, Uhlrich, Chaudhari, et al., 2024) by creating a much
larger and more diverse training dataset; however, a key unresolved question remains:
can pre-trained models reliably predict 3D positions of anatomical markers for tasks out-
side of their training scope? To address this question, we explored several fine-tuning
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techniques, including retraining the entire model, modifying only the final layers, and
incorporating task-specific output layers. Our findings indicated a reduction in error fol-
lowing fine-tuning, even when using a limited training dataset. This result is particularly
promising for applications involving previously unseen measurement conditions, such as
industrial environments. Despite this progress, our study focused solely on estimating
joint coordinates, leaving the question of accurately predicting joint torques unanswered.
Estimating joint torques requires accurate estimation of external forces, which can be
achieved either through learning models, as demonstrated in recent studies (Faisal et al.,
2024; Louis et al., 2022), or by jointly minimizing external forces and joint torques using
a motion-based prediction method (Morin et al., 2021). A key technical challenge that
remains is identifying contact frames—specific moments when the body interacts with the
environment—within video data. However, recent advancements in computer vision algo-
rithms have made this increasingly feasible (Y. Chen et al., 2023). In addition, a hybrid
approach in the literature combines closed-chain inverse dynamics with a deep learning-
assisted wearable sensor network to enable accurate real-time biomechanical analysis of
manual material handling tasks. This approach implements an algorithm to analyze the
biomechanics of the human musculoskeletal system using inverse dynamics, alongside a
method for estimating the load and its distribution through an egocentric camera and
deep learning-based object recognition. Kinematic data, as well as foot contact informa-
tion, are provided by a fully wearable sensor network consisting of inertial measurement
units. Finally, the performance of the fine-tuned Opencap models can be further enhanced
by analyzing the noise levels in Opencap’s input data relative to our training datasets.
This analysis is crucial for minimizing observation bias and selecting the optimal input
layers for fine-tuning.

In conclusion, this thesis has provided valuable insights into the evaluation of com-
puter vision-based systems for physical ergonomic assessment and the use of learning-
based approaches for joint torque estimation in industrial environments. Future research
should prioritize the development of methodologies that enable the creation of diverse and
representative training datasets for motion analysis. Such advancements are essential to
improve the accuracy and robustness of learning algorithms, expanding their applicability
to real-world industrial tasks. Additionally, further work is needed to refine the quantifica-
tion of physical effort using biomechanical variables, integrating joint stress, fatigue, and
repetitive strain for a comprehensive assessment of operator workload over time. This
could lead to more reliable ergonomic evaluations and enhance safety and efficiency in
industrial settings.
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APPENDICES

.1 Generalization of Inverse Kinematics Frameworks
Based on Deep Learning to New Motor Tasks and
Markersets

.1.1 Inputs and Outputs of Marker Augmenter Models

This section explores the inputs and outputs associated with marker augmenter mod-
els, as depicted in figures 7 and 8. Initially, in section .1.1, we examine the original in-
puts and outputs defined by Opencap (Uhlrich et al., 2023). Subsequently, section .1.1
presents our adapted inputs and outputs for lifting tasks. Lastly, section .1.1 discusses the
adapted inputs and outputs for picking tasks. For both lifting and picking tasks, our out-
puts focus on a subset of the OpenCap marker set. Specifically, markers such as r_calc,
r_thigh1, r_thigh2, r_thigh3, L_thigh1, L_thigh2, L_thigh3, r_sh1, r_sh2, r_sh3,
L_sh1, L_sh2, L_sh3, RHJC, and LHJC are excluded from both inference error estimation
and fine-tuning training and error estimation phases.

Opencap Lifting Task Picking Task

Figure 7 – OpenCap, Lifting Task (MoCap data), and Picking Task (RGB data)
are compared in terms of their 3D keypoints.

Opencap original inputs/outputs

The method detailed by (Uhlrich et al., 2023) employs a synthetic technique to create
datasets by matching 3D video keypoints with corresponding 3D anatomical markers, as
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OpenCap Lifting Task Picking Task

pLeftASI
pLeftCSI

pLeftKneeLatEpicondyle

pLeftKneeMedEpicondyle

pLeftMed
Malleolus pLeftLatMalleolus

pLeftToe
pLeftFifth
Metatarsal

pLeftAcromion

pC7SpinalProcess 

pleftArmLatEpicondyle
pLeftArmMed-

Epicondyle

pleftRadialStyloid
pleftUlnarStyloid

Figure 8 – Anatomical markers in OpenCap, Lifting Task (MoCap data), and Pick-
ing Task (RGB data) are compared. Markers in the OpenCap marker set highlighted in
red are excluded from inference error estimation and are not considered during fine-tuning
training or error estimation.

depicted in figures 7 and 8. These datasets are derived from 108 hours of motion cap-
ture data, which had previously been processed using OpenSim software (Seth et al.,
2018) and compiled from various published biomechanics studies. Opencap emphasizes
generating 3D anatomical markers using this synthetic approach, based on the same mo-
tion capture data and biomechanics studies processed with OpenSim software. For the
Body Model, the markers included r.ASIS, L.ASIS, r.PSIS, L.PSIS, r_knee, r_mknee,
r_ankle, r_mankle, r_toe, r_5meta, r_calc, L_knee, L_mknee, L_ankle, L_mankle,
L_toe, L_5meta, L_calc, r_shoulder, L_shoulder, C7, r_thigh1, r_thigh2, r_thigh3,
L_thigh1, L_thigh2, L_thigh3, r_sh1, r_sh2, r_sh3, L_sh1, L_sh2, L_sh3, RHJC, and
LHJC. For the Arm Model, the markers include r_lelbow_study, r_melbow_study,
r_lwrist_study, r_mwrist_study, L_lelbow_study, L_melbow_study, L_lwrist_study,
and L_mwrist_study.

Lifting tasks adapted inputs/outputs

To emulate the 3D video keypoints from MoCap data, we implemented the following
two steps:

1. Transforming the MoCap data from the world reference frame to the pelvis refer-
ence frame.

2. Estimating the 3D keypoints in the Opencap global reference frame (See the figure
7).

1. Transforming the MoCap data from the world reference frame to the
pelvis reference frame: Our local reference frame was represented by a trans-
formation matrix that converts coordinates from the world reference frame to the
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pelvis reference frame. The following sub-steps outline the process for defining a
local reference frame:

(a) Identify the anatomical landmarks: We used the pelvis as an anatomical
landmark to define a local reference frame. This pelvic reference is established
by an anatomically accurate local reference frame centered on the pelvis. The
anatomical markers RFWT (right anterior superior iliac spine), LFWT (left
anterior superior iliac spine), RBWT (right posterior superior iliac spine), and
LBWT (left posterior superior iliac spine) are utilized as anatomical land-
marks. To ensure a consistent local reference frame using anatomical markers
that may move during motion analysis, the local reference frame is determined
in each frame.

(b) Define the local axes: The X-axis vector is defined as:

x = 0.5 ((LFWT + RFWT) − (LBWT + RBWT)) (2)

For the Y-axis vector, we first compute:

z′ = RBWT − LBWT (3)

Then, we calculate:

y = z′ ∧ x (4)

The Z-axis vector is determined by:

z = x ∧ y (5)

The origin is given by:

O = 0.25 × (LFWT + RFWT + RBWT + LBWT) (6)

The figure 9 below illustrates the local reference frame details.

(c) Calculate the orthonormal vectors: The transformation matrix can be con-
structed using the orthonormal vectors that define the pelvis reference frame.
Orthonormal vectors indicate the direction of the X, Y, and Z axes within the
pelvis reference frame relative to the global reference frame. Our transforma-
tion matrix can be constructed by placing these vectors as columns of a 3 × 3
matrix. The vectors fx = x

∥x∥ , fy = y
∥y∥ , fz = z

∥z∥ represent the orthonormal
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Figure 9 – Local reference frame details

basis vectors for the pelvis reference frame.

(d) Create the transformation matrix: To convert marker positions from the
global reference frame to the pelvis reference frame, we need to define the trans-
formation matrix that relates the two coordinate systems. The transformation
matrix is:

0TP =


fz0 fx0 fy0 Oz

fz1 fx1 fy1 Ox

fz2 fx2 fy2 Oy

0 0 0 1


(e) Apply the transformation matrix: We applied the transformation matrix

0TP to convert coordinates from the world reference frame to the pelvis refer-
ence frame, represented by PK =P T0

0K. Here, PK denotes the marker position
in the pelvis reference frame, PT0 is the inverse of 0TP , and 0K represents the
marker position in the world reference frame.

2. Estimating the 3D keypoints in the Opencap global reference frame:
After expressing the 3D positions of anatomical markers in the pelvis reference
frame, we used the following regression equations to estimate 3D keypoints:
Up trunk according to Reed et al., 1999:

UpTrunkz = C7z

UpTrunkx = C7x + cos(8 × π/180) × 0.55 × norm(CLAV − C7)

UpTrunky = C7y + sin(8 × π/180) × 0.55 × norm(CLAV − C7)
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Shoulders according to Reed et al., 1999:

rightShoulderz = RSHOz

rightShoulderx = RSHOx + cos(11 × π/180) × 0.43 × norm(CLAV − C7)

rightShouldery = RSHOy − sin(11 × π/180) × 0.43 × norm(CLAV − C7)

leftShoulderz = LSHOz

leftShoulderx = LSHOx + cos(11 × π/180) × 0.43 × norm(CLAV − C7)

leftShouldery = LSHOy − sin(11 × π/180) × 0.43 × norm(CLAV − C7)

Ankles:

rightAnkle = (RANE + RANI) × 0.5

leftAnkle = (LANE + LANI) × 0.5

Knees:

rightKnee = (RKNE + RKNI) × 0.5

leftKnee = (LKNE + LKNI) × 0.5

Hips according to Leardini et al., 1999:

rightHipz = ((LFWTz + RFWTz) × 0.5) + 0.38 × norm(RFWT − LFWT)

rightHipx = ((LFWTx+RFWTx)×0.5)−0.31×norm[((LFWT+RFWT)×0.5)−((LBWT+RBWT)×0.5)]

rightHipy = ((LFWTy +RFWTy)×0.5)−0.096× [norm(RANI−RKNE)+norm(RKNE−RFWT)]

leftHipz = ((LFWTz + RFWTz) × 0.5) − 0.38 × norm(RFWT − LFWT)

leftHipx = ((LFWTx+RFWTx)×0.5)−0.31×norm[((LFWT+RFWT)×0.5)−((LBWT+RBWT)×0.5)]

leftHipy = ((LFWTy +RFWTy)×0.5)−0.096× [norm(LANI−LKNE)+norm(LKNE−LFWT)]

Elbows:

rightElbow = (RHUM + RRAD) × 0.5

leftElbow = (LHUM + LRAD) × 0.5
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Wrists:

rightWrist = (RWRA + RWRB) × 0.5

leftWrist = (LWRA + LWRB) × 0.5

After estimating the 3D keypoints, which were initially expressed in a local refer-
ence frame, we converted them into the world reference frame and subsequently
into the Opencap global reference frame.

For the outputs, the Body Model included the following markers: RFWT, LFWT,
RBWT, LBWT, RKNI, RKNE, RANE, RANI, RTOE, RTAR, LKNI, LKNE,
LANE, LANI, LTOE, LTAR, RSHO, LSHO, and C7. For the Arm Model, the
markers included are: RRAD, RHUM, RWRA, RWRB, LRAD, LHUM, LWRA,
and LWRB. These are detailed in table 6 and illustrated in figure 8.

Marker Definition Marker Definition
RFWT Right anterior superior iliac spine LKNI Medial condyle of the left femur
LFWT Left anterior superior iliac spine LKNE Lateral condyle of the left femur
RBWT Right posterior superior iliac spine LANI Left internal malleolus
LBWT Left posterior superior iliac spine LANE Left external malleolus
RKNI Medial condyle of the right femur LTOE Left acropodion
RKNE Lateral condyle of the right femur LTAR Left Ankle I/E folding
RANI Right internal malleolus RSHO Right acromion
RANE Right external malleolus LSHO Left acromion
RTOE Right acropodion C7 Spinous process of the 7th cervical
RTAR Right Ankle I/E folding RRAD Head of the right radius
RHUM Medial epicondyle of the right humerus LRAD Head of the left radius
RWRA Styloid process of the right radius LHUM Medial epicondyle of the left humerus
RWRB Styloid process of the right ulna LWRA Styloid process of the left radius
LWRB Styloid process of the left ulna

Table 6 – Definitions of anatomical markers used in MoCap data for lifting tasks.

Picking tasks adapted inputs/outputs

To process the unique RGB camera, we utilized the KIMEA Cloud solution developed
by Moovency. This enabled us to obtain the 3D keypoints, as illustrated in figure 7.

For the outputs, the markers for the Body Model included pRightASI, pLeftASI,
pRightCSI, pLeftCSI, pRightKneeMedEpicondyle, pRightKneeLatEpicondyle, pRight-
LatMalleolus, pRightMedMalleolus, pRightToe, pRightFifthMetatarsal, pLeftKneeMedE-
picondyle, pLeftKneeLatEpicondyle, pLeftLatMalleolus, pLeftMedMalleolus, pLeftToe,
pLeftFifthMetatarsal, pRightAcromion, pLeftAcromion, and pC7SpinalProcess. For
the Arm Model, the markers included pRightArmLatEpicondyle, pRightArmMedE-
picondyle, pRightRadialStyloid, pRightUlnarStyloid, pLeftArmLatEpicondyle, pLeftAr-
mMedEpicondyle, pLeftRadialStyloid, and pLeftUlnarStyloid, as shown in figure 8.
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Titre : Contributions à l’Analyse Biomécanique et Ergonomique in-situ des Postes de Travail à
l’aide de l’Apprentissage Automatique et de l’Apprentissage Profond

Mot clés : Évaluation des risques biomécaniques, santé au travail, analyse du mouvement hu-

main, ergonomie, estimation de la pose humaine, apprentissage automatique, apprentissage

profond, estimation des coordonnées articulaires, estimation des couples articulaires, cinéma-

tique inverse, dynamique inverse.

Résumé :

L’évaluation du risque de troubles musculo-
squelettiques en milieu industriel repré-

sente un défi en raison de la complexité des
processus de fabrication modernes. Ces en-
vironnements comprennent divers facteurs in-
fluençant l’activité des opérateurs, tels que
les éléments organisationnels, managériaux
et environnementaux, ainsi que le rythme de
travail. Il est crucial d’évaluer les contraintes
physiques auxquelles sont soumis les opé-
rateurs pour prévenir ces troubles. Bien que
de nombreux systèmes monitorent actuelle-
ment les mouvements des opérateurs et éva-
luent les contraintes posturales pour fournir un
aperçu de l’activité physique, ils échouent sou-
vent à analyser les forces physiques subies
ou générées par l’opérateur. Par conséquent,
il est essentiel de quantifier ces forces afin
d’identifier les facteurs de risque physique liés
à l’effort. Cependant, les méthodes classiques
de mesure impliquent souvent des processus
complexes, invasifs et peu pratiques en milieu
industriel.

Cette thèse relève ces défis en éva-
luant des approches d’apprentissage pour es-
timer les contraintes physiques sans recou-
rir à des mesures invasives, ce qui est fon-
damental pour améliorer les outils et les pra-
tiques ergonomiques. Nous avons commencé
par comparer la précision et la robustesse
des systèmes de mesure basés sur la vision

par ordinateur pour l’évaluation du RULA, en
nous focalisant particulièrement sur les éva-
luations ergonomiques sur site. Notre analyse
s’est principalement concentrée sur l’évalua-
tion des systèmes basés sur la vision par
ordinateur, y compris ceux dotés d’une ou
plusieurs caméras, utilisant des images RVB
ou des images de profondeur, et les sys-
tèmes qui s’appuient uniquement sur des don-
nées visuelles ou qui intègrent des capteurs
portables (systèmes hybrides). Ensuite, nous
avons développé et évalué plusieurs archi-
tectures d’apprentissage conçues pour ému-
ler l’étape de la dynamique inverse dans
l’analyse du mouvement. Ces dernières pré-
disent les couples articulaires à partir des
données squelettiques de l’opérateur et son
poids et la masse de la charge transportée,
offrant ainsi une nouvelle alternative aux mé-
thodes classiques de dynamique inverse. En-
fin, nous avons examiné la généralisabilité des
outils basés sur l’apprentissage profond, tels
qu’OpenCap, dans les tâches industrielles. En
utilisant le fine-tuning - une technique cou-
rante dans l’apprentissage profond pour adap-
ter les modèles à de nouveaux ensembles
de données avec des échantillons minimaux
-nous avons cherché à adapter les modèles
d’apprentissage d’OpenCap à un nouveau
type de mouvement et à un nouvel ensemble
de marqueurs.



Title: Contributions to the in-situ Biomechanical and Ergonomic Analysis of Workstations using
Machine Learning and Deep Learning

Keywords: Biomechanical risk assessment, occupational health, human motion analysis, er-
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Abstract:

ASsessing the risk of musculoskeletal disor-
ders in industrial environments is a chal-

lenging task, given the complexity of mod-
ern manufacturing processes. These environ-
ments include various factors influencing op-
erator activity, such as organizational, man-
agerial and environmental elements, as well
as the pace of work. Assessing the physical
constraints to which operators are subjected
is crucial to preventing these disorders. Al-
though many systems currently monitor op-
erator movements and assess postural con-
straints to provide an overview of physical ac-
tivity, they often fail to analyze the physical
forces experienced or generated by the oper-
ator. Consequently, it is essential to quantify
these forces in order to identify effort-related
physical risk factors. However, conventional
measurement methods are often complex, in-
vasive and impractical in industrial environ-
ments.

This thesis addresses these challenges by
evaluating learning approaches for estimat-
ing physical stresses without resorting to in-
vasive measurements, which is fundamental

to improving ergonomic tools and practices.
We began by comparing the accuracy and ro-
bustness of computer vision-based measure-
ment systems for RULA assessment, focusing
particularly on on-site ergonomic evaluations.
Our analysis focused primarily on the evalu-
ation of computer vision-based systems, in-
cluding those with one or more cameras, us-
ing RGB or depth images, and systems that
rely solely on visual data or incorporate wear-
able sensors (hybrid systems). Next, we de-
veloped and evaluated several learning archi-
tectures designed to emulate the inverse dy-
namics step in motion analysis. These pre-
dict joint torques from the operator’s skeletal
data and the weight and mass of the load car-
ried, thus offering a new alternative to classi-
cal inverse dynamics methods. Finally, we ex-
amined the generalizability of deep learning-
based tools, such as OpenCap, in industrial
tasks. Using fine-tuning - a common technique
in deep learning for adapting models to new
data sets with minimal samples - we sought
to adapt OpenCap’s learning models to a new
type of motion and a new set of markers.
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