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Chapter 1

Introduction

1.1 Context and motivations of the study

1.1.1 Fuel economy context

The transportation industry represents the highest share in energetic consumption
of the European Union, and keeps growing, as can be seen in Fig. 1.1 and 1.2. In
this context, the transportation industry has to deal with the need to reduce green-
house gas emissions and to become less fuel dependent, driven by the awareness
of sustainable development and increasing energy costs. As a result, achieving fuel
saving and enabling eco-driving becomes a major goal for transportation research.
However, the vehicle is not the only factor which has an impact on the fuel con-
sumption. The driver and the choice of an optimized itinerary also play a central
role.

Figure 1.1: Breakdown of freight in the EU. 78% of the freight is transported by
the road in 2010.

Even if choosing a more e�cient vehicle is important, the impact of driving style
is still higher than the impact of a new vehicle1. This cannot be ignored when
one knows that fuel costs can represent 27.2% of the total transportation costs of a
company, as presented in Fig. 1.32.

In order to estimate the impact of a driver on the fuel consumption of a vehicle,
we performed a data collection with 34 drivers. This study showed a gap ranging
from −10.8 and +18.5 % between fuel consumption of the drivers on the same cycle
with the same heavy vehicle and similar tra�c conditions. This result reveals that a

1Lentreprise.lexpress.fr
2Enquete CNR Longue Distance 2013

http://lentreprise.lexpress.fr/reduction-des-couts/pris-du-carburant-comment-reduire-votre-consommation-d-essence-et-de-gazole_29830.html
http://www.cnr.fr/Publications-CNR/Enquete-CNR-Longue-Distance-2013
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Figure 1.2: Proportion of transportation (%) in the total energetic consumption of
EU

change of driver behavior can have signi�cant impact on fuel savings. The 7 Heavy-
Duty truck manufacturers on the European market evaluate the impact of driver
style after an eco-driving training on average around 10%, as we can see in Table
1.1.

Fuel 

Maintenance 

Infrastructures 
Material 
storage 

Driving staff 

Travel expenses 
Structure cost 

Structure of vehicle cost price in 2013 

Figure 1.3: Structure of vehicle cost price in 2013. Source: Enquete CNR Longue
Distance 2013

1.1.2 Road freight context: a complex challenge

In the European Union, vehicles with a gross vehicle weight rating (GVWR) higher
than 3.5 tons are considered as large goods vehicles. We di�erentiate 4 rolling stocks:
rigid, tractor, semi-trailer and trailer.

Vehicles with a GVWR of 7.5 tons are called light-duty vehicles. Medium-duty
vehicles range from 7.5 to 16 tons. Heavy-duty vehicles are above 16 tons GVWR.

However the GVWR is not the only criterion di�erentiating the vehicles. Within
the same range of vehicles, trucks can be used for di�erent segments. This is the
complexity of the road freight environment. These segments of use are de�ned within
the VOLVO group with GTA, a global language. They are presented in Annex A
and are long distance, regional, local and Stop & Go, respectively.
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Table 1.1: Fuel consumption gain announced by truck manufacturers with an eco-
driving training

Manufacturer Fc gain
Renault trucks Up to -15%
Volvo Trucks -7% to -15%

Daf -5% to -10%
Mercedes -8% to -20%
Iveco Up to -12%
MAN Up to -10%
Scania Average -10%

Figure 1.4: Rigid on the left, Tractor on the middle, Rigid and trailer on the right.

Long Distance is described by a mean distance between delivery or pick-up of
goods/passengers longer than 50km, few stops, high average speed, and long dis-
tances covered during each working period.

Regional usage is described by a mean distance between delivery or pickup of
goods/passengers shorter than 50 km but longer than 5km, and a mixture of short
and long distances between stops, which are usually clustered.

Local is described by a mean distance between delivery or pickup of
goods/passengers shorter than 5 km but longer than 0.5 km. There are many stops,
and low average speed.

Stop & Go usage is described by a mean distance between delivery or pickup of
goods/passengers shorter than 0.5 km and is characterized by stop-and-go maneu-
vers, low speed, and stationary vehicle.

The ACEA3 workgroup has a di�erent segmentation: urban delivery, munici-
pal utility, regional delivery, long-haul and construction. Currently, GTA language
considers that construction is included in the Stop & Go usage.

For ACEA, long haul usage involves delivery to national and international sites
(mainly highway operation and a small share of regional roads).

Regional delivery is the delivery of consumer goods from a central store to selling
points (innercity and partly suburban roads).

Urban delivery concerns urban truck operations, such as refuse collection (many

3
European Automobile Manufacturers Association
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stops, low vehicle speed operations, driving to and back to central base point),
whereas municipal utility implies urban delivery of consumer goods from a central
warehouse to local stores (innercity, suburban, regional and also mountain roads).

Finally, construction usage is about construction site vehicles with delivery from
a central store to very few local customers (innercity, suburban and regional roads;
only small share of o�-road driving).

These di�erent uses of vehicles must be considered for driver models because
they imply di�erent use of actuators (e.g., a driver of a refuse truck will brake
and accelerate much more frequently than a long haul driver). The utilization of
the truck also involves varying degrees of fuel savings since some phases are more
dynamic than others. It will thus be more di�cult for a driver to save fuel during a
long-haul trip than during a municipal utility usage. However this statement must
be tempered, because with undulating roads, fuel consumption can be improved
even on a long-haul journey.

1.1.3 A speci�city of the truck context: rational driving vs. eco-
driving

In addition to the wide scope of study due to the numerous usages of trucks, the road
freight context has another speci�city, which is the importance of keeping to delivery
schedules. Consequently, while we speak about eco-driving for cars, this term cannot
be applied in the same way to trucks. Indeed eco-driving means driving in a smarter,
safer, more environmentally friendly, more economical and stress-free way; most of
these improvements result from more fuel-e�cient driving which can often imply
a lower speed. Whereas for cars there is an increasingly stringent enforcement of
speed limits, and so average speed tends to decrease, trucks are subject to mandatory
certi�ed on-board speed-limitors.

Moreover, truck drivers cannot be late because of their delivery deadlines, and
the fact that they have to reach their next delivery point quickly because their work-
ing hours are regulated. Consequently, for trucks we refer to rational driving de�ned
by Maincent [3] as: to exploit a full vehicle's potential to drive more fuel-e�ciently
while keeping to delivery deadlines. Driving rationally requires the knowledge of
the vehicle (especially its dynamics, and also optimal torque yield ranges), antici-
pating the driving situations, making compromises between average speed and fuel
consumption, and using brakes, retarders, and throttle evenly.

Here are some of the rules of eco-driving (for cars) from ADEME [4]:

� Start engine smoothly, and anticipate tra�c �ow.

� Reduce your vehicle speed. For example decreasing the vehicle speed by
10km/h on highway can improve the fuel consumption by 1L/100km.

� Maintain low engine speeds and shift up early.

� Use assistant devices: ADAS, but also the speed limitation-device, GPS, and
tra�c information.
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� Switch-o� the engine at longer stops (or use the automatic start/stop) .

Rational driving is not substantially di�erent and is based on the same general
ideas, but the di�erence is the impact of speed. Maincent [3] explains that rational
driving is based on several hypotheses:

� Engine maps have high e�ciency operating area.

� Anticipation is a fundamental aspect of driving a vehicle.

� Rational driving is a compromise between average speed and average fuel
consumption.

� Fornengo [5] stated that a driver personalizes his/her driving style by his/her
control of the brake and throttle pedals.

� According to drivers, driving is based on vigilance, anticipation and attention.

� When compared to usual driving, rational driving seems more dependent on
using the brakes and gearbox less.

Rational driving behavior can also be translated in terms of driving strategy by
the anticipation of driving situations, an e�cient use of the kinetic energy of the
vehicle, the right use of engine speeds, and by the crossing speeds of several kinds of
road infrastructure, such as roundabouts and curves. Due to the generalization of
the use of robotized gearboxes, drivers personalize their behavior especially through
the use of brake and throttle pedals. Therefore, the use of correct engine speeds will
not be a part of our work. However, the other three factors (anticipation, kinetic
energy, and crossing speeds) depend on the driver only, and not on the characteristics
of the vehicle, and are therefore interesting points to study.

1.2 Bene�ts of modeling during the development of ve-

hicles

This work takes place within the VOLVO group, one of the leading worldwide truck
manufacturers. The research and development division constantly develops new
products, and the creation of representative driver models is an important improve-
ment in the methods. More precisely, I worked within the team responsible for the
features veri�cation and validation for vehicle productivity. The team work includes
the validation of the fuel consumption and the driveability of future vehicles. The
test facilities were provided by the company, as well as the expertise in truck driving.
Within this industrial context, the laboratory LIRIS4 provides knowledge in data
analysis and computer science necessary to discover patterns in the databases.

We showed in the previous paragraphs the importance of the fuel consumption
these days. In the road freight context, the average speed also is a key parameter

4Laboratoire d'InfoRmatique en Image et Systemes d'information
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of the vehicle. Thus, when truck manufacturers test the future vehicles, they need
to estimate precisely the fuel consumption and average speed of heavy vehicles. We
then try to obtain realistic results in terms of fuel consumption and average speed
when we develop the vehicles. These realistic results can be obtained by modeling
accurately the key components, i.e., the road, the vehicle and the driver, at the
early stages of the development process of future heavy vehicles.

Using simulation and modeling during the development of future vehicles has
multiple bene�ts. First, virtual tests have lower costs than real-world tests because
a real vehicle with human drivers on the road is more expensive than a simulation.
The costs also decrease because the models allow testing at the early phases of a
project. Early testing and validating of new concepts is a way of detecting issues at
an early stage and thereby gaining time for solving them.

The second gain is the repeatability of the tests. During truck development,
repeatability is needed as the same results should be obtained by testing the same
vehicle in the same situations. The repeatability is expressed in terms of gaps of
the following results: fuel consumption, average speed, and stop distance. The gaps
are measured between the same test repeated several times and must be as close to
zero as possible.

Simulation and modeling are increasingly used for safety issues and tra�c. The
development of ADAS also generates new needs in virtual testing. For instance, it
is safer to test a lane-keeping ADAS in a virtual world than in a real world in the
early stages. Now, in addition to tra�c and safety, ADAS for fuel savings can also
be tested and developed thanks to simulation.

The development of a realistic driver model for simulation and chassis dy-
namometer is consequently a relevant research focus to meet global vehicle per-
formance estimation requirements which vary depending on driver behavior. In
addition to this, new systems (e.g., ADAS), and new vehicles are more and more
complex with many new functions, such as acceleration limiter. These new functions
also require improvements in the capacities and relevancy of existing driver models.
For example, the fuel saved with an ADAS depends on driver behaviors. Model-
ing and simulating di�erent driver styles allows us to estimate more accurately the
bene�ts of such ADAS.

1.2.1 Test facilities for modeling

Fig. 1.5 illustrates the di�erent test facilities employed during the whole develop-
ment process. Development is carried out from a virtual environment to a real one,
adding one or more real components at each step, such as engine, gearbox, vehicle,
driver, and road.

We have seen that it is important to model realistic driving behavior in order to
meet the challenges of current issues in fuel consumption and the truck development
process. We aim to implement our model in the two test facilities used during the
development process: on our chassis-dynamometer, and on the internal simulation
tool.
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Figure 1.5: All the test means during the truck development process. GSP is our
simulation tool presented in the following section.

Concerning simulation, GSP is the Global Simulation Platform used in the
VOLVO group. This tool consists of a GUI (graphical user interface) for running
the simulation and compiled vehicle concepts. GSP uses Matlab/Simulink to model
and simulate di�erent concepts as can be seen in Fig. 1.6. A concept is usually a
vehicle driving on a road. However, it could also be an engine rig. The simulation
is performed in order to evaluate vehicle fuel consumption and driving performance
etc. A concept is divided into sub-models for the road and environment, the driver,
and the vehicle.

Figure 1.6: Screenshot of GSP simulation tool made with simulink models. The
three main components can be seen: road, driver and vehicle.

In contrast to simulation, a chassis-dynamometer is a semi-real environment to
test cars or trucks. The real vehicle is placed on rollers which turn when the vehicle
is rolling and one can measure the following outputs: power delivered to the surface
of the drive roller by the drive wheels, forces, speed of rollers, and so forth. The
chassis-dynamometer is a closed loop system since the speed of rollers is also an
input to the simulated road. Fig. 1.7 presents the chassis-dynamometer located
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on the St-Priest site. The vehicle is connected to a road model, a driver model,
and a data acquisition system. Either the virtual driver or a real driver control
the actuators, depending on the tests. Fig. 1.8 presents the main components of
the chassis-dynamometer and the data exchanges between them. The vehicle is
connected to a road model, a driver model, and a data acquisition system.

Figure 1.7: Testing a truck on the chassis-dynamometer

Figure 1.8: Main components of a test on chassis-dynamometer. Arrows represent
data exchanges between them.

As previously explained, testing vehicles requires three components, namely ve-
hicle, road, and driver.

In real tests on an open road or on proving grounds, the vehicle, the driver, and
the road are real.

In semi-virtual tests, the vehicle (or parts of the vehicle) is real, the road is
simulated, and the driver can be real or simulated.

In simulation tests, the vehicle, the road, and the driver are virtual and are based
on models.

Fig. 1.9 presents these three components and the exchanges between them. The
driver adapts his driving to the road, (e.g., the speed limit), and to the vehicle
response, (e.g., the acceleration of the vehicle). The vehicle translates the driver
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signals, (e.g., brake and throttle pedals positions), into vehicle response, (e.g., brak-
ing or accelerating). Thus the position of the vehicle changes and the new position
is sent to the road and the driver with the other outputs of the vehicle. For tra�c
simulation (e.g., tra�c jam, connected infrastructure, etc.) the interactions between
the components can be di�erent and the development is ongoing.

Figure 1.9: The main simulation parts in the simulation tool. Arrows represent
exchanges of data between driver, vehicle and road.

We will not elaborate on the vehicle models, but the following paragraphs explain
the de�nition of our road �les and the existing driver models. These driver models
are actually controller systems which follow speed setpoints.

1. Digital roads: a digital road, also referred to as cycle, is de�ned by four signals:

• Slope pro�le vs. distance,

• Speed limit vs. distance,

• Stop and stop time vs. distance,

• Road type vs. distance. The road type can be a highway, a regional
road, or an urban road.

Some cycles can represent real roads: they are created by digitizing real data,
which means that they have the same slope pro�le, the same speed limits,
and the same stops as real cycles. Other cycles can be more arti�cial. That
means that the speed limits, the distribution of slopes or stops do not really
correspond to any existing real road.

2. Driver : The virtual driver that we use in this work is based on PID con-
trollers. A PID controller calculates an error value as the di�erence between
a measured process variable and a desired setpoint. The controller attempts
to minimize the error in outputs by adjusting the process control inputs. This
driver model does not need a large amount of data to work: vehicle con�gu-
ration (Cruise control availability, type of retarders, coupling brake/retarder
available), weight of vehicle, speed limit, and current speed, are the only in-
puts in addition to the road description (slope, distance), and behavior set
points (brake deceleration, stop deceleration). Further parameters can be ad-
justed: deceleration values, acceleration values, brake pedal map, and manual
transmission parameters.
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The results obtained with this model are repeatable. For instance, stop dis-
tances are respected with a gap of +/− 5m. For fuel consumption, standard
deviation is 0.24% for a test repeated four times. However, it was not designed
according to driver behavior, e.g., each braking phase is the same whatever
the reason for braking, and there is no anticipation of the braking phases.
Similarly, the model is not able for the moment to describe di�erent realistic
driving behaviors.

This existing driver model should therefore be improved to enable truck testing
in terms of fuel consumption and average speed with respect to various driver
behaviors.

1.3 Objectives and issues

Given the fact that the existing simulation tools do not have realistic driving be-
haviors, the �rst goal of this thesis work is to create di�erent driver behavior mod-
els and implement them on the existing simulation tools, e.g., GSP and chassis-
dynamometer, for testing trucks in closer real conditions. Furthermore, given the
speci�c truck context where one needs to achieve fuel saving while keeping to deliv-
ery schedule, a second goal of this thesis work is to characterize rational driving in
terms of driving features through simulations.

The driver behavior is de�ned by the use of actuators, i.e., throttle, brake, re-
tarders, to control a truck facing a driving event, e.g., stops, take-o�s, roundabouts,
speed limits, tolls etc. For example, facing a same stop event, a driver can depict
an aggressive behavior by hard braking at the last moment[6], or sketch a calm be-
havior through smooth braking [7], or show a rational behavior in anticipating the
stop event, making use of coasting and thereby achieving fuel saving. Implementing
driver behaviors on a simulation tool thus implies �rst to automatically recognize
driving events and then to characterize various driver behaviors facing a same driv-
ing event. However, in a context of simulation, available data are those in a digital
road, thus limited to slope pro�le, speed limit, stop and stop time, and road type.
Furthermore, a driver can approach di�erent driving events in a similar way in terms
of in-vehicle data. For example, a roundabout and a give-way can be considered
as similar when analyzed in terms of in-vehicle data, e.g., the use of actuators and
desired vehicle speeds. In such a context, automatic recognition of di�erent driving
events, e.g., stop, roundabout, take-o�, represents a major challenge.

Once a driving event recognized, one needs to characterize various driving be-
haviors facing the same driving event. As drivers behave di�erently through the use
of the actuators to control their vehicle, the challenge here is to �nd out appropriate
driving features based on the use of the actuators to enable to di�erentiate between
driver behaviors. In the literature, driver behavior is studied for di�erent purposes,
e.g., safety [6], mental workload [3], fuel consumption [8], etc. In this work, we
are interested in characterizing driving behaviors for rational driving in the truck
context. The �rst di�culty here is to de�ne a measure of rational driving which en-
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ables to compare driver behaviors facing a same driving event, i.e., giving the ability
to state that a particular driving behavior is better than another one in terms of
rational driving. The second di�culty is then to characterize driving features which
lead to a rational driving behavior with respect to various driving events, despite
the fact drivers can depict inconsistent behaviors facing a same driving event.

Finally, since our goal is to simulate di�erent driving behaviors in our simulation
tool GSP and on chassis-dynamometer, we have to implement the driver models on
these two test facilities. The challenge here is to incorporate driver behavior models
into the existing testing tools because they have some built-in limitations. For
example, the structure of the �le describing the road must follow some rules, which
impose the format of the setpoints for the controller.

1.4 Approach and contributions

1.4.1 Approach

Automatic recognition of driving events as well as characterization of driver behav-
iors might rely on heuristic rules. However, given the number of driving features and
their possible combinations, the proposed approach to tackle both the problems, as
illustrated in Fig. 1.11, is data-mining based and consists of elaborating models
through machine learning, e.g., C4.5 or k-NN. Speci�cally, the following process
was carried out to create and implement di�erent driver behavior models onto the
in-house simulator GSP and the chassis-dynamometer:

� Automatic recognition of driving events with real data and simulated data.

� De�nition of a rational driving index which enables the ranking of driver be-
haviors depending on the trade-o� between the average speed and the average
fuel consumption.

� Identi�cation of driving features that enable to di�erentiate between driver
behaviors.

� Implementation of a tool that models di�erent driver behaviors regarding ra-
tional driving. The implemented tool makes use of the above results, i.e.,
learnt models enabling automatic recognition of driving events and those dif-
ferentiating between driver behaviors.

� Testing and evaluation of the implemented tool onto the in-house simulation
tool GSP and the chassis-dynamometer.

Fig. 1.10 gives the �owchart of such a process. The �rst stage (on the left) aims
to learn from driving data a model which enables automatic recognition of driving
events, as well as to identify driving features characterizing driver behaviors in terms
of rational driving. Once learnt driving event classi�cation model and identi�ed
driving features, they are applied to the in-house simulator and chassis-dynamometer
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(on the right of the �gure) for an accurate estimation of fuel consumption and speed
during vehicle tests in simulation and on a chassis-dynamometer.
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on corresponding 
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Vehicle model 
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Figure 1.10: Overall approach of our work.

Learning models through data mining generally requires large quantities of la-
beled data. Some studies analyze driving through naturalistic driving studies (NDS)
[9]. NDS o�ers the advantage of having a large amount of data in recording in-vehicle
data when people drive their car in their real life. Unfortunately, when we started
this study, we did not have access to such data. Instead, we had access to a large
database of aggregated data on average speed and fuel consumption from customers
of Volvo, thus missing a lot of useful information, e.g., time coded speed, the use of
the actuators to drive the underlying truck, etc. This was another challenge that we
had to face when we started this thesis work and led us to launch several campaigns
of driving data acquisition.

1.4.2 Contributions

The main contributions of this thesis work can be summarized as follows. They will
be further developed in Chapters 3, 4 and 5, respectively.

� Automatic recognition of driving events through a set of selected driving fea-
tures. The state-of-the-art depicted various driving events, e.g., lane changes
[9], hard turns [6], tra�c jam [10], acceleration [11], etc. according to the
target application being studied, e.g., safety, tra�c analysis, etc. In this
work, our overall goal is to understand how drivers behave to various road
driving events. Therefore, we characterize these driving events according to
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Figure 1.11: Model learning using data mining. We can see the output format of two
machine learning algorithms used in this study: on the left the decision tree, and
the linear logistic regression on the right. As it can be seen, we can easily interpret
these models as they keep the physical sense of the features.

the utilization of the actuators, namely throttle pedal, brake pedal, retarders,
and coasting. The recognition using two machine-learning algorithms performs
recognition of driving events from real data and also from simulated data. This
was a key requirement since our results must be integrated in our simulation
tools.

� Introduction of a relevant measurement, namely rational driving index (RDI),
to rank drivers according to their driving e�ciency. In the literature, drivers
can be ranked depending on their fuel consumption. However, we go one step
further by proposing an indicator which includes the average speed and which
is signi�cant to rational driving.

� Identi�cation of driving features correlated with the above rational driving
index (RDI), and implementation of these driving features to create di�erent
driver behaviors facing a selected driving event.

� Development of a new tool integrating the learnt model for automatic recog-
nition of driving events and identi�ed driving features correlated to rational
driving. This tool allows us to test di�erent driving behaviors in our tests
facilities. It is a signi�cant work since existing driver models are not always
based on real behaviors.

1.5 Thesis Organization

The second chapter presents an overview of related works concerning the au-
tomatic recognition of driving events and driver styles. In particular, we study
the driving features extracted for the machine learning methods and applied to the
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recognition of driving events or drivers. Then, this chapter discusses state-of-the-art
driver models, whether the models concern fuel consumption or not. This is a broad
approach because even if the context is not similar, the methods can be interesting,
or adapted to our work.

The third chapter develops classi�cation work for driving events. The goal
is to recognize driving situations before starting to identify how drivers may react
di�erently when facing these situations. We �rst present the data collections which
were carried out to build our database. There are many parameters (e.g., weather,
tra�c), in�uencing fuel consumption and speed. Therefore, the conditions of the
data collection are important to obtain comparable data. Then we present our
results obtained with two machine-learning algorithms, namely decision tree and
linear logistic regression.

The fourth chapter focuses on the di�erences in driver behavior leading to
di�erences in fuel consumption and average speed. This work was done in two
environments: one extra-urban road with roundabouts, and one highway road with
a toll gate. From these two kind of driving data, we correlate some driving features
with a Rational Driving Index (RDI), i.e., an index that sorts the drivers in terms
of rational driving. Then we simulate some di�erences in driving behavior in order
to quantify precisely the impact of the selected driving features.

The �fth chapter presents the core of the modeling process which was set up
for our need of create di�erent driver models in terms of rational driving. We then
describe the implementation of di�erent driving behaviors on three driving events,
namely roundabouts, tolls, and stops.

Finally, the sixth chapter presents the conclusions and prospects that can be
drawn from this work.
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Chapter 2

Knowledge extraction from

driving data and driver models

Drivers typically depict di�erent behaviors in di�erent driving situations impacting
fuel consumption and average speed. Our data collection carried out with 34 dif-
ferent drivers showed a gap ranging from −10.8 to +18.5 % between drivers. Fuel
consumption naturally depends on road and tra�c conditions. However, these gaps
between drivers suggest that driver behaviors faced with various driving events,
e.g., approaching a roundabout or a toll gate, have a major impact on fuel savings.
In this work, we aim to automatically recognize various driving events, only using
in-vehicle driving data, e.g., vehicle speed, in order to further implement di�erent
driving styles or behaviors on simulated driving data, e.g., digital roads. In order to
achieve the recognition of driving events, we use a database of driving data, and we
aim to extract knowledge from these data, i.e., the driving event di�erences in terms
of driving approach, and the di�erent driving behaviors in terms of rational driving
on the selected driving events. Once the information extracted from the database,
we aim to implement these di�erences between drivers in our testing tools.

In this chapter, we thus present the principles of knowledge extraction from
databases. Then we focus on driving events recognition studies and driving behavior
recognition works, and show that our work is quite di�erent from those related
studies. On the third section, we present an overview of driver models from related
work to review the existing implementation methods for driving behaviors.

2.1 Knowledge Discovery in Databases (KDD) process

As we aim to extract knowledge from driving data, this work is in the �eld of Knowl-
edge Discovery in Databases. We will brie�y present the principles and processes of
discovering useful knowledge from data.

The goal of KDD is to discover knowledge by using statistical methods. KDD
has been given di�erent names, including data mining, knowledge extraction, data
pattern processing, information discovery, data analysis etc. For some authors, the
term data mining is only a step of the process of data analysis, whereas for others
[12] data mining is the whole process. Whatever the de�nition, the data analysis
process is guided by its �nal application. Method choice depends on the analysis'
purpose or on the type of data available. Before the analysis step, the inputs and
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expected outputs are known (e.g., the desired form of the outputs can be rules,
probabilities, etc.).

The term KDD was coined at the �rst KDD workshop in 1989 [13] to emphasize
that knowledge is the end product of a data-driven discovery [14]. Therefore, the
extraction of information, or knowledge, from raw data is a whole process which
does not only include the data mining step, i.e., �tting models to, or determining
patterns from, observed data. This process was presented by Brachman and Anand
[15], emphasizing the interactive nature of the process.

Fayyad et al. propose a representation of the basic steps of the process in [14]
without detailing the many interactions between the steps. This is only a schematic
representation, because these interactions do exist, as the authors clarify them in
their work. This representation of the KDD process is presented in Fig. 2.1. This
�gure does not include the initial phase that states the de�nition of the objectives
for an analysis. The problem and the objectives must be stated clearly to set up
the analysis properly. This is one of the most important steps of the process as it
determines the methods to be employed.

Data

Transformed
Data

Patterns

Preprocessing

Data M ining

Interpretat ion /
Evaluat ion

Transformation

Select ion

--- --- ---
--- --- ---
--- --- ---

Knowledge

Preprocessed Data

Target Date

Figure 2.1: An Overview of the Steps That Compose the KDD Process

We will only present the stages represented in this �gure. The �rst stage is the
creation of a target data set from raw data: selecting a data set, or focusing on a sub-
set of variables of data samples, on which discovery is to be performed. In general,
this data is the fundamental input of the subsequent analysis. The data is usually
represented in a table format that is based on the previously established purposes.
The second step is cleaning and preprocessing. Basic operations include removing
noise if appropriate, collecting the necessary information to model or account for
noise, deciding on strategies for handling missing data �elds, and accounting for
time-sequence information and known changes.

The third stage is data reduction and projection: �nding useful features to
represent the data depending on the goal of the task. With dimensionality reduction
or transformation methods, the e�ective number of variables under consideration can
be reduced, or invariant representations for the data can be found.

Some stages are not represented on this �gure: matching the goals of the KDD
process to a particular data-mining method, exploratory analysis and model, and
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hypothesis selection: choosing the data-mining algorithm(s) and selecting method(s)
to be used for searching for data patterns. This process includes deciding which
models and parameters might be appropriate, and then matching a particular data-
mining method with the overall criteria of the KDD process (for example, the end
user might be more interested in understanding the model than in its predictive
capabilities).

The fourth step is �nally the data mining step, i.e., searching for patterns of
interest in a particular representational form, or a set of such representations, includ-
ing classi�cation rules or trees, regression, and clustering. The user can signi�cantly
aid the data-mining method by correctly performing the preceding steps.

Then the �fth stage is interpreting mined patterns, possibly returning to any of
the previous steps for further iteration. This phase can also involve visualization of
the extracted patterns and models. The evaluation of the performance of the used
methods considers diagnostic measures of a statistical type, as well as constraints on
the business (e.g., time and resources), and the quality of the data. The following
and �nal step, not shown in Fig 2.1, is acting on the discovered knowledge: using
the knowledge directly, incorporating the knowledge into another system for further
action, or simply documenting and reporting it to interested parties. This process
also includes checking for and resolving potential con�icts with previously believed
(or extracted) knowledge.

The KDD process can involve a signi�cant number of iterations and can contain
loops between steps. Whereas the data mining step is the core of the process, the
other steps are as important (and probably more so) for the successful application
of KDD in practice.

We will present in the next chapters our choices and analysis for all these di�erent
phases of the data anlysis process, and we will compare them to state-of-the art
studies. However, it is really important to underline that we chose our input data,
and selected algorithms according to these data and to the output format of the
results that we aimed to obtain. This is all designed in order to �t to our speci�c
work. Related studies are, such as ours, dependent on the �nal objective as we will
see below.

2.2 Knowledge discovery in driving data

2.2.1 Driving data

There are many studies involving driving data analysis. Therefore, the data, and
even the kind of data studied can be really di�erent. Engstrom [16] separates the
driving data in three kind of patterns, depending on the length of the driving data:
large-scale, small-scale, and real-time scale driving patterns. Large-scale driving
patterns, e.g., 5-min speed data, are long-term driving data of a few minutes rather
used to analyse global driving events or behaviors. These patterns are often used to
determine driving context, e.g., road type [16], identify drivers [17], or estimate fuel
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consumption [18]. Miyajima et al. [17] use gas and brake pedal patterns modeled
via GMM for 5 minutes for the purpose of driver identi�cation.

Small driving patterns consist of driving data typically of a few seconds, which
allow extraction of meaningful features during a driving maneuver [9] [6] [11] [7] [19],
e.g., changing lane, braking for a roundabout. Finally, the last length is real-time
data, e.g., eyes or head position used to classify in-vehicle operations. The order of
magnitude of the duration of this kind of data is around a few milliseconds. Table
2.1 summarizes the three kinds of driving patterns.

Table 2.1: Driving data

Related work Our work
Real-time scale,
Small-scale,
Large-scale.

Small-scale

Many types of data can also be acquired, coming from di�erent sensors and
signal processing systems. The most common sources of data are:

� Vehicle data, e.g., signals from CAN bus [20], from EMS, etc.

� GPS data, e.g., latitude, longitude.

� Video data, e.g., �lming the road from a �xed point [10], �lming the road from
the vehicle, the inside of the vehicle, or the driver.

� Map database, e.g., NAVTEQ or Google maps databases provide information
linked to the geoposition. The information can be the road type, the altitude,
the longitude, the latitude, and so forth.

� Other sensors, e.g., atmospheric pressure sensor, accelerometers, gyroscopes
[9] [6] [11] [19].

For the classi�cation of driving events, i.e., small-scale driving data, we will use
vehicle data coming mainly from CAN bus and GPS data. Video recording will
help for the labeling of driving events. We will specify the conditions of the data
collection in Section 3.2.

Therefore, given the goal of our study, we will use small-scale data to de�ne and
recognize driving events presented in the following paragraphs.

2.2.2 Driving events de�nition

As stated before, there are many ways to de�ne driving events according to the
objective of the underlying study. As our objective is to understand driver behavior,
we are concerned with driving events with respect to which drivers can display
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di�erent behaviors, through the utilization of di�erent actuators. We will detail the
events de�nition on Section 3.1.

However, it is important understand at this early stage how we delimit the driv-
ing events. To control the speed of his vehicle when facing an event such as round-
about or take-o�, a driver uses three di�erent actuators, namely throttle pedal, brake
pedal and retarders. Throttle and brake pedals are the pedals that are commonly
known, used to accelerate and to brake the vehicle, respectively. Retarders are de-
vices assisting the functions of primary friction-based braking systems. Coasting

occurs when the driver uses none of the three above-mentioned actuators.

In this study, driving events are delimited according to the utilization of these ac-
tuators, and result in two di�erent categories. The �rst category includes throttle>0
events, which start each time the driver begins to use the throttle pedal. On the
contrary, we observe a throttle=0 event in the second category when the driver uses
the brake and/or retarders in between two adjacent coasting periods.

What can be observed in driving event recognition studies is that the de�nition
of driving events is often associated with the objectives of the aforementioned works.
For example, events in studies focusing on safety can be right and left turns, and
can be delimited by threshold on the yaw angle [9]. Moreover, most state-of-the-art
works focus on tra�c and safety issues [6] [10] [11] [9], which leads to the de�nition of
application-dependent driving events. Table 2.2 presents the main types of driving
events in the literature.

Table 2.2: Examples of main driving events from literature

Events References
Turns [9] [6] [11] [19] [21] [22] [23] [24]
Curves [9] [21]

Lane change [9] [6] [23]
Straight across [19] [21]

Excessive speed/acceleration [6] [11] [22] [23] [24]
Brake [6] [11] [22] [23] [24]
Stop [9] [19]

Roundabout [19] [21]
Freeways entries and exits [9]

Lane drifting [22]
Sharp maneuvers [23]

Johnson et al. [6] present a mobile sensor-platform for intelligent recognition of
aggressive driving. This platform aims to distinguish typical (non-aggressive) driv-
ing styles from aggressive styles with driver safety in mind, and proposes automatic
recognition of 8 driving events, e.g., right turns, hard right turns, left turns, hard left
turns, etc. The platform uses data collected by various sensors in a mobile phone,
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e.g., rear-facing camera, accelerometer, gyroscope, and GPS. In order to detect the
beginning of events, they use a simple moving average (SMA) of the rotational en-
ergy about the x-axis acquired with the gyroscope. If SMA is greater than an upper
threshold, then the event begins until SMA is lesser than a lower threshold. Along
the same lines, Eren et al. [23] and Paefgen et al. [24] also use driving data collected
from smartphone sensors to perform driver behavior analysis, e.g., safe driving or
risky driving in [23] and critical events in [24]. Alternatively, Karaduman et al. [20]
rely on CAN bus data for aggressive/calm driving detection.

The aim of Litzenberger et al. [10] is tra�c �ow analysis, e.g., tra�c jams,
using data acquired by two sensor systems mounted on an overhead bridge above
the road. They analyze tra�c jam occurrence after deceleration events, and the
correlation between the speed of the vehicles, the number of vehicles, the number
of lane changes and the time, when a tra�c jam occurred. The deceleration events
are de�ned with a threshold, i.e., vehicles with a deceleration < −5m/s2.

Van Ly et al. [11] identify three di�erent driving events, namely acceleration,
braking and turning. They propose distinguishing two drivers using feature vectors
of these driving events, to provide feedback and to reduce the number of dangerous
car maneuvers. They de�ne the limits of braking events when the brakelight indi-
cator turns from o� to on. The acceleration events are de�ned by the acceleration
pedal position greater than a threshold (i.e., > 1%). The turning events are de�ned
by vehicle speed greater than zero, and the steering angle greater than a threshold
(i.e., > 30°).

Satzoda et al. [9] conduct a more general multimodal study into the possibility of
using naturalistic driving studies (NDS) for automated drive analysis. They identify
a number of driving events, mainly focused on lateral maneuvers, e.g., right/left lane
changes, right/left curves, right/left turns, etc. They also de�ne the driving events
with thresholds, e.g., if the vehicle center goes beyond a given threshold, i.e., −1.2m,
a left or a right lane change is indicated.

As we can observe, driving event de�nition varies considerably from one work to
another, depending on the underlying application. In our work, we are concerned
with rational driving, i.e., driving events which highlight how a truck driver controls
his vehicle. As a result, we de�ne driving events that are quite di�erent from state-
of-the-art ones. However, despite these di�erences, the driving features and the
methods applied in these studies could be applicable as we will see in the following
sections.

Table 2.3 illustrates the di�erence between the de�nition of our driving events
and those of related studies. In Appendix C Table C.3 proposes a more comprehen-
sive list of the driving events recognized in these works.

2.2.3 De�nition of driving styles

Another type of information that can be extracted from driving data is the recog-
nition of driver behavior. In this �eld, studies focus either on driver identi�cation,
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Table 2.3: Driving event de�nitions and examples in literature and in our work.

Related work Our work
De�nition

De�ned on the direction of the
vehicle, on the acceleration pedal
threshold, on steering angle thresh-
old, brake light status o� to on .

De�ned on the driver's control on
actuators of the vehicle.

Examples of events
Left turn, right turn, straight line,
lane change, roundabout, stop...

Roundabout, take-o�, toll, exit
ramp, maintain speed limit, stop...

i.e., recognizing a speci�c driver [17], or on driver style recognition [6], e.g., rec-
ognizing aggressive vs. non-aggressive maneuvers. Driver identi�cation and driver
style recognition is particularly useful for ADAS. This is due to the fact that the
advice that is provided can be adapted depending on the previously learned driving
behavior corresponding to a speci�c driver. Our purpose is to be able to recognize
driving behaviors in the previously recognized driving events. Driver recognition can
be useful for many purposes, such as ADAS, simulation and so forth. The recog-
nition of driver styles will be useful for the estimation of realistic fuel consumption
and average speed during truck development.

Whereas driver identi�cation only focuses on learning a speci�c driver behavior,
without necessarily labeling this behavior, driver style recognition �rst requires the
de�nition of these driving styles.

In the literature, authors distinguish generally between 2 and 5 classes of drivers.
We summarize below the di�erent classes encountered in related works. Even if the
�nal objective of some of these works is not the classi�cation of drivers (in terms of
data-mining and machine-learning methods), they do propose di�erent classes, not
always linked to driving data analysis.

Doshi and Trivedi [25], and Johson and Trivedi [6] propose a separation of ag-
gressive and non-aggressive behaviors. This separation is really relevant for safety
issues. The two groups of drivers clearly tend to behave in di�erent ways in similar
situations. They �nd that non-aggressive drivers are quanti�ably and signi�cantly
more compliant to feedback from ADAS. However, they also �nd that the popu-
lation of non-aggressive drivers needs to be further split in order to detect more
signi�cant behavioral trends. Canale and Malan [7] also focus on aggressive driving,
and distinguish three driving styles: normal, quiet and aggressive. The framework
of this work is an adaptive cruise control (ACC) with stop and go features for use in
urban areas. In order to adapt the control strategy to the driver style, a number of
di�erent drivers are studied through the statistical analysis of their behavior while
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driving.

The purpose of Fancher et al. [26] is to examine manual driving style to compare
manual driving with ACC driving. They present two methods to rate drivers and
their driving style. The �rst method is the percentage of time, expressed as the
probability of a driver to spend time in the near region of the range-versus-range-
rate space. However, they do not provide a detailed understanding of the driving
style of each individual. Based on their initial ideas [27], an expanded classi�cation
scheme is developed for driving styles at highway speeds, i.e., above 88km/h. They
measure the probability of the driver to be fast, far, close and slow by using the
vehicle velocity and the distance between the preceding vehicle.

The quantity A is a measure of the far tendency of a driver; B represents the fast
tendency; C represents close; and D represents slow. The 75th percentiles for values
of A, B, C, D, and the products AB, BC and AD, are determined by examining
the data for all drivers. This information is used to classify drivers to provide a
descriptive portrayal of �ve types of driving styles.

�Ultraconservative� means that AD or D is greater than the 75th percentile.
Ultraconservative means an unusual tendency towards far and/or slow driving.

�Planner� means that AB or B or A is greater than the 75th percentile. Planner
means an unusual tendency towards far and/or fast driving.

�Hunter/tailgater� means that BC or C is greater than the 75th percentile.
Hunterltailgater means an unusual tendency towards fast and/or close driving.

�Extremist� means that the driver satis�es more than one of the above tenden-
cies.

Finally, ��ow conformist� means that the driver satis�es none of the above. A
�ow conformist tends to travel at the same speed as other cars and at approximately
the median headway time gap.

These �ve classes are also used by Abou [28]. However the objective of their
work is not to classify drivers, but to propose a probabilistic approach to estimate
the variation of accelerations and decelerations in tra�c networks as a function of
speed and road type. Delorme and Song [29] focus on 2 categories within these �ve
classes, which are the �hunter/tailgater�versus the rest of the drivers.

The explanation is that both Planner and Ultra-Conservative drivers are iden-
ti�ed depending on situations in which the preceding vehicle is a long way ahead.
These situations are not considered in their study. They also adapt the boundaries
for fast/slow probabilities, therefore the transfer of this classi�cation is limited to
two groups. Consequently their objective is to compute the di�erent parameters
studied, i.e., mean and minimum time to collision, mean time gap, error, criti-
cal and comfortable time gap, and break time gap, for each driver type. Finally
�hunter/tailgater�and the �ultra-conservatives�are the two extreme groups, as the
�Hunters�always display the smallest values whereas the �ultra-conservatives�have
the highest ones (for each parameter).

Although this classi�cation is interesting, it is based on the way the preceding
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vehicle is followed and is thus not really adapted to our work where we are concerned
with fuel consumption. A work which is closer to ours is Maincent's [3] study in
which she proposes three classes of driver behaviors: e�cient, moderately e�cient

and ine�cient, in terms of rational driving.
In works focusing on simulation, i.e., reproduction of di�erent driver behaviors

but not always linked to real driving data analysis, they also de�ne di�erent driver
types. Zorro� et al. [30] present a study of the impact of the driver's driving habits
on the fuel saving of a hybrid transit bus using computer simulations. In simulation,
they distinguish 3 categories of driver: mild, normal and aggressive. The mild driver
accelerates and brakes mildly. The normal driver immediately follows the speed
limit instructions without excessive application of acceleration and braking. The
aggressive driver follows the speed commands by sharp and abrupt acceleration and
braking. The aggressive driver's behavior resembles an on/o� control system with
a narrow tolerance band around the reference. Kiencke and Nielsen [31] propose a
whole automotive control system and have di�erentiated beginner, professional and
fast drivers without further explanation.

We have seen that drivers can be classi�ed depending on their speed, fuel con-
sumption, distance and time between the preceding vehicle, and their aggressiveness,
which can be expressed by higher acceleration values (lateral or longitudinal). We
will propose to classify drivers in three classes, e�cient, medium and non-e�cient
drivers in terms of rational driving, such as in [3].

2.2.4 Driving features

In the literature, driving features are extracted for various purposes and from various
data patterns. Di�erent goals include the aforementioned driving events, but also
road type recognition [16], driver classi�cation [17], recognition of aggressive driving
[6], or fuel consumption estimation [18]. Our �rst aim here is to recognize driving
events with respect to rational driving, e.g., stop, take-o�, etc. We thus need to
extract meaningful driving features relevant to the driving events being studied.

We list all the driving features used with large-scale and small-scale driving
patterns in Appendix C Table C.1. These parameters can often be grouped in
di�erent themes. We categorize the driving features into eight di�erent groups.
These di�erent groups are presented in Table 2.4 with examples of the most common
driving features observed in related works.

The �rst group relates to various vehicle speed statistics, (e.g., average speed,
speed distribution), whereas the second group relates to vehicle acceleration, (e.g.,
average acceleration when acceleration is greater than a threshold).

The third group consists of noticeable sub-parts, which describe a precise part
of the driving data and compute di�erent proportions of driving periods, i.e., pro-
portion of standstill time, percentage of time with constant speed, etc.

The fourth group is entitled Independent and consists of features that do not
depend on the vehicle, such as driving duration and number of stops per kilometer.
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The �fth group mainly concerns analysis of energetic power.
The sixth group relates to various parameters concerning engine speed and gear

shifting, while the following group collects information on lateral driving, i.e., lateral
and swing accelerations or jerks.

Finally, the last group concerns driver control of the vehicle with the actuators.
The features used for our work are presented in Chapter 3 Table 3.4.

Driving events recognition works [9] [6] [11] [19] compute statistical features
over lateral acceleration and/or curvature data, acquired using accelerometers, gy-
roscopes or GPS. Steering angle and position of the vehicle on the current lane
are also common attributes for safety studies. In our work, we focused on longi-
tudinal dynamic features as one of the main aims of this work are the simulation
and the chassis-dynamometer neither of which includes lateral e�orts. Therefore we
will focus on driving speed, acceleration and environment-related driving features.
Consequently, even if we de�ned driving events that are quite di�erent from state-
of-the-art ones, the various features proposed in these state-of-the-art works can be
useful for automatic recognition of our driving events.

In driver recognition works, Canale and Malan [7] study the driver's style via the
statistical analysis of their behaviors, i.e., the mean value and the standard deviation
of a vehicle and environment data, e.g., relative speed with respect to the preceding
vehicle, slope. However, their study is limited to stop and go phases on urban
sections. Johnson et al. [6] propose recognition of aggressive and dangerous driving
actions. Actually it is the recognition of the maneuvers (e.g., left turn or aggressive
left turn) that determines whether the driver is aggressive or non-aggressive.

Driving features can also be used for correlation, e.g., with fuel consumption,
instead of classi�cation. If we focus more speci�cally on works concerned with fuel
consumption, it appears that related research works so far are mostly focused on
economical driving and not on rational driving. Lin et al. [32] categorize various
factors impacting the fuel consumption into four classes: vehicle, road, environment
and driver. The speci�c impact of the driving style or behavior on the fuel con-
sumption can thus be studied by isolating the driver independent parameters and
making them stable.

Therefore, given a similar external environment, i.e., road, tra�c, weather,
we can identify the key driving features that di�erentiate driving behaviors. Li-
imatainen [33] follows this method and proposes a fuel consumption measurement
based on groups formed by runs with similar vehicles, routes, and times of day. The
individual driver's average fuel consumption in a speci�c group is then compared
with the average fuel consumption of all drivers in that speci�c group.

Ericsson [8] lists a set of driving features to study the e�ect on fuel utilization and
exhaust emission factors. These driving parameters cover all of the aforementioned
groups of features. While all these features are interesting for the purpose of fuel
utilization in their study, they are not all adapted to our driving events recognition
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process. For instance, engine related features, e.g., % of time at engine speed <

1500rpm, are speci�c to car characteristics while our aim is to recognize driving
events independently of a truck's physical engine properties. In addition, gears and
speed features should also be adapted to trucks as vehicle dynamics are di�erent for
cars and trucks, even for di�erent kinds of heavy-vehicles. Brundell-Freij et al. [34]
identi�ed seven factors which have signi�cant e�ects on the fuel consumption and
exhaust emissions. Those features are related to acceleration, stop, speed oscillation,
extreme acceleration, late gear changing from 2nd and 3rd gear, engine speeds >
3500rpm and moderate engine speeds in 2nd and 3rd gear.

However, these features are also related to car driving. They are thus not always
adaptable to the context of trucks. This is because cars and trucks do not have
the same range of values for the engine speeds and gear changing. Moreover the
use of a robotized gearbox is a standard for trucks. For the study of truck driver
behaviors, it is thus necessary to isolate the factors speci�c to the driver, e.g., the
use of the throttle, brake, from those which are speci�c to the gearbox management
and the vehicle (engine speeds, gear changing, fuel map...). Nevertheless, most of
these driving features can still be used for the case of trucks, but with di�erent
thresholds, e.g., percentage of time during which the acceleration is greater than
a threshold. Montazeri et al. [35] list 19 driving features, including in particular
most features already proposed in previous studies, e.g., those in [8]. In their study,
they de�ne an e�ectiveness index (EI) to evaluate the impact of each driving feature
with respect to the fuel consumption and concluded that the fuel consumption and
exhaust emissions depend on energy, mean velocity and displacement more than
other features. While the introduction of the EI indicator is original and interesting,
this index only considers the fuel consumption and emissions but ignores the average
speed of a vehicle.

A work within a context similar to ours, i.e., truck driving on extra-urban roads,
is made by Maincent [3] who proposed characterizing rational driving through several
features: the anticipation of driving events, the use of the kinetic energy of the
vehicle, the use of the most e�cient engine speed and �nally the crossing speed on
some road infrastructures, including in particular curves and roundabouts. However,
the aim of Maincent's study is to analyze drivers' mental load and the generalization
of her conclusion is based on the analysis of driving data from only four drivers.

2.2.4.1 Driving parameters from ADASs

Although ADASs might appear a little far from the main subject, their driving
evaluation characteristics can provide a new point of view and may help �nd criteria
to de�ne drivers driving style.

We analyzed 29 systems for both cars (13) and trucks (16). The following is
a list of the various kinds of information that can be provided or tasks that are
carried out depending on the system: a visualization of how fuel e�cient a driver is



28 Chapter 2. Knowledge extraction from driving data and driver models

Table 2.4: Groups of the driving features from literature and examples. For the
complete list of driving features used in related works, see Appendix C Table C.1

Group Driving parameters

Speed

Continuous, Average, or S.D. of speed [8] [16] [9] [10] [21]
[23] [20]
Average driving speed (w/o stops) [8]
Distribution of speed [8]
Frequency of oscillations of the speed curve per 100s.[8]

Longitudinal
Accelera-
tion

Continuous, Average, or S.D. of acceleration [8] [6] [19] [21]
[22] [23] [24]
Distribution of acceleration and deceleration [8]
Average number of acceleration-deceleration changes within
driving period. [8]

Noticeable
sub-parts

Proportion of standstill time (speed<3km/h |a| <0.1m/s2)
[8]
Proportion of acceleration time (a>0.1m/s2) [8]
Proportion of time at constant speed (|a|<0.1m/s2) [8]
Proportion of deceleration time (a<-0.1m/s2) [8]
Percentage of time when acceleration exceeds 2.5m/s2 [8]

Independent
Number of stops per kilometer [8]
Slope [7] [21]
Maps information [9]

Energetic-
power
analysis

Positive kinetic energy [8]
Relative positive acceleration[8]
Variables representing surrogates for inertial power and drag
power [8]

Engine Parameters concerning engine speed and gear shifting such
as idle period [8] [16] [20]

Lateral
Continuous or statistical values of: lateral and swing accel-
erations, or jerks, and curvature of the road [6] [11] [9] [19]
[21] [22] [23] [24]

Actuators
Steering wheel angle [16] [23]
Continuous or statistical values of brake pedal [17] [16]
Continuous or statistical values of throttle pedal. [17] [16]

in each part of the trip by providing a detailed map with colors and indications (2
systems); the amount of money they saved by using the speci�c system (4 systems);
real-time messages about how to improve their driving performance by visual or
audible advice (5 systems); messages at the end of the trip or in the report analysis
(5 systems); driving tutorials in order to improve fuel-e�cient driving habits (2
systems); disengagement of the transmission and engine to reduce friction losses
(3 systems); vehicle speed limitation (maximum, cruising, downhill - 4 systems );
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detection of the crest of the hill without GPS (3 systems); information about the
engine characteristics (3 systems); and �nally real-time data transmission between
the vehicle and �eet managers (2 systems).

Regarding the parameters used to evaluate driving e�ciency, the acceleration
is the driving factor that most constructors (27 in total, 14 for trucks) analyzed in
their systems. The acceleration parameter includes various data from the accelerator
pedal position to the way the driver presses it. The speed is the second factor most
evaluated: 24 constructors including 14 for trucks (24 for vehicle speed, 14 for engine
speed). The speed factor involves even driving as well as the maximum speed reached
by the vehicle. The braking-deceleration factor is considered in 23 systems (11 for
trucks). The other driving factors analyzed are: gear management (15 in total, 9
for trucks), idling (8 in total, 6 for trucks), coasting and driving behavior in hills (6
in total, 5 for trucks), driver's anticipation capacity (5 in total, 3 for trucks), use of
retarders or exhaust brake (4 in total, 4 for trucks) and drag (2 for cars only).

These parameters do not require the addition of new parameters to the study, es-
pecially because it is di�cult to know the precise driving feature behind the generic
name. For example, under the acceleration heading, it is not always clear which
threshold is analyzed by the ADAS. However, if we remove the vehicle-dependent
parameters (idling, engine speeds), this analysis crosschecks with the principles of
rational driving (except that the driver rating is calculated by only using the fuel
consumption and not the average speed) as the ADASs focus on anticipation, accel-
eration and smooth driving, coasting, and use of retarders and brakes.

2.2.5 Machine-learning methods and results

Machine-based recognition of driving events or driver behaviors requires appropri-
ate learning algorithms. Johnson et al. [6] propose recognition of aggressive and
dangerous driving actions. They use k-Nearest Neighbors (kNN) and achieve an
accuracy rate ranging from 77% to 91%, with a false positive rate of 5% when using
di�erent subsets of features. When using the feature vector containing the longitu-
dinal acceleration, which is the closest feature vector to our work since we focus on
longitudinal e�orts, they obtain a classi�cation accuracy of 77%. Better results are
obtained with gyroscope values, lateral acceleration and Euler angle rotation.

Mitrovic [21] proposes to recognize seven common types of driving events, namely
driving a vehicle along left and right curves, turning a vehicle left and right on inter-
sections, with and without roundabout, and driving straight across an intersection
with a roundabout, for safety purposes. They applied a learning approach, e.g.,
discrete HMM, and used in-vehicle driving data through symbolic coding. In com-
parison, our work proposes recognizing a number of driving events of up to 13 classes.
Our learning approach is decision tree-based, and the resultant learnt models can
easily be interpreted and implemented on digital roads for realistic assessment of
fuel consumption and average speed in simulation.

An interesting study is the recognition of powered two-wheelers riding patterns



30 Chapter 2. Knowledge extraction from driving data and driver models

by Attal et al. [19]. They compare �ve well known machine-learning techniques,
namely the Gaussian mixture models (GMMs), k-NN, Support Vector Machines
(SVMs), Random forests (RFs) and both discrete and continuous Hidden Markov
Models (HMMs). The results have a spread between 60% and 96% depending on
the method and the driver. However, for a given driver, all these methods obtained
close results, but HMMs approach attained better scores in terms of average rate
and standard deviation. HMM have produces results sometimes lower (up to -4.2%)
or sometimes higher (up to +15.8%) than accuracies obtained with RF and k-NN,
depending on the driver.

In driver identi�cation works, Van Ly et al. [11] use feature vectors with statistic
values of lateral acceleration, and a gyroscope signal for each braking, turning and
acceleration event. They aim to build a driver pro�le and compare two learning
methods, namely SVM and k-mean clustering, to di�erentiate two drivers (driver
A or B) for each event. They achieve classi�cation accuracies ranging from 0.54 to
0.85 depending on events, feature vectors and the percent of test data used in their
cross validation. They are then able to implement a majority vote system where if
the events are classi�ed 65% of the time as driver A, they count all driving events
in that session as driver A at the end of the drive.

Canale and Malan [7] analyze and classify human driving behavior in an urban
environment. They use kNN for recognition of driving styles but do not report
classi�cation accuracies.

Miyayima et al. [17] used the cepstrum GMM-model and the 5-minutes gas and
brake pedal histograms to distinguish drivers. They also extract dynamic features
of these cepstrums and histograms. They compare the models learnt using GMM
with those learnt using log-likelihood, and they obtaine results from 47.5% to 89.6%
depending on the features.

The following list reminds brie�y the principle of each algorithm used in related
works.

� A Hidden Markov Model (HMM ) [36] is a statistical model particularly used
for pattern recognition such as speech recognition. The system being modeled
is supposed to be a Markov process with hidden states. As opposed to observ-
able Markov model, states are not directly observable in the Hidden Markov
Model, but output is visible and depends on the states. A non-Bayesian hidden
Markov model can be described by states, observations, emission probabilities
(from state to observation) and transition probabilities (from state to state).

� A Gaussian Mixture Model (GMM ) [37] is a mixture of Gaussians, i.e., a
combination of Gaussian densities that is used to model an input. Given
a Gaussian Mixture Model, we use the Expectation-maximization algorithm
(EM) to maximize the likelihood function of a parameter vector with respect
to the Gaussian densities parameters.
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� k-nearest neighbors algorithm (k-NN ) [38] is a classi�cation and regression
algorithm presented in Section 2.2.6.3. k-NN computes a distance between
instances in order to estimate the closest k-neighbors of an object. Then k-
NN yields the class membership of that object by a majority vote of its k
neighbors; the object being assigned to the most common class among the
neighbors.

� k-means [39] is a clustering method that aims to partition observations into
clusters. Each observation belongs to the cluster with the nearest mean. K-
means is a basic example of the EM algorithm application.

� Support vector machines (SVM ) [40] are supervised learning models of a rep-
resentation of the inputs as points in space, mapped so that the categories are
separated by a margin that is as wide as possible. The input vectors can be
non-linearly mapped to a higher-dimension feature space. A linear decision
surface is constructed in the feature space. Thus the classi�er is a hyperplane
that separates observations in two categories in the high-dimensional feature
space .

� Random forests (RF ) [41] are a combination of a multitude of tree predictors
(e.g., decision trees as we present in Section 2.2.6.1). Each tree is constructed
with a random and iid (independent and identically distributed) vector of the
learning set. After a large number of trees is generated, they vote for the most
popular class.

All these studies consistently show that it is possible to automatically recognize
signi�cant meaningful driving events. As can be seen from this overview, standard
state-of-the-art learning algorithms are used in these works. In our work, we have
given priority to clarity of classi�cation results, and have chosen decision tree and
linear logistic regression algorithms. These algorithms are developed in Section
2.2.6.

Table 2.5 summarizes the di�erent machine-learning methods used for driving
events recognition, and the methods that we have chosen.

Table 2.5: Driving events recognition methods

Related work Our work
k-Means,
k-NN,
RF,
GMM,
SVM,
DHMM and CHMM.

C4.5,
LLR,
k-NN for comparison.
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Figure 2.2: Explanations of algorithms utilization. We can see the output form of
the two algorithms: on the left the decision tree, and on the right linear logistic
regression. These models are observed to be easily interpretable as they retain the
physical sense of the driving features.

2.2.6 The selected learning-based algorithms

Once driving events have been de�ned and discriminating features identi�ed, we
now present the machine-learning algorithms for the recognition of driving events.
We have seen that in related works, commonly used algorithms are used to recognize
driving events. Similarly, we will apply two widespread machine-learning methods,
namely decision tree and linear logistic regression, presented below. We will also
present in the following paragraphs the k-NN method. This method is often used in
state-of-the art studies, and we will compare our results with those obtained with
k-NN.

Fig. 2.2 presents the classi�cation process from a raw dataset S to the results
of the algorithms. Each instance of the dataset S represents an event Ev and its
corresponding values for each feature. As it can be seen on this �gure, the output
format of the classi�cation can be easily re-used in the next steps of our works (see
Fig. 1.10 in Chapter 1).

2.2.6.1 Decision tree

This method is chosen because it retains the physical sense of attributes, extremely
necessary for this work. Indeed, one of our priorities is to fully understand why
some instances are classi�ed in one class and not in another. Moreover, this method
allows us, via the output tree, to clearly see which features are the most important.

The decision tree is one of the most widely used models that partitions the input
space into cuboid regions, and then assigns a simple model to each region [42]. The
model selection process is a sequential decision-making process, corresponding to
the side-view of a tree (i.e., split into several branches at each node). The �rst step
divides the whole input space into two or more regions according to the result of
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the test of the model, e.g., the highest gain ratio, the cross entropy, the Gini index.
This creates subregions, each of which can be subdivided independently, and so
forth. The stopping criterion, i.e., when to stop adding nodes, is commonly based
on the number of data points associated with the leaf nodes, and then the resulting
tree is pruned back. The twofold objective of pruning is to reduce the complexity
of the �nal classi�er as well as improve the predictive accuracy by the reduction
of over�tting and removal of sections of a classi�er that may be based on noisy or
erroneous data. Pruning is based on a pruning criterion that balances residual error
against a measure of model complexity.

Among these decision-tree frameworks, we use C4.5 algorithm in WEKA [43]
data mining software to classify the events. The method is called J48 and is based
on Quinlan's C4.5 algorithm [44]. C4.5 is an extension of Quinlan's earlier ID3
algorithm [45]. The C4.5 system consists of four main programs: the decision-
tree generator, the production-rule generator, the decision-tree interpreter and the
production-rule interpreter.

The decision-tree generator builds the tree structure in which each internal node
represents an attribute test, each branch represents a test outcome and each leaf
node represents a class label. The C4.5 attribute test is the calculation of the
information entropy, in order to �nd the attribute that most e�ectively splits the
samples into subsets. The algorithm framework is presented on the following page
as Algorithm 1.

The splitting criterion is the normalized-information gain. That means that at
each node the most discriminating attribute is determined depending on the gain-
ratio, i.e., the information-gain weighted by the number of instances in each class
(split information). The attribute with the highest information-normalized gain is
chosen to make the decision. The gain G(S,A) for attribute A of the set S before
the split on A is:

G(S,A) = E(S)−
m∑
i=1

fs(Ai)× E(SAi) (2.1)

where m is the number of di�erent values of A in S, fS(Ai) is the frequency of
the items possessing Ai as value for A in S, Ai is the ith possible value of A, SAi

is a subset of S containing all items where the value of A is Ai and E(S) is the
information entropy of the dataset S before the split on A:

E(S) = −
n∑

j=1

fs(j)× log2 fs(j) (2.2)

where n is the number of di�erent values of attributes in S and fS(j) is the
frequency of the value j in the set S.

To decide if a node should become a leaf or not, C4.5 estimates the error rates
using a con�dence level. The de�nition of this parameter is not explicitly given in
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Algorithm 1 Tree Growing and Tree Pruning framework algorithms
Tree Growing (S, A, y). Create a new tree T with a single root node.

Require : S - Training Set, A - Input Feature Set, y - Target Feature
if One of the Stopping Criteria is ful�lled then
Mark the root node in T as a leaf with the most common value of y in S as a
label.

else

Find a discrete function f(A) of the input attributes values such that splitting
S according to f(A)'s outcomes (v1, ..., vn) gains the best splitting metric.
if best splitting metric > threshold then
Label t with f(A)

for each outcome vi of f(A): do
Set Subtreei = TreeGrowing(σf(A)=viS,A, y).
Connect the root node of tT to Subtreei with an edge that is labelled as vi

else

Mark the root node in T as a leaf with the most common value of y in S as
a label.

return T

Tree Pruning (S, T, y). Pruning the tree T.
Require : S - Training Set, T - The tree to be pruned, y - Target Feature
repeat

Select a node t in T such that pruning makes maximal improvements to evalu-
ation criteria
if t 6= ∅ then
T = pruned(T, t)

until t = ∅
return T
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[44], but the expression can be found in [46] as shown below.

CF =

Er∑
x=0

(
N

x

)
px(1− p)N−x (2.3)

Where CF is the con�dence factor, N is the number of training instances, Er is the
number of errors, and p is the estimated probability of error. Beck et al. [47] discuss
how the decision tree produced by C4.5 is a�ected by the change of the C4.5 default
parameters, such as CF (con�dence factor) and MS (number of minimum split-o�)
cases. They explain that CF can be interpreted as the probability that there will
be Er or fewer errors in N unseen cases, after we observe Er errors in N training
examples from a node. Therefore, with known CF, N and Er values at a node, the
equation is solved for the parameter p. The con�dence factor is used for pruning
in the C4.5 algorithm. Thus, the lower the value of CF, the more pessimistic the
pruning will be because the error rate p will increase, i.e., smaller values of CF incur
more pruning. For example, if CF=25%, the 75% con�dence interval of the error
rate on unseen cases is [0, p].

Therefore, when using C4.5 algorithm in WEKA, the main parameters are the
con�dence factor, the minimum number of instances per leaf, and the amount of data
used for reduced-error pruning (one fold is used for pruning, the rest for growing
the tree).

Fig. 2.3 displays an example of decision tree visualization.

Figure 2.3: Example of visualization of a part of a decision tree.

2.2.6.2 Linear logistic regression based classi�er

We also use linear logistic regression (LLR) for comparison with decision trees. LLR
builds a linear model using the feature values and retains their physical sense, such as
C4.5 algorithm. Regression variables are the features listed in Table 3.4. Moreover,
each feature is weighted in the process of building the model and selecting important
features.
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In WEKA software, LLR is referred to as the SimpleLogistic algorithm, and is
based on [48] and [49]. LLR creates linear logistic regression models to obtain the
posterior probability of a given instance to belong to the class. The linear logistic
regression associates a linear model with a probability function, and ensures that
the probabilities sum to one and remain in [0, 1]. According to [48] and [49] the
linear logistic regression model is de�ned as follows:

Pr(Ev = k|Features = a) =
eFk(a)∑K
l=1 e

Fl(a)
(2.4)

where
K∑
l=1

Fl(a) = 0 (2.5)

Fk(a) = βTk · a =
n∑

i=1

βikai + β0k (2.6)

where Pr(Ev = k|Features = a) is the posterior probability of belonging to
class k given the input feature vector a = (a1, . . . , an), where n is the number of
features, K is the number of classes, and Fj(fk) is the linear model with parameters
βj . The simple logistic algorithm estimates these parameters based on the Logist-
Boost algorithm [50], which performs forward stage-wise �tting of additive logistic
regression models, which generalize the above model to Fj(x) =

∑
m fmj(x) where

the fmj can be arbitrary functions of the input variables that are �tted by least
squares regression. Numeric optimization algorithms that approach the maximum
likelihood solution iteratively are used to �nd the estimates for βj . One such iter-
ative method is the LogitBoost algorithm [51] given in Algorithm 2. The variables
y∗ij encode the observed class membership probabilities for instance xi (recall that
yi is the class label of instance xi), i.e.

yij =

{
1 if yi = j,

0 if yi 6= j
(2.7)

The pj(x) are the estimates of the class probabilities for an instance x given by
the model �t so far.

The algorithm iteratively �ts regression functions fmj to a response variable
(reweighted residuals). One can build the fmj by performing multiple regression
based on all attributes present in the data, but it is also possible to use a simple
linear regression, selecting the attribute that gives the smallest squared error. The
optimal number of LogitBoost iterations M to perform is cross-validated, which
leads to automatic attribute selection. This implies that the model learned after a
few iterations will only include the most relevant attributes present in the data.

Therefore, when using the LLR algorithm in WEKA, the main parameters are
the maximum number of iterations for LogitBoost, and either the iterations are
cross-validated or the training set stopping criterion is used.

Fig. 2.4 displays a part of a LLR output model.
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Algorithm 2 LogitBoost Algorithm (J classes)

Start with weights wij = 1/n, i = 1, ..., n, j = 1, ..., J , Fj(x) = 0 and pj(x) =

1/J ∀j
Repeat for m = 1, ...,M :

(a) Repeat for j = 1, ..., J :
i. Compute working responses and weights in the jth class

zij =
y∗ij−pj(xi)

pj(xi)(1−pj(xi))

wij = pj(xi)(1− pj(xi))
ii. Fit the function fmj(x) by a weighted least-squares regression of zij to

xi with weights wij

(b) Set fmj(x)← J−1
J (fmj(x)− 1

J

∑J
k=1 fmk(x)), Fj(x)← Fj(x) + fmj(x)

(c) Update pj(x) = eFj(x)∑J
k=1 e

Fk(x)

Output the classi�er argmaxj Fj(x)

Figure 2.4: Example of visualization of a part of the LLR output model.

2.2.6.3 K-nearest neighbors

This method will not be used during the data-mining process, but will be used to
con�rm the results. This method is also rather widely used in related works.

The algorithm implemented in WEKA is referred to as IBk and is based on
[38]. IBk is an instance-based learning algorithm (IBL). IBL are algorithms which
use speci�c instances rather than pre-compiled abstractions during prediction tasks.
These algorithms can also describe probabilistic concepts because they use simi-
larity functions to yield graded matches between instances. IBL algorithms are
derived from the nearest neighbor pattern classi�er [52]. They are also similar to
edited nearest neighbor algorithms [53], [54], [55], which save and use only selected
instances to generate classi�cation predictions.

k-NN input consists of the k (a positive integer) closest training examples in the
feature space. Thus k-NN needs to compute a distance between instances in order
to estimate the closest neighbors. Then k-NN yields the class membership of the
object. The object is classi�ed by a majority vote of its k neighbors, the object
being assigned to the most common class among the neighbors. If k = 1, then the
object is assigned to the class of that single nearest neighbor.

One can select the most relevant distance function depending on the input
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data: Euclidean, Manhattan, Chebyshev, Levenshtein and so forth. Here is a
brief reminder of the distance formulas. Minkowski distance between two points
X = (x1, ..., xn) and Y = (y1, ..., yn), where xi and yi are the value of the ith (out
of n) attribute for X and Y , respectively, is:

d(X,Y ) = (
n∑

i=1

|xi − yi|p)
1/p

(2.8)

The Manhattan distance is the Minkowski distance with p = 1:

d(X,Y ) =
n∑

i=1

|xi − yi| (2.9)

The Euclidean distance is the Minkowski distance with p = 2:

d(X,Y ) =

√√√√ n∑
i=1

(xi − yi)2 (2.10)

And The Chebyshev distance is the limiting case of the Minkowski distance when
p→∞:

d(X,Y ) = maxi=1,...,n(|xi − yi|) (2.11)

Another metric proposed by WEKA in IBk algorithm can be the Levenshtein
distance. This is a string metric for measuring the di�erence between two sequences.
The Levenshtein distance between two words is the minimum number of single-
character edits (i.e., insertions, deletions or substitutions) required to change one
word into the other.

The primary output of IBL algorithms is a concept description (or concept).
This is a function that maps instances to categories: given an instance drawn from
the instance space, it yields a classi�cation, which is the predicted value for this
instance's category attribute. Thus, the IBL algorithms are described by three
components:

1. Similarity Function: This computes the similarity between a training in-
stance X = (x1, ..., xn) and the instances in the concept description. Similarities
are numeric-valued and can be one of the distances previously presented.

2. Classi�cation Function: This receives the similarity function's results and the
classi�cation performance records of the instances in the concept description. The
function yields a classi�cation for x.

3. Concept Description Updater: This maintains records on classi�cation per-
formance and decides which instances to include in the concept description. Inputs
include x, the similarity results, the classi�cation results, and a current concept
description. It yields the modi�ed concept description.

IB1, i.e., IBk with 1 neighbor, is identical to the nearest neighbor algorithm
except that it normalizes its attributes' ranges, processes instances incrementally,
and has a simple policy for tolerating missing values.
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The number of k nearest neighbors and the distance are the main parameters
when using k-NN in WEKA. In related works, k is often below 10. We will test
values from 1 to 10 with our data, with Euclidean and Chebyshev distances.

2.2.7 Summary on knowledge discovery with driving data

We presented in the previous paragraphs an overview of knowledge extraction from
driving data, focusing especially on driving events and driving behavior. We also
included in our research the driving parameters used in ADAS, the driving styles
applied in simulation works, and more generally the studies concerning features
impacting fuel consumption. Our goal was to provide a wide overview of the at-
tributes having a major role in driving events and driving styles, as well as the
di�erent machine-learning methods and results used in related work. We see that
driving data and driving events are often application-dependent, as are the driv-
ing features. We aim to recognize driving events which are not similar to those in
the literature. This is because we propose to study the events de�ned by how the
driver uses the actuators and we focus especially on longitudinal e�orts to be able
to implement our results on chassis-dynamometer in the latter stages of the work.

Even if many related studies focused on lateral accelerations, most common fea-
tures concerning driving focus on speed, acceleration and environment, which is
transferable to our work. Moreover these features are vehicle-independent param-
eters, e.g., features independent of engine speeds, engaged gears etc. Finally, the
machine-learning methods that we chose are widespread ones, similar to what re-
lated works propose. However, they are also speci�c to our need to understand the
classi�cation for the future implementation.

The process of our study is to recognize the events, then to characterize the
driving behaviors on these events. Once we are able to describe the behaviors,
we have to estimate which behavior is the most e�cient for rational driving. And
�nally, we aim to simulate di�erent driving behaviors in simulation and on chassis-
dynamometer. To this end, we have to implement the driver models on our test
facilities. Therefore, the following paragraphs focus on the state-of-the-art driver
models and the methods of implementation.

2.3 Related work on driver models

2.3.1 Historical background

Driver model is a widespread term and can be used in many di�erent �elds covering
a number of perspectives. Some studies will focus on modeling driver mental load,
whereas others will be interested in the control of the steering wheel, and so forth.
However, the historical background of driver modeling is common to all the objec-
tives and was developed by Bellet in his study [56] concerning cognitive modeling
and simulation applied to the activity of driving.
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In this current work, we will not go into the de�nition of driving activity and its
implications for the driver, i.e. the capture of information, the identi�cation of the
situation, the decision-making process, and �nally the action. We suppose that our
driver model is perfectly able to perform whatever it is asked to, and is only limited
by the vehicle and the road. For example, we do not consider that a driver is not
able to brake because of an excessive mental load.

Concerning the development of driver models, in the 1970s, the studies were
focused on task analysis. Mc Knight and Adams [57] listed more than 45 tasks
classi�ed in 9 categories. Other studies [58] already proposed a hierarchical model
of the driving task. They inspired other models based on three levels of performance:
macro performance, situational performance, and micro performance.

In the 1980s, research works were oriented towards risk analysis with the objec-
tive to understand the tra�c accidents causes. Several models (Wilde [59], Naatanen
and Summala [60], Fuller [61]) proposed risk assessment studies, for example with a
return-risk ratio and a target level of risk, or trying to have a zero-risk of collision.
In the continuity of the hierarchical models, Van der Molen and Botticher [62] or
Hollnagel [63] also emphasized on the hierarchical nature of driver decision-making.
They describe the di�erent processes (perception, judgment, decision-making) at the
aforementioned three levels of the driving task. Rasmussen [64] [65] equally presents
a model with a hierarchical conception of the driving task. The model is based upon
three levels of control: skills level, rules level and knowledge level. These three levels
are de�ned by task characteristic and no longer by an individual's internal processes.
Michon [66] applies Rasmussen's model to driving task. In all these studies, authors
point out the di�erences between strategic decisions (road planning), tactical deci-
sions (maneuvering), and operational decisions (execution tasks). For our work, we
focus on tactical decisions since the strategical tasks and the operational tasks are
managed by the choice of the cycle and the controller, respectively.

In the 1990s, the �rst simulation models appeared thanks to I.T. development.
Compared to the previous models, they are concrete and precise, as they are not only
theoretical. The objectives are to reproduce or simulate the driving activity. In these
models, Bellet di�erentiates the performance models, whose objective is to predict
the driver behavior, and the cognitive models whose objective is to explain driver
behavior. In the cognitive models, the driver is considered to be an information
processing system. Driving behavior is not the central part of these models since
they try to simulate cognitive system processes and its internal states when the
system is in contact with environment.

We are more interested in the performance models whose objectives are to sim-
ulate the driver behavior and to obtain results comparable to real world. These
models are based on relations between parameters, i.e., contextual factors, and
driving behavior. The inputs of these models are information coming from the envi-
ronment, e.g., the road and the vehicle, and the outputs are the performance built
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by the model. The model itself is determined by technical considerations without
considering cognitive behavior.

The �rst example is the Integrated Driver Model (IDM) by Levison [67]. Lev-
ison presents the development of a simulation model that makes driver behavior
prediction possible. The model includes two subsystems: a procedural model and
a driver/vehicle model. There is no distinction between a situation and its repre-
sentation by the driver. Our study is based on the same hypothesis: the driver
considers the right situation at the right time. The procedural model contains a
scenario generator (i.e., road, environment, situations), a simulation system for par-
allel driving tasks, and a cognitive model which allocates cognitive resources to the
driver. Actually they do not really simulate driver behavior, but rather evaluate the
impact of a side activity, e.g., having a phone call or control of the radio, based on
the response time of the driver.

Since then, performance models have been oriented towards tra�c simulation
alongside of risk analysis and safety studies. Driver models are limited to a control-
loop: perception, decision, and action. Nowadays, more and more driver models are
used for the development of new vehicles via simulation tools, and more rarely via
chassis-dynamometers. We will consider that the perception of the road and the
environment is not altered. Therefore, when the driver model receives the informa-
tion stating that the driving event is a toll, or that the target speed is 90 km/h, for
example, there is no di�erences between what the driver model perceives and what
is provided by the road model. This is due to the fact that we focus on the behavior
of drivers in a similar situation, not on how di�erent drivers perceive the driving
situation. Similarly, for the action, we will consider that the driver is not limited by
any mental load, distraction, drowsiness, and so forth.

2.3.2 Adapt a driver model to di�erent driving behaviors

We put forward three methods to model di�erent driver behaviors in a control system
that can be used together:

� Tune the control system parameters in order to obtain a di�erent response
to the same inputs. For example, putting di�erent integral gains on a PID
controller. However these parameters o�er limited di�erences between drivers
since they only have an impact on the precision, the rise time and the stability
of the system.

� Tune driving parameters, e.g., maximum acceleration, maximum braking and
G-G diagram. They prevail over controller parameters because they are the
limits of the outputs of the control system.

� Tune the setpoints, e.g., speed, acceleration or steering wheel angle. The set-
points often depends on driving parameters, but are added to a preprocessing
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which computes a di�erent road for each driver type. For example, road pre-
processing output can be a 90km/h speed target for a fast driver and a 80km/h
speed target for a normal driver.

The following paragraphs present �ve examples illustrating these methods. We
will then explain the method that we have chosen.

2.3.2.1 Tune the control system parameters

Data, Pascali, and Santi [68] propose a safety study concerning lateral behavior
with steering wheel and emergency braking during accident phases. They do not
discuss any speci�c dimensions of driving skill or style. They vary the preview time
and control gain parameters of their model, resulting in variations in steering wheel
behavior that are qualitatively similar to what have been observed for three drivers
on a test track.

2.3.2.2 Tuned driving parameters and tuned setpoints: example of the

Kiencke and Nielsen model

Kiencke and Nielsen [31] propose a complete hybrid driver model containing the fol-
lowing blocks: information acquisition, information processing, action control, per-
ception, decision-making process, response execution, and resources management.
The controller is a RST structure for both lateral and longitudinal dynamics. The
following driver parameters are used to di�erentiate beginner, professional, and fast
drivers:

Foresight time: tf

Factor representing driver type: F

Potential braking acceleration: Axpot

Time span before entering the curve: tantic

Lateral acceleration tolerated by driver: Aypot

Time to accelerate before end of curve: tacc

The inputs of the lateral and longitudinal controllers are the acceleration ref-
erence values (Axref , Ayref ), information about the driving state and road course.
Their outputs are gas pedal position (longitudinal), brake pedal force (longitudinal)
and steering angle (lateral). Concerning the longitudinal model, the brake system
and throttle system are previously identi�ed with a test drive on a straight dry road
and providing Torque drive and Torque brake maps. Then nonlinear maps are
built to produce the torque Torqueref table depending on acceleration and speed
(Ax, Speed). Finally, two RST structures (in a GPC controller) provide brake and
throttle models. These models cannot be active at the same time.
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Simulation results, shown in Fig. 2.5, illustrate that the di�erences between
drivers on the longitudinal axis are mainly explained by the speed target. This is
an interesting method since it is implemented in simulation and provides di�erent
driving behaviors, however the driving behaviors are not applied to rational driving
or fuel savings.

Figure 2.5: Simulation results for three driver types with Kiencke and Nielsen driver
models.

2.3.2.3 Tuned driving parameters and tuned setpoints: example of the

IPG driver model

IPG Automotive1 [69] o�ers a Professional Simulation Environment for Virtual Test
Driving, including Vehicle-in-the-loop tests. Their driver model is called IPG Driver.
Driver model inputs are only information that can be recognized by a real driver:
position, velocity, acceleration, yaw angle, engine speed, gear number and clutch
position (and steering wheel torque optionally). In addition to these signals, the
outputs are steering wheel angle, accelerator pedal position, force on brake pedal,
position of the clutch pedal, and gear number. Each parameter of the driver model
impacts the way it will drive. For example, the user has to change some param-
eters to simulate a race driver instead of a normal driver: higher G-G exponents
(see paragraph below), driving with maximum speed enabled, shifting and pedal
switching time reduced, corner cutting coe�cient, and knowledge turned on.

The G-G diagram is a diagram with the longitudinal acceleration ax on the
vertical axis and the lateral acceleration ay on the horizontal one. This diagram is
often used in racing sports to observe how the driver is driving in a curve or out of
a curve. In the latest version of IPG driver's, the driver's �rst task is to follow the
preceding car, i.e., following a speed reference.

The de�nition of di�erent driving styles depends on allowed minimum and maxi-
mum distance (with the preceding car), minimum and maximum time gap, Tolerated
Speed Deviation / Detection Threshold, and an EcoCoe�cient to vary the driving

1http://ipg.de/company
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style. The IPG Driver model (v6.0) uses the following control strategy for path
tracking and speed control.

The general idea is to divide the controllers' work into two parts. First, before
starting the simulation, everything that is not changed during the simulation is
calculated. This means that when the driver model is �rst used, a statically desired
course is calculated from the road information (e.g., the corner cutting coe�cient).
Staying on this static desired course is the goal of the steering controller.

The static desired course is also the input for the choice of the speed. With the
information about cruising speed and maximal longitudinal and lateral accelerations,
the static desired velocity is calculated along the length of the course. Keeping the
driving speed close to this static desired velocity pro�le is the goal of the longitudinal
controller. This �rst part creates the path of the course (curves, straight lines) and
builds the reference speed all along the length of the course.

The second part is the controlling task during the simulation. To get a realistic
control behavior, a prognosis of vehicle movement is made. The driver has to know
the dynamic behavior of the car in order to react correctly to the prediction. This is
made in general with a learning procedure, where, e.g., a yaw response time is iden-
ti�ed. The information that is learned in the learning procedure is called the driver's
knowledge and is stored in a knowledge �le. The user has to activate the learning
controller in order to learn the vehicle's limits. Therefore, the complete con�gura-
tion required for the tests is recorded by the system in the knowledge �le during the
learning phase. This �le contains the results of the learning maneuvers which can
be presented in tables or maps containing information such as (speed, ax, brake, ay)

or max speed.

Then the simulation can start using this knowledge, even if some parameters may
need to be adjusted (such as G-G exponents to adapt to higher speeds). During a
simulation, an identi�cation of the current dynamic situation is carried out as well.
With this information, the driver adapts the control behavior in order to calculate
the correct feedback signals in steering and accelerating, or braking in each situation.

We were able to test this model with IPG Driver software. IPG driver (with
di�erent con�gurations) has globally an oscillating behavior. Although oscillations
may represent some real driving cases, the model does have low performance re-
sults from a regulation point of view (high overshoots, oscillating commands). This
oscillating problem also plays a role in the controller operational speed. In a brak-
ing phase, the GSP driver can be faster than IPG driver: because even if GSP
driver brakes less, it stabilizes more quickly at the target speed, as we can see in
Fig. 2.7. IPG driver does not make use of coasting. Brake and throttle pedals are
continuously used.
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Table 2.6: Example of driver parameters to di�erentiate normal and racing driver
in IPG driver software

Parameter Normal driver Race driver
Duration of accel.-brake change [s] 0.5 0.1

G-G - Diagram: Exponent for acceleration 1.0 2.0
G-G - Diagram: Exponent for braking 1.0 1.5
Driving with max. speed (1=yes, 0=no) 0 1

Corner cutting coe�cient[0...1] 0.8 1

Figure 2.6: IPG driver parameters for aggressive (on the left) and normal (on the
right) drivers.

2.3.2.4 Example of a driver model including driving events: COSMOD-

RIVE model

The COSMODRIVE model [56] [1] [70] and [2] is a model of cognitive simulation of
driving activity developed at INRETS-LESCOT. COSMODRIVE means COgnitive
Simulation MOdel of the DRIVEr. This model is based on data collected real world
data, i.e., real vehicle and human drivers. We studied this model in details because
the methodology can be similar to ours.

The general architecture of COSMODRIVE model is presented in Fig. 2.8. Au-
thors distinguish three levels within the model: strategic, tactical and operational
blocks. The strategic module simulates processes of route-planning and navigation.
The tactical module generates internal representations of the road environment and
makes decisions. Knowledge and categorization mechanisms are included in the tac-
tical module. This module anticipates several situations from the current situation.
The prognoses are then fed into the operational module.

The operational module is a set of operational units which represents implemen-
tation of elementary tasks (lateral control, speed control, distance control). The
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Figure 2.7: GSP driver behavior (top graph) and IPG driver behavior (bottom
graph) during a braking phase.

operational module coordinates these units to supply the right sequence order to
the execution module. There is also a speci�c management module to handle emer-
gencies.

Finally three additional modules represent the link with the road-environment
and the management of cognitive resources. The execution module is the interaction
with the vehicle and carries out elementary tasks (steering wheel, pedals command).

The perception module is the interface between the model and the environment.
And themanagement and control module manages resources between the various

cognitive processes, similar to an operating system.
The tactical and operational modules are the most interesting for our study

because we consider that the driver is able to understand a situation and to execute
appropriate commands in an optimum way.
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Figure 2.8: General architecture of COSMODRIVE [1]
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In the COSMODRIVE model, driving situations including crossroads, round-
abouts, straight road and turns are considered in di�erent road environments. In
the tactical module, the categorization and recognition of driving situations is done
with driving schemata representing the knowledge of each driver about each situa-
tion. They include the tactical goal of a situation (e.g., left-turn), the infrastructure,
the sequence of actions, and states (e.g., speed and position in di�erent zones to
reach the target). Fig. 2.9 presents an example of these driving schemes. Each
schema translates the knowledge of a situation into appropriate actions. For exam-
ple, their database of 626 left-turn situations have been separated into 2 strategies
(with, or without tra�c) and the strategy without tra�c has also been separated
in 3 sub-strategies.

The tactical module is composed of three cognitive agents: blackboards de-
scribing the working memory, knowledge (of the driver) and processes (modeling
the mental activities). In order to implement this theoretical model, Bellet et al.
[70] interfaced COSMODRIVE and a vehicle-environment platform called SiVIC.
This platform was developed by INRETS-LIVIS [71] for virtual design of driving
assistance systems. Finally this model is designed to simulate drivers' mental rep-
resentation and is consequently limited concerning the behavioral simulations that
we intend to do. Moreover, the behavioral performances resulting in driving per-
formances are designed to safety purpose which is di�erent from our concern on
rational driving. However, an interesting point is the adaptation of their theoreti-
cal model to an existing simulation tool. They had to adapt their model in order
to connect the two existing tools. In our study, we will concentrate our e�orts on
directly implementable solutions.

Figure 2.9: An example of COSMODRIVE driving schema: left turn at an urban
crossroads [2]
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2.3.2.5 Example of a truck driver model: ACEA model

In order to have more comparable �gures between truck manufacturers and to im-
prove development processes, the ACEA European workgroup ACEA Workgroup

CO2-HDV is currently working on a topic which aims to select an approach for a
certi�ed CO2 declaration in the whole European Union, based on 3 general state-
ments [72].

� CO2 and fuel e�ciency values have to be realistic for all manufacturers, to be
considered vehicle variants, and consequently ensure accurate calculation of
CO2 saving in real world.

� As far as possible, CO2 saving measures should be covered, but the declaration
procedure needs to be repeatable, robust, and practicable.

� The e�ort and resources required for CO2 declaration need to be reasonable
for OEMs2.

Given that only a full vehicle approach is able to ful�ll theses premises, ACEA
workgroup targets a full vehicle approach with a global simulation tool, including
cycles, driver model, and vehicle con�gurations. The �nal goal is that customers
will have access to o�cial fuel declarations of standard vehicle con�gurations.

Their cycles are de�ned as altitude and slope pro�les vs. distance, and desired
speed vs. distance. Stops and stop time have to be included. There will be a
cycle for each usage (long haul, regional delivery, urban delivery, municipal utility
and construction). Their speci�cation for the driver model is to have only one
driver model, but di�erent generic parameters should be set to cover di�erent driver
behaviors in speci�c vehicle applications and to handle manual transmissions and
automated manual transmissions too.

An accelerator pedal actuation and shift logic depending on de�ned maximum
desired acceleration is needed in order to obtain a realistic driver model behavior.
These desired acceleration curves have to be vehicle class speci�c (di�erent param-
eter sets within one driver model) as shown in Fig. 2.10. This leads to full throttle
acceleration in most cases, except for some vehicles with very high performance or
with speci�c conditions like refuse vehicles or city buses.

There are plans for an advanced driver model which will manage uphill under-
speed with delayed return to normal set-speed, downhill over-speed, free rolling
with over and under speed limits. The proposed driver model is di�erent to others
that can be found in the literature since the objective is to actually implement it.
However, this model is not based on an analysis from real driving behavior data.

2Original Equipment Manufacturers
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Figure 2.10: Example of acceleration strategy implementation in the ACEA driver
model.

2.3.2.6 Summary

We have seen in the previous paragraphs several examples of driver model speci�ca-
tion and implementation using di�erent methods. Some methods tune the control
system parameters to obtain a di�erent response to the same inputs. Other meth-
ods tune driving parameters, and some tune the setpoints, which imply di�erent
inputs to the lateral and/or longitudinal controllers depending on the desired driver
behavior. However, these works are not directly comparable with our study, because
their purpose is di�erent, e.g., the COSMODRIVE model focused on mental load
and road safety, or because they are not always based on an analysis of real driving
data, e.g., the ACEA model, IPG model. The challenges in our work are to create
driver models based on real driving data, but implementable in our exiting tools
and rational-driving centered.

In the next Chapter, we will present our data collection and the automatic
recognition of driving events on real data and on simulated data.





Chapter 3

Driving events recognition

As stated in the previous chapters, automatic driving events recognition along with
driver behavior classi�cation is essential for accurate estimations of fuel consump-
tion and average speed during the truck development process. In Chapter 1 we
presented our method, which is the recognition of driving events, then the identi�-
cation of driving behaviors parameter when approaching some driving events. The
Chapter 2 exposed the KDD process and the main parts of the process, i.e., data,
feature selection and methods, applied to the related studies concerning driving data
analysis. This chapter focus on the automatic recognition of driving events, and we
especially detail the data collection, the driving events de�nition, the selection of
driving features, and the results.

First, we propose a learning-based classi�cation method to recognize driving
events from real driving data. Then we apply the learnt model to digital roads.
These simulated road data are mostly synthesized from real driving data. Since
we aim to reproduce driving behaviors in various driving events in a simulation
environment and on a chassis-dynamometer, the events recognized with real driving
data must also be recognized on digital road signals.

For the purpose of driving events automatic recognition, we de�ne the set of
signi�cant driving events in which drivers can display di�erent behaviors. We also
introduce a set of features potentially relevant to discriminate these events. Finally,
we use of two machine learning methods presented in Chapter 2, namely decision
tree and linear regression models, to classify these driving events.

The contributions are �vefold:

� Identi�cation and categorization of road events impacting driver behavior;

� Proposition and analysis of a set of features related to small-scale driving
patterns sensitive to road events;

� The use of two machine learning techniques, namely decision trees and linear
logistic regression, for automatic recognition of road events from small-scale
driving patterns;

� The identi�cation and the classi�cation of driving events with real driving
data. It includes the selection of the main discriminating features for driving
events classi�cation.

� The experiments of the learnt models carried out on both real driving data
and digital roads that are simulated driving data.
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3.1 Driving events de�nition

We have seen before that there are many ways to de�ne driving events according to
the objective of the underlying study. In this work, our objective is to understand the
driver behavior and we are interested in driving events in which drivers can display
di�erent behaviors. To control the vehicle speed when facing an event, a driver will
use actuators, namely throttle pedal, brake pedal, retarders and coasting. They are
indicated with arrows in �gure 3.1. Throttle and brake pedals are the well-known
pedals used to accelerate and brake the vehicle respectively. Retarders are devices
helping the functions of primary friction-based braking systems. Coasting is when
the driver uses none of the previous three actuators. In this study, driving events
are delimited according to the use of these actuators and result in two di�erent
categories. The �rst category includes throttle>0 events starting each time the
driver starts using throttle pedal. Conversely we observe a throttle=0 event in the
second category when the driver uses the brake and/or retarders in between two
adjacent coasting periods. Figure 3.2 shows an example of these two event types.
However, straightforward application of the previous de�nitions results in a number
of driving events far higher than the reality. As a result, four more rules are de�ned
with respect to the way a driver controls his vehicle depending on the road situation:

� Obviously there is no event when the vehicle is not moving (speed equal to
0km/h).

� If two throttle>0 events are separated by a coasting period and the speed gap
is less than 3 km/h between them, these two events are merged. Indeed if the
driver lets the vehicle gain or lose a signi�cant speed while coasting, it means
that he wants to change his target speed so it should be interpreted as a new
event.

� If two or more throttle=0 events are too close to each other they are mixed (i.e.
∆t<5s between the two events and engine torque must be <15 N.m during
this period, as well as percentage of throttle position must be <5%).

� If the coasting phases of two adjacent throttle=0 events overlap each other,
these events are also merged into a single one.

In the following subsections, we detail the various driving events occurring in
throttle=0 event class (subsection A) and throttle>0 event class (subsection B).

3.1.1 Throttle=0 events

During the data acquisition (explained in 3.2) we observe 16 causes, presented in
Table 3.1 and Fig. 3.3,that could involve the use of the brake and/or retarders.
These causes are access ramp (i.e. braking to move into a line of tra�c), give
way, speed bumps, red tra�c light, truck size constraint (e.g. narrow road), low
speed (i.e. start-stop events occurring in a tra�c situation where speed does not
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Figure 3.1: Actuators that the driver can use to control the speed of the truck.

Figure 3.2: Illustration of the two types of driving events: a throttle>0 event followed
by a throttle=0 event. In the �rst case, throttle pedal is in use whereas brake pedal
is engaged in the second case

exceed 10km/h), lower speed limit, toll, pedestrian crossing, keeping constant speed
downhill (i.e. because of the kinetic energy of the vehicle, the driver must brake
in steep slopes in order not to excessively overspeed), roundabout, exit ramp, stop
sign, tra�c (e.g. tra�c jam still in movement, unexpected car moving into the
tra�c), roadwork, and curve. However, access ramps, roadworks, and pedestrian
crossings are events, which, with less than 1% of all events, rarely occurred in our
dataset. They are deemed insu�cient for a reliable machine-based learning. As a
result, each time it is relevant, some of these occurrences are labeled as keep constant
speed downhill, truck size constraint or low speed according to the video recording.
Therefore at the beginning of the study there were 13 classes for Throttle=0 events.
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Figure 3.3: Examples of driving events: speed-bump, red tra�c light, curve, give
way, roundabout, lower speed limit, truck size constraint (2 examples), keep constant
speed in downhill, tra�c, toll, access ramp, stop and low speed, respectively.

3.1.2 Throttle>0 events

Concerning the Throttle>0 events, we observe 6 events that could cause the use
of the throttle pedal and presented in Table 3.2. These events are: driving at a
speed limit, reaching a higher speed limit, urban take-o�, main-road or highway
take-o�, adjusting to stop, and adjusting for other reasons. The last two classes are
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Table 3.1: Throttle= 0 events de�nition

Start Event Ei at time t
ThrottlePosition(t − 1) > 0 AND
ThrottlePosition(t) = 0

End Event Ei at time t
ThrottlePosition(t − 1) = 0 AND
ThrottlePosition(t) > 0

Events

A: roundabout,
B: tra�c,
C: speed bumps,
D: red tra�c light,
E: truck size constraint,
F: curve,
G: keeping constant speed in downhill,
H: lower speed limit,
I: stop sign,
J: toll,
K: low speed,
L: give way,
M: exit ramp.

di�erent from driving at a speed limit because they are much shorter. They only
include events when, because of a changing situation or because the driver does
not anticipate the distances well, the driver presses for a short duration (< 2s) the
throttle pedal then releases it in order to adjust the vehicle speed.

We also build a detailed list of all the driving situations with expert drivers,
presented in Appendix B. It appears that the classes identi�ed during our data
acquisition cover the main and the most common driving situations.

Table 3.2: Throttle>0 events de�nition

Start Event Ei at time t
ThrottlePosition(t − 1) = 0 AND
ThrottlePosition(t) > 0

End Event Ei at time t
ThrottlePosition(t − 1) > 0 AND
ThrottlePosition(t) = 0

Events

A: driving at a speed limit,
B: reach a higher speed limit,
C: urban take-o�,
D: main-road or highway take-
o�,
E: adjust for stop,
F: adjust for other reasons.
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3.2 Driving data acquisition

Machine-based learning requires representative training data for both learning and
validation of a learnt model. Unfortunately, we did not have any driving data
suitable for learning when we started this study. Therefore, we launched a process
of data acquisition with the objective of covering the maximum number of driving
situations possible. We made two data collections (in 2011 and 2012, respectively)
for the purpose of driving events recognition. A third data collection was carried out
in 2013 for the purpose of driver behavior analysis and will be presented in Chapter
4. For now, we will present the two �rst data collections.

3.2.1 Data collection for the recognition of Throttle=0 events

We chose a vehicle and several roads representative of a regional distribution use. It
means that the routes took place in urban and extra-urban areas with a few highway
roads. All the data were acquired in the Lyon region, France. The vehicle was a
VOLVO FL as illustrated in �gure 3.4, with a robotized gearbox, equipped with two
sets of engine retarders (exhaust and compression) and loaded to 13.7 tons.

The vehicle was equipped with the devices presented in Fig. 3.5 for the purpose
of data collection. These devices are a CAN data logger recording CAN bus signals
such as vehicle speed, throttle pedal percentage, etc., a GPS for vehicle geoposition,
and a camera recorder for �lming the outside scene. Only CAN data and GPS data
are used for classi�cation. The camera recording helped label the events as well as
allow understanding of what is actually happening on the road during events, so as
to explain classi�cation results. Indeed, the collected raw driving data then need
to be further manually post-processed to segment various driving events used as
ground truth data in the latter learning stage. However, without images showing
the tra�c environment, this manual segmentation proved to be very complicated.
As a result, we implemented a speci�c annotation tool, which shows both the video
on the tra�c environment and driving data in a synchronized way.

During data collection, drivers were asked to drive normally but without using
cruise control, and to always keep the robotized gearbox in auto mode. We laid
down these rules to separate the impact of the driver from the vehicle. Since driving
events are analyzed partly via the actuators (see 3.1), it was important that the
driver could control vehicle speed only with the actuators and not by using the
cruise control. For the same reason, we did not want the driver to control the
gearbox, so we asked him to keep it in automatic mode.

Fig. 3.4 sketches the process from data collection to the driving events database.
The raw driving data includes several hundred kilometers of data from di�erent
trips with the same vehicle. In each of these trips, we need to extract the di�erent
driving events. This database represents 19 hours of driving over 952km with 913
throttle = 0 events. Throttle > 0 events were not studied in this database. We will
refer to the data coming from this data collection as Database 1.
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Figure 3.4: FL vehicle
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Figure 3.5: This �gure represents the stages from the data collection to the driving
events. A data logger acquires signals from CAN bus, GPS and camera. Once all
the data is collected, we segment the driving data into driving events. After that, we
can calculate the features values, and use the database to perform the classi�cation.

3.2.2 Data collection for previous work validation and for the
recognition of Throttle>0 events

In order to validate the work done with the �rst database, a new acquisition cam-
paign was carried out. The goal is to have validation data and also new data for
throttle > 0 events. Two vehicles were used:
- The same VOLVO FL vehicle as on the �rst data collection, loaded to 13.7 tons.
- And a RENAULT TRUCKS Premium to illustrate long haul usage, loaded to 33
tons. This vehicle is presented in Fig. 3.6. The data coming from this vehicle will
be used to validate the models learnt with previous data collection on Throttle=0

events recognition.
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Figure 3.6: RENAULT TRUCKS Premium

Data were recorded with a GPS, a data logger for CAN data, along with a syn-
chronized video recorded throughout campaign duration. We also made a switch box
illustrated in Fig. 3.7. During the acquisition, the accompanying person pushed the
di�erent switches when there was a Throttle=0 event and the data logger recorded
the appropriate voltage. This box avoids manual labeling since each voltage is
equivalent to a di�erent event.

Figure 3.7: Box events

Two representative cycles were selected: one long haul usage (148 km) and one
distribution usage (252 km) around Lyon once again. These two cycles were chosen
amongst the other cycles run during the �rst data collection for two reasons: they
have a similar percentage of each class of event as the whole initial database, and
classi�cation for Throttle=0 events with these cycles is coherent with the global
classi�cation rate. The new database must assess driver impact so 11 drivers drove
on the distribution cycle with the FL truck, including 2 drivers from the Driving
Performance team and 9 drivers working temporarily in our proving ground (LVPG).
To estimate vehicle impact, our reference driver from the �rst data collection drove
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the two reference cycles with the two vehicles.
We will refer to the data coming from this data collection as Database 2.

3.3 Driving events sensitive features

Once all the driving events had been identi�ed and manually labeled on the data that
was acquired during the acquisition process, we had to extract meaningful features
that are sensitive to these driving events for latter stage of machine learning.

As listed in Table 3.4, we collected and divided a set of potentially sensitive
driving events features into three groups. These three groups are de�ned by the
main components impacting the speed and the fuel consumption of a vehicle, thus
helping to characterize the various aspects of a driving event. The �rst group of fea-
tures relates to vehicle behavior (speed, acceleration etc.), whereas the second group
relates to driver behavior (brake, throttle etc.). Finally, the last group contains the
features relating to the environment (road type, slope etc.).

Most of these features already appear in literature, in particular those related to
speed and acceleration. We adapt some of the features describing the subparts of
an event with even driving or, on the contrary, with sudden acceleration. However,
we modify the thresholds to suit the dynamics of a heavy vehicle. For example, the
acceleration threshold for high acceleration for a truck is |a| > 0.7m/s2 instead of
|a| > 2.5m/s2. We also add some other features to describe more precisely a driving
event and its context, e.g., duration and distance of an event which provide an
overall picture of the event while slope, road type, and the remainder of the context
features depict the environment. These features are based on a straightforward
intuition that an event may depend on its context, e.g., a toll is more likely to be
expected on a highway road than on an urban road. Concerning road type, three
categories are identi�ed: urban road, main road and highway, as detailed in Table
3.3.

Table 3.3: Road type parameters

Road type Characteristics

Highway
Highway with a 80 or 90km/h speed limit,
At least two lanes in each direction, sepa-
rated by a median.

Main road
Main road with a 70 or 80km/h speed
limit,
One lane in each direction, not separated.

Urban road Urban road with a 30 or 50km/h speed
limit.

We also introduce some distance features. They provide the measure the distance
from the next/previous event of the same category (i.e., throttle>0 or throttle=0 ).
The reason is that we observed in our collected driving data that, in some areas, there
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are sequences with many braking events whereas, in other places, there are far fewer.
Distance from the next/previous event can thus be an indicator for the environment.
Finally, we also compute various features concerning the driver's actuators use,
particularly the percentage of time and distance from the event where the driver
uses the brake, throttle or retarders. Intuitively, faced with di�erent driving events,
drivers may use the actuators di�erently. These features may thus provide clues as
to the underlying driving events.

Table 3.4: Driving features for events classi�cation

Group Driving features

Speed and accel-
eration of the ve-
hicle

Maximum, minimum, average and standard deviation of
speed
∆ speed: Gap between initial and �nal speed
Speed gap at 75%, 50% and 25% of the event
Maximum, minimum, average and standard deviation of the
acceleration
Percentage of even driving time (|a| < 0.28m/s2)
Percentage of time when absolute value of acceleration ex-
ceeds 0.7m/s2.

Actuators use
(driver)

Percentage of time when service brakes are used, maximum
% of the brake pedal
Percentage of time when throttle is used, maximum % of the
throttle pedal
Percentage of time when retarders are used
Percentage of time when there is neither retarder nor service
brake
Percentage of time when both the retarders and the service
brake are engaged
Energy dissipated during braking and retardation phases
Maximum and average % of engine torque
Fuel consumption.

Environment

Event distance
Event duration
If this event �nishes with a stop
Previous and next event
Distance gap from previous/next event
Time gap with previous/next event
Average speed within the last 1/3/5 km
Stop density within the last 1/3/5 km
Average slope
Road type (urban, main road, highway).
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3.3.1 Throttle=0 events

As the number of features listed in Table 3.4 is quite high and some of them may
be intercorrelated, a key issue is thus to select a subset of these features that are
su�ciently discriminating to distinguish the driving events identi�ed in the previous
section. In the �eld of machine learning, feature selection [73] aims to exclude
redundant or irrelevant features for improved model interpretability, shorter training
times and enhanced generalization skills of the learnt model by reducing over�tting.
In this work, we use Sequential Forward Selection principle (SFS) [74] [75], which
consists of testing growing subsets of features using classi�cation accuracy as the
stop condition. For this purpose, the collected driving dataset as de�ned in

section 3.2 is used as hard data.

In order to evaluate the most discriminating features to recognize throttle=0

events, SFS is applied to select growing subsets of features by adding a new feature at
each iteration. For each subset we classi�ed driving events using C4.5 and the linear
logistic regression algorithm, and selected the subset of features which improves the
classi�cation rate. The toolbox WEKA used for SFS outputs the list of most relevant
features. As a result, the following features appear to be the most important for
classi�cation: maximum speed, minimum speed, speed standard deviation, the gap
between initial and �nal speed (∆speed), road type, distance, stop, previous event,
and distance with the next event. The experimental results based on growing subsets
of features con�rmed a well-known phenomenon, i.e., utilization of more features
may lead to a recognition accuracy decrease, since some are redundant and generate
noise. For example, average speed in the previous kilometers does not provide more
information than road type.

Once these 9 attributes have emerged, we decide to make a further manual choice
between them. Our target is to obtain the best possible compromise between the
number of attributes, the simplicity of calculating these attributes on real and dig-
ital data, and the classi�cation results. For example, the classi�cation rate (see
Section 3.4.1 for classi�cation details) is 73.5% with the following 9 features (max-
imum speed, minimum speed, (∆speed), road type, distance, stop, speed standard
deviation, previous event, distance with the next event), while the events are cor-
rectly found at 74% with only the following 6 features (maximum speed, minimum
speed, (∆speed), road type, distance, and stop).

All the results for throttle=0 events presented in the subsequent sections are
obtained using these 6 features. Intuitively, the features selected by SFS are con-
sistent with the expectations, i.e., driving events can mostly be characterized by
speed-related and context-related features.

3.3.2 Throttle>0 events

With respect to Throttle=0 events work, we tested common features and particu-
larly those relating to speed and acceleration. Since fuel is injected when the driver
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engages the throttle pedal, we also introduce some features focused on fuel con-
sumption, especially those derived from [8], such as the duration of evenly driving
and the percentage of duration of sudden speed change. Furthermore, we proposed
some new features such as context features (next event, previous event...). Table
3.4 lists all the driving features exploited for the automatic recognition of driving
events.

Once more, SFS is applied to select the most discriminant features to recognize
Throttle=0 events along with C4.5, and linear logistic regression. As a result, we
observe that the common attributes still play the major role, particularly ∆speed,
minimum speed, average speed, speed standard deviation. However, unlike Throt-
tle=0 events, acceleration attributes have more impact. Fuel consumption also
appears as a discriminating attribute.

Using selection of features, the best classi�cation accuracies are obtained with
the following subset of eight features: ∆speed, minimum speed, speed standard de-
viation, maximum acceleration, duration of sudden speed change, mean percentage
torque, fuel consumption, and road type. In the same way as Throttle=0 events,
this result proves to be consistent with the features that we expect, with knowledge
of drivers' behavior during these events. For instance, to discriminate between the
event of urban take-o� and that of main road take-o�, given the fact that �nal
speed should be less than 50km/h for urban take-o�, while �nal speed for main road
take-o� is around 70-80km/h, the feature �nal speed is intuitively expected as a
discriminating feature to classify these two events. It is worth noting, particularly
for the sequel of our work, that we observe merely one percent in performance drop
when only the following four attributes are used, namely ∆speed, minimum speed,
speed standard deviation, and road type.

3.4 Driving events recognition from real driving data us-

ing two machine-learning algorithms

3.4.1 Classi�cation of throttle=0 events

The Database 1 contains 913 Throttle=0 events divided into 13 classes presented
in 3.1.1. Unless indicated otherwise all the results presented below are obtained with
this database, and the C4.5 algorithm using 10-folds cross validation method. The
dataset is thus partitioned into 10 folds of 91 or 92 instances each. Consequently
the learning of the two former algorithms is carried out using 9 partitions while
the learnt model is tested with the remaining partition. This is then repeated 10
times but each time using a di�erent learning and testing set. However, it turns out
that brute-force training of the two learning algorithms on the initial raw database
for the 13 classes leads to a disappointing 49% classi�cation rate, although this
classi�cation rate is already far better than a random classi�cation. Some classes,
e.g. toll, are well classi�ed as can be seen in table 3.5, whereas others have a fairly
low classi�cation rate, e.g. curves.
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Table 3.5: Classi�cation rate with initial database

Classi�cation rate (%)

Class All A B C D E F G H I J K L M

TP rate 49 60 30 43 77 19 21 68 39 48 83 89 11 30

Instances 913 146 127 60 129 47 95 37 62 85 18 56 28 23

We remind you that our goal is to identify the driving events leading to di�erent
driver behaviors. We thus discuss these results with internal expert drivers, who
have analyzed their driving approach via utilization of actuators. They found that
they have similar behaviors with respect to several driving events that are seriously
confused by the learning algorithms. In order to quantify such a similarity and
improve recognition results, we measure the Fisher linear discriminant between each
pair of classes, according to equation 3.1.

J1/2 =
1

n
×

n∑
i=1

(µ1,n − µ2,n)2

σ2
1,n + σ2

2,n

(3.1)

where J1/2 is the Fisher distance between class 1 and 2, n is the number of features,
µC,n is the average value of feature n in class C and σC,n is the standard deviation
value of feature n in class C.

This discriminant can be interpreted as a distance and is used to quantify inter-
class similarities versus intra-class dissimilarities. Two examples illustrate this mea-
surement in �gure 3.8. J: toll class is quite far from all the other classes (on the left
of the �gure), whereas B: tra�c class is close to a lot of classes. That is to say that
this class is too close to many other classes to be distinguished easily.

Table 3.6: Fischer distance between classes

Size con-
straint

Lower
speed
limit

Toll Keep
constant
speed in
downhill

Roundabout Exit
ramp

Stop Tra�c Low
speed

Size con-
straint

0 1.87 4.54 2.14 0.89 5.37 0.93 0.38 17.8

Lower
speed limit

1.87 0 3.38 94.1 1.01 79.6 2.37 0.66 20.6

Toll 4.54 3.38 0 6.78 2.83 3.11 3.12 2.77 12.1

Keep con-
stant speed
in downhill

2.14 94.1 6.78 0 1.98 244 3.04 0.93 16.4

Roundabout 0.89 1.01 2.83 1.98 0 1.36 1.46 0.28 12.5

Exit ramp 5.37 79.6 3.11 244 1.36 0 4.01 1.19 50.5

Stop 0.93 2.37 3.12 3.04 1.46 4.01 0 0.53 7.21

Tra�c 0.38 0.66 2.77 0.93 0.28 1.19 0.53 0 11.4

Low speed 17.8 20.6 12.1 16.4 12.5 50.5 7.21 11.4 0
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Figure 3.8: Illustration of the Fisher distance between classes. On the left, distance
to toll class. On the right, distance to tra�c class.

Expert drivers' advice combined with analysis of the Fisher discriminant lead
us to modify labeling of the initial database with respect to driver behavior, and
to group and/or separate some classes and instances. Each step is presented in the
following paragraphs.

On close observation of speed graphs for class E: size constraint, we see that
5 instances needed to be switched to another class. It then appears that for class
F: curve, high speed instances have a similar speed shape to class H: speed limit.
These �rst changes increase the classi�cation rate to 57%, especially for H: speed
limit class (+18%) and A: roundabout class (+10%).

Further to the above merge of classes, we also �nd that an exit ramp event
ending with a stop is quite similar to a toll event in terms of driver behavior. As a
result, we move the instances of class M: exit ramp with stop to class J: toll .

Similarly, a stop event of class D: tra�c light is quite similar to a stop event of
class I: stop sign. This confusion can be observed in the confusion matrix shown in
Table 3.7. The gray cells represent how these two classes are mixed up during the
classi�cation. When these two classes were merged, the classi�cation rate rises to
63%.

We then study the L: give-way class, whose classi�cation rate is still quite low.
When examining the classi�cation results, it turns out that instances with stop are
always confused with class I: stop. As a result, we move these instances to class I:
stop. Furthermore, we also merge the remaining instances of class L: give way with
class A: roundabout as roundabouts are a variant of give-way. These changes enable
us to reduce the number of classes and improve the classi�cation result.

At this point, the classi�cation results and the confusion matrix show that C:
speed bump, E: size constraint and F: curve, are often confused. Their similari-
ties can be observed via the speed curves of these events. These three classes are
all grouped in a broader class referred to as E: urban speed reduction. This class
groups all speed reduction events in urban areas except those caused by tra�c or
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Table 3.7: Confusion matrix

A B C D I E F G H J K L M

88 15 5 5 8 3 6 0 9 0 0 6 1 A

19 50 5 5 4 12 10 5 15 0 0 3 2 B

9 13 25 2 2 3 2 0 1 0 0 3 0 C

4 3 2 49 22 0 0 0 0 0 3 2 0 D

7 1 2 22 92 0 1 0 1 0 0 3 0 I

6 16 3 2 2 6 5 0 2 0 0 0 0 E

8 10 5 1 0 12 8 1 0 0 1 1 0 F

1 8 0 0 0 0 0 18 10 0 0 0 0 G

16 10 1 0 0 4 1 1 76 0 0 1 2 H

0 1 0 0 0 0 0 0 0 20 0 0 0 J

0 0 0 7 0 0 0 0 0 0 49 0 0 K

4 5 3 5 4 0 4 0 0 0 0 3 0 L

2 9 0 1 0 0 0 0 3 0 0 0 5 M

roundabouts. This reduces the number of classes to 9, while the classi�cation rate
increases by 5%.

The negative point of this classi�cation is now B: tra�c class with a classi�cation
rate of around 20%. This is due to the broad range of driving situations included
in this class. Expert drivers emphasize that tra�c situations varied in behavior ac-
cording to road type. Consequently, we create clusters depending on road type, and
B: tra�c class instances are separated into 3 classes, i.e., E: urban speed reduction,
H: speed limit and B: tra�c, respectively, as can be seen in table 3.8. This solution
ensures a �nal global classi�cation rate of 74%.

Table 3.8: Tra�c class clustering

Clusters New class
Road type = urban
Road type = main road
Road type = highway

E: urban speed reduction

H: speed limit

B: tra�c

Finally with all the modi�cations of labeling that we made, the recognition
accuracy increased from approximately 50% to 74% as shown in table 3.9. LLR
even achieved a slightly better result with 76% recognition rate.

Table 3.9: Classi�cation rate with �nal database

Classi�cation rate (%)

Class All A B C D E F G H I J K L M

TP rate 74 57 58 75 51 68 87 95 96 55

Instances 913 169 19 236 37 136 219 21 56 20

This �nal result of 74% is obtained with a 10-folds cross validation on our
database of 913 events of the Database 1, with a false positive rate of 6.7%.
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To check the generalization skill of the proposed approach, further collect a novel
dataset of driving data using the same vehicle. This additional dataset consists of
242 events from Database 2. The 913 events of the initial database are used as a
training set for the algorithms and the 242 events as a test set. In these conditions
and with the same selected attributes, C4.5 achieves a 70% recognition rate, which is
quite close to the 74% achieved on the initial database. LLR achieves a recognition
rate of 71%. If we use 10-folds cross validation with the Databases 1 and 2, we
have the same order of magnitude of the classi�cation rate.

This recognition rate is rather good given the number of classes and the fact
that the used only in-vehicle data. Moreover, it is quite understandable that driver
behaviors faced with di�erent events, e.g., braking for a roundabout or truck size
constraint event, are similar. This was expected from our expert drivers' experience,
and is why the classi�cation rate, validated with a second database of 242 events,
is acceptable for our goal. Finally, this work showed that basic features, especially
maximum and minimum speed, are the most important for classi�cation of Throt-
tle=0 events. This initial work on Throttle=0 events has allowed us to build and
validate our approach, and thus proceed to Throttle>0 events classi�cation.

3.4.2 Impact of vehicle and driver on Throttle=0 events recogni-
tion

Database 2 enables us to evaluate the impact of driver and vehicle on driving
events recognition. The database of 11 drivers on the same distribution cycle with
the same FL vehicle contains 1689 Throttle=0 events. The classi�cation is 67%
with 10-folds cross validation. In addition we can also estimate vehicle impact by
learning with the initial database (the same 913 events from Database 2), and
by testing with the 272 events acquired with the same reference driver, with the
long-haul vehicle, on the two selected cycles. The classi�cation rate is 72% with
the most discriminant features and the two algorithms. This is logical since the
parameters that describe the events most e�ectively are maximum speed, minimum
speed and delta speed, and these features do not change depending on the vehicle
(along with the road type and stop features). This new database allows us to
validate classi�cation work of Throttle=0 events, and to observe that the vehicle
has no major impact on Throttle=0 events classi�cation.

3.4.3 Throttle>0 events classi�cation

Database 2 includes 2442 Throttle>0 events distributed over 6 classes as explained
in 3.1.2: A: maintain a speed limit, B: reach a higher speed limit, C: urban take-o�,
D: main-road or highway take-o�, E: adjust for stop and F: adjust for other reasons.
Unlike Throttle=0 events, we rapidly achieve quite satisfying results thanks to the
inter-class dissimilarities and intra-class similarities that these classes present. The
principal task is therefore to estimate the best possible compromise between the
features and the classi�cation rate. Table 3.10 summarizes the classi�cation results
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with the two selected subsets of features: one subset with eight features gives the
best classi�cation rate, while the other gives a slightly lower classi�cation rate but
with only four features. As before, we used the two learning algorithms, namely
C4.5 and LLR. With respect to Throttle=0 events study, both the two algorithms
provided similar classi�cation accuracies.

Table 3.10: Classi�cation results depending on features

C4.5 algorithm Linear logistic regres-
sion algorithm

Features Classi�cation rate (%)
∆ speed, standard deviation of speed, mini-
mum speed,road type.

92.9 93.2

∆ speed, standard deviation of speed, mini-
mum speed, road type, maximum acceleration,
fuel consumption, mean percentage torque,
duration of sudden speed change.

93.2 94.2

Table 3.10 presents the �nal classi�cation rate, which is around 93% for
Throttle>0 events, with a false positive rate of 4.3%. This performance is much
higher than that achieved for Throttle=0 events, as the selected features prove to
be discriminating for the 6 Throttle>0 classes. For example, minimum speed and
delta-speed are quite di�erent for a C: urban take-o� in comparison with an A:

driving at speed limit instance. This implies less confusion during the classi�cation
process.

3.4.4 Summary of events recognition from real driving data

We believe that the recognition rates achieved for Throttle=0 and Throttle>0 events
are su�cient for our aforementioned application for two reasons. First, given the raw
nature of the data, our expert drivers recognize that some events can be confused,
e.g. an exit ramp and a speed limit. Secondly, the confusion matrix indicates that
instances misclassi�ed are actually situations where driving could be similar. For
example, the classi�cation method never considers a toll to be a tra�c event. Since
the goal is to reproduce driving situations in simulation, identi�ed confusions can
be accepted since they merge similar driving approaches.

An interesting question is how achieved performance compares with state of the
art. Unfortunately, a direct comparison of achieved performance with the state-
of-the-art is not feasible since both the driving data and the driving events to be
recognized, considered in this work, are di�erent from those found in the literature.
However, instead of the two learning algorithms chosen, we also test the instance-
based learning k-NN method used in [6] and [7]. We conduct a series of experiments
varying k from 1 to 10 in order to determine the best value of k. We found that,
where k = 4, k-NN achieves the best classi�cation rate, namely 73% for Throttle=0
events and 91% for Throttle>0 events, with a false positive rate of 6.2% and 4.5%,
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respectively. These results prove to be close to the accuracies achieved by the two
learning algorithms, and remain comparable to the performance observed in the
literature, even though the compared works are not identical since both event type
and chosen driving data are di�erent. Thus, we can now recognize driving events
thanks to real driving data with selected features for both types of event.

3.5 Driving events recognition in digital roads

Automatic recognition of driving events, as developed in the previous section, is
intended to be implemented in our simulation tool. In this section, we introduce
the notion of digital roads, and present the results of applying the previous learnt
models to simulation data to check their relevancy and ability to recognize driving
events.

3.5.1 Digital roads de�nition

Instead of real data, the simulation tool used during our truck design process takes
as input what is called a digital road. These roads are actually speed vs. distance
square signals, where each value is a speed target. At each distance, the slope, road
type and stop information is also known. An example of a short digital road is shown
in Fig. 3.9. As can be observed, actuator information (throttle, brake, retarders,
and coasting) is lost with this kind of data. As a result, we decide that each speed
target change is an event, since we have no information on use of actuators on a
digital road. Classi�cation is a two-step process: identify the type of event, and
recognize the event.

To identify the type of event, i.e., estimate whether it is a Throttle=0 or
Throttle>0 event, two rules are created. First, if the �nal speed is in the range
[Speedinitial − 10km/h;Speedinitial + 10km/h], the event type depends on the slope.
For a positive slope, the event will be of type Throttle>0, while for a negative slope
the event will be of type Throttle=0. For example, if the vehicle is on a road with
a signi�cant negative slope and the vehicle does not accelerate greatly, the driver
will intentionally slow the vehicle down using brakes or retarders: this is then a
Throttle=0 event. Secondly, if the �nal speed is outside this range, either the �nal
speed is superior to the initial speed, in which case it is a type Throttle>0 event, or
conversely it is a type Throttle=0 event.

To identify the event, we use the adapted classi�cation method. In other word we
apply the decision tree built with the real database for each type of event (Throttle=0
or Throttle>0 ). However, the input features are those that we can compute on the
simulation data, namely maximum and minimum speed, ∆speed, road type, and
stop.
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Figure 3.9: Example of a digital road: a is the square signal of speed vs. distance.
On graph b each point represents a stop. c is the slope vs. distance function.

3.5.2 Database

We construct the following three databases to test the classi�cation method on
di�erent kind of data:

� Urban database: 11 digital roads of 5km of urban road. The roads mainly in-
clude take-o�, higher speed limit, maintain speed limit and roundabout events.

� Main road database: 11 digital roads of 6km of a main road. The roads
mainly include take-o�, higher speed limit, maintain speed limit and round-
about events.

� Highway database: 11 digital roads of 48km of a highway road. The roads
mainly include take-o�, higher speed limit, tolls, exit ramps, stop and maintain
speed limit events.

3.5.3 Results

Since training is conducted with the real data, the simulation data is actually a test
set for the decision trees for Throttle>0 and Throttle=0 events. We conclude above
that the most discriminating features are basically the most common ones, including
speed and road type features. Consequently, the classi�cation rate is expected to
be close to the rates previously reached. Tables 3.11, 3.12 and 3.13 present the
confusion matrices for classi�cation on the three databases. The di�erent classes
are represented by letters to ensure readability. Fig. 3.10 depicts an example of
driving events identi�ed for a main road section.

Classi�cation rate for urban, main road and highway databases are around 80%,
81% and 90%, respectively. Similar to the work with real data, the confusion ma-
trices disclose the errors between situations that could be considered as similar by
drivers in terms of behavior.



70 Chapter 3. Driving events recognition

Figure 3.10: Example of identi�ed events on a digital road. Letters represent the
di�erent events.

Table 3.11: Confusion matrix for urban section

A B C D E F G H classi�ed as

139 0 14 0 23 0 0 0 A

2 49 0 0 0 0 0 0 B

8 17 18 0 0 0 0 0 C

2 0 0 8 0 0 0 0 D

0 0 0 0 70 0 0 0 E

0 0 0 0 0 3 0 0 F

0 0 0 0 0 8 0 0 G

0 0 0 0 0 0 0 11 H

Table 3.12: Confusion matrix for main road section

I J A B C D E G classi�ed as

1 0 0 0 0 0 0 0 I

0 1 0 0 0 0 0 0 J

0 0 132 2 16 0 24 0 A

0 0 1 29 0 0 0 0 B

0 0 0 5 0 0 0 0 C

0 0 0 0 0 11 0 0 D

0 0 0 0 0 0 24 0 E

0 0 0 0 0 0 0 11 G

3.6 Conclusion

The twofold objective of the classi�cation of driving events was to construct a
learning-based classi�cation that would work both with real and simulated data.
Classi�cation of Throttle=0 driving events is no easy task due to the inter-classes
similarities and intra-class dissimilarities revealed by the Fisher linear discriminant
measurement. For this reason, the �nal classi�cation rate of 74% is a satisfactory
result for our aforementioned application, given the nature of the data for Throt-
tle=0 events. Throttle>0 events are classi�ed based on the same principle and the
resulting classi�cation rate, around 95%, is better. Another problem was to adapt
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Table 3.13: Confusion matrix for highway section

D K L H G E M J A classi�ed as

2 0 0 0 0 0 7 0 0 D

1 21 0 0 0 0 0 0 0 K

0 0 20 0 0 0 0 0 0 L

0 0 2 11 0 0 0 0 0 H

0 0 0 0 32 0 0 0 0 G

0 0 0 0 1 0 0 0 0 E

0 0 0 0 0 0 9 0 0 M

0 1 0 0 0 0 0 8 9 J

0 11 0 0 0 36 0 2 561 A

the decision tree learnt with real driving data to simulated data. However, since
the most common features, e.g., speed, are also the most important features for
classi�cation, we achieve a recognition rate of between 80% and 90% for the simu-
lated data. These results suggest that the model can be transferred from real data
(events de�ned by the use of actuators) to simulated data (events de�ned by changes
in target speeds). It is worth noting that in both applications, real or simulated,
events are not de�ned using a �xed-length duration (time or distance) or lateral
information. As the driving events are now recognized, our next step is to analyze
the di�erence of driver behaviors facing the same driving event and to characterize
the main features for rational driving.





Chapter 4

Correlation of driver behavior

parameters with RDI

We have seen in the previous chapter that recognition of driving events is possible
with the two selected algorithms. As it was presented in Fig. 1.10, the second part
of this work concerns driving behavior in terms of rational driving in the scope of the
driving events. Concretely, we aim to �nd driving parameters that are correlated to
rational driving. Our goal here is to study how di�erent driving behaviors impact
the fuel consumption and the average speed and thereby characterize rational truck
driving through a set of practical driving features.

For this purpose, we �rst introduce an indicator, namely rational driving index

(RDI), which enables us to quantify di�erent driving styles in terms of rational
driving. We then select a set of state-of-the-art driver-dependent features within
the truck context and experiment them for their discriminating skills in terms of
driving behavior, using real driving data collected from 34 drivers who piloted the
same truck on an extra-urban road and on a highway road. We then study, through
a simulation tool, the impact of selected parameters in terms of fuel consumption
and average speed, all other parameters being equal.

Concerning the extra-urban road, we will focus on the two major driving param-
eters identi�ed during the previous step, namely passing speed in roundabouts and
average deceleration during the braking phase. Given the fact that France has half
the total number of roundabouts worldwide [76], crossing a roundabout in an extra-
urban environment is a driving situation particularly representative of merchandise
transport companies which deliver regionally. Simulation is useful to evaluate the
impact of one driving parameter at a time while �xing all the other ones. This is not
possible when driving on a real open road where the environment keeps changing.
Concerning the highway road, we will focus on the percentage of coasting distance
since coasting is a key parameter of the de�nition of rational driving. Finally, we
compare the RDI to a cost model for this speci�c vehicle, to prove that the RDI is
relevant to evaluate rational driving capacity.

The contributions are fourfold:

� We de�ne an indicator of rational driving instead of economic driving. This
indicator, namely RDI, enables us to measure to what extent driver behavior
is compliant with rational driving. Rational driving aims to decrease the
fuel consumption while maximizing authorized commercial driving speed for
merchandise transport tasks;
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� We analyze a set of driver-dependent features which contribute characterizing
driver behavior, in particular with respect to the rational driving;

� Using the major features identi�ed as particularly sensitive to the driver be-
havior, we further study and quantify, through simulations, their impact on
rational driving, i.e., in terms of fuel consumption and average speed.

� We propose an evaluation of the RDI by comparing it to a cost model expressed
in e.

The rest of the chapter is organized as follows. Section I de�nes our rational
driving indicator. Section II presents the data collection and shows that there are
major di�erences between drivers with respect to the fuel consumption and the av-
erage speed. Section III presents the driver classi�cation using machine-learning
algorithms. Section IV displays the measures of correlation between selected driv-
ing features and rational driving index on extra-urban road and on highway road.
Section V and VI focus on the simulation-based impact study of di�erent driving
behaviors on a representative roundabout and and on a toll, respectively. Section
VII compares the RDI to a cost model. Finally, in section IV, we will conclude the
chapter.

4.1 Rational driving index

First of all, we aim to create an indicator able to rank drivers depending on their
ability to drive rationally. Maincent [3] de�nes the notion of rational driving as the
full exploitation of the potential of the vehicle to drive more fuel e�ciently while

respecting the delivery delays. We go one step further in suggesting that one could
achieve fuel saving while maximizing the authorized average speed. This implies
in particular that drivers can reduce their fuel consumption without losing time
traveling the same distance for their deliveries. Fuel consumption should not be
the only parameter to be taken into account for rational driving. We propose a
rational driving index to enable comparison between two driver styles in terms of
rational driving, and we propose a coe�cient used in [77] to compare two vehicles.
This Rational Driving Index is referred as to RDI and is de�ned as the ratio of the
average speed on the fuel consumption for a given journey:

RDI =
Average speed (km/h)

Average fuel consumption (L/100km)
(4.1)

As it can be seen from the equation, the RDI increases when the fuel consumption
is reduced and/or when the average speed increases. The higher the RDI on a �xed
journey, the better the driver with regard to the rational driving. For a given journey
and similar exterior conditions, this index thus enables us to sort drivers in terms
of driving rationality, the best ones being those who reduce the fuel consumption of
the vehicle without losing time, or even saving time.
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Using the same weighting for average speed and average fuel consumption is
coherent since average speed and fuel consumption have the same order of magnitude
(especially true for the heavy trucks context, on the contrary to cars). Moreover,
their equal weighting underlines that both terms have the same importance.

4.2 Driving data collection

While the rational driving index RDI enables us to compare di�erent drivers in
terms of the quality of the rational driving, we do not know the main driving pa-
rameters which contribute characterizing such rational driving. In this section, we
aim to answer this question. For this purpose, we collected a set of real driving data
from 34 di�erent drivers in approximately the same driving conditions, i.e., using
the same vehicle on the same road with similar tra�c conditions, and we studied
the correlation of several state-of-the-art driving features with respect to RDI. This
database is calledDatabase 3 and the details of how this data collection was carried
out are given below.

4.2.1 Vehicle

Speci�cally, 34 drivers were asked to drive a Renault Trucks D-wide vehicle as illus-
trated in Fig. 4.1. It is a 280hp Euro6 Heavy Multi-Purpose vehicle, representative
of vehicles for a regional distribution usage. The vehicle was equipped with a robo-
tized gearbox, two sets of engine retarders (exhaust and compression) and loaded
to 14.5 tons. The drivers were asked to drive normally but without using kick-down
and cruise control, and always keeping the robotized gearbox in auto mode. These
instructions were provided with the aim of isolating the driver features from those
of the vehicle with respect to the impact on fuel consumption. Indeed, when using
the robotized gearbox in auto mode while excluding the cruise control usage, all
the drivers must control the vehicle speed only with the throttle pedal, brake pedal
and retarders. In-vehicle driving data were recorded using three sensors, namely
GPS data (latitude, longitude etc.), CAN data (vehicle speed, fuel consumption,
brake pedal etc.) and video data synchronized to the CAN-data logger. The video
was used to select similar runs and remove those presenting high density tra�c for
instance.

4.2.2 Drivers

We carried out his data collection with 34 di�erent drivers in order to have more
data and especially more reliable data than with the previous data collection. Indeed
we carried out a data collection in 2012 with 11 drivers, and we observed that there
were not enough data to draw pertinent conclusions on driving parameters regarding
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Figure 4.1: The Renault Trucks D-wide vehicle, a heavy multi-purpose vehicle, used
to acquire real driving data. This vehicle is quite representative of vehicles used for
regional distribution.

Figure 4.2: Camera for video-recording used during the data collection.

rational driving. Moreover the drivers were internal workers and therefore they did
not always have a driving behavior similar to external professional drivers.

Thus, the objectives of this data collection were:

� We involved more drivers in order to collect more data, with a wider population
targeted not always familiar with our test environment (unlike previous data
collections). It will allow us to identify and recognizing driving behaviors.

� During the data collection, there will be one reconnaissance lap (with an in-
ternal observer) and one real lap (driver alone in the truck) for each driver.
Thus, we will have more data, but especially more reliable data because the
driver is alone during the second lap (the �white coat e�ect�is removed) and
moreover he/she already knows the road. This gives the driver the possibility
of improving the fuel consumption of the vehicle if the driver is concerned with
this, and thereby increase the disparities between drivers.

� Vehicle model is available in our internal simulation tool.
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Among the 34 drivers there were 4 internal drivers, 10 temporary workers from
our proving ground LVPG and 20 temporary workers from an external company.
There was one woman among them, equivalent to 3% of the population. The age
pyramid averages at around 56-65 years old, which is older than the average of all
professional truck drivers in France (centered around 40-54 years old). Fortunately,
as presented in Fig. 4.3 and Fig. 4.4, age and experience are not correlated to
rational driving. Indeed, the RDIs calculated on the whole cycle are not correlated
to driving experience or the age of the drivers.

Figure 4.3: Years of driving experience of drivers vs. RDI.

Figure 4.4: Age of drivers vs. RDI.

Most of the time in their work, the drivers drive every day, with tractors and
rigid trucks, on regional or national roads. A majority of them drive less than
90000km per year. Once the drivers �nished the second lap, we asked them some
questions in order to know if they are sensitive to fuel consumption and to some
other parameters. Finally on average they are all interested in all the parameters
except �nishing their work early, therefore this questionnaire is not a help to classify
drivers, as we can see in Fig. 4.5. These 34 drivers thus cover an interesting part of
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the truck driver population since they do not all have the same driving pro�le and
work experience.

Figure 4.5: Interests of the drivers. They gave their answer on a scale from 1 to 10
for each subject (10=highest mark).

4.2.3 Road

We chose a representative road of regional distribution presented in Fig. 4.6, i.e.
mainly urban or extra-urban road with a few stops. In this chapter we will focus on
the main road section and the highway + toll section framed in Fig. 4.6. The other
sections framed in green are not studied in this report, but are part of the road
presenting interesting characteristics for the study of fuel consumption and average
speed.

The 34 drivers drove this path twice, therefore there are 68 runs all in all, but
only 58 without errors. These 58 runs can be used to compare drivers on the whole
cycle because drivers follow exactly the same path. 67 runs are useful to compare
driver behaviors on selected sections (not on the whole cycle), such as the main-road
section presented above. And one run is not useable because of intense snowfall.
The database represents 169 hours of driving and 8443 km.

4.2.4 Di�erences in fuel consumption and average speed between
drivers

We know from previous studies such as in [3] that drivers have a major impact on the
fuel consumption and average speed of the vehicle. This gap between drivers depends
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Figure 4.6: Road of the data collection. Framed roads are noticeable sections of the
path.

on the truck and on the truck application. Indeed there will be fewer di�erences
between drivers for a long haul usage on a �at highway, than on a distribution usage
on hilly roads.

On the 67 comparable runs covering the whole cycle, we measure the gap between
the average fuel consumption of each driver with the global average fuel consumption
and equally for the average speed. The gaps on average speed between drivers are
comprised between −7.2% and +7.5% of the average value. The gaps concerning
fuel consumption are higher: between −10.8% and +18.5% of the average value.
As expected, this data collection o�ers a wide disparity in fuel consumption results
between drivers with an average speed quite similar between them.

If we remove the reconnaissance lap where the drivers did not know the road and
where they were accompanied, the speed gap between drivers is narrower (between
−7.1% and +4.9%), whereas the gap in fuel consumption is similar (between −11.3%

and +18%) as presented in Fig. 4.7. The reconnaissance lap has hence achieved the
desired e�ect since the width of the gap in fuel consumption is really high whereas
the gap in speed is not very high, by comparison. Moreover, the drivers are alone
in the truck during the real lap and they know the path, so it can be supposed that
they drove more naturally.

Concerning rational driving analysis, we observe a distribution of the RDIs be-
tween 1.9 and 2.6. This distribution looks like a Gaussian one (RMSD=2.2 between
the real distribution of RDIs and the theoretical Gaussian distribution obtained with
the mean value of RDI µRDI and the standard deviation σRDI), with many drivers
having an RDI close to the average value of RDI. We can separate intuitively
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Figure 4.7: Gaps with average fc (blue) and average speed (red) for each driver (real
lap only). RDI is represented in green. The best drivers are on the right.

the drivers into three classes with the thresholds µRDI − σRDI and µRDI + σRDI .
We compare the distribution of drivers' RDI obtained here with the distribution of
similar vehicles from customer data. This data is extracted with an internal tool:
Logged Vehicle Data (LVD). The distribution is based on 939 Premium Distribution
data (i.e. 1373-20% of extreme values) and 2496 Midlum data (i.e. 3123 -20% of
extreme values) and is presented in Fig. 4.8. As expected, the width of the distribu-
tion of the 34 drivers from our data collection is lower than the other distributions
(Premium or Midlum). This is because we only have one trip with a unique usage,
whereas the data from LVD come from many customers with di�erent trips and
di�erent uses and also of course from more drivers. However, the distribution of the
34 drivers is centered on the same value as the other distributions, it means that the
selected path is coherent with the truck application and the values of RDI obtained
are relevant.

Figure 4.8: Distribution of RDI for the 34 drivers of the data collection compared
to the distribution of RDI from customer data: 939 Midlum and 2496 Premium D.
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Consequently, we know that our data collection is relevant and that we observe
a wide dispersion between di�erent drivers with the same vehicle on the same path.
But another objective of the data collection is to estimate the dispersion of a unique
driver on the same path with the same vehicle. An internal driver drove 8 times on
the same road (the 16 �rst kilometers of the cycle, back and forth). He was asked to
drive normally. Two runs are not relevant because of a big tra�c jam and a windy
day, respectively. Therefore we need to remove outliers and choose to study the
dispersion of the driver on the 4 medium runs only, that is to say that we remove
the two non-comparable runs (with the worse RDIs) and the two best RDIs runs
too.

On these 4 runs, the dispersion is around 3% in fuel consumption, around 5% in
speed and around 2,6% in RDI. These �gures are higher than expected, however
the standard deviation of the RDI for the 4 runs of the driver is really lower than
for all the other drivers. On the �rst 16km one-way we are able to measure the RDI
for each of the 33 other drivers, and to compare them to the RDI for the 4 runs of
the same driver. The standard deviation of the RDI for the 33 drivers is almost 5
times that of the standard deviation of the RDI for the sole driver. Therefore, the
di�erences obtained in fuel consumption between the drivers are indeed due to the
di�erences in driver behavior.

Table 4.1: Average and standard deviation of RDI for the 4 times with the same
driver and the 33 other drivers. It is measured on the �rst 16km of the cycle, one-way
only.

Driver Average RDI Standard dev. RDI
Same driver (4 times) 1,643 0,031

33 other drivers 1,515 0,146

4.3 Hierarchical classi�cation

We remind you that our methodology, as illustrated in Chapter 1 Fig. 1.10, is to
recognize driving behaviors during the approach of the recognized driving events. We
use the Database 2 that contains driving events from 11 drivers on the same road
with the same vehicle. We initially use two methods for driver classi�cation: the �rst
one is the classi�cation of the drivers on all events, the second one is a hierarchical
classi�cation: we classify events �rst, then we separate instances depending on the
result, and then we classify drivers for each event-database �le. These two methods
are illustrated in Fig. 4.9 and Fig. 4.10.

With the �rst method, the classi�cation of the 2242 throttle > 0 event instances
and 1689 throttle = 0 event instances gives poor results, e.g., around 12% and 30%,
respectively. Driver classi�cation is not better with the second method.
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Figure 4.9: First method for driver
classi�cation.
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Event classification

Driver classification

Results

Figure 4.10: Hierarchical method for
driver classi�cation.

We then rank the drivers by their RDI, and separate them into three classes of
equal frequency (4, 4, and 3 drivers in each group from the least e�cient to the most
e�cient, respectively). The classi�cation on these 3 classes of driver type improves
the results up to an average rate of 40%, as illustrated in Fig. 4.11. However, the
confusion matrix proves that the classi�cation is still not relevant.

This classi�cation is not conclusive because drivers do not behave homogeneously
throughout the cycle, and the approach between di�erent events of the same type
but at di�erent places cannot always be comparable. Given these results, we choose
to select short sections of a few kilometers, and to study the driving behaviors on
these sections instead of on the full cycle. The risk of driving behavior change
for each driver is reduced with this approach, as well as the diversity of driving
approaches for the same type of event.
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Figure 4.11: Classi�cation rate of the driver type classi�cation with C4.5 and LLR
algorithms
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4.4 Rational driving-related driving features

We focus our attention on two road sections: one extra-urban road and one highway
road with a toll. Extra-urban road is chosen since drivers have a lot of impact on
the fuel consumption in this environment. Concerning highways, we focus on toll
events which are a key event because of the intrinsic high speed variation, and also
because the overall events density is rather low. For each section, we select a part
of the total cycle and measure the RDI and driving features for each driver.

4.4.1 On extra-urban road

The main-road section is a 6km road where the drivers' behavior on roundabouts
can be studied easily. The selected section is presented in Fig. 4.12. Given that
there are 3 roundabouts on a straight line road with low tra�c, the main driving
events on this road are the roundabouts.

Figure 4.12: The extra-urban section which includes 3 roundabouts.

We select the driving data of 75 di�erent runs by the 34 di�erent drivers on
this extra-urban road. The exterior conditions were approximately the same, and
the drivers are sorted according to their RDI which gives hints on their ability to
drive rationally. As it was expected, the distribution of RDIs presented in Fig. 4.13
looked like a Gaussian distribution (RMSD with a Gaussian distribution=7.8). Few
drivers have a very low or very high RDI while most of them have a RDI close to
the average RDI value. This RDI distribution enables us to separate intuitively
the drivers into three di�erent classes according to their driving rationality, namely
e�cient, medium and non-e�cient drivers.

The next step is to �nd features that could contribute to a rational driving. Our
study on previous works highlighted several state-of-the-art features with respect
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to the rational driving. For a list of features correlated to the RDI, several state-
of-the-art driving features are listed in the �rst column of Table 4.2. They are
adapted to the truck context, e.g., the threshold of acceleration for even driving is
modi�ed to an appropriate value. Their Pearson's correlation coe�cients with its
corresponding RDI are displayed in the second column. The Pearson's coe�cient
measures the linear dependence between two variables, giving a value between +1

and −1 inclusive, where +1 is total positive correlation, 0 is no correlation, and −1
is total negative correlation. The coe�cient is de�ned by:

ρX,Y =
cov(X,Y )

σXσY
=

E [(X − µX)(Y − µY )]

σXσY
(4.2)

where ρX,Y is the Pearson's coe�cient betweenX and Y , cov(X,Y ) is the covariance
between X and Y , σX is the standard deviation of X, µX is the mean of X and E
is the expectation.

Figure 4.13: Distribution of the RDIs of the drivers on the 75 runs. We
separated drivers in the three classes with the help of the range de�ned as:
[(µRDI − σRDI); (µRDI + σRDI)] where µRDI is the average value and σRDI is the
standard deviation of the RDIs.

As it can be seen from Table 4.2, although the correlation coe�cients are not
equal to zero, none of them displays a high Pearson's coe�cient. It is thus not that
obvious to conclude on their strong correlations. This result was expected since the
driving data were collected on an open road. The environment was thus similar
but not always equal, especially concerning weather or tra�c. Wind and rain for
example have an impact on the fuel consumption because they increase the drag
force on vehicle motion.

It must be decided whether the correlation is signi�cantly di�erent from zero,
i.e., whether or not a non-zero correlation exists. The assumptions are that the
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Table 4.2: Correlation study between driving features and RDI on extra-urban road

Driving features

Pearson's coe�-
cient between the
driving feature
and RDI

p-value

Percentage of coasting time (%)[3] 0.13 0.260
Number of braking events [34] -0.42 0.0002

Number of retarders events -0.05 0.696
Percentage of time where the position of the
throttle pedal is 100% (%)[34]

-0.10 0.416

Percentage of time evenly driving (%) i.e.

|Acceleration| < 0.2m/s2 [34]
0.31 0.007

Percentage of time with extreme acceleration
(%) i.e. |Acceleration| > 0.6m/s2 [34]

-0.32 0.005

Average speed in roundabout (km/h) [3] 0.38 0.0007

random samples, X and Y , are drawn from a population that follows a bivariate
normal distribution, and the population correlation coe�cient is zero: ρ = 0. If
these assumptions are satis�ed, the statistic

T =
ρX,Y

√
N − 2√

1− ρ2
X,Y

follows a t-distribution with N − 2 degrees of freedom, where N is the sample size.
The null and alternative hypotheses are:

H0 : ρ = 0 (no correlation)

H1 : ρ 6= 0 (real correlation)

We chose a α-level, e.g., α = 0.05 for a 95% con�dence interval. The p-value is the
probability of obtaining a test statistic result at least as extreme as the one that was
actually observed, assuming that the null hypothesis is true. If p < α, the correlation
is signi�cantly di�erent from zero. We found that for the number of braking events,
even driving, extreme acceleration driving, and average speed in roundabouts, the
correlations are signi�cantly di�erent from zero with 95% con�dence.

Maincent [3] also has low correlation coe�cients between fuel consumption and
the driving features that she tested. However, she choose to study qualitatively only
4 drivers that she selected, and to compare their behavior on very speci�c events.
We propose a di�erent approach based on the average values of the driving features
for the three classes of drivers. Table 4.2 suggests �ve driving features with a higher
Pearson's coe�cient than we list in the �rst column of Table 4.3. Table 4.3 displays
the di�erence between the average values of the e�cient driver class and the non-
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e�cient driver class with respect to the average value of the medium driver class for
each of these 5 driving features.

As it can be seen from this table, e�cient drivers use on average more coasting,
i.e. they tend to have more time where they use the kinetic energy of the vehicle
only (they use neither the throttle pedal, nor the brake, nor the retarders). While
driving more evenly with less high acceleration periods, e�cient drivers also tend
to brake less than the medium and non-e�cient drivers. Finally, they have a higher
crossing speed on roundabouts. This fact suggests that they anticipate better than
other drivers, and thereby lose less velocity, i.e., the kinetic energy of the vehicle. As
a result, they inject less fuel in the accelerating phase which follows the roundabout.
All these discoveries are coherent with the intuitive rules of rational driving and are
thus promising. We will further quantify the impact of two driving features, namely
the coasting time and the crossing speed, using simulations.

Table 4.3: Di�erence in % between driver types for selected driving features. Ref-
erence is medium RDI drivers.

Driver type

Feature
Lowest
RDI

drivers

Medium
RDI

drivers

Highest
RDI

drivers
Percentage of coasting time -22.0 0 +14.3
Number of braking events +73.8 0 -13.3

Even driving -4.4 0 +6.5
Sudden speed change driving +8.4 0 -73.4
Average speed in roundabouts -13.7 0 +20.8

4.4.2 On highway

We also select a 4.5km highway road which includes an entering lane with a curve,
3km in a �at straight line and a toll gate where the drivers must stop. On this
section, the distribution of the RDIs of drivers is equally Gaussian (RMSD=5.98,
normalized RMSD=9.58%) as illustrated in Fig. 4.14. The majority of drivers have
a medium behavior with respect to rational driving.

Similarly as in the study of the extra-urban section, we measure the correlation
between the driving features and RDI. The results are presented in Table 4.4. The
correlation is still low for the same reasons as before, especially for the number of
retarders events, and the percentage of time with extreme acceleration. This last
feature is indeed less important on a highway road since the acceleration phases



4.4. Rational driving-related driving features 87

0

5

10

15

20

25

2,15 2,25 2,35 2,45 2,55 2,65 2,75

N
u

m
b

e
r 

o
f 

d
ri

ve
rs

 in
 R

D
I c

la
ss

e
s 

RDI 
μRDI - σRDI μRDI + σRDI 

Figure 4.14: Distribution of RDIs on Highway section.

are less numerous, and are limited to the entrance of the highway. The p-values
show that for the percentage of coasting time, number of braking events, evenly

driving, and percentage of time where the position of the throttle pedal is 100%, the
correlations are signi�cantly di�erent from zero.

Table 4.4: Correlation study between driving features and RDI on highway

Driving features

Pearson's coe�-
cient between the
driving feature
and RDI

p-value

Percentage of coasting time (%)[3] +0.32 0.007
Number of braking events [34] -0.36 0.003

Number of retarders events -0.01 0.939
Percentage of time where the position of the
throttle pedal is 100% (%)[34]

-0.35 0.003

Percentage of time evenly driving (%) i.e.

|Acceleration| < 0.2m/s2 [34]
+0.31 0.011

Percentage of time with extreme acceleration
(%) i.e. |Acceleration| > 0.6m/s2 [34]

-0.14 0.247

Focusing more speci�cally on the toll approach, which is a key event on highway,
behavioral di�erences are principally translated in terms of anticipation, braking,
and utilization of the kinetic energy of the vehicle. The corresponding features,
as in Maincent [3], are the distance of the event (i.e., anticipation), the distance
of coasting, and the continuity of braking. Table 4.5 presents the percentage of
the driver population approaching the toll with only one braking event, and those
who need several braking events and accelerating phases to reach the toll at the
appropriate speed. Drivers who brake and accelerate many times are representative
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of a lack of anticipation. We see in this Table that e�cient drivers tend to have
one event unlike medium and non-e�cient drivers. However, most non-e�cient
drivers also approach the toll gate with one event so it is di�cult to �nd a coherent
conclusion on this driving feature.

Table 4.5: Percentage of the driver population having a continuous event, or not,
during approaching the toll gate.

Non-e�cient drivers Medium drivers E�cient drivers
Continuity in braking, i.e., 1
unique braking event for the
toll

55.6% 39.5% 73.3%

Non continuity in braking,
i.e., 2 or more braking events
for the toll

44.4% 60.5% 26.7%

Table 4.6 displays the di�erences between the average values of the e�cient
driver class and the non-e�cient driver class with respect to the average value of
the medium driver class for each of the 5 driving features with the highest Pearson's
coe�cient. We also add the percentage of coasting distance during the approach of
the toll since this feature is the one representative of coasting utilization that we can
implement in the simulation tool. As it can be seen from Table 4.6, e�cient drivers
use on average more coasting, i.e., they tend to have more time where they only use
the kinetic energy of the vehicle. While driving more evenly, e�cient drivers also
tend to brake on average less than the medium and non-e�cient rational drivers.
However, the acceleration features are not relevant due to the lack of acceleration
phases on this road. Indeed, as it was expected given the low Pearson's coe�cient,
the percentage of time with extreme acceleration and the percentage of time where
the position of the throttle pedal is 100% are, on average, not di�erentiating on this
highway road. Finally, e�cient drivers tend to approach the toll gate with only one
braking event. This fact suggests that they anticipate better than other drivers. As
a result, they do not have to re-accelerate before toll and hence they do not need to
re-inject fuel unlike other drivers.

Since the conclusions are less obvious than on extra-urban road, we will focus on
the attribute revealing the maximum gap between e�cient and non-e�cient rational
drivers, i.e., coasting. In the next step of our work we will quantify the impact of
this driving feature with respect to rational driving with the help of our simulation
tool, all other parameters being equal.
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Table 4.6: Di�erence in % between driver types for selected driving features on
highway road. Reference is medium RDI drivers.

Driver type

Feature
Lowest
RDI

drivers

Medium
RDI

drivers

Highest
RDI

drivers
Percentage of coasting time -8.96 0 +60.84
Percentage of coasting dis-
tance during take-o� approach

-48.34 0 +38.91

Number of braking events +24.59 0 -28.43
Percentage of time where the
position of the throttle pedal
is 100%

-6.08 0 -36.78

Evenly driving -0.60 0 +3.96
Sudden speed change driving -15.10 0 -25.50

4.5 Simulation-based impact study of driving features

when crossing a roundabout

The last section shows that the �ve driving features help to discriminate drivers in
terms of rational driving on the extra-urban road. In this section, we use simulation
to provide insights into the impact of these features on rational driving. Indeed, the
simulation gives us the possibility of quantifying the impact of one driving feature
on the rational driving, while �xing all other variables. This is not possible in real
driving experiments in open environments. Speci�cally, we choose to evaluate the
impact of two of the previous �ve driving features, namely the coasting time and
the crossing speed on roundabouts. While the coasting time is related to one of
the main rules of rational driving, the crossing speed in roundabouts impacts the
average speed for transportation companies. It must be noted that roundabouts are
a very common road infrastructure in Europe that drivers face frequently.

4.5.1 Selection of a representative roundabout and its representa-
tion on the simulation tool

The input of the simulation tool is a road which depicts a roundabout. Therefore we
have to �nd a real roundabout representative of extra-urban driving and to create its
digital equivalent. The road where we carried out the data collection includes several
roundabouts. We select one of them according to several criteria, i.e., low tra�c,
high visibility, same road type before and after the roundabout (i.e, extra-urban
road), and straight direction, such that drivers only need to concentrate on their
driving and do not need to pay attention to road signs, tra�c or turning directions.
The third roundabout is the best compromise with respect to these criteria. Fig.
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4.15 gives a Google Earth picture [78] of the selected roundabout and shows the
driving direction of the selected infrastructure.

Figure 4.15: View of the selected roundabout and the driving direction.

We have to characterize the selected roundabout in order to build its digital
representation using several parameters, e.g., the diameter of the roundabout, and
the distance with the previous and the next roundabout. The diameter of the
selected roundabout is 47 meters which is an average value, because some drivers cut
the corner on the turn whereas others drove on the outside of the turn. This average
diameter enable us to compute the maximum speed to get around this roundabout.
The maximum lateral acceleration tolerated for this Heavy Multi-Purpose vehicle is

Amax = 0.4 ∗ g (4.3)

where g is the Earth's standard surface gravity in m/s2. This value is the limit
before rollover for that speci�c truck. In this case, the maximum speed to get
around this roundabout is

Smax =
√
Amax ∗R (4.4)

where R is the radius of the roundabout. This gives:

Smax = 34.6 km/h (4.5)

The distances with the previous and the next roundabouts are 1810 and 2940 meters,
respectively. We impose the initial and �nal speed at 0km/h in order to concentrate
our study only on the selected roundabout. Once given all these characteristics, we
are able to build the digital representation of this roundabout as illustrated in Fig.
4.16. This will be the input of the simulation tool.

4.5.2 Simulating driver behaviors on the digital roundabout

The simulation tool includes three components, namely the vehicle, the road, and
the driver, all of them having a signi�cant impact on the fuel consumption and the
average speed as illustrated in Fig. 4.17. For a given vehicle, the driving features
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Figure 4.16: Selected roundabout model for simulation. a) is the speed target vs.
distance. On b), the black point represents the �nal stop. c) is the road-type. And
d) is the slope vs. distance signal.

whose impact we aim to evaluate on rational driving are the crossing speed and the
deceleration, respectively. We try di�erent target deceleration values on the driver
side, and various roundabout crossing speeds on the road side.

The di�erent parameters of various trial-runs on the simulation tool are:

� The cruising speed: 60km/h, 70km/h or 80 km/h. It describes the cruising
speed that the driver wants to reach and to keep between the roundabouts.
On this road the legal speed limit is 80km/h. However, we observed that
the drivers rather targeted a cruising speed between 60 and 80 km/h. We
test these three cruising speeds to keep to with real driving behaviors and to
evaluate the impact of the selected driving features with respect to rational
driving given an input cruising speed;

� The passing speed: 0, 15, 17, 18, 20, 22, 24, 34.6 km/h. 0km/h is the extreme
speed value illustrating the case where the driver must stop at the roundabout
because the driver did not anticipate properly for example. 34.6 km/h is the
theoretical maximum speed that the vehicle can reach when turning on the
roundabout as we calculated previously. The other speeds are representative
of the real measured data;

� The con�guration in which the roundabout is not simulated. In this case,
drivers do not need to brake. They only have to keep the cruising speed for
the whole distance. The results achieve in this con�guration can be used as
reference values, e.g., to quantify the impact of the roundabout itself;

� The deceleration by braking: -0.6, -0.8, -1.2, -2 m/s2. These values are rep-
resentative of real measured data. These values enable us to interpret driving
styles: the lower the deceleration, the more the driver uses coasting.

All combinations of the previous four variables are simulated. Table 4.7 illus-
trates some of these combinations. They are representative of di�erent driving
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behaviors in terms of cruising speed, crossing speed and deceleration. Run 1 corre-
sponds to a typical behavior with the mean crossing speed and the mean deceler-
ation. This run is considered as the reference behavior. All the other runs, i.e., 2
through 5, deviate from this reference run.

Figure 4.17: The main simulation parts in the simulation tool. Arrows represent
exchange of data between driver, vehicle and road.

Table 4.7: Examples of di�erent parameter combinations used in the simulations

Run num-
ber

Cruising
speed

Roundabout Crossing speed Deceleration

1 80 Yes 20 km/h -0.8 m/s2

2 80 No -1.2 m/s2

3 70 Yes 34.6 km/h -0.6 m/s2

4 70 Yes 0 km/h -2 m/s2

5 60 Yes 15 km/h -0.8 m/s2

4.5.3 Impact of the simulated driving features on RDI

For each run on the digital representation of the 4.8km road section, we measure
the simulated fuel consumption and average speed in order to compute the corre-
sponding RDI. Fig. 4.18 illustrates several results from these simulations. As for
real runs, simulated driver behaviors are sorted according to their RDI. Table 4.8
gives average speed, fuel consumption and RDI results for the �ve examples runs.
Run 1 is considered as the reference. For each run, the gaps with the reference aver-
age speed and the reference fuel consumption are indicated in the second and third
column of the Table, respectively. The corresponding RDI is in the last column.

4.5.3.1 Impact of the average deceleration

For a �xed couple of crossing speed and cruising speed, the only varying parameter
is the average deceleration. Table 4.9 gives the Pearson's correlation coe�cients
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Figure 4.18: Speed vs. distance signals from the simulations for the �ve selected
runs. We can observe the di�erent cruising speeds, crossing speeds (at 1810m) and
the deceleration values.

Table 4.8: Examples of simulation results. The conditions of each run are presented
in Table 4.7

Run num-
ber

Gap with the reference
average speed (%)

Gap with the reference
fuel consumption (%)

RDI

1 0 0 2.886
2 +16.5 -17.9 4.094
3 -5.8 -18.3 3.326
4 -2.8 -2.8 2.886
5 -19.3 -17.8 2.836

between the tested driving features and their corresponding RDI. As it can be
seen from that table, average deceleration shows a strong correlation with RDI,
displaying a Pearson's correlation coe�cient as high as 0.79, when �xing all other
driving features, i.e., cruising speed and crossing speed. Furthermore, as illustrated
in Table 4.8, we discover that the lower the absolute value of average deceleration,
the higher the RDI. For example, run 3 displays a small deceleration and depicts
a high RDI. These results thus con�rm that using coasting, i.e., having a lower
deceleration during the braking phase, is an important driving feature of rational
driving.



94 Chapter 4. Correlation of driver behavior parameters with RDI

Table 4.9: Correlations between the tested driving features and their RDI measured
in terms of Pearson's coe�cient

Varying driving feature Fixed driving features Average correlation
with RDI

Average deceleration Cruising speed, Cross-
ing speed

0.79

Crossing speed Average deceleration,
Cruising speed

0.98

4.5.3.2 Impact of the crossing speed

For a �xed couple of average deceleration and cruising speed, the only varying pa-
rameter is the crossing speed. As it can be seen from Table 4.9, as compared to
average deceleration, crossing speed displays an even higher Pearson's correlation
coe�cient with RDI, while �xing the average deceleration and cruising speed. Fur-
thermore, as illustrated in Table 4.8, the experimental results show that the higher
the crossing speed on the roundabout, the better the RDI. These simulation results
further con�rm the correlation between crossing speed and rational driving that we
discover using real driving data.

4.5.3.3 Summary

For each of the two driving features tested in simulation, namely average deceleration
and crossing speed, the correlation with RDI is very high. This conclusion holds
for three di�erent cruising speeds tested in simulation. The simulations enable us
to isolate and quantify the impact of one driving feature with respect to rational
driving while �xing all the other ones. The simulation results further con�rm the
global trends that we observe on real driving data.

4.6 Simulation-based impact study of driving features

when approaching a toll

Section 4.4.2 demonstrates that one of the most di�erentiating driving features in
terms of rational driving on highway road is coasting. This is promising since coast-
ing is related to one of the main rules of rational driving. Moreover, tolls are one
of the key events on a highway road, due to the few kinds of events that can take
place on highways. In this section, we aim to provide a quanti�cation of the impact
of coasting when approaching a toll using simulations, with the same methodology
as the previous section concerning roundabouts.
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4.6.1 Simulating driver behaviors on the simulated toll

The input of the simulation tool will be the digital representation of the highway
section. Fig. 4.19 displays a Google Earth view of the selected toll. Fig. 4.20
presents the simulated signals corresponding to this section: a speed target at 90
km/h during 4.5km and a �nal stop, with a zero slope signal.

Figure 4.19: Google earth view of the toll

Figure 4.20: Digital representation of the highway section. At the top, there is
the speed target at 90 km/h vs. distance signal. In the middle, the black points
represent the stops. At the bottom, this is the signal of the slope vs. distance.

4.6.2 Impact of the percentage of coasting on RDI

Once the �le representative of the highway section is created, we can estimate the
impact of coasting during the toll approach. We propose to study three di�erent
behaviors:

� One behavior without coasting, e.g., representative of a non-e�cient rational
driver.
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� One behavior with 54% of the distance of the event spent in coasting, e.g.,
representative of a medium rational driver.

� One behavior 75% of the distance of the event spent in coasting, e.g., repre-
sentative of a e�cient rational driver.

These percentages represent the average percentages of coasting when approach-
ing a toll for medium and non-e�cient drivers from the database. The results are
presented in Table 4.10. As expected the RDI is the highest for the behavior with the
maximum amount of coasting, and is the lowest when there is no coasting. There-
fore, the Pearson's coe�cient between RDI and percentage of coasting distance is
0.89. This result further con�rms the global trend that we observe using real driving
data.
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Figure 4.21: Digital representation of the highway section

4.7 RDI correlation to a cost model

The study presented in the previous paragraphs is based on the RDI, an index that
we introduced to measure the rational driving ability of each driver. We compare this
index to a cost model for this speci�c vehicle to prove that the RDI is relevant with
the concept of rational driving. The RDI does not need vehicle costs information
and is consequently easily calculated whatever the vehicle. Conversely, a cost model
is speci�c to a given vehicle and therefore cannot be generalized as a rational driving
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Table 4.10: Examples of simulation results for three di�erent coasting behaviors

Driver type Gap with the
medium driver
average speed (%)

Gap with the
medium driver fuel
consumption (%)

Gap with the
medium driver
RDI (%)

E�cient driver -2.32 -11.47 +10.33
Medium driver 0 0 0
Non-e�cient
driver

+2.39 +32.46 -22.75

indicator. However, in the speci�c case we are looking at, we aim to calculate a cost
model to validate the relevancy of the RDI. Thus, we implement a freight tari�
calculation that takes into account the bene�t of fuel economy balanced with the
cost of the loss of time. This index evaluates in e the cost of the average speed and
the average fuel consumption. The freight tari� represents the cost of transportation
per ton per kilometer. The objective for transportation companies is to minimize
this cost, whilst maximizing RDI.

For this D-wide 280hp vehicle the freight tari� (FT) is obtained with the follow-
ing formula:

FT (
e

T.km
) =

Transportation Cost (e)
Transportation work (T.km)

(6)

When replacing the transportation costs and the transportation work with the cor-
responding values, the previous equation becomes:

FT =
A

Speed
+ B ∗ Fuel Consumption (7)

where Speed is the average speed in km/h on the entire path, Fuel consumption
is the average fuel consumption in L/100km on the entire path, and A and B are
constants depending on the cost of such a vehicle. The cost comprises: acquisition,
insurance, taxes, load carrier, maintenance, tires, and so forth. The average costs
are calculated from a truck rental agency prices, i.e., 36, 745e per year for a typical
delivery vehicle. The price of the fuel comes from International Energy Agency,
Energy Prices and Taxes report published in May, 2013, and is representative for
the EU.

For each roundabout simulation run, we compute the FT with the corresponding
fuel consumption and average speed. If we compare the runs with the same cruising
speed but di�erent crossing speeds as shown in Fig. 4.22, we observe that the
higher the crossing speed in roundabouts, the higher the RDI and the lower the
freight tari�. This result was expected, and shows that having a higher speed in
roundabouts has a positive e�ect both on the fuel consumption and the average
speed. However, the conclusion is less obvious if we compare di�erent cruising
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speed. The RDI is higher with a lower cruising speed (for example between 80 and
70 km/h the RDI goes from 2.42 to 2.58 for a crossing speed at 24km/h) but the
freight tari� increases. When the cruising speed is even lower (60 km/h instead of
70km/h) the RDI is almost equal (2.596 instead of 2.58 i.e. +0.6%) but the freight
tari� is much higher (+4.9%). The same conclusion goes for the impact of a lower
absolute value of deceleration, as presented in Fig. 4.23. In these examples, the
lower the absolute value of the deceleration, the lower the RDI on average, but the
freight tari� decreases too.

Higher crossing speed    
     in roundabouts 
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Figure 4.22: FT (e per ton.km) vs. RDI values for di�erent runs. For higher
crossing speeds in roundabout, the RDI increases and the FT decreases.
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Figure 4.23: FT (e per ton.km) vs. RDI values for di�erent runs. For lower absolute
value of the deceleration, the RDI decreases on average, but the FT decreases too.
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The global Pearson's correlation coe�cient between RDI and FT is -0.73. The
RDI then has a global trend correlated to the freight tari� but is not highly correlated
concerning the speci�c impact of cruising speed and average deceleration for braking.
Actually, the impact of only one parameter is di�cult to isolate when the parameter
does not imply a positive e�ect on both the fuel consumption and the average speed.
However, by combining several driving features representative of rational driving
behaviors, the impact is clearer and can thus be useful to transportation companies.
For instance, as can be seen in Table 4.11, an e�cient driver who crosses roundabouts
quickly and who has a smoother deceleration can have a freight tari� 2.1% lower
than a non-e�cient driver who has low crossing speeds in roundabouts and who
brakes aggressively.

Table 4.11: Di�erences between RDI and FT for an e�cient and a non-e�cient
driver with a reference driver.

Cruising
speed

Crossing
speed

Deceleration RDI FT

80 20 -0.8 Reference Reference
80 17 -2 -1.3% +0.5%
80 24 -0.6 +2.8% -1.6%

FT is an opportunity to evaluate the relevancy of the RDI. FT and RDI give the
same conclusions concerning driving parameters which positively impact both fuel
consumption and average speed. However, when the impact of the driving features
is smaller, the FT is not always lower when the RDI is higher. That is why better
results are obtained when several driving features vary instead of only one.

4.8 Conclusion

In this chapter, we aimed to concretely �nd driving parameters that are correlated
to rational driving. Therefore, we �rst introduce an indicator, namely RDI, for
rational driving index, which enables us to quantify how good a driving behavior is
on a given travel path. We then studied various driving features related to rational
driving, using real driving data collected from 34 drivers who piloted the same
truck on an extra-urban road and on a highway road. We measured the correlation
between driving features and rational driving using real driving data and also in
simulations. We focused in particular on the use of coasting and the crossing speed
at roundabouts, and the use of coasting when approaching a toll.

The correlations between the driving features and the RDI were found very high
in simulation, and further con�rms what is intuitively expected by knowing the
rules of rational driving. Finally, we also compared the RDI to a cost model for
this speci�c vehicle, to prove that the RDI is relevant to evaluate rational driving
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capacity.

At this stage of the study, we can recognize driving events with driving data and
we have correlated driving features to rational driving on two di�erent events. The
next chapter will present the implementation of these results in our testing tools and
the overall structure of the proposed system to create di�erent driving behaviors in
terms of rational driving.



Chapter 5

Driver model generator

In the preceding chapters, we analyzed a way to automatically detect driving events,
then we found some di�erences between driver behaviors when faced to di�erent
driving events. At this stage we have not dealt with the implementation of these
results into a framework which is able to model these di�erent behaviors.

We presented several examples of driver model implementation using di�erent
methods in Chapter 2. Some tune the control system parameters to obtain a di�erent
response to the same inputs. Some tune driving parameters, and some tune the
setpoints, which imply di�erent inputs to the lateral and/or longitudinal controllers
depending on the desired driver behavior. However, they are not comparable with
our study, because their purpose is di�erent, e.g., the COSMODRIVE model, or
since they are not based on an analysis of real driving data, e.g., the ACEA model,
IPG model. The challenges in our work are to create driver models based on real
driving data, but directly implementable in our exiting tools and rational-driving
centered. Chapter 3 and 4 focused on rational driving behaviors from real driving
data and the adaptation of our results to digital roads. We now present the choices
made for the implementation of di�erent driving styles in our internal testing tools.

5.1 Cycle Tuning Structure

The previous chapters suggest that the di�erences between drivers when they have
to drive on the same road lie in the way they control their vehicle when facing the
events and the choice of vehicle speeds. Thus we aim to build a model which adapts a
road (i.e., a cycle) to a desired driver type which is itself relative to an initial driver
type. This is because we mainly observed relative gaps between drivers, rather
than absolute ones. For example, the crossing speed of a roundabout for an e�cient
driver is computed relative to the crossing speed of a medium or non-e�cient driver.
Table 5.1 presents our choices of practical applications concerning the three levels
of driving activity adapted to our goal.

Table 5.1: Our choices in the three levels of driver models

Real driver Virtual driver
Strategic decisions: road planning Preprocessing of the road �le
Tactical decisions: maneuvering Choice of speed and actuators control

Operational decisions: execution tasks PID controllers
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Fig. 5.1 presents our driver model structure. The gray cells are existing tools
which are not part of the study but are necessary to understand the method. The
blue and orange cells are within the scope of this study. Here are the following steps
of the method:

� Create a road, either via a cycle generator tool (left gray cell), or by using an
existing road �le.

� Recognize the driving events (upper blue cell) by using the decision trees learnt
in Chapter 2.

� Recognize the vehicle dynamics and the driver e�ciency management of the
original cycle (middle and bottom blue cells). Although these functions are
not part of this current work, they allow us to have reference vehicle and
driver, and the following steps are done relatively to these references.

� Self-learning of the target vehicle (light orange cell). The objective is to build
target vehicle acceleration maps.

� Adapt the original cycle to the target vehicle and the desired driver type
(orange cell). This is the core of the structure, and is based on the conclusions
of Chapter 3. The new targets (e.g., speed, actuators positions) are computed
relative to the targets from vehicle/driver references.

� Use this adapted cycle in the existing tools for simulation, or on chassis-
dynamometer (right gray cell) to obtain fuel consumption and average speed
results. In this chapter we present the results provided with our simulation
tool. The tests on chassis-dynamometer are ongoing and will be the subject
of an internal technical report.
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5.1.1 Driving events identi�cation

The �rst step of the process is driving events recognition on the selected cycle.
Event identi�cation inputs are cycle information: speeds limits, stops, slopes, and
road type. This block must recognize all the driving events presented in Chapter
3. We saw in Chapter 3 that events classi�cation rates range from 80% to 90% on
digital roads.

Events identi�cation is implemented in the following manner with Matlab func-
tions: the function �nd events browses the cycle and launches the identify event

function for each speed change. The function identify event works as indicated
below:

� Identify type of events, i.e., estimate if it is a Throttle=0 or Throttle>0

event. This step is necessary because we do not have information about
actuators, since we are only using target speeds. Two rules were created for
this identi�cation:
- If the �nal speed is in the range [Speedinitial − 10km/h;Speedinitial + 10km/h],
the event type depends on the slope. For a positive slope, the event will
be of type Throttle>0, while for a negative slope the event will be of type
Throttle=0. For example, if the vehicle is on a road with a signi�cant negative
slope and the vehicle does not accelerate greatly, the driver will intentionally
slow the vehicle down using brakes or retarders: this is then a Throttle=0

event.
- If the �nal speed is outside this range, either the �nal speed is superior to
the initial speed, in which case it is a type Throttle>0 event, or conversely it
is a type Throttle=0 event.

� Identify the event by using the adapted classi�cation method. It means that
we apply the decision tree built with the real database for each type of event
(Throttle=0 or Throttle>0 ). However, the input features are those that we
can compute on the simulation data, namely maximum and minimum speed,
∆speed, road type, and stop.

Two methods are used for events identi�cation: Matlab decision trees (with
an Excel �le database) and WEKA decision tree written in Matlab code. The
WEKA decision trees are those obtained in Chapter 2. The Matlab decision trees
are not used for now, but they can be useful to adapt the method quickly if the
database is expanded. Finally, the event list is stored in the cycle �le, to avoid the
re-identi�cation of the events later in the process.

As we have seen in Chapter 3, the classi�cation rate for urban, main road and
highway databases are comprised between 80% and 90%. Similar to the work with
real data, the confusion matrices only show errors between situations which could
be considered as similar driving behaviors.
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5.1.2 Driver e�ciency energy management (EEM) and vehicle dy-
namic identi�cation

Once the events are identi�ed, the next step is the identi�cation of driver type
(EEM) and of the type of vehicle corresponding to the current cycle, see Fig. 5.1.
The objective of the functions �nd driver type and �nd vehicle type is to label the
reference driver and vehicle, with the help of data from the cycle and/or from the
user. Estimating the triplet (reference cycle, reference vehicle, reference driver) is
necessary to create the triplet (desired cycle, desired vehicle, desired driver) as we
work relative to the reference values. These three objects are inseparable.

We will use high-level parameters to identify the driver type, such as the number
of brake events per 100 km. These parameters will depend on the truck usage.
Several parameters have been tested, but for one usage each time, and with data
from one path only. We will not present the results of the high-level studies to
identify the driver type as it is not in the scope of this thesis. However, we can say
that for driver type identi�cation we use common driving parameters from state-of-
the-art, and we aim at covering a wide range of truck utilization, such as long-haul,
distribution, refuse, and construction.

The number of driver types is set to three di�erent behaviors. For now the
reference driver type is imposed as a medium driver. The three classes are e�cient,
medium and non-e�cient drivers, respectively. We could di�erentiate driver types
more accurately, i.e., weighted by speed, such as e�cient but slow driver, or e�cient

and fast driver. However, using three classes appears here to be the best compromise
between the size of our database and the target number of driver types for simulation
and chassis-dynamometer. For example, having too many driving behaviors to test
may require too much time during the development process. We will also assume
that a driver has the same behavior along the whole length of the road. For example,
the driver does not switch from e�cient to non-e�cient while driving.1 Moreover, as
we have seen in related works (see Section 2.2.3), authors often distinguish between
two and �ve classes.

For now the vehicle dynamics are either imposed, or the weight to power ratio
is used. Ratios will be ranked by class, however the limits of the classes are not
de�ned yet.

To anticipate future needs, these two functions, namely driver identi�cation,
and vehicle identi�cation, are already in the Cycle generator tool and their inputs
include some vehicle parameters to identify more precisely the vehicle dynamics.

5.1.3 Cycle tuning

The cycle tuning block is the core of the concept, as presented in Fig. 5.1. Fig.5.2
focuses on the cycle tuning bloc and illustrates its principle. The inputs are all

1Actually, switching the driver type during the cycle is quickly implementable since we prepro-

cess the cycle. However, it was not the goal of this work.



106 Chapter 5. Driver model generator

the outputs of the preceding functions: existing cycle (stops, speed limitations,
slopes and road type), identi�ed events, vehicle dynamics reference and identi�ed
driver type reference. The cycle tuning function adapts the speed limits relative to
these references and to desired driver and desired vehicle. The function also de�nes
actuator codes to activate actuators on imposed positions.

CYCLE TUNING

SpecificCuser’sCinputsC (testCdriverCtype ,C
testCvehicleCdynamicCtype )

DrivingCeventsC

Ref.CdriverCtypeC

.CvehicleCdynamic

ModifiedCspeedClimitationsC +C
actionCcodesC +CstopsC+Cslopes

TestCvehicleCdynamicCdata

CycleC(stopsC+CspeedC
limitationsC+Cslopes)

Ref

Figure 5.2: Cycle tuning function principle.

Our initial idea was to create a continuous speed target signal vs. distance.
As interesting as this idea was, it was not really adapted to our testing method.
The reason being that we always test vehicles relative to others, and because of
the di�erences between vehicles, e.g., gear changing, we would not have obtained
comparable results while following the same original cycle. Moreover, the regulation
system is not adapted yet to follow a continuous speed target, especially at low
speeds. Consequently we chose to tune only vehicle-independent parameters, i.e.,
speed limits, and actuators code.

Actuator codes are setpoints concerning actuators: they prevail over target speed
setpoint until the vehicle reaches the speed limit.

There are two codes:

� The throttle code sets a throttle pedal position (in %). The code is de�ned
by a starting distance and the percentage of throttle position. The virtual
driver exits this operating mode at the next speed target distance or when
the throttle position given by the PID control system becomes lower than the
imposed throttle pedal position. That means that the speed target is close to
the current speed, therefore the virtual driver must stop using the imposed
throttle pedal position to adjust to the �nal target speed with the regular PID
controller.

� The coasting code sets brake, throttle, and retarders to zero. The code is
only de�ned by a starting distance. Coasting happens only before braking
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and stopping phases. The virtual driver exits this operating mode when the
current distance matches the next corresponding braking distance (this brak-
ing distance is computed with the average braking deceleration, which is a
parameter de�ned by the user).

5.1.4 Self-learning cycle

In addition to these modi�cations on the output cycle generated by the cycle tuning
function, we also introduce a self-learning cycle in order to adapt the cycle tuning

function's output to the vehicle more precisely. The self-learning cycle makes it
possible to learn vehicle data, such as coasting deceleration and traction acceleration.
While it is possible to estimate coasting theoretically, the traction accelerations
depend on gear changing strategies and on functions such as acceleration limiters,
therefore learning the vehicle dynamic behavior is necessary to adapt the cycle in
the best possible way to the target vehicle.

The self-learning cycle can be done on simulation or on chassis-dynamometer,
and must be executed with the target vehicle (real or simulated) before using the
cycle tuning function. The output of the learning cycle is processed in the cycle

tuning function in order to build maps of longitudinal acceleration corresponding to
the vehicle. More precisely, a self-learning cycle is a succession of acceleration plus
braking/coasting phases as illustrated in Fig. 5.3 and in Fig. 5.4.

Figure 5.3: Example of a self-learning cycle on a chassis-dynamometer (vehicle
loaded to 14T - slope 0%)
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Figure 5.4: Example of a self-learning cycle in a simulation (vehicle loaded to 14T)

The user de�nes the di�erent target speeds, the percentages of throttle pedal to
reach these speeds, and if there is coasting after each phase. There are �ve or less
phases during the self-learning cycle. Then the user can run the self-learning cycle
on di�erent slopes depending on the need and the allowed time. When the slope is
not equal to 0, there is no need to do coasting phases, since the coasting deceleration
can be extrapolated on non-zero slopes from the coasting deceleration values on the
zero slope. The objectives of the self-learning cycle are to learn deceleration values
during coasting, and to estimate traction acceleration for the output cycle during
the acceleration phases. The coasting deceleration is used before braking phases,
e.g., when approaching a roundabout to di�erentiate driver behaviors. The traction
acceleration can be used during traction phases, such as take-o�s.2.

5.1.4.1 Coasting deceleration map learning

During the coasting phases of the self-learning cycle, we can estimate the deceler-
ation of the vehicle with Newton's Second Law by using the engine friction torque
(depending on engine speed), the rolling resistance, the drag force, and the weight
component parallel to the slope.

For each range of speed reached during the self-learning cycle we then obtain a
coasting deceleration value for di�erent slopes (e.g., -5% ; -3% ; -1% ; 0% ; +1%
; +3% ; +5%). Then a linear extrapolation computes the coasting deceleration to

2However, driving analysis concerning take-o�s is ongoing and will be the subject of an internal

technical report
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other speeds to cover the range [0; 90km/h] with 5km/h intervals. The �nal result
is a table [slope, speed, coasting deceleration] as shown in Fig. 5.5. This table
will be used when processing the cycle to adapt it to di�erent driver behaviors.

Figure 5.5: Example of a table of coasting deceleration (vehicle loaded to 14T -
slope 0%)

5.1.4.2 Traction acceleration map learning

During the acceleration phases we can measure the acceleration of the vehicle de-
pending on the current slope, speed and throttle pedal position. We also extrapolate
the results to cover the widest range of speeds and slopes possible. The output table
will be used to give a throttle position setpoint depending on driver behavior, i.e.,
on the desired acceleration.

For each acceleration phase, we smooth the signal of acceleration vs. speed of
the vehicle. This is because we cannot use the raw measured values since the gear
changes add zero crossings to the acceleration signal, as we can see on Fig. 5.6. Then
we �t the �ltered signal by a model to extrapolate the acceleration values from 0 to
90 km/h even if the covered range of speed is lower during the acceleration phase.
Since the acceleration is always positive, and tends to decrease and to stabilize with
higher speeds, we chose an exponential model:

y = a ∗ exp(b ∗ x)

where a and b are the parameters of the model, x is the input of the model, and
y is its output. This model produces good results with an average RMSD of 0.049
and an average correlation coe�cient R2 equal to 0.89. Then we build a table by
subsampling this �tting result from 0 to 90 km/h with a step of 5km/h, for each
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slope and each throttle pedal position existing in the self-learning cycle. The �nal
result is a table [slope, speed, % throttle pedal, acceleration].
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Figure 5.6: Example of acceleration vs. speed signal acquired during a self-learning
cycle (blue), �ltered acceleration signal (magenta) and signal �tted by an exponential
model (cyan).

Thus, the self-learning cycle allows us to build an acceleration map when coasting
and when pressing on the throttle pedal. By extrapolation, these tables cover all
the cases encountered on the cycles.

5.1.5 Chassis-dynamometer and simulation controllers

The output of all previous steps is a cycle adapted to the desired driver behavior
and desired vehicle dynamics. This cycle can be used as an input to the chassis-
dynamometer or simulation controllers that will follow the new speed and actuator
targets. These test facilities were presented in Section 1.2.1.

5.2 Implementation

The cycle tuning function is implemented in Matlab. The user interface is presented
in Fig. 5.7. This program enables us to:
- Build the acceleration tables with the self-learning �les as inputs. These functions
are activated when pushing the two buttons on the left side, as can be seen in Fig.
5.7.
- Choose a cycle. The function is activated when pushing the top button on the
right side of the interface.
- Select a desired driver type (e�cient, medium, or non-e�cient). The choice is
made with the buttons in the middle of the right side of the interface.
- Select a desired vehicle type (2 as default value). The choice is made with the
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buttons in the middle of the right side of the interface.
- Compute the new cycle adapted to the desired driver type and vehicle. This
function is activated when pushing the bottom button on the right side of the
interface.

Figure 5.7: View of the user interface of cycle tuning

The main function goes through the list of events and for those where we have
identi�ed di�erences between drivers' behavior, we adapt the cycle to the desired
behavior. According to the conclusions of Chapter 3, we have modi�ed three event
classes so far:

� Roundabout: the �nal speed is modi�ed depending on reference and desired
driver type. Coasting is added for e�cient and medium drivers.

� Toll: coasting is added for e�cient and medium drivers.



112 Chapter 5. Driver model generator

� Stops: the stop time for e�cient and medium drivers is reduced, and coasting
is added accordingly.3

5.3 Results

We present here the results obtained for each speci�c situation, namely roundabout,
toll, and stop.

5.3.1 Roundabout

We observed that e�cient drivers cross roundabouts at higher speeds and use more
coasting than other drivers. We implement a linear model of the crossing speed
depending on the desired and the reference driver type. The model is built with the
observed real crossing speeds. For example, the crossing speed for an e�cient driver
type compared to the crossing speed of a non-e�cient driver type is: Veff = 0.4516∗
Vnon eff+15.89. The principle of implementation is provided by Algorithm 3. We use
the parameter of braking deceleration, the average percentages of coasting distance
observed from the real roundabout data for the three kinds of driver behaviors, and
the coasting deceleration corresponding to the current speed, and the average slope.
We assume that braking is always achieved with constant deceleration.

Fig. 5.8 and Table 5.2 show the results in terms of fuel consumption, average
speed, and RDI for three di�erent behaviors representative of e�cient, medium, and
non-e�cient drivers. In Fig. 5.8, the top graph is the speed (km/h) vs. distance
(m) signals for an e�cient driver (green), a medium driver (orange), and a non-
e�cient driver (red). The bottom graph represents the brake and throttle pedals
position (%) vs. distance for an e�cient driver (blue and green, respectively), and
the brake pedal position (%) for medium driver (orange) and non-e�cient driver
(red). As expected, the e�cient driver's fuel consumption is the lowest with the
highest average speed. As opposed to a non-e�cient driver who has the highest fuel
consumption with the lowest average speed. The gaps between drivers are close in
terms of absolute value. However, these results only quantify the impact on one
roundabout, whereas there are many events on a full cycle, and the impact of each
event is added to one another. Thus, the global impact on a full cycle can be much
more signi�cant.

5.3.2 Toll

The second event where we obtain quanti�able di�erences between drivers is the toll.
The principle is the same as for the roundabout except that the �nal speed does

3We did not present the theoretical results for stops in the previous chapter as they are not

based on a correlation with the RDI. They are based on average values of stopping time for the

di�erent driver types, as presented in Section 5.3.3
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Algorithm 3 Roundabout approach implementation
Require : Drref - Reference driver type, Dr - Desired driver type,
Vi - Initial speed of the event, Vf - Actual �nal speed of the event, i.e., roundabout
crossing speed,
df - �nal distance of the event,
aBrake - the braking deceleration,
slope - slope of the event,
TableCoasting - the coasting acceleration table learnt with the self-learning,
%Coasting - the percentage of coasting during roundabout approach corresponding
to the desired driver type.

Ensure : Dist - Start coasting distance,
VfD - Roundabout crossing speed corresponding to the desired driver type.
if Drref 6= Dr then

VfD = f(Vf , Drref , Dr) where f is the linear model.
End distance of coasting DistEnd Coasting = df −%Coasting ∗ (df − dend), where

(dend =
(V 2

fD
−V 2

i )

2∗aBrake
)

Speed corresponding to the end distance of coasting VCoasting =√
V 2
fD
− 2 ∗ aBrake ∗ (df −DistEnd Coasting)

aCoasting = interpolation of TableCoasting at the point (Vi, slope).

Dist = DistEnd Coasting − (
(V 2

Coasting−V 2
i )

2∗aCoasting
)

return Dist, VfD
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Table 5.2: Simulation results of di�erent roundabout approach behaviors.

Driver type Non e�cient Medium E�cient
Start coasting distance (m) ∅ 1320 1348

Crossing speed in roundabout (km/h) 15 19 24.5
Fuel consumption (L/100km) 27.5 26.1 26.0

Average speed (km/h) 60.1 61.1 62.0
RDI 2.185 2.341 2.386

Speed efficient driver (km/h)
Speed medium driver (km/h)
Speed non-efficient driver 

Throttle pedal position for efficient driver (/100%)
Brake position for efficient driver (/100%)
Brake position for medium driver (/100%)
Brake position for non-efficient driver (/100%)

Figure 5.8: Simulation results of di�erent roundabout approach behaviors.

not change, and the coasting percentage values are di�erent. Unlike the roundabout
approach, the e�cient driver has the lowest average speed when approaching a toll.
However, the fuel savings are so high that the RDI is better for an e�cient driver.
Non-e�cient drivers have the lowest RDI because of the high fuel consumption, even
if the average speed is higher.

Table 5.3: Simulation results of di�erent toll approach behaviors.

Driver type Average speed (km/h) Fuel consumption (L/100km) RDI
Non e�cient 72.20 28.69 2.52
Medium 71.22 25.91 2.75
E�cient 70.04 24.95 2.81
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Speed efficient driver (km/h)

Speed medium driver (km/h)
Speed non-efficient driver (km/h) 

Throttle pedal position efficient driver (/100%)
Brake pedal position efficient driver (/100%)
Throttle pedal position medium driver (/100%)
Brake pedal position medium driver (/100%)
Throttle pedal position non-efficient driver (/100%)
Brake pedal position non-efficient driver (/100%)

Figure 5.9: Simulation results of di�erent toll approach behaviors.

5.3.3 Stops

In order to cover a wider range of situations, we also choose to implement di�erent
driving behaviors on a frequent urban situation. This is because an urban situation
is complementary to roundabouts which are representative of an extra-urban area,
and to tolls that are key events on a highway. Consequently we study the time spent
at the stops in a urban section.

First, we observe that the probability of stopping at a red tra�c light is similar
for e�cient, medium and non-e�cient drivers. This is due to the random probability
of a red tra�c light, even if e�cient drivers try to avoid them by anticipating. The
density of stops for each type of driver on the urban section is presented in Table
5.4. However, since e�cient drivers anticipate the tra�c light color, they spend
less time at stop, as presented in the 5th line of the same table. In a cycle, a stop
is de�ned by the distance of the stop and the time spend at the stop. Therefore,
we can reduce the time spent at a stop for e�cient and medium drivers, and add
the corresponding coasting distance during the approach of the stop, to balance the
time saved at stop. This is because e�cient drivers spend less time at a stop, and
a red light lasts the same time for all drivers. Consequently, e�cient drivers arrive
later at the stop distance. Since the initial speed is the same for all drivers during
tests, they must have a lower average deceleration to reach the stop point, and they
therefore use more coasting.

The principle of implementation of stop approach is presented in Algorithm 4.
The �rst output is the stop time for the target driver, which is the di�erence between
the reference stop time and the average time saved by e�cient and medium driver
compared to a non-e�cient driver. The second output is the start coasting distance,
which is calculated with the coasting deceleration interpolated in the coasting accel-
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Table 5.4: Stop features in urban areas.

Driver type Non e�cient Medium E�cient
Total stop time (s) 58.95 46.85 43.96

RDI 2.03 2.2 2.42
Density of stops per km 1.11 1.0 1.07

Average stop time (per stop) 19.08 16.73 14.65

eration table learnt using the self-learning cycle. Fig. 5.10 presents the di�erences
between a reference and a target cycle: the stop times are represented by the stems,
and the coasting is represented by the blue rectangles. It can be seen that the coast-
ing distance is di�erent depending on the initial speed. Table 5.5 shows the results
on a urban cycle which includes many stops. The cycle, which is representative
of an e�cient driver, has a higher average speed (19.47km/h instead of 18.98km/h
for a non-e�cient driver) and a lower fuel consumption (28.59L/100km instead of
30.05L/100km), and therefore a better RDI.

Algorithm 4 Stop approach implementation
Require : Drref - Reference driver type, Dr - Desired driver type,
Vi - Initial speed of the event,
df - Final distance of the event,
t - Stop time, tDriver - Time saved by desired driver type during stop,
abrake - Braking deceleration,
slope - Slope of the event,
TableCoasting - Coasting acceleration table learnt with the self-learning.

Ensure : Dist - Start coasting distance,
StopT imetarget - Stop time corresponding to the desired driver type.
if Drref 6= Dr then

StopT imeTarget = StopT imeReference − tDriver

BrakingT imeTarget = BrakingT imeReference − tDriver where
BrakingT imeReference = −Vi

abrake
Speed at the end coasting distance VCoasting = −BrakingT imeTarget ∗ aBrake

End distance of coasting DistEnd Coasting = df −
−V 2

Coasting

2∗aBrake

aCoasting = interpolation of TableCoasting at the point (Vi, slope).

Dist = DistEnd Coasting − (
(V 2

Coasting−V 2
i )

2∗aCoasting
)

return Dist, StopT imetarget
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Figure 5.10: Example of stop implementation.

Table 5.5: Results of an Urban cycle.

Driver type Non e�cient E�cient
Total stop time (s) 1322.8 1207.1

RDI 0.63 0.68
Average speed (km/h) 18.98 19.47
Average fc (L/(100km)) 30.05 28.59

5.3.4 Combination of several events

We have seen in the previous paragraphs the results for isolated events, such as only
one roundabout or one toll. In order to estimate the bene�t of a combination of
several driving events, we create the digital signal of the road where we carried out
our data collection. The 125km-road is presented in Section 4.2.3 and Fig. 4.6 and
contains a lot of driving events from urban, extra-urban roads and highways.

We perform the whole process previously illustrated in Fig. 5.1. Therefore, we
run the self-learning cycle in simulation, and we use our Matlab tool to adapt the
initial cycle to an e�cient driving.

The simulation results are presented in Fig. 5.11 and Table 5.6. The di�erences
between drivers are expressed by 52 coasting phases (roundabouts, tolls, and stops)
and 5 stop times. These changes represent 9.9% of the relevant events (i.e., events
with a delta distance between them greater than 10 meters), and 5.8% of the total
number of speed changes of this cycle. These changes imply 1.5% of fuel savings
and an average speed 3% greater for an e�cient driver than for a non-e�cient one.
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These scores will be higher and increasingly relevant when other driving behavior
di�erences on events are added. However, the fuel consumption and average speed
values observed for only a few events are su�cient enough to start implementing
di�erent driving behaviors in terms of rational driving.
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Figure 5.11: Speed signals for an e�cient (green) and a non-e�cient (blue) driver on
the same cycle (red). There are several phases of coasting (7100m, 7800m, 10600m).
To ensure readability, only a few km are represented here and not the 125km-long
cycle.

Table 5.6: Average speed, fc, and RDI results for the reference cycle (non-e�cient)
and the e�cient driving cycle.

Driver type Reference = Non e�cient E�cient
RDI 1.91 1.96

Average speed (km/h) 53.5 53.96
Average fc (L/(100km)) 28.01 27.6

Moreover, we can measure if our model provides speed curves closer to real
driving than the previous model. To this end, we perform a simulation from a cycle
corresponding to a real e�cient driver.4 We measure the distance between the speed

4Creating a cycle from real data is made with an internal tool, referred as cycle generator in

Fig. 5.1.
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curves of the e�cient real driver and the two simulations, namely e�cient and non-
e�cient. This distance is measured with the Euclidean norm5of the di�erence of the
two speed signals. A zoom on a roundabout approach can be seen on Fig. 5.12. The
distance between the real driving speed and the simulated e�cient speed is 700.5
(km/h), whereas the distance between the real driving speed and the simulated
non-e�cient speed is 716.24 (km/h). Therefore, the new driver model implemented
during this work gives closer speed curves to real ones than the former driver model.
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Figure 5.12: Zoom on a roundabout approach: speed signals for an e�cient (green)
and a non-e�cient (blue) driver on the same cycle from an e�cient driver (red).

5.3.5 Summary

In this chapter, we presented and detailed the structure of the generator of di�erent
driver behaviors. The used method is to adapt a reference cycle to the desired driver
and to the target vehicle dynamics. To this end, we apply the results obtained in
Chapter 3 concerning the di�erences in driver behaviors in terms of rational driving,
and we learn the acceleration pro�les of the vehicle with a self-learning cycle. The
cycle preprocessed with this information can be used in the usual simulation and
chassis-dynamometer control systems.

The implementation of driving di�erences in terms of rational driving was pre-
sented for roundabout, toll and stops, and provided relevant results in terms of
fuel consumption, average speed, and RDI. We also tested the implementation on a
full cycle containing many urban, extra-urban and highway driving situations. The
tests on chassis-dynamometer are ongoing and will be the subject of an internal

5On an n-dimensional Euclidean space Rn, the Euclidean norm of the vector x = (x1, x2, ..., xn)

is: ‖x‖ =
√

x2
1 + ...+ x2

n
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technical report. On simulation, we obtain di�erences between drivers in terms of
fuel consumption and average speed by only changing roundabouts, tolls and stops,
which represent 9.9% of our test cycle (since the others event are not covered so
far). Moreover, the speed curves are closer to a real driving than the former driver
model. However, analyzing all the other driving events will be necessary to cover
the widest possible range of driving situations and to be even closer to real driving.
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Conclusion

In a context of global fuel saving awareness and cost reduction, virtual testing during
the truck development process is a necessity. Having a realistic driver model in terms
of actuator control and speed is a bene�t to accurately estimate fuel consumption
and average speed of the future trucks tested. We have approached driver behavior
analysis using real driving data to create di�erent driver behaviors regarding fuel
consumption and average speed issues. To this end, we have proposed a two-step
method: �rst, the identi�cation of driving events through driving features such as
maximum speed. Second, the quanti�cation of three di�erent driving behaviors on
the recognized driving events. Finally, the purpose was to implement our results in
a tool that creates di�erent driving behaviors. The output of this tool is a cycle
adapted to a driver type, and this cycle can be used in the two targeted test facilities,
namely the simulation tool and the chassis-dynamometer.

Using collected data, we proposed an automatic driving event recognition
method with the selection of relevant driving features and adapted it to simula-
tion data. We then presented the concept of rational driving and we proposed a
Rational Driving Index to rank the drivers depending on their ability to drive ra-
tionally. Then we estimated the correlation of some driving features concerning
driving behaviors, e.g. the crossing speed in roundabouts, or the use of coasting,
with this indicator. We also compared the RDI to a cost model and proved its
relevancy. Once the driving features that impacted RDI had been analyzed, we pro-
posed a comprehensive structure to adapt a selected road to a desired driver type
and vehicle, relatively to a reference driver type. The output of this structure is
directly usable in our usual tools to obtain reliable vehicle performance data, i.e.,
fuel consumption and average speed, adapted to the desired driver type.

The classi�cation of driving events reached a classi�cation rate of 74% and 91%
for Throttle = 0 events and Throttle > 0 events, respectively. On simulated data
the accuracies range from 80% to 90%. These results can seem low for Throttle = 0

events, but they are satisfactory for our purpose due to the raw nature of driving
events and the similarities between the di�erent classes. Features selection proves
that minimum speed, maximum speed, delta speed, road type, and stop are the
most di�erentiating parameters for driving events recognition. A direct comparison
with the results of related works is not feasible because both the driving data and
the driving events to be recognized, considered in this work, are di�erent from those
found in the literature. However, instead of the two learning algorithms chosen,



122 Chapter 6. Conclusion

we also tested the instance-based learning k-NN method used in [6] and [7]. We
conducted a series of experiments varying k, and we found that, where k = 4, k-NN
achieves the best classi�cation rate, namely 73% for Throttle=0 events and 91% for
Throttle>0 events with a false positive rate of 6.2% and 4.5%, respectively. These
results prove to be close to the accuracies achieved by the two learning algorithms,
and remain comparable to the performance observed in the literature, even though
the compared works are not identical as both event types and chosen driving data
are di�erent.

We obtained promising results concerning the correlation between driving fea-
tures and RDI. We focused especially on typical events, namely roundabout on
extra-urban roads, toll on highways, and stop on urban roads. We estimated the
correlation between coasting and RDI on real and on simulated data for toll and
roundabout approach. Concerning roundabout, we have also found that e�cient
drivers tend to cross the roundabouts at higher speeds than other drivers. To our
knowledge, the correlation of driving features, computed over the length of driving
events that only last a few seconds, with a rational driving index for the purpose
of fuel consumption and average speed analysis has not been done before. Thus,
comparing our results is also di�cult for this part of our work. We performed the
correlations with the usual features that are proven to be fuel consumption-related
features but in related works the features were not adapted to a truck context, or
not measured by event but rather over longer time scales.

We chose to create di�erent driving behaviors by preprocessing the road cycle,
as can be done in other driver models. We modi�ed some driving parameters (e.g.,
speed target), but we also added the actuator codes. They are important since
they prevail over the target speed. Even if the choice of target speed is speci�c to
a driver style, e.g., an e�cient driver will have high roundabout crossing speed, a
driver controls the vehicle primarily by using the actuators. Thus, creating setpoints
for actuator utilization seems to be relevant and really adapted to our work.

The results of this implementation prove to be e�cient since we simulated di�er-
ent driving behaviors, and obtained interesting fuel consumption and average speed
values on the same road cycle but adapted to di�erent driver behaviors. On a full
approach, adapting only 10% of the events of a cycle produces fuel saving of around
1.5% and an average speed which is 3% faster for an e�cient driver.

Despite these results, we encountered some limitations during our work. The
�rst one is the number of driving events implemented. Whereas the recognized
events cover as many longitudinal driving events as possible, not all these events
were implemented on our Cycle Tuning tool. We built a table containing all the
driving events and their priority for implementation with our internal expert drivers.
We then implemented the events by order of priority. In future work, the number of
events impacting di�erences in terms of fuel consumption and average speed should
be more higher. It will be particularly important in the short term to add driving
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behavior di�erences for take-o�s and higher speed limit events. While we dealt with
the main throttle = 0 events in this work, the throttle > 0 events should be the
next priority as the throttle position is directly linked to fuel injection. However,
we chose to focus on some throttle = 0 events �rst for the purpose of energy saving
recovery where coasting and braking are highly important. Moreover, although we
developed methods to di�erentiate driving behaviors in terms of rational driving,
another prospect is to �nd the theoretical upper limit of the best possible rational
driving.

Moreover, the number of driver types could be also increased, but moderately
since having a wide diversity of behaviors also increases the testing time. Three
classes is a good compromise, but we could di�erentiate driver types more accurately,
i.e., weighted by speed, such as e�cient but slow driver, or e�cient and fast driver.
These distinctions can be useful when testing ADASs. For example, an ADAS will
not have the same positive impact on a fast and non-e�cient driver as on a slow

and non-e�cient one, though they are both non-e�cient.
Another perspective that has emerged is the analysis of the chain of events.

We have seen that e�cient drivers tend to use the kinetic energy of their vehicle
more e�ciently and consequently they brake and re-accelerate less often than other
drivers. This impacts the number directly the number of events, and also the sequel
of events. Therefore the analysis of the chain of events could reveal driving behavior
di�erences between drivers and could be implemented by adapting the number and
the kind of events of the reference cycle.





Appendix A

Truck usages

Segmentation of trucks usage from GTA are presented in Table A.1 (Volvo group
internal classi�cation) and ACEA segmentation is presented in Table A.2 (European
Manufacturers classi�cation).

Table A.1: Truck usages from GTA

Operating
cycle

Description Characteristics Truck
example

Long
Distance

The mean distance be-
tween delivery or pick-up of
goods/passengers is longer
than 50km

Few stops, high aver-
age speed, long dis-
tances covered dur-
ing each working pe-
riod

Regional

The mean distance be-
tween delivery or pickup of
goods/passengers is shorter
than 50 km but longer than
5km

Mixture of short and
long distances be-
tween stops, stops
are usually clustered

Local

The mean distance be-
tween delivery or pickup of
goods/passengers is shorter
than 5 km but longer than 0.5
km

Many stops, low av-
erage speed

Stop and
Go

The mean distance be-
tween delivery or pickup of
goods/passengers is shorter
than 0.5 km

Stop and go, low
speed, stationary
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Table A.2: Truck usages ACEA

Vehicle cycle Description Average yearly
run distance (km)

Long haul

Delivery to national and interna-
tional sites (mainly highway oper-
ation and a small share of regional
roads)

135.000

Regional delivery

Regional delivery of consumer goods
from a central store to selling
points (innercity and partly subur-
ban roads)

60.000

Urban delivery

Urban truck operation like refuse
collection (many stops, partly low
vehicle speedoperation, driving to
and back to central base point)

40.000

Municipal utility

Urban delivery of consumer goods
from a central warehouse to local
sotres (innercity, suburban, regional
and also moutain roads)

25.000

Construction

Construction site vehicle with deliv-
ery from central sotre to very few
local customers (innercity, suburban
and regional roads; only small share
of o�-road driving)

60.000



Appendix B

List of driving events

This appendix presents an as comprehensive as possible list of all driving events.
This list is built with the help of our internal expert drivers. We also provide an
estimation of actuators used during each event, the sensibility to fuel savings to
driver type, the sensibility to vehicle, the relief impact and the road type.
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Figure B.1: Table of driving events.
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Driving features in related work

In the following tables:
v is the vehicle velocity,
a is the vehicle acceleration,
a+ is the positive acceleration,
x is the total distance,
dv is the delta velocity,
dt is the delta time,
dr is the relative distance from the preceding vehicle,
vf is the �nal vehicle speed on the corresponding section,
vi is the �nal vehicle speed on the corresponding section,
vr is the relative speed with respect to the preceding vehicle,
X or x indexes correspond to the signal value on the longitudinal axis,
Y or y indexes correspond to the signal value on the lateral axis.
S.D. means standard deviation.
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Table C.1: Driving features

Large scale driving patterns
Reference Goal Driving features

[8]

E�ect on fuel
utilization and
exhaust emission
factors

Average speed,
S.D. of speed,
average acceleration,
S.D. of acceleration,
average deceleration,
decelaration S.D.,
number of acceleration/deceleration shifts per 100m where
the di�erence between adjacent local max-speed and min-
speed was > 2km/h,
number of acceleration/deceleration shifts per 100m where
the di�erence between adjacent local max-speed and min-
speed was > 10km/h,
number of acceleration/deceleration shifts per 100s where
the di�erence between adjacent local max-speed and min-
speed was > 2km/h,
number of acceleration/deceleration shifts per 100s where
the di�erence between adjacent local max-speed and min-
speed was > 10km/h,
relative positive acceleration (RPA= 1

x ∗
∫

(v ∗ (a+))dt,
integral of the square of the acceleration,
% of time when speed < 2km/h,
average stop duration,
number of stops per kilometer,
% of time in speed interval 0− 15km/h,
% of time in speed interval 15− 30km/h,
% of time in speed interval 30− 50km/h,
% of time in speed interval 50− 70km/h,
% of time in speed interval 70− 90km/h,
% of time in speed interval 90− 110km/h,
% of time in speed > 110km/h,
% of time in deceleration interval −10;−2.5m/s2,
% of time in deceleration interval −2.5;−1.5m/s2,
% of time in deceleration interval −1.5;−1m/s2,
% of time in deceleration interval −1;−0.5m/s2,
% of time in deceleration interval −0.5; 0m/s2,
% of time in acceleration interval 0; 0.5m/s2,
% of time in acceleration interval 0.5; 1m/s2,
% of time in acceleration interval 1; 1.5m/s2,
% of time in acceleration interval 1.5; 2.5m/s2,
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Reference Goal Driving features

[8]
(suite)

E�ect on fuel
utilization and
exhaust emission
factors

% of time in acceleration interval 2.5; 10m/s2,
average engine speed,
engine speed S.D.,
% of time with engine speed 0− 1500rpm,
% of time with engine speed 1500− 2500rpm,
% of time with engine speed 2500− 3500rpm,
% of time with engine speed > 3500rpm,
% of time in gear 3 with engine speed 0− 1500rpm,
% of time in gear 3 with engine speed 1500− 2500rpm,
% of time in gear 3 with engine speed 2500− 3500rpm,
% of time in gear 3 with engine speed > 3500rpm,
% of time in gear 4 with engine speed 0− 1500rpm,
% of time in gear 4 with engine speed 1500− 2500rpm,
% of time in gear 4 with engine speed 2500− 3500rpm,
% of time in gear 4 with engine speed > 3500rpm,
% of time in gear 5 with engine speed 0− 1500rpm,
% of time in gear 5 with engine speed 1500− 2500rpm,
% of time in gear 5 with engine speed 2500− 3500rpm,
% of time in gear 5 with engine speed > 3500rpm,
positive kinetic energy (PKE = (

∑
(v2

f − v2
i ))/x when dv

dt >

0,
% of time when va < 0m/s3,
% of time when va is 0− 3m/s3,
% of time when va is 3− 6m/s3,
% of time when va is 6− 10m/s3,
% of time when va is 10− 15m/s3,
% of time when va > 15m/s3,
average va.



132 Appendix C. Driving features in related work

Reference Goal Driving features

[35]

Determination of
the most e�ective
driving features
for hybrid electric
vehicle (HEV)
intelligent control

Mean of velocity,
variance of velocity,
energy,
variance of energy,
idle time percentage,
maximum velocity,
minimum velocity,
maxvelocity −minvelocity,
mean of acceleration,
variance of acceleration,
AA = average accelerating,
AD = average decelerating,
RPA = relative positive acceleration,
RNA = relative negative acceleration,
cruise percentage,
max acceleration,
min acceleration displacement,
mean square acceleration.

[34]

Examine the
e�ect on driv-
ing behavior of
di�erent driver
categories and the
characteristics of
the local environ-
ment in which the
car is driven

Average deceleration,
RPA,
% of time speed is < 2km/h,
frequency of local max/min values of the speed curve per
100s,
% of time when va is 3− 6m/s3,
% of time at acceleration over 1.5m/s2,
% of time at speeds of 15− 30km/h,
% of time at speeds of 90− 110km/h,
% of time at speeds of 70− 90km/h,
% of time at speeds of 50− 70km/h,
% of time engine speed 2500− 3500rpm in 3rd gear,
% of time engine speed is > 3500rpm,
% of time speed is > 110km/h,
% of time engine speed 1500− 2500rpm in 2nd gear,
% of time engine speed is < 1500rpm in 4th gear,
% of time engine speed is < 1500rpm in 5th gear.

[17] Recognition of
drivers

Histograms of brake and gas pedals → (Dynamic features
histograms) → GMM parameters of the histograms,
Cepstrum of brake and gas pedals → FFT to keep lower
order coe�cients→ (Dynamic features histograms)→ GMM
parameters of the histograms.
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Reference Goal Driving features

[16] Road type recog-
nition

Means and standard deviations of the normalized following
data:
Acceleration pedal position,
Gear,
Turn indicator �ash,
Vehicle speed,
Steering angle,
Steering angle change rate,
Steering angle sign,
Brake pedal active.
Small-scale driving patterns

Reference Goal Driving features

[6] Recognize ag-
gressive driving
through driving
events

Gyroscope values: G = {gx; gy; gz} in rad/s
Device accelerometer values A = {ax; ay; az},
Euler angle rotation E = {ex; ey; ez} in rad,
Features vector: T = {gx; ay; ex} and L = {gy, az}.
Features are templates obtained with DTW algorithm for
each recorded event, with A, G and T sets of signals. The
DTW algorithm is designed to �nd an optimal alignment of
two signal vectors. In their case, they aligned the currently
detected event signal with the pre-recorded template signals.

[7]
Recognize driver's
style

Mean values and standard deviations of the following vari-
ables:
On go phases: slope, max slope.
On track phases: headway time (TH = dr

v ) and its S.D.
On stop phase: slope, max slope, vr and TH .
On cruise phase: not considered

[11]

Di�erentiate two
drivers through
acceleration,
braking and/or
turning events

Acc. Feature Vector and Brake Feature Vector:
{Histogram(AccY ; 5), Min(AccY ), Max(AccY ),

Mean(AccY ), V ariance(AccY ), Duration(AccY ) },
Turning Feature Vector:
{Histogram(Gyro; 5), Min(GyroSignal), Max(Gyro),

Mean(Gyro), V ariance(Gyro), Histogram(AccY ; 5),

Min(AccY ), Max(AccY ), Mean(AccY ),

V ariance(AccY ), Duration(AccY )}.

[9]

Multimodal study
into the possi-
bility of using
naturalistic driv-
ing studies (NDS)
for automated
drive analysis

Lane features: lateral deviation of the car from center of the
lane, yaw angle of the car, vehicle speed and width of the
lane.
Maps, i.e., information about the road from the digital map
database: type of road, speed limits and warnings that are
seen at di�erent points during the drive.
CAN data: Speed.
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Reference Goal Driving features

[19]

Powered two-
wheelers riding
patterns recogni-
tion

Raw accelerometers and gyroscopes measurements.

[10]
Tra�c �ow analy-
sis

Number of deceleration events,
speed of the vehicles,
number of vehicles,
number of lane changes.

[3]
Rational driving
analysis

Anticipation of driving events,
use of the kinetic energy of the vehicle,
use of the right engine speed,
crossing speed on curves and roundabouts.

[25]
Predictability of
drivers

S.D. of Longitudinal Acceleration,
S.D. of Longitudinal Jerk,
S.D. of Lateral Acceleration,
S.D. of Lateral Jerk,
Average Time-gap to Lead Vehicle.

[21] Driving events
recognition

Segmentation of the following data:
Longitudinal acceleration,
Lateral acceleration,
horizontal rotation,
road slope,
velocity.

[22] Score driving be-
haviors

Threshold on longitudinal and lateral acceleration

[23] Estimate driver
behavior (safe or
aggressive)

Templates describing speed, acceleration, deceleration, de-
�ection angle

[24] Evaluate driving
behavior mobile
application

Threshold on longitudinal and lateral acceleration.

[20] Estimate driver
behavior (calm or
aggressive)

RPM, Speed, Absolute Throttle Position, Calculated Load,
Fuel Rate, Boost Pressure, Instant Economy, O2 Sensor
B1S2, O2 Sensor B1S1, Short Fuel Trim B1S2, Ignition Tim-
ing Advance, Air Flow Rate for MAP, Short Term Fuel Trim
B1, Fuel Cost
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Table C.2: Large scale driving patterns recognition methods
and results

Reference Goal Methods and Results
Large scale driving patterns

[8] E�ect on fuel
utilization and
exhaust emission
factors

[35] Determination of
the most e�ective
driving features
for hybrid electric
vehicle (HEV)
intelligent control

[34] Examine the
e�ect on driv-
ing behavior of
di�erent driver
categories and the
characteristics of
the local environ-
ment in which the
car is driven

[17] Recognition of
drivers

Log-likelihood. Accuracies between 47.5% and
89.6% depending on the database (simulator or
real, number of drivers and length of signals (3
or 5 minutes)). With real data only: from 47.5%
to %76.8.

[16] Road type recog-
nition

For supervised training, a standard multi-layer
perceptron (MLP) with 8 inputs (one for each
input variable), 20 hidden and 4 output units
was used. For unsupervised learning, a standard
competitive learning network with eight inputs
and four outputs was used. Results 93.06% on
data test.
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Table C.3: Small-scale driving events recognition methods
and results

Reference Goal Events Methods and Results
Small-scale driving patterns

[6] Recognize
aggressive
driving
through
driving
events

Right turns,
Left turns,
U-turns,
Aggressive right turns,
Aggressive left turns,
Aggressive U-turns,
Aggressive acceleration,
Aggressive braking,
Swerve right (aggressive lane
change),
Serve left (aggressive lane
change),
Device removal,
Excessive speed.

kNN with k = 3. Accuracies
from 77% to 91%, with a false
positive rate of 5%.

[7] Recognize
driver's
style

k-NN classify new driver be-
longing to each cluster (nor-
mal, quiet, aggressive, for each
phase). No accuracies.

[11] Di�erentiate
two drivers
through ac-
celeration,
braking
and/or
turning
events

Brake event (brake light = 1),
acceleration event
(acceleration pedal > 1),
turning event
(|steering angle| > 30°).

SVM and k-mean clustering
(k = 2). Accuracies from 0.54

to 0.85
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Reference Goal Events Methods and Results

[9] Multimodal
study into
the pos-
sibility
of using
naturalistic
driving
studies
(NDS)
for auto-
mated drive
analysis

Drive analysis characteristics:
Number of right lane changes,
Number of left lane changes,
Time spent on freeway,
Time spent on urban road,
Total distance,
Average speed on freeway,
Average speed on urban road,
Number of stops,
Number of right turns,
Number of left turns,
Number of freeway entries,
Number of freeway exits,
Time spent on single lane,
Number of right curves,
Number of left curves,
Average distance from center
of lane.

[19] Powered
two-
wheelers
riding
patterns
recognition

Left Turn,
Right Turn,
Straight Line,
Roundabout,
Stop.

Gaussian mixture models
(GMM), k-Nearest Neigh-
bors (k-NN), Support Vector
Machines (SVM), Random
Forests (RF) and discrete and
continuous Hidden Markov
Models (HMM). Rates from
60% to 96% depending on the
method and the driver

[10] Tra�c �ow
analysis

Correlation between features
and time when tra�c jam oc-
curred

[3] Rational
driving
analysis

[25] Predictability
of drivers
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Reference Goal Events Methods and Results

[21] Driving
events
recognition

Left and right curves,
Left and right turns,
Turning a vehicle left and
right with on roundabouts,
Driving straight across an in-
tersection with a roundabout.

HMMs.
98.3% on 238 manually la-
beled events

[22] Score driv-
ing behav-
iors

Lane drifting,
lane warning,
acceleration,
braking,
turning

No classi�cation.

[23] Estimate
driver
behavior
(safe or
aggressive)

Sharp maneuvers,
unsafe right and left turns,
lane departures,
sudden braking,
sudden speed-up.

Match training safe template
with DTW. Then Bayesian in-
ference: maximum a poste-
riori estimates across di�er-
ent events. Event type and
its safe/unsafe driving style is
found correct at 93.3%.

[24] Evaluate
driving
behavior
mobile
application

Acceleration,
Braking,
Turn left,
Turn right.

No classi�cation.

[20] Estimate
driver
behavior
(calm or
aggressive)



Appendix D

Data collection documents

D.1 Driver questionnaire

1/5 
 

Questionnaire suivi des essais 
 

Merci de remplir le questionnaire suivant qui a pour but de nous permettre de 
faire un suivi de nos essais.  Ces données seront strictement confidentielles et 
traitées de façon anonyme. Elles ne seront jamais communiquées en dehors de 
notre service. 
 
Nom :  

Prénom :  

Age :  

Sexe : H F 

 
Années d’obtention des permis (C, D, E) : 

 

 

 

 

 

Années d’expérience du métier de chauffeur routier : 

 

Historique des entreprises de transport dans lesquelles vous avez travaillé (les 

plus récentes) : 

 

 

 

 

 

 

 

 



140 Appendix D. Data collection documents

2/5 
 

Généralement vous avez travaillé sur des trajets : (plusieurs réponses possibles) 

 Urbain 

 Régional 

 National 

 International 

 

Votre kilométrage annuel ces dernières années (poids-lourd seulement) :  

 <30000 km 

 30000-60000 km 

 60000-90000 km 

 90000-120000 km 

 >120000 km 

 

Types de véhicule conduits (les plus récents uniquement) : (plusieurs réponses 

possibles) 

 Tracteur 

 Porteur 

 Bus 

 Car 

 

Pour les porteurs, configuration d’essieux, de PTAC et de carrosserie : 

 

 

 

 

 

 



D.1. Driver questionnaire 141

3/5 
 

Fréquence de conduite (poids-lourd) ces dernières années :  

 Quotidienne 

 Hebdomadaire 

 Mensuelle 

 Plus rare 

Activités rencontrées durant votre travail habituel : 

 Conduite 

 Manutention 

 Attelage/dételage 

 Utilisation d’équipements spécifiques (grue, citerne, etc.) 

 Autres : (précisez) 

 

Comment vous considérez-vous par rapport :  

- A la sécurité 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A la consommation de carburant 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- Aux performances de votre véhicule 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- Au confort de votre véhicule (vie à bord, agrément de conduite) 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A finir le plus tôt possible votre journée de travail  
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A veiller sur votre santé au travail   
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A votre motivation pour le métier de conducteur poids-lourd  
Pas motivé |__|__|__|__|__|__|__|__|__|__| Très motivé 
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4/5 
 

 
- A votre respect des réglementations (code de la route) 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A votre respect des réglementations (temps de travail) 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A votre implication dans le travail 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
- A la pollution (normes Euro 6, émissions de particules…) 
Pas sensible |__|__|__|__|__|__|__|__|__|__| Très sensible 
 
 

Utilisation des ralentisseurs (en général) 

La zone bleue est la zone de régime moteur située entre la zone verte et la 

zone rouge. Connaissez-vous son usage ?  

 Oui 

 Non 

Etes-vous sensibilisé à la conduite rationnelle ?  

 Oui 

 Non 

Avez-vous suivi une formation spécifique à la conduite rationnelle ? OUI/NON 

 Oui 

 Non 

 

Utilisez-vous la manette ralentisseur ?  

 Oui 

 Non 
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5/5 
 

Est-elle facile d’utilisation ?  

 Oui 

 Non 

 

Utilisez-vous le couplage des ralentisseurs à la pédale de frein ?  

 Oui 

 Non 

 

Utilisez-vous les régimes moteurs élevés en phase de ralentissement ?  

 Oui 

 Non 

 

Vos remarques sur les ralentisseurs lors de l’essai : 

 

 

L’essai : 

Trafic du roulage de l’après-midi : 

 Fluide 

 Ralentie (si oui, à quel endroit ?) 

 Bouchons (si oui, à quel endroit ?) 

 

Avez-vous des remarques sur les essais faits aujourd’hui (véhicule, parcours 

etc.) : 
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D.2 Accompanying person questionnaire

1/2 
 

Questionnaire suivi des essais 
 

Accompagnateur :  

Date de l’essai :  

Nom du chauffeur :  

 

Heure de départ (matin) : 

Heure d’arrivée (matin) : 

Heure de départ (après-midi) : 

Heure d’arrivée (après-midi) : 

 

Météo :         

Température extérieure : 

Vent :  

 Nul 

 Modéré 

 Fort 

 Pas d’avis 

 

Trafic :  

 Fluide 

 Ralenti (si oui, à quel endroit ?) 

 Bouchons (si oui, à quel endroit ?) 

 

 

Clim / chauffage / fenêtres ouvertes :  
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2/2 
 

Caractérisez le chauffeur : (plusieurs réponses possibles) 

 Conduite rationnelle 

 Conduite normale 

 Conduite binaire (accélération/coups de frein) 

 Nerveux 

 Lent 

 Rapide 

 Concentré 

 Distrait 

 Mou 

 Respectueux des limites de vitesses 

 Dangereux (dans les courbes, les ronds-points…) 

 Autre (précisez) 

 

Remarques sur le chauffeur : 

 

 

 

 

 

 

Autres remarques : 
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Résumé des chapitres

Chapitre 1

Le premier chapitre présente le contexte global de ce travail. Quatres problèmatiques
ont amené le besoin de développer des modèles de conducteurs poids-lourds plus
réalistes en terme de consommation de carburant et vitesse moyenne. Tout d'abord,
le coût de plus en plus important du carburant, ainsi que la tendance mondiale à la
réduction de la consommation des véhicules. De plus, les conducteurs ont un impact
majeur sur la consommation de carburant, encore plus important que l'impact d'un
changement de véhicule. D'un point de vue constructeur, estimer dans les phases
amont d'un projet les performances d'un véhicule est nécessaire. Sur les moyens
que sont la simulation et le banc à rouleaux, le but est d'obtenir des résultats les
plus proches possibles de la réalité. En�n, les nouveaux véhicules et les nouveaus
sytèmes, commes les ADAS, nécessitent des améliorations des capacités des modèles
de conducteurs existants.

Dans ce chapitre, nous introduisons également le concept de conduite ra-
tionnelle. Contrairement à l'éco-conduite, la conduite rationnelle prend en compte
les impératifs dus au contexte poids-lourds. En e�et, les conducteurs ont des temps
de conduite réglementés et des délais de livraisons à respecter. Ils ne peuvent pas
toujours se permettre de rouler moins vite, et leur e�cacité se mesure donc en
consommation de carburant mais également en terme de vitesse moyenne. A�n de
répondre à ce besoin de modèle de conducteur plus réaliste en termes de vitesse et
de consommation, nous proposons le processus suivant:

� Identi�er automatiquement des évènements de conduite sur des données réelles
mais églament sur nos données de simulation.

� Trouver un indicateur de conduite rationnelle.

� Identi�er les attributs de conduite qui di�érencient les types de conducteurs
en terme de conduite rationnelle à l'échelle des évènements.

� Proposer un système qui utilise tous les résultats précédents et qui génère des
styles de conduite di�érents sur un parcours donné.

� Tester et évaluer les résultats en simulation et au banc à rouleaux1.

Les challenges sont multiples, passant de la diversité des évènements de conduite et
de conducteurs, à la qualité et la quantité des données d'entrée. Un autre challenge
est l'implémentation de nos résultats. En e�et, contrairement à certains modèles

1Les essais au banc en rouleaux sont en cours, et feront l'objet d'un rapport technique interne

du groupe VOLVO



160 Résumé des chapitres

de l'état de l'art, notre modèle de conducteur doit être fonctionnel, et doit en plus
s'insérer dans des outils déjà existants en tenant compte de leur limites.

Chapitre 2

Le deuxième chapitre présente une vue d'ensemble de l'état de l'art concernant
l'extraction de connaissances à partir de données de conduite et des modèles de
conducteurs. Après une introduction du processus d'exploration de données, nous
proposons une analyse des travaux de l'état de l'art sur quatre étapes déterminantes:

� La dé�nition des évènements de conduite.

� La dé�nition des styles de conduite.

� Les attributs de conduite utilisés dans le processus de reconnaissance des
évènements ou des conducteurs.

� Les méthodes d'apprentissages utilisées. Nous présentons également les deux
méthodes que nous avons choisies, soit les arbres de décisions (C4.5) et la
régression linéaire logistique (LLR).

Au vu de l'état de l'art, nous pouvons a�rmer que tant les évènements que
l'application �nale de nos travaux sont di�érents de ces études. En e�et, nos
évènements sont décrits par l'utilisation des actionneurs (freins, accélérateur, et
ralentisseurs) et nous tentons de couvrir la totalité des évènements de conduite.
Les autres analyses se focalisent généralement sur trois évènements: accélération,
freinage, virage, sans détailler quelle situation crée cette accélération ou ce virage.
Les évènements que nous proposons sont plus détaillés, comme par exemple rond-
point, démarrage, péage, maintenir la vitesse limite, limitation de vitesse etc.

Dans un second temps, nous présentons les di�érents types de modèles de con-
ducteurs dans la littérature et dans les outils de simulations, et nous détaillons les
méthodes utilisées pour créer des comportements de conducteurs.

Chapitre 3

Le troisième chapitre développe la classi�cation des événements de conduite.
L'objectif est de reconnaître les situations de conduite avant d'identi�er les di�érents
comportements de conducteurs quand ils font face à ces événements. Tout d'abord
nous présentons les di�érentes collectes de données que nous avons e�ectuées pour
construire notre base de données.

Puis nous expliquons les étapes de la reconnaissance des événements. Une fois la
base de données construite, nous avons sélectionné les attributs les plus discriminants
pour la reconnaissance d'événements. Il s'avère que les attributs les plus communs
sont également les plus pertinents: vitesse minimum et maximum, écart de vitesse,
type de route, distance, et arrêt. Nous obtenons des résultats de classi�cation
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avec C4.5 et LLR de 74% pour les événements accélérateur = 0 et 95% pour
les événements accélérateur > 0. Une fois cette classi�cation établie, nous avons
également essayé d'identi�er les événements sur des parcours digitalisés (i.e., des
cycles). Sur une base de données contenant des cycles urbains, extra-urbains et
autoroutiers, le taux de classi�cation se situe entre 80% et 90%.

Chapitre 4

Le quatrième chapitre concerne les di�érences de comportements de conduite qui
impliquent des écarts en consommation et en vitesse moyenne entre les conduc-
teurs. Tout d'abord, nous introduisons un indicateur de conduite rationnelle (le
RDI) qui permet de classer les chau�eurs sur un parcours donné en fonction de
leur consommation et de leur vitesse moyenne. Puis nous travaillons sur deux types
d'évènements : les ronds-points sur route extra-urbaine, et les péages sur autoroute.

Pour ces deux types d'événements, nous mesurons la corrélation entre des at-
tributs de conduite, comme la vitesse de passage en rond-point, et le RDI. Il s'avère
que le pourcentage de distance de lever de pied est un attribut déterminant pour
ces deux événements, ainsi que la vitesse de passage pour les ronds-points.

Une fois cette analyse e�ectuée, nous utilisons notre outil de simulation pour
tester di�érents types de comportements, traduits par ces deux attributs mentionnés
ci-dessus. La simulation présente l'avantage de pouvoir comparer des résultats toutes
choses égales par ailleurs, à la di�érence de données réelles. La simulation valide
l'impact positif en termes de consommation et de vitesse moyenne de ces attributs,
avec des corrélation avec le RDI allant jusqu'à 0.98.

En�n, nous proposons également une corrélation entre le RDI et un modèle de
coût adapté à ce véhicule.

Chapitre 5

Le cinquième chapitre se découpe en deux parties. Premièrement, nous introduisons
la structure que nous avons développée et qui adapte un cycle à di�érents types de
conducteurs. Puis nous prouvons que les di�érences de comportements implémentées
actuellement dans cette structure amènent déjà des résultats signi�catifs en termes
de consommation et vitesse moyenne en simulation.

Le principe de notre structure est de reconnaître les événements de conduite sur
un cycle donné, puis de traduire les di�érents attributs di�érenciant les conducteurs
en termes de consignes pour la régulation. Par exemple, pour simuler un conducteur
e�cace, l'outil va ajouter des consignes de lever de pied en amont des ronds-points et
des péages. Ce travail implique le développement de l'outil sous Matlab, de traduire
les attributs en consigne, mais également des modi�cations dans les systèmes de
régulation actuels au banc à rouleaux et en simulation.

A la �n de ce travail de thèse, les implémentations concernent les ronds-points,
les péages et les arrêts. Sur un cycle d'essai de 125km, cela représente 10% des
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événements qui sont adaptés au type de chau�eur. Ces modi�cations ont apporté
des écarts de -1.5% en consommation et +3% en vitesse moyenne entre un cycle
normal et ce même cycle adapté pour un conducteur e�cace.

Conclusion

Dans la conclusion de ce rapport, nous rappelons les problématiques et les besoins
qui ont amené le développement de la génération de di�érents modèles de conduc-
teurs en termes de conduite rationnelle. Le processus global incluait la reconnais-
sance d'évènements de conduite, puis la corrélation entre des paramètres de conduite
et le RDI sur ces événements, le tout a�n d'implémenter di�érents comportements
de chau�eurs.

Nous obtenons des taux de classi�cation des événements su�sants pour notre ap-
plication. La sélection d'attributs a permis de montrer que les paramètres suivants
étaient les plus discriminants pour la reconnaissance d'événements: vitesse minimum
et maximum, écart de vitesse, type de route, distance, et arrêt. Une comparaison
directe avec l'état de l'art n'est pas envisageable telle que, vu les écarts entre notre
dé�nition des événements, mais également entre les données et les applications �-
nales. Cependant, nos résultats ont été obtenus avec plusieurs méthodes, incluant
C4.5 et LLR, mais également k-NN qui est une méthode couramment utilisée dans
la reconnaissance d'événements.

Concernant la corrélation entre les attributs et le RDI, nous nous sommes fo-
calisés sur les ronds-points et les péages. A notre connaissance, la corrélation
d'attributs calculés sur le laps de temps d'un événement de quelques secondes seule-
ment, avec un indicateur de conduite rationnelle qui inclut la consommation mais
également la vitesse, n'avait jamais été réalisée avant. Ainsi, il n'est pas aisé de com-
parer nos résultats, surtout car nous travaillons dans le domaine des poids-lourds.
Cependant, les résultats de corrélation sont prometteurs, et la simulation a permis
de prouver et de mesurer l'impact d'un paramètre à la fois, toutes choses égales par
ailleurs.

En�n, les modi�cations apportées actuellement pour simuler di�érents modèles
de conducteurs apportent des résultats satisfaisants sur la consommation et la vitesse
moyenne. Sur un cycle d'essai, les modi�cations représentent 10% des événements,
et montrent des écarts de -1.5% en consommation et de +3% en vitesse moyenne
entre un cycle normal et ce même cycle adapté pour un conducteur e�cace.

Malgré ces résultats, nous avons également rencontré quelques limites durant
ce travail. La première est le nombre d'événements implémentés. Alors que la re-
connaissance des événements couvre le maximum d'événements possible, tous ces
événements ne sont pas implémentés dans l'outil. Nous avons implémenté les plus
prioritaires. Dans la continuité de ce travail, il faudrait désormais analyser et im-
plémenter les di�érences de comportement de conduite pour les démarrages et les
accélérations.

De plus, le nombre de types de conducteurs est limité à 3 pour le moment. Il
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serait intéressant de pondérer les styles de conduite, comme par exemple modéliser
un conducteur e�cace mais lent, ou e�cace et rapide. Cependant, il faut également
toujours garder à l'esprit que rajouter des types de conducteurs va également aug-
menter signi�cativement le temps d'essai. Et le temps prévu pour les essais n'est
pas extensible indé�niment.

Une autre perspective qui a émergé mais qui n'a pas pu être menée à bout
est l'analyse des séquences d'événements. Nous avons observé que les conducteurs
e�caces utilisent intelligemment l'énergie cinétique du véhicule. En conséquence, ils
freinent et ré-accélèrent moins que les autres conducteurs. Cela impacte directement
le nombre d'évènements, ainsi que les séquences d'événements. Une analyse du type
chaines de Markov pourrait révéler des di�érences entre les conducteurs et pourrait
être implémentée en modi�ant le nombre et le type des événements selon le style de
conducteur.





Realistic driver behavior modeling for energy e�ciency estimation
during heavy-trucks vehicles development

Abstract:
In the context where fuel consumption is a growing cost center, fuel consumption of
a truck coupled with its average speed is one of the key vehicle characteristics that
needs to be optimized and accurately estimated during the truck design process.
Consequently, we aim to create di�erent driver behavior models for testing trucks
regarding fuel consumption and average speed issues, i.e., rational driving.

We propose a two-step method to model more accurately driving behavior: �rst,
the identi�cation of driving events through driving features. Second, the quanti�ca-
tion of three di�erent driving behaviors on the recognized driving events. Then we
implement our results in a tool that creates these di�erent driving behaviors. The
output of this tool is a cycle adapted to a driver type in terms of fuel consumption
and average speed, and that can be used in simulation and on chassis-dynamometer.

The classi�cation of driving events reaches classi�cation rates between 74% and
91% depending on the events. We believe that they are su�cient for our application
due to the raw nature of driving events and the similarities between the di�erent
classes. We also obtain promising results concerning the correlation between driving
features and rational driving index. We focus especially on typical events, namely
roundabout on extra-urban roads, toll on highways and stop on urban roads.

The results of the developed tool prove to be e�cient since we can now simulate
di�erent driving behaviors. On our test run in simulation, adapting only 10% of the
events of a cycle produces fuel savings of 1.5% and an average speed which is 3%
faster for an e�cient driver than a non-e�cient driver. These results are promising
and we need to implement other events in the future .

Keywords: driver model, fuel consumption, simulation, driving events,
machine-learning, rational driving, economical driving, driving features



Modélisation de comportements de conducteurs réalistes pour
l'estimation de l'e�cacité énergétique durant le développement

des véhicules poids-lourds

Résumé: Dans un contexte où la consommation de carburant est un poste de coût
de plus en plus important, la consommation et la vitesse moyenne d'un poids-lourds
est l'une des caractéristiques clés estimées durant le développement des nouveaux
véhicules. Ainsi, nous désirons créer di�érents modèles de conducteurs en termes de
consommation et de vitesse moyenne, c'est à dire en termes de conduite rationnelle.

Nous proposons une méthode en deux étapes: premièrement la reconnaissance
des évènements de conduite grâce à des attributs de conduite. Puis la quanti�cation
de trois types de conduite di�érents sur ces évènements. Suite à ces deux étapes,
nous pouvons implémenter nos résultats dans un outil qui crée di�érents modèles de
conducteurs pour la simulation et le banc à rouleaux. Les écarts entre conducteurs
se mesurent en terme de consommation de carburant et de vitesse moyenne.

Le taux de classi�cation des évènements s'étend de 74% à 91% selon le type
d'évènements. Ces résultats sont dus à la nature même des données et aux simi-
larités entre les classes, mais nous estimons que ces taux sont su�sants pour notre
application. Nous obtenons également des corrélations prometteuses entre les at-
tributs de conduite sélectionnés et l'indicateur de conduite rationnelle. Nous avons
notamment porté notre étude sur les évènements classiques: les ronds-points, les
péages et les arrêts.

Les résultats de l'outil que nous avons développé sont pertinents. Nous pou-
vons désormais simuler di�érents types de chau�eurs. Sur nos essais en simulation,
l'adaptation de seulement 10% des évènements d'un cycle découle sur un gain en
consommation de 1.5% et une vitesse moyenne 3% plus élevée pour un conducteur
e�cace. Ces résultats sont encourageants, surtout que le travail à venir visera à
augmenter la diversité des évènements couverts.

Mots clés : modèle de conducteur, consommation de carburant, simula-
tion, évènements de conduite, apprentissage, conduite rationnelle, éco-conduite,
paramètres de conduite
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