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Abstract

Superconductivity and ferromagnetism are antagonistic orders, that do not co-exist in bulk

materials. However, artificially we can realize nanometric heterostructures where the two

orders can coexist locally, and then we might expect coupled modes of the two order pa-

rameters. We have realized this possibility experimentally, with an s-wave superconductor,

using a ferromagnetic Josephson junction. Then, in addition to the decrease of the Joseph-

son current due to the exchange field, the magnetization dynamics couples to the Josephson

phase. As a consequence of energy dissipation through spin motion, a magnetic resonance

of frequency ωs appears as a depression in the current-voltage curve of the Josephson junc-

tion when h̄ωs = 2eV . As we have shown theoretically, this coupling occurs through an

interference effect involving the Aharonov-Bohm phase. We describe this by analogy with

Fraunhofer diffraction with a time dependent phase plate. By exciting the magnetic system

via the singlet Josephson supercurrent which also detects its characteristic modes, we have

been able to perform a resonance experiment on a mere 5 femto cm3 of material or 107 Ni

atoms.

We have also investigated the classical phase dynamics of large area strongly underdamped

ferromagnetic Josephson junctions by measuring the probability of switching into the dis-

sipative state. We have found that in the stationary regime the switching is governed by

the thermal noise, indicating negligible spin noise induced broadening. In the non station-

ary regime, achieved for the ramp frequency comparable to the inverse RC time, we have

performed a pump-probe experiment that shows a kinetic phase transition due to the phase
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bifurcation. Bifurcation manifests itself as a bimodal switching distribution. Through the

frequency dependence of the population of each mode we directly measured the phase relax-

ation time τϕ. Numerical simulations account for the experimental values of τϕ, set by the

quasiparticle resistance.

We have also investigated the electromagnetic field propagation inside the ferromagnetic

Josephson junctions by measuring the characteristic Fiske resonances, that take place be-

tween the Josephson current and electromagnetic standing waves inside the junction. We

have shown that the dispersion relation ω(k) of these resonances presents a constant shift

towards higher frequencies for ferromagnetic junctions, compared to the non-ferromagnetic

ones.
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Introduction

Superconductivity is a rich and interesting playground for testing quantum mechanics. No-

tably are interesting the macroscopic structures that display phase coherence, such as Joseph-

son junctions. A Josephson junction consists of a superconductor interrupted by a weak

link, and the current passing through depends periodically on the phase difference between

the two sides, reflecting its quantum-mechanical nature. When embedding the Josephson

junctions into superconducting loops, we create SQUIDs (Superconducting QUantum Inter-

ference Devices) - artificial macroscopic objects that keep the phase coherence, and can be

used as building bricks for quantum computing.

The basic unit of a superconductor, a coherent pair of electrons, so-called Cooper pair, is

a spin singlet, while ferromagnetism tends to align all the spins. This is the antagonism

between a superconductor and a ferromagnet, which prevents their coexistence. So far, they

have been found to co-exist in bulk in the case where the magnetic order is inhomogeneous,

or the superconducting pairing is most probably triplet. However, in the singlet case, they

can coexist locally, at the interface, and they can be combined at lengths of the order of the

coherence length to give new ground states. The presence of a ferromagnetic exchange field

can induce a center-of-mass momentum of the Cooper pair, translating into a phase modu-

lation of the superconducting order parameter in real space. Therefore, making a Josephson

junction with a ferromagnetic barrier at thicknesses for which the order parameter is nega-

tive, we find that its ground state is for the phase difference of π, rather than zero. When

embedding such a junction into a superconducting loop, it acts as a phase battery, adding
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a phase difference of π. This gives new opportunities for SQUID operation, making the

alternative way to manipulate the phase with external magnetic field redundant. However,

before we can successfully create SQUIDs with π junctions, we need to find out just how

noisy they are. A possible source of noise are the magnetic modes of the ferromagnetic layer

that couple with the Josephson phase through the Aharonov-Bohm term.

Another unique property of the Josephson effect is its nonlinearity - the current is dependent

on the sine of the phase difference. This enables the rectification of resonant effects taking

place at higher frequencies, so they are visible in dc. This is inherent to every Josephson

junction, making it possible to probe the external rf radiation coupling resonantly to the

characteristic Josephson phase oscillation. In the ferromagnetic junctions it is the internal

ferromagnetic modes that couple resonantly to the Josephson phase, so we can measure

directly the spin-wave spectrum or the domain-wall-related resonances, with great sensitivity.

The Josephson phase has an Aharonov-Bohm contribution of the form
∫

A · dl, where A is

the vector potential and l the phase trajectory. As the phase can take different paths across

the junction, it interferes with itself, and the critical current as function of field shows the

same dependence as the light intensity as function of distance from the center of the screen

in the diffraction experiment - the Fraunhofer pattern. In this work we have shown that for

ferromagnetic Josephson junctions the ferromagnet acts as a wedge-shaped optical plate, its

refractive index analogous to magnetization, shifting the maximum of the Fraunhofer curve.

We can generalize the Fraunhofer concept to include the magnetization dynamics, reflected

in A(t).

In this work, we have demonstrated for the first time the coupling between the spin-wave

modes and the Josephson current in ferromagnetic Josephson junctions. A magnetic reso-

nance of frequency ωs appears as a depression in the current-voltage curve when h̄ωs = 2eV .

We have shown that this depression is proportional to the imaginary part of the ferromag-

netic susceptibility χ′′. We have demonstrated the excitation of the magnetic system via
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singlet supercurrent on a thin layer of weak ferromagnet, and performed a ferromagnetic

resonance measurement (FMR) on a ferromagnetic quantity so small that it is outside the

range of conventional methods.

In the second part of the thesis we have investigated the proper phase dynamics of ferromag-

netic Josephson junctions with very low damping, showing that in the adiabatic regime, the

large surface junctions are no noisier than their non-ferromagnetic counterparts. We have

also performed a pump-probe measurement: with a fast sawtooth current ramp we put the

Josephson phase out of equilibrium, and then probed the phase dynamics, detecting it as

voltage generated across the junction. In this way we accessed directly the phase relaxation

time τϕ, showing that the phase relaxation is set by the quasiparticle resistance. We have

shown that when the ramp frequency is comparable to the inverse RC time, the Josephson

junction displays bifurcation - with minute changes in the initial conditions, provided by the

thermal noise, the phase can either relax completely into the equilibrium corresponding to

non-dissipation, or stay on the dissipative branch.

Finally, we have investigated the resonant coupling between the Josephson current and

the standing electromagnetic modes in the ferromagnetic barrier - the Fiske resonances.

The barrier acts as a transmission line, and the spectrum of Fiske resonances is shifted

for ferromagnetic compared to the non-ferromagnetic junctions due to the changed high

frequency impedance.

Future applications of the Josephson effect for probing ferromagnetic modes would include

the investigation of the domain wall movement. Another promising line is the investigation

of distant correlations of a Cooper pair when separated (following conversion into a so-called

Andreev pair) and forced to traverse different magnetic domains. It would also be possible

to envisage refining the FMR experiment down to accessing much lower quantities of spin,

perhaps even attaining the dynamics of a single spin.
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Chapter 1

Interplay between the Josephson
phase and the magnetic modes

1.1 Superconducting ferromagnetic heterostructures

Ferromagnetism is known since ancient times, and it is the property of certain materials,

such as iron or nickel, to exhibit permanent magnetization. The origin of ferromagnetism is

quantum-mechanical, it is the spin of elementary particles, which acts like a tiny magnetic

moment. The nature of correlations between spins, Coulomb interactions and the Pauli prin-

ciple, makes it possible for them to get into parallel alignment, yielding net magnetization in

the energetically more favorable thermodynamical phase. There is a transition temperature,

the Curie temperature TCurie, below which the order sets in.

Superconductivity was discovered by Kamerlingh Onnes in 1911[1]. Its signature properties

are zero resistance and expelling of the magnetic field (Meissner effect). In 1956 Bardeen,

Cooper and Schrieffer (BCS) [2] showed that the Fermi sea of electrons with an arbitrar-

ily small attractive interaction, such as the one provided by the electron-phonon coupling,

responds by forming pairs of opposed spin and momentum, co called Cooper pairs. These

pairs undergo Bose-like condensation, creating a superfluid with a single quantum mechan-

ical wave function Ψ, also called the order parameter (often denoted by ∆). This is the

explanation of the new thermodynamical phase which is characterized by the perfect con-

ductivity and perfect diamagnetism. The critical temperature TC is the temperature at

which the superconductivity sets in.
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1.1.1 Antagonism between the superconducting and the

ferromagnetic order

Both magnetism and superconductivity are broken symmetry states of matter character-

ized by an order parameter. For a ferromagnet, the order parameter is the magnetization

M, the sum of individual spin magnetic moments aligned in the same direction due to an

exchange mechanism. The broken symmetry is time-reversal. For a superconductor, the

order parameter within the Ginzburg-Landau theory[3] is a complex number ∆ = |∆|eiφ

with a magnitude |∆| and a phase φ, spatially constant in the absence of a magnetic field.

The broken symmetry is a gauge symmetry, which is reflected in the choice of the phase φ.

The superconducting condensate consists of the Cooper pairs, electron singlets of opposite

momentum and spin[4]. The superconducting singlet state can be destroyed by an exchange

mechanism, tending to align both spins in the same direction. This so-called paramagnetic

effect is the main effect preventing the coexistence of the two states[5].

Another way for the external magnetic field, or magnetic moment of a ferromagnet, to

influence superconductivity is via the so-called orbital effect. Ginzburg showed that the

coupling of the superconducting order parameter with a vector potential of the magnetic

field A suppresses superconductivity[6]. This is the underlying physics of the Meissner

effect, where the superconductor expels the magnetic field up to a surface layer of thickness

λ, the penetration depth[7].

However, there is a possibility to tailor the superconducting order parameter on a short

length-scale to accommodate for a coexistence between superconductivity and ferromag-

netism. Fulde and Ferrel, and independently Larkin and Ovchinnikov, demonstrated that

the superconductivity can be non-uniform in a pure ferromagnetic superconductor at low

temperature [8, 9]. In the so-called FFLO state, the superconducting order parameter is

sinusoidally modulated on the length-scale of the superconducting coherence length ξS, the
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size of a Cooper pair. The Cooper pairs in this state have a finite momentum, compared

with zero momentum in conventional superconductors.

Figure 1.1: One-dimensional example of the energy band of the superconductor near the
Fermi surface [10]. The two electrons forming the Cooper pair (represented with circles) in
the absence of an external field have the momenta represented with full lines, at the Fermi
surface their values are kF and −kF . In the external field H, there is a Zeeman-splitting
induced shift by δkF = µBH/h̄vF . The shift +δkF is denoted in dashed, and −δkF in dotted
lines. The Cooper pair gains a center-of-mass contribution of 2δkF .

We shall illustrate this by considering a one-dimensional example, see Fig. 1.1 [10]. In the

absence of an external field the two electrons with opposite spin forming the Cooper pair

have the opposite momenta kF and −kF and their center of mass has momentum zero. In the

field H, due to the Zeeman splitting, each electron will gain a momentum δkF = µBH/h̄vF ,

where vF is the Fermi velocity and µB is the Bohr magneton. The center of mass gains

momentum 2 δkF , so the order parameter obtains spatial modulation exp(2 ı δkF x).

However, the way to create an analog of the FFLO state artificially is to consider supercon-

ducting – ferromagnetic heterostructures, such as submicronic S/F superlattices[11, 12, 13].

When a Cooper pair passes through the ferromagnet, its spin up electron decreases energy

by the exchange energy Eex, while the spin down electron gains the same energy. To com-
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pensate this, the spin up increases its kinetic energy by this amount, while the spin down

decreases it, and the center of mass acquires momentum 2 δkF = 2Eex/h̄vF , which implies

the modulation of the order parameter with period πh̄vF /Eex. Here, the magnetization is

parallel to the layers and the orbital effect [14] is neglected.

The first truly ferromagnetic superconductors, UGe2 and URhGe, have been discovered

recently[15, 16]. The assumption is that the superconductivity is triplet, with both spins of

the Cooper pair parallel, so there is no paramagnetic effect.

1.1.2 Proximity effect

Order parameter

At the interface between a superconductor (S) and a normal metal (N), they influence one

another passing some of their attributes to their neighbor. The Cooper pairs leak from the

superconductor into the normal metal, creating locally a condensate. This is the so-called

proximity effect[17]. The Ginzburg-Landau superconducting order parameter ∆ decays in

the normal metal exponentially, over the length ξN . In the dirty limit ξN =
√

h̄Dn/2πkBT ,

where Dn is the diffusion coefficient and T the temperature, while in the ballistic limit

ξN = h̄vn
F /2πkBT , where vn

F is the Fermi velocity in the normal metal. On the other hand,

the leaking of the Cooper pairs into the normal metal diminishes the order parameter in

the superconductor and that is the so-called inverse proximity effect[18]. The schematic

behavior of the real part of the order parameter at the interface is given in Fig. 1.2.

At the interface between a superconductor and a ferromagnet (F ), the order parameter

shows the exponential decay over a much shorter length than in the normal metal, ξf1 =
√

h̄Df/Eex in the dirty limit or ξf1 = h̄vf
F /2πkBT in the clean limit, where Df and vf

F are the

diffusion coefficient and the Fermi velocity in the ferromagnet. In addition to this, the order

parameter in the ferromagnet oscillates due to the paramagnetic effect. In the dirty limit
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Figure 1.2: Schematic drawing of the real part of the order parameter at the S/N and S/F
interface [10].

the characteristic oscillation length ξf2 = ξf1, and in the clean limit the oscillation length

ξf2 = h̄vf
F /Eex is much shorter than the decay length. So when stacking S/F layers with

thickness of the order of the oscillation coherence length, we get the FFLO-like oscillation

of the superconducting order parameter.

A simple way to probe the proximity effect is to measure the conductance of an S/N bilayer.

In his book[19], Tinkham lays out a very simple semiconductor model, where the density

of states (DOS) of a normal metal Nn is constant, while the DOS of the superconductor is

Ns(E) = N0E/(E2 − ∆2)1/2 for E > ∆, otherwise Ns = 0, where N0 denotes the electron

density of states at the Fermi level for one spin orientation. Here and in the following we

shall use the notation ∆ for the absolute value of the order parameter. The tunneling current

of the bilayer is then

I ∼
∫

NnNs(E) [f(E) − f(E − eV )] dE

where V is the applied voltage and f the Fermi distribution. In the low temperature limit,

the conductance G(V ) = dI/dV is directly proportional to the DOS.
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Andreev reflection

The microscopic mechanism for converting the normal current at the N/S interface into the

super-current is the Andreev reflection.

Figure 1.3: Supercurrent conversion at the superconductor-metal interface for spin polariza-
tions of P = 0 and P = 100%. a) Schematic of the process for P = 0 when the Andreev
reflection is unhindered by a spin minority population at the Fermi energy EF . The solid
circles denote electrons and open circles denote holes. b) Experimental measurement of the
IV and differential conductance dI/dV at T=1.6 K via a superconducting Nb point contact
on Cu. The vertical lines denote the bulk gap of Nb: ∆(T = 0) = 1.5 meV. The dashed line
is the normal state IV for a conductance of Gn = 0.194 Ω−1. c) Schematic of process for
P = 100% when there is no supercurrent conversion at the interface. d) Experimental IV
and dI/dV at T=1.6 K via the Nb point contact on CrO2. The dashed line is the normal
state IV for a conductance of Gn = 0.417 Ω−1 [22].

The electron coming from N with the energy ǫ < ∆ is reflected at the interface as a hole with

the opposite momentum, which is equivalent to the creation of a Cooper pair in S [20, 21],

see Fig. 1.3a. As measured by Soulen et al.[22], the differential conductance G = dI/dV at
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the Fermi energy is twice that in the normal state due to the Andreev reflection, Fig. 1.3b.

The inverse process is also possible for current passing from S to N , and then a Cooper pair

is converted into a so-called Andreev pair of entangled electrons.

At the S/F interface, the Andreev reflection is no longer symmetric to spin reversal. The

spin up electron is reflected as a spin down hole, so both bands of the ferromagnet take

part in the transport. If the ferromagnet is fully spin polarized, leaving one band empty,

the Andreev reflection becomes impossible[23]. The polarization of the ferromagnet can be

measured directly by measuring the differential conductance at the S/F interface[22].

1.1.3 Josephson effect and ferromagnetic Josephson junctions

Figure 1.4: The schematics of the dc (left) and ac (right) Josephson effect. At zero imposed
voltage, the Cooper pairs can tunnel from the left to the right superconductor S across the
insulating barrier I, creating non-dissipative Josephson current. At imposed voltage V , the
Cooper pairs pass from left to the right superconductor, giving away the energy 2eV as
radiation h̄ω. The inverse process is possible - upon absorbing external radiation h̄ω, the
Cooper pair can tunnel from right to left, overcoming the imposed voltage barrier V [26].

Without imposed voltage, the supercurrent can flow between the two superconducting (S)

pads separated by a thin insulating barrier (I)[24, 25, 26], see Fig. 1.4, left panel. The so-

11



called Josephson current depends on the phase difference between the two superconducting

pads, ϕ = φ1 −φ2, where φ1 and φ2 are the corresponding phases of the order parameters of

the electrodes, and it is I = IC sin ϕ, IC being the critical current. This is the dc Josephson

effect. When the voltage V is imposed, the phase changes in time ϕ̇ = (2e/h̄)V , with the

dot denoting the time derivative. This is the ac Josephson effect. As shown on the right

panel of Fig. 1.4, at imposed voltage V the Cooper pairs cross the barrier, radiating away

energy h̄ω = 2eV . The inverse process is also possible - upon absorbing external radiation

h̄ω, a Cooper pair can tunnel from right to left at imposed voltage V , therefore creating

non-dissipative current - the so-called Shapiro step[27]. The first Josephson junctions were

fabricated by Anderson and Rowell[28, 29].

When enclosing a Josephson junction in a superconducting loop, due to the fact that the

total superconducting phase is 2π periodic, and vector potential A contributes to the phase,

the magnetic flux enclosed in the loop is quantified in Φ0 = h/2e. Such devices, consisting of

one or more Josephson junctions enclosed in a superconducting loop, are called the Supercon-

ducting QUantum Interference Devices (SQUIDs)[30, 31]. They can behave as macroscopic

quantum objects[32, 33] that can be used as building blocks for quantum computing - qubits

[34, 35], for Review see [36].

When the barrier inside a Josephson junction is a ferromagnet, due to the oscillation of

the superconducting order parameter, the possibility of negative Josephson coupling arises

[37]. As was shown by Bulaevskii, et al. [38], when the barrier is an insulator with para-

magnetic impurities, enabling spin flip processes, the junction can have negative critical

current, and its ground state can be for ϕ = π. It is then described with a current-phase

relation I = |IC | sin(ϕ + π). Such junctions are called π-junctions. Experimentally they

have been realized with a barrier made up of a metallic ferromagnet (F )[39, 40] or a nor-

mal metal (N) with non-equilibrium quasiparticle distribution (SNS with a gate)[41]. The

transition from 0 to the π state as function of thickness of the ferromagnetic barrier has
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been demonstrated experimentally[40]. For metallic junctions, the current-carrying Andreev

bound states become spin split[42, 43]. Another possibility to create a π junction is with

so called grain-boundary, with d-wave superconductors across an insulating barrier. De-

pending on the position of the insulating interface, one can obtain junctions with different

sign of coupling, since the superconducting order parameter is not spatially isotropic[44].

At the 0-π transition and in other particular cases the current-phase relation I(ϕ) can have

higher harmonics[45]. When enclosed in a loop, a π junction can take the role of a phase

battery[46, 47, 48], since it supplies the phase π without the need to apply the external field.

This makes it an interesting low-noise element for use in SQUIDs. However, a question arises

if the internal degrees of freedom of the ferromagnet would introduce additional noise, and

we shall address that question in this work.

1.1.4 Local coupling between superconductors and ferromagnets

- paramagnetic effect

Let us come back to the analogue of the FFLO-like picture for ferromagnetic Josephson

junctions. First let us consider the order parameter at the S/F interface. Following the

review by Buzdin[10], we generalize the standard Ginzburg-Landau functional

F = a(H, T )|ψ|2 + γ(H,T )|∆ψ|2 +
η̃(H,T )

2
|∆2ψ|2 +

b(H,T )

2
|ψ|4

where ψ is the superconducting order parameter. The difference with respect to the standard

GL functional is that the coefficients are field dependent and the addition of the third term.

We seek the solution of the 1D linear equation for the superconducting order parameter

aψ − γ
∂2ψ

∂x2
+

η̃

2

∂4ψ

∂x4
= 0

in the form ψ = ψ0 exp(kx) for complex k = k1 + ık2. Solving the equation we obtain
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k2
1 =

|γ|
2η̃

(√
1 + t∗ − 1

)

k2
2 =

|γ|
2η̃

(√
1 + t∗ + 1

)

where t∗ = (T − Tci)/(Tci − Tcu), Tcu being the transition temperature into the uniform

superconducting state and Tci the transition temperature into the FFLO state. If we choose

the gauge for the real order parameter in the superconductor, then the order parameter in

the ferromagnet is also real and it is

ψ = ψ0 exp(−k1x) cos(k2x). (1.1)

In the Ginzburg-Landau formalism the coherence length is defined as ξ =
√

γ/a.

Refining the approach, we can calculate the order parameter at the S/F interface using the

Usadel equation in the dirty limit or the Eilenberger equation in the clean limit, obtaining

Ψ ∼ exp

(

− x

ξf1

)

cos

(

x

ξf2

)

. (1.2)

In the dirty limit ξf1 = ξ2f =
√

h̄Df/Eex, while in the clean limit the decaying length

ξf1 = h̄vf
F /2πkBT is much longer than the oscillating length ξf2 = h̄vf

F /Eex.

We can use oscillation of the order parameter with distance from the interface x to obtain

Josephson junctions with negative coupling for the appropriate thickness of the ferromagnetic

layer.
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1.1.5 Nonlocal coupling between superconductors and

ferromagnets - crossed Andreev reflection

Let us consider an NSN (or FSF) trilayer. An electron incident from the left from a normal

metal into a superconductor with an energy ǫ < ∆ can undergo one of four possible processes

- it can be reflected as a normal electron, it can undergo Andreev reflection, it can co-tunnel

as a normal electron or undergo crossed Andreev reflection. The crossed Andreev reflection

is possible when S is shorter than the superconducting coherence length ξS, and an electron

incident from the left N picks up an electron from the right N , leaving a hole, thus forming

a Cooper pair in the S. In the inverse process, the two electrons from a Cooper pair form an

entangled state after the Andreev reflection and can maintain phase coherence even though

spatially separated. This is the non-local aspect of the Josephson effect[49]. The crossed

Andreev reflection has been demonstrated experimentally[50, 51].

1.1.6 Orbital effect - contribution of the magnetic field to the

Josephson phase

When the magnetic field B is present, the Aharonov-Bohm contribution
∫

A · dl, where A is

the vector potential (curl A = B) and l the phase path across the junction[52], enters into

the Josephson phase ϕ. So we have

ϕ = ϕ0 +
2e

h̄

∫

A · dl, (1.3)

where ϕ0 is a constant. Thus defined, the Josephson phase is gauge-invariant. In ferromag-

netic Josephson junctions this expression gives another way to account for the magnetization

dynamics - it contributes directly to the Josephson phase via A(r, t).

For the in plane field H = Hŷ, where ŷ is an unit vector in the y direction along the

electrodes (and z is perpendicular to the junction plane, see Fig. 1.5), we have the current
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Figure 1.5: The geometry of the ferromagnetic Josephson junction. The blue layers denote
the superconducting electrodes and the red layer the ferromagnetic barrier of thickness a and
magnetic thickness d = a + 2λ, where λ is the London penetration depth. The junction’s
lateral size is L. The field is applied in the y direction, and the current across the junction
flows in the z direction. The phase ϕ is modulated along the x direction.

density

j(x, y) = jC(x, y) sin(ϕ0 + kx) ẑ,

where k = (2edµ0/h̄)H, ϕ0 is the Josephson phase in the absence of the magnetic field, and

jC(x, y) is the critical current density. The magnetic barrier thickness is d = a + 2λ, where

a is the barrier thickness and λ is the London penetration depth, for the superconducting

electrodes of thickness dS larger than λ. When dS ∼ λ we have d = 2λ tanh(dS/2λ) + a.

The Fourier transform of the Josephson current across the junction I(k), where k contains

the influence of the magnetic field, is obtained when integrating the current density

I(k, ϕ0) =
∫ L/2

−L/2
dx

∫ L/2

−L/2
dy j(x, y) sin(ϕ0 + kx)

= ℑm

[

exp(ıϕ0)
∫ L/2

−L/2
dx

(

∫ L/2

−L/2
dy j(x, y)

)

exp(ıkx)

]

, (1.4)

where L is the junction’s lateral dimension in the x and y direction. We are only interested
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in the spatial modulation of the current density due to the field, so we integrate along the

field direction

J(x) =
∫ L/2

−L/2
j(x, y)dy.

Maximizing the expression Eq. (1.4) with respect to ϕ0, we see that the maximum critical

current dependence on k (or the magnetic field H) is given by

IC(k) =
∣

∣

∣

∣

∫

∞

−∞

dxJ(x) exp(ıkx)
∣

∣

∣

∣

. (1.5)

Figure 1.6: The expected critical current dependence on the external flux for a rectangular
junction with uniform current distribution, Eq. (1.6).

For a uniform current distribution J(x) = J0

IC = I0
C

∣

∣

∣

∣

∣

sin(kL/2)

kL/2

∣

∣

∣

∣

∣

= I0
C

∣

∣

∣

∣

∣

sin(πΦ/Φ0)

πΦ/Φ0

∣

∣

∣

∣

∣

, (1.6)

where Φ = dLH is the flux through the junction, I0
C = J0L, and Φ0 = h/2e is the flux

quantum. The maximum critical current I0
C is obtained for H = 0. This expression is

analogous to the expression for the intensity of light on a distant screen, after passing through

a rectangular slit with dimensions comparable to the wavelength, showing the Fraunhofer
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diffraction, Fig. 1.9.

1.1.7 Josephson junction within the Resistively Capacitively

Shunted Junction (RCSJ) model

Within the framework of the Resistively Capacitively Shunted Junction model (RCSJ)[53,

54, 55, 56], the current-biased Josephson junction is modeled by an ideal Josephson junction,

a resistance and a capacitance in parallel, Fig. 1.7. The current balance is then

C
dV

dt
+

V

R
+ IC sin ϕ = Ib, (1.7)

where C is the junction capacitance, R the resistance, and Ib the bias current. The model

itself does not specify the nature of the resistance, it is in fact the total resistance shunting the

junction, which can be dominated by the normal resistance Rn, the quasiparticle resistance

Rqp or the dissipative junction environment. In our case, it is the quasiparticle resistance

Rqp which is dominant, as we show later.

The Josephson junction is a nonlinear inductance. We see this if we consider the change

in current corresponding to the voltage across the junction, V = LJ dI/dt = (h̄/2e) dϕ/dt,

where LJ is the Josephson inductance. Using the first Josephson relation, we get LJ =

h̄/2eIC cos ϕ.

We can rewrite this equation in dimensionless variables and in terms of phase using the

second Josephson relation ϕ̇ = (2e/h̄)V as

ϕ̈ + βϕ̇ + sin ϕ = ηb, (1.8)

where ηb = Ib/IC , β = (RCω0)
−1, ω0 =

√

2eIC/h̄C and the dot denotes d/dτ , where τ =

ω0t. This equation describes the movement of the phase in the tilted-washboard potential

U(ϕ) = UC(1−cos ϕ−ηbϕ), with the Josephson energy UC = (h̄/2e)IC , and damping β (Fig.
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Figure 1.7: RCSJ model: A current Ib biased Josephson junction is modeled as an ideal
Josephson junction JJ, a resistance R and a capacitance C in parallel.

1.13). The Josephson phase is oscillating in the local minimum with an attempt frequency

ωa = ω0(1 − η2
b )

1/4 to go over the barrier ∆U = UC(ηb(2 sin−1 ηb − π) + 2 cos(sin−1 ηb)). In

the limit I → IC , the potential barrier can be approximated as ∆U = 2
3
UC(2 − 2ηb)

3/2.

While the phase is oscillating in the minimum it has 〈ϕ̇〉 = (2e/h̄)V = 0, therefore it is in

the non-dissipative regime, so called locked state. The passage over the potential barrier

corresponds to switching into the dissipative regime, t.i. the running state.

We can distinguish two types of behavior, depending on the value of the quality factor

Q = ω0RC = β−1. (Note that damping β is distinct from the Stewart-McCumber factor

βc = Q2.) For Q > 1 the phase dynamics is underdamped. Once over the barrier, the phase

has sufficient kinetic energy 〈ϕ̇〉2/2C that the damping is not enough to retrap it in the

next potential well. The IV curve is hysteretic, with the retrapping current Ir smaller than

the critical current by a factor of Q. For Q < 1 the dynamics is overdamped, the phase

always gets retrapped in the next potential well and its movement is analogous to Brownian

diffusion in metastable wells.

In the case of overdamped Josephson junctions, the capacitance is negligible, so the Joseph-

son element is shunted only by the resistance R. (The model’s name changes accordingly

into Resistively Shunted Junction model - RSJ.) Then the first term in Eq. (1.7) is zero,
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and the corresponding phase differential equation is first order

βϕ̇ + sin ϕ = ηb. (1.9)

We integrate it directly from t = 0 to t = T , where T is the period of time for which the

phase augments by 2π, to obtain ϕ(t). Then we use the identity 2eV/h̄ = 2π/T to write

the equation in terms of current and voltage, thus obtaining the IV curve of an overdamped

junction

I(V ) =

√

IC
2 +

(

V

R

)2

. (1.10)

For large V it can be approximated by

I(V ) =
V

R
+

I2
C R

2V
. (1.11)

For overdamped junctions, the IV curve is not hysteretic.

1.2 Coupling between the spin wave modes and the

Josephson current

In Fig. 1.8 we illustrate the principle of experiment. The Josephson current passing through

the junction excites the spin-wave modes, which in turn get rectified by the Josephson

junction, resulting in a dip in the dynamical resistance at the spin-wave frequency.

We shall deconstruct this experiment on several different levels. In the first picture we will

develop it as a dynamical Fraunhofer-type experiment. The Fraunhofer experiment is an

optical experiment measuring the intensity of light through a small rectangular aperture,

showing interference effects. Analogous interference takes place in a Josephson junction

between different phase trajectories, leading to a Fraunhofer-like dependence of the critical
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Figure 1.8: Schematic of the principle of experiment, showing the actual geometry of the
ferromagnetic Josephson junction used. The blue layers are Nb and the red layer is PdNi.
The Josephson current passing through the junction excites the spin-wave modes, which in
turn get rectified by the Josephson junction, resulting in a dip in the dynamical resistance
at the spin-wave frequency.

current upon the applied magnetic field. In the experiment, we shall consider a dynami-

cal Fraunhofer effect, treating the magnetization dynamics as small movements along the

Fraunhofer curve, since the x-axis, the flux, becomes time-dependent.

The second approach will be from the standpoint of the RSJ model - we shall describe an

equivalent circuit with a frequency-dependent complex impedance that takes into account

the magnetization dynamics.

Then we shall see it as a Ferromagnetic Resonance (FMR) experiment performed with a

Josephson junction both as the source of excitation and the detection element. To that end

we shall lay out the principle of the conventional cavity FMR experiment and make the

analogy with our experiment.

And finally, the most elaborate approach is based on the calculation performed by Barnes

and Maekawa[57], where they combined the Josephson relations with the Maxwell equations,

explaining the resonant dips at the spin-wave frequency that we measured. The various
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aspects of this calculation reflect the intuitive Fraunhofer and effective circuit pictures.

There have been propositions[58, 59] and attempts to measure the coupling of the magneti-

zation dynamics and the Josephson current[60, 61, 62].

The dynamics of the magnetization (0.1 – 1 ns) is much slower than the diffusion time

through the ferromagnetic layer (0.5 ps). There is a negligible change in the magnetization as

Cooper pairs transit the ferromagnetic layer, justifying the adiabatic approximation. There

have been calculations [63, 64, 65, 66] of the interaction between a single precessing spin

and a Cooper pair when their timescales are comparable. The influence of the single spin

on the Josephson current is the appearance of a current term proportional to 〈Sz〉, where

the direction z is that of an external field H, perpendicular to the current direction. The ac

Josephson current across the single spin has the so-called Josephson frequency ωJ = 2eV/h̄

determined by the applied voltage V (as in any Josephson junction). Finer effect is the

dephasing of spin due to the passage of two consecutive electrons forming a Cooper pair,

leading to the breathing of the spin component 〈Sz〉 with the Josephson frequency ωJ in

addition to the Larmor precession with the frequency ωL = γeH. We, however, always

stay in the adiabatic regime where the passage of the whole Cooper pair is considered as

instantaneous, and under these conditions the spin should display only the Larmor precession

and the 〈Sz〉 component should remain constant.

1.2.1 Fraunhofer picture

Consider light being diffracted from a single slit of length L̃. In general, for any type of slit,

we take x′ and y′ to be the coordinates in the slit plane and x and y in the screen plane,

ζ the amplitude through the slit, and ψ the amplitude at the screen. In the small-angle

limit, where the slit is much smaller than the distance between the slit and the screen D̃, t.i.

x/D̃ ≪ 1, y/D̃ ≪ 1, the amplitude at the screen is the Fourier transform of that at the slit
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ψ(x, y) = C
∫

ζ(x′, y′)e−ık̃(xx′+yy′)/D̃ dx′dy′, (1.12)

where k̃ is the wave number and C is a constant. For a single slit of length L̃ and incident

amplitude ζ = 1 we have

ψ = CL̃
∫ L̃/2

−L̃/2
e−k̃xx′/D̃ dx′ = CL̃

sin k̃L̃
2D̃

x

k̃L̃
2D̃

x
. (1.13)

The diffraction pattern is shown in Fig. 1.9.

Now we insert a wedge-shaped phase plate in front of the slit, with a refractive index n and

width a+bx as function of x, where a and b are constants. So instead of ∆φ = k̃x = (2π/λ) x

we now have

∆φ = 2π
(

1 − n

n

)

a + bx

λ
(1.14)

and therefore

ψ = CL̃
∫ L̃/2

−L̃/2
e
−k̃( 1−n

n )(a+bx)

(

x′

D̃

)

dx′ = CL̃
sin k̃L̃

2D̃

(

1−n
n

)

(a + bx)

k̃L̃
2D̃

(

1−n
n

)

(a + bx)
. (1.15)

The Fraunhofer maximum is shifted from the center by −a/b.

In analogy to the diffraction of light through a rectangular slit, the phase difference across

the Josephson junction in the external magnetic field gets different path-dependent contri-

butions, leading to the interference of the phase-dependent current[24].

In the external magnetic field, the gauge invariant phase has a field-dependent contribution

ϕ = ϕ0 +
2e

h̄

∫

A · dl.

As we have seen, for the in plane field H = Hŷ, where ŷ is an unit vector in the y direction

along the electrodes (and z is perpendicular to the junction plane, Figs. 1.5 and 1.8), we

have the spatial modulation of the Josephson phase ϕ ∼ kx due to the applied field, where
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Figure 1.9: The Fraunhofer diffraction without (a) and with (b) a phase plate. When the
phase plate is inserted, the optical paths are changed and the diffraction maximum is moved
in the direction of the green arrow. The phase plate thickness as function of x is a + bx,
where a and b are constants.

k =
2edµ0

h̄
H, (1.16)

and where d = a + 2λ is the magnetic thickness of the barrier, t.i. the part of the Josephson

junction into which the field can penetrate. The actual thickness of the barrier is a, and λ

the London penetration depth, see Fig. 1.5. We obtain the maximum current dependence

on k (or the magnetic field H)

IC(k) =
∣

∣

∣

∣

∫

∞

−∞

dxJ(x) exp(ıkx)
∣

∣

∣

∣

. (1.17)

For a uniform current distribution J(x) = J0

I = I0
C

∣

∣

∣

∣

∣

sin(kL/2)

kL/2

∣

∣

∣

∣

∣

= I0
C

∣

∣

∣

∣

∣

sin(πΦ/Φ0)

πΦ/Φ0

∣

∣

∣

∣

∣

, (1.18)

where Φ = dLH is the magnetic flux through the junction, I0
C = J0L, and Φ0 = h/2e is the

flux quantum. The maximum critical current I0
C is obtained for H = 0. This expression is

analogous to the optical result.
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For a ferromagnetic Josephson junction, the magnetization of the ferromagnetic layer M

also contributes to the phase. Again we start from the general expression

ϕ =
2e

h̄

∫

A · dl, (1.19)

where B = µ0(H + M) = ▽× A. We have then

▽ϕ =
2e

h̄

∫

▽ (A · dl) =
2e

h̄

∫

dl × (▽× A) =
2e

h̄

∫

dl × B. (1.20)

Looking at the junction geometry, the field B = Bŷ, and dl = dzẑ, dl × B = −B dz x̂,

therefore

∂

∂x
ϕ = −2e

h̄

∫

B dz. (1.21)

We now integrate the right side in z. First of all B = µ0(H + M), and it is important to

notice that H is nonzero between (−d/2, d/2), since the magnetic field penetrates into the

superconductor, while M is nonzero only between (−a/2, a/2), the physical thickness of the

ferromagnetic layer. We therefore have

∂

∂x
ϕ = −2eµ0

h̄
(dH + aM). (1.22)

Integrating now both sides in x we have

ϕ(x) = ϕ0 −
2eµ0

h̄
(dH + aM) x = ϕ0 − k x, (1.23)

where

k =
2edµ0

h̄

(

H +
a

d
M

)

, (1.24)

is the ferromagnetic analog of Eq. (1.16), and ϕ0 the integration constant. The magnetiza-

tion in the Josephson junction is analogous to the wedge plate in front of the rectangular
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slit for the optical diffraction. Maximum critical Josephson current IC(H) is obtained for

H + (a/d)M(H) = 0. This equation in H has two solutions that differ only in sign. When

we sweep the field in the two different directions, due to the hysteresis of the ferromagnetic

layer M(H), we see the current maximum I0
C shifted in two directions, corresponding to the

positive and negative solutions H±.

1.2.2 Conventional ferromagnetic resonance

The usual way of investigating the spin-wave spectrum of ferromagnetic films is the electron

spin resonance (ESR). The principle of measurement is the following (Fig. 1.10). The

sample is placed in an electromagnetic cavity in which a dc magnetic field H0 is applied

perpendicular to the ac field Hac that oscillates at the cavity resonant frequency νc = 9.46

GHz. The sample is oriented such that its surface is parallel to H0, Fig. 1.10. In this

configuration, the static magnetic field H0 lifts the electron Zeeman degeneracy and the ac

field Hac enables transition between the levels. We sweep the static field until we reach

the resonance condition hνc = gµBH0, where g is the gyromagnetic ratio, and µB the Bohr

magneton. Then the sample absorbs the rf signal emitted by the cavity. A typical ESR

signal is given on the right of Fig. 1.10, it is a power absorption peak usually measured in

the first or second derivative as function of the dc field H0.

The dynamics of the total magnetization is described by the Landau-Lifshitz (more precisely

Bloch-Bloembergen) equation[67] with relaxation to local equilibrium

dM

dt
= −γeM × Be −

1

τ
[M − (Mzẑ + χ0Byŷ)] (1.25)

where Be = B0ẑ + Byŷ contains an effective static field B0 = µ0H0 along with the driving

field By = µ0Hac, and γe = µB/h̄. The static magnetization M = Mzẑ. Using standard

complex notation, these equations lead to, for the complex susceptibility
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Figure 1.10: Left: Schematic of a conventional cavity ferromagnetic resonance experiment
setup. The cavity emits microwaves at 9.46 GHz, and static magnetic field H0 is swept
perpendicular to the ac field Hac. At the resonance, the sample absorbs microwaves. Right:
A typical FMR signal, usually measured in the first or second derivative of the absorbed
power as function of the applied dc field.

χy(ω) =
γeMzωs + 1

τ
χ0(iω + 1

τ
)

(iω + 1
τ
)2 + ωs

2
. (1.26)

The dissipative, that is imaginary, part χ′′

y(ω) exhibits resonances at both ±ωs. Provided

the resonance width ∝ 1/τ is not too large, the expression

χ′′

y(ω) ≈ γeMz

[

( 1
τ
)

(ωs − ω)2 + ( 1
τ
)2

]

(1.27)

is an adequate approximation and is used in the comparison with experiment.

For thin stripes of ferromagnetic films, the resonance spectrum is rather complicated, due to

important effects of the demagnetization field[68, 69, 70]. In the case of weakly ferromagnetic

PdNi with thickness ∼ 10 nm or less, it is plausible that stripe domains will form, with width

∼ 50 nm, due to dominantly perpendicular magnetization.
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1.2.3 Toy model - effective circuit

In order to get a simple and intuitive picture of the experiment, we present an effective circuit

model, in which we represent the ferromagnetic layer as a frequency-dependent complex

impedance. The dynamic coupling which is the principal effect here, reflects phase shifts

similar to the Fraunhofer ones due to M(r, t), which now has both a temporal and a spatial

dependence, the equivalent of a phase plate with a similarly dependent refractive index

n(r, t) in the optical experiment.

We model the ferromagnetic layer as an impedance ZS(ω), with a resonance at the char-

acteristic spin-wave frequency ωs. We model it as a series oscillator able to absorb at the

resonant frequency ωs, in parallel with the Josephson junction. Its dissipative part Rs is

related to the imaginary part of the ferromagnetic susceptibility χ′′, while its reactive part

Ls, Cs to the real part χ′.

Starting from the RSJ model [56] and keeping in mind that the junction capacitance is neg-

ligible we have first without the impedance ZS (therefore for a non-ferromagnetic junction)

I(V ) =

√

IC
2 +

(

V

R

)2

, (1.28)

where IC is the critical current, and R is the Ohmic resistance. We develop this expression

to the first order for large V

I(V ) =
V

R
+

I2
C R

2V
. (1.29)

We want ZS to be small at all frequencies except the resonant frequency ωs. The impedance

of the series resonator is

ZS = Rs + ı(ωLs −
1

ωCs

).

The total impedance is then
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Figure 1.11: The effective circuit taking into account the impedance ZS(ω) coming from the
ferromagnetic layer.

1

Z
=

1

ZS

+
1

R
.

If we assume that |ZS| ≫ R, i.e. in the case of weak absorption, then

Z = R
(

1 +
R

ZS

)−1

≈ R − R2

ZS

= R − R2

Rs + ı
(

ωLs − 1
ωCs

) .

The real part is then
ℜeZ = R − R2

ω
RsCs

(

ω
RsCs

)2
+ (ω2 − ω2

s)
2
. (1.30)

Coming back to the RSJ model, we have

I(V ) =
V

R
+

IC
2

2V
ℜeZ. (1.31)

At fixed voltage, the resonant rise in impedance ZS will produce a depression in the overall

current. We simplify the ferromagnetic term rewriting it as a lorentzian with amplitude A,

width σ and resonant frequency ωs, so that

ℜeZ = R − 2V

IC

Ãσ

σ2 + (ω − ωs)2
.
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We have a depression in the IV curve

I(V ) =
V

R
+

IC
2

2V
R − IC

Ã σ

σ2 + (ω − ωs)2
. (1.32)

We have used V ∼ ICR. We find later that Ã is also proportional to IC , so the resonant dip

(third term) is proportional to I2
C .

1.2.4 Theory of coupling between the Josephson current and the

ferromagnetic resonances

Barnes and Maekawa[57] have developed a theory to describe the experiment which combines

the Josephson relations with the Maxwell equations for the relevant range of parameters.

The following is reproduced from the notes of Prof. Barnes.

The problem is formulated using the Landau-Ginzburg, rather than the simpler London for-

malism in order to use the gauge A = A(r, t)ẑ. Within the Landau-Ginzburg approach[19],

the velocity vs of the superconducting electrons is given by

m∗vs = h̄(∇φ − 2e

h̄
A) (1.33)

and, with this gauge, the gradient of the phase in the z-direction is non-zero (see Figs. 1.5

and 1.8). The current in the barrier is taken[71] to be proportional to |∆|2ei(φ1(x,y;t)−φ2(x,y;t)).

It is assumed |∆| and the tunneling matrix elements for Cooper pairs are uniform.

It is necessary to determine the appropriate boundary conditions for the approximate so-

lutions of Maxwell’s equations. For reasons of transparency, it is not at all useful to solve

the very difficult problem in which the solution within the barrier is matched to that in

the exterior region to the junction. Within the junction we can ignore the displacement

and transport currents since the wavelength of light λ and the skin depth δ are both larger
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than the dimensions of the junctions at the Josephson frequency ωJ . We observe that the

impedance of the junction of ∼ 1 Ω is much smaller than 377 Ω of free space and as a con-

sequence there is essentially no radiation from the junction. The displacement current, and

evidently the transport current can therefore be also ignored in the exterior region. It is

therefore only necessary to integrate Ampère’s circulation law for the Josephson current

∇× H = JC sin φ(r, t)ẑ (1.34)

where φ(r, t) = kx + ωJt + φ1.

Required is the additional phase shift[28]

φ1 =
2e

h̄

∫

r+aẑ

r

A1 · dr =
2ae

h̄
A1

z, (1.35)

with the magnetic system reflected in A1. In linear response appropriate to our experiments,

φ1 is considered as a perturbation and the signal is contained in

I1 =
2ae

h̄

∫ L/2

−L/2
dx

∫ L/2

−L/2
dy cos(kx + ωJt)φ1 (1.36)

The determination of A1 requires first the vector integration of ∇ × H = JC sin φ(r, t)ẑ

and then ∇× A = B with B = µ0(H + M). Even with the simplifications of the previous

paragraph, this is an involved calculation. It is useful to make some formal manipulations in

order to avoid this double integration. In a complex notation where Jz is the imaginary part

of JCei(kx+ωJ t), the JC cos(kx + ωJt) is the imaginary part of iJz and so the total current

signal is

I1 =
2ae

h̄

∫ L/2

−L/2
dx

∫ L/2

−L/2
dy[ℑm(i~∇× ~H)] · [ℑm( ~A)] (1.37)

using Ampère’s law J = ∇ × H. Note, importantly, the imaginary parts are to be taken

before the dot-product and integral. Noting, corresponding to a zero Poynting vector, either
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H or E (and hence A) are zero on the surface, this is integrated by parts using ∇·(A×H) =

H · ∇ ×A−A · ∇ ×H. Then substituting, ∇×A = B and B = µ0(H + M) we have that

the signal is the average part of

I1 = −2ae

h̄

∫ L/2

−L/2
dx

∫ L/2

−L/2
dy[ℑm(iH)] · [ℑm(M)], (1.38)

which requires only a single integration of ∇× H = JC sin φ(r, t) ẑ.

We use the expansion

Js = JC sin(kx + ωJt) = JC(sin kx cos ωJt + cos kx sin ωJt)

and treat the sin kx and cos kx part separately. We need to integrate JC sin kx cos ωJt to

give

He ≡ −JC

cos kx − cos kL
2

k
cos ωJt ŷ.

The constant of integration was chosen to give zero when x = L/2. This is appropriate since

the field at the edges reflects uniquely the average current and the odd part contains no such

average. This is not the case for JC cos kx sin ωJt which has a finite average current density

proportional to (1/L)
∫ L/2
−L/2 dx cos kx = (2/kL) sin(kL/2). Using symmetry considerations,

it must be that the integration of the constant part is

JC

sin kL
2

kL
2

1

2
(xŷ − yx̂) cos ωJt

with half of the average being accounted for by the y-component. We therefore integrate

JC(cos kx − (2/kL) sin kL/2) sin ωJt to give

Ho ≡ JC

(

sin kx

k
− sin kL

2
kL
2

x

)

sin ωJtŷ

The “i” in the formula for the signal changes sin ωJt → cos ωJt and so the ŷ component of
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the real part of the iHy is

[

−JC

cos kx − cos kL
2

k
sin ωJt + JC

(

sin kx

k
− sin kL

2
kL
2

x

)

cos ωJt

]

while the similar magnetization

My = µ0

[

JC

cos kx − cos kL
2

k
(χ′

y cos ωJt − χ′′

y sin ωJt)

+ JC

(

sin kx

k
− sin kL

2
kL
2

x

)

(χ′

y sin ωJt + χ′′

y cos ωJt)
]

which involves both the real (dispersion) χ′

y and imaginary (dissipative) χ′′

y parts of the usual

complex susceptibility[67]. In Eq. (1.38) the only part with a finite average is proportional

to either sin2 ωJt or cos2 ωJt and so

Iy
1 = −µ0χ

′′

yJC
2L4 2ae

h̄
(Fe + Fo) = −2πIc

Φrf

Φ0

Fyχ
′′

y(ωJ) (1.39)

where Fy = (Fe + Fo), Φrf = (aL)(µ0Ic/L) and

L3Fe =
∫ L/2

−L/2
dx

(

cos kx − cos kL
2

k

)2

=
L

2k2
+

1

k3
sin

kL

2
cos

kL

2
+

(

1

12

L

k2
− 4

k4L

)

sin2 kL

2

while

L3Fo =
∫ L/2

−L/2
dx

(

sin kx

k
− 1

kL
sin k

L

2
x

)2

=
L

2k2
+

L

k2
cos2 kL

2
− 3

k3
sin

kL

2
cos

kL

2
.

The sum Fy = (Fe+Fo) is plotted in Fig. 1.12, blue curve. We write it down in the simplified

form
Fy =

2

x2

[

1 + sin
x

2
cos

x

2
+

(

13

12
− 4

x2

)

sin2 x

2

]

, x = kL (1.40)

The similar integral for the x-response gives,

Ix
1 = −2πIc

Φrf

Φ0

Fxχ
′′

x(ωJ), (1.41)
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Figure 1.12: The response coefficients Fy in blue and Fx in purple, see Eqs. (1.40) and
(1.42).

where
Fx = (1/12)(IC(H)/IC)2, (1.42)

also shown in Fig. 1.12, purple curve.

The coefficients Fx and Fy describe the geometry of the magnetic coupling to the Josephson

current. Since the field is applied in the y direction, we obtain what is expected, that the

response perpendicular to the field direction reflects the Fraunhofer pattern, and Fx is the

square of IC(H). The response in the field direction is more pronounced. At zero field, both

responses are equal.
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1.3 Proper phase dynamics

The maximum dissipationless current that a Josephson junction can carry is not only given

by the coupling energy between the two superconductors forming the junction but also by

the dynamics of their phase difference. Thermal and quantum fluctuations of the phase,

for instance, lower the value expected without fluctuations and set by the Josephson en-

ergy, UC = (h̄/2e)IC , where IC is the critical current. Furthermore, they introduce in a

current-biased junction a probability distribution of the threshold current to switch into

the dissipative state. Similarly, current and voltage noise from biasing also affect the phase

dynamics and hence switching. Two timescales are pertinent: the inverse plasma frequency,

and the phase relaxation time set by the junction damping. Since the plasma frequency is

in the GHz range it is actually the microwave impedance, including the impedance of the

junction environment, that sets the relaxation. However, in large area tunnel junctions, the

effect of the environment is negligible as the quasiparticle resistance is much smaller than

the vacuum impedance and the phase dynamics is intrinsic in the sense that it only depends

on junction parameters.

1.3.1 Kramers problem - escape from the potential well

Within the framework of the Resistively Capacitively Shunted Junction model (RCSJ), we

have at zero temperature the second order differential equation for the Josephson phase ϕ

ϕ̈ + βϕ̇ + sin ϕ = ηb, (1.43)

where ηb = Ib/IC , damping β = (RCω0)
−1, plasma frequency ω0 =

√

2eIC/h̄C and the dot

denotes d/dτ , where τ = ω0t. This equation describes the movement of the phase in the

tilted-washboard potential U(ϕ) = UC(1− cos ϕ− ηbϕ), see Fig. 1.13. The Josephson phase

is oscillating in the local minimum with an attempt frequency ωa = ω0(1− η2
b )

1/4 to go over
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the barrier ∆U = UC(ηb(2 sin−1 ηb − π) + 2 cos(sin−1 ηb)). In the limit I → IC , the potential

barrier can be approximated by ∆U = 2
3
UC(2 − 2ηb)

3/2. While the phase is oscillating in

the minimum it has 〈ϕ̇〉 = (2e/h̄)V = 0, therefore it is in the non-dissipative regime, so

called locked state. The passage over the potential barrier corresponds to switching into the

dissipative regime, t.i. the running state.

Figure 1.13: The phase in the tilted washboard potential. By thermal activation it goes over
the barrier ∆U .

We can distinguish two types of behavior, depending on the value of the quality factor

Q = ω0RC. For Q > 1 the phase dynamics is underdamped. Once over the barrier, the

phase has sufficient kinetic energy 〈ϕ̇〉2/2C that the damping is not enough to retrap it in

the next potential well. The IV curve is hysteretic, with the retrapping current Ir smaller

than the critical current by a factor of Q. For Q < 1 the dynamics is overdamped, the

phase always gets retrapped in the next potential well and its movement is analogous to

Brownian diffusion in metastable wells. During the diffusion 〈ϕ̇〉 6= 0, but since the phase is

not in the free running state, when we know (or impose) the voltage across the junction we

have determined (imposed) the phase. Another way to say this is that the IV curve is not

hysteretic, so one value of voltage corresponds to a single value of current (phase).

There are two possible ways to activate the phase across the barrier - thermal activation and
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quantum tunneling. The crossover temperature from the quantum to the thermal regime is

T ∗ = h̄ω0/2πkB. From now on we shall be interested in the thermal regime.

Following the groundbreaking work of Kramers[72], we formalize the thermal activation

across the barrier in the following way. For constant current bias the activation rate over

the barrier is

Γ =
ωa

2π
exp

(

− ∆U

kBT

)

. (1.44)

For adiabatically changing current bias, the phase has the Boltzmann distribution and we

calculate the switching probability [73]

W (I(t)) = exp
[

−
∫ t

0
Γ(I(t′))dt′

]

= exp

[

−
∫ I

0

Γ(I ′)

İ
dI ′

]

, (1.45)

and the probability distribution

P (I) = − d

dI
W (I) =

Γ(I)

İ
exp

[

−
∫ I

0

Γ(I ′)

İ
dI ′

]

, (1.46)

where İ is the speed with which we ramp the junction, the dot here denoting d/dt. In the

adiabatic regime the ramp frequency is much smaller than both the plasma frequency and

the inverse damping time.

Kramers distinguished the moderately underdamped from the extremely underdamped case

(the criterion will be given shortly). Later were calculated the activation rates for all inter-

mediate damping regimes[74, 75, 76]. In general, the escape rate can be expressed as

Γ = at
ωa

2π
exp

(

− ∆U

kBT

)

, (1.47)

where the prefactor factor at is given in Table 1.1. Ruggiero, et al. [77] gave the conditions

of validity for each regime.

The notable difference is that in the case of moderate damping the escape rate is independent
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Damping Validity range at

Underdamped, low (ωaRC)−1 < 1, 2π ∆U
kBT

βω0

ωa
< 1 2π ∆U

kBT
βω0

ωa

Underdamped, moderate (ωaRC)−1 < 1, 2π ∆U
kBT

βω0

ωa
> 1 1

Overdamped (ωaRC)−1 > 1 ωa

βω0

Table 1.1: The criterion for crossover between different damping regimes and the prefactor
at as given by Ruggiero, et al.[77].

of damping β, while for the extremely low and high damping this is not the case. For

extremely low damping, β → 0, we see that the thermal energy kBT plays an important

role. The motion is almost conservative, and the energy lost in one cycle due to damping is

much smaller than the thermal energy, 8βUC ≪ kBT , so mere thermal fluctuations stop the

particle from getting retrapped. Also please note that the condition for crossover between

the underdamped and overdamped regime is refined here - instead of comparing the quality

factor Q = RCω0 to 1, we are replacing the plasma frequency ω0 with the attempt frequency

ωa. As the switching current approaches the critical current, the attempt frequency can be

one or two orders of magnitude smaller than the plasma frequency.

In his paper[73], Garg gave a generic form of the activation rate

Γ(ηb) = A(1 − ηb)
a+b−1 exp(−B(1 − ηb)

b) (1.48)

where the coefficients a, b, A and B are given in Table 1.2.

Escape parameters in the thermal regime

Damping A B a b

Low 18βω0UC

5πkBT
UC

kBT
1 3/2

Moderate ω0

2π
UC

kBT
-1/4 3/2

High ω0

2πβ
UC

kBT
0 3/2

Table 1.2: Escape parameters for various damping regimes for thermal activation[73].
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In order to obtain analytical expressions for mean switching current 〈I〉 and standard devi-

ation σ = (〈I2〉−〈I〉2)1/2, he approximated the activation frequency ωa = ω0(1−η2
b )

1/4 with

ωa = ω0(1− ηb)
1/4. This approximation is valid for ηb → 1. The mean switching current 〈I〉

is then

〈 I〉 = IC



1 −
(

log X

B

)
1

b



 , (1.49)

and the standard deviation σ is given by

σ2 = I2
C

π2

6b2

(log X)−2+ 2

b

B
2

b

, (1.50)

where

X =
IC

İ

A

bB1+a
b

.

The expressions for 〈I〉 and σ are asymptotic, with correction terms and the derivation to

be found in the original paper. In the case of moderate damping we find, as expected,

σ ∼ I
1/3
C T 2/3.

It is not clear in the RCSJ model which resistance R governs the phase escape. We will

show later that the relevant resistance in our experiment is Rqp – the quasiparticle resis-

tance. Inherent to the RCSJ model is the supposition that there exists an effective constant

resistance that describes the phase movement in the whole range of voltage. However, the

real resistance of the junction is strongly nonlinear. For the Kramers intermediate damping

regime, the question is not important, since the resistance does not enter in the activation

rate, but for other damping regimes it is, and it is essential for the transition between the

regimes[78, 79], since the resistance can be temperature dependent. It is also crucial for quan-

tum tunneling, which is exponentially dependent on the resistance. In other experimental

situations, the effective R may be any parallel internal or external (circuit) resistance.
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1.3.2 Dynamical bifurcation regime

The nonlinear oscillator can enter into the bifurcation regime, meaning a small smooth

change made to the parameter values or to the initial conditions of a system causes a sud-

den qualitative or topological change in its behavior. Bifurcation usually occurs when an

anharmonic oscillator is driven at a frequency equal to its resonant plasma frequency, and

it results in a resonant amplification of the oscillation amplitude. Out of equilibrium, in

the dynamical regime, it is the initial kinetic energy that plays the role of the driving force.

Two scenarios are possible, see Fig. 1.14 : either the phase relaxes to the bottom of the

potential well leading to a switching current equal to that at equilibrium or the phase does

not relax and escape occurs at a much smaller current bias of the order of the retrapping

current. In strongly underdamped junctions the retrapping current can be vanishingly small.

Out-of-equilibrium induced bifurcation depends on the bias frequency and damping.

Figure 1.14: Tilted washboard potential and two bifurcation scenarios: the relaxation of
phase to the bottom of the well, or jump over the potential well due to kinetic energy.

The phase dynamics of the current biased Josephson junction is that of a nonlinear driven

oscillator,

ϕ̈ + βϕ̇ + sin ϕ = 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

, (1.51)
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where ωb is the ramp frequency. The bracket [ r] denotes the biggest integer smaller than

r. We bias with a sawtooth ramp in the experiment, so we also write it here, but it would

be the same if we used a sinusoidal ramp. The system being a nonlinear oscillator, with

a suitable choice of parameters we can access bifurcation, or the chaotic regime. We shall

focus only on bifurcation, which we measure. We have three pertinent time-scales, set by

three characteristic frequencies: the plasma frequency ω0, the inverse damping time β and

the driving frequency ωb. For the underdamped junctions we always have β ≪ ω0. In the

adiabatic regime the ramp is considered infinitely slow, ωb ≪ β, while in the non-adiabatic

regime it is comparable to the characteristic damping time, ωb ∼ β. In our experiment

ω0/2π ∼ GHz, while β ∼ 10 – 100 kHz (when converted from ω0 units), so the ramp

frequency ωb/2π goes from ∼ 100 Hz in the stationary regime, up to ∼ 10 – 100 kHz in the

non-stationary regime.

Following Büttiker, et al. [74], we see that the underdamped Josephson junction biased with

constant current smaller than its critical current has a possibility to be either in the locked,

non-dissipative state or in the running, dissipative state. However, for a certain range of

parameters, it can display bifurcation between the two, hence the hysteresis in the IV curve.

The thermal noise has the role of activating one or the other state[80, 81]. We give in Fig.

1.15 the range of bistability for damping β as function of ramp amplitude ηb, as calculated

in [74].

Since damping is very small in our junctions, of the order of 10−4 (in the plasma frequency

units), we see in Fig. 1.15 that bistability is possible for almost any bias current. (Another

way to say this is that the retrapping current is close to zero.) But we are interested in

dynamical bistability. We measure it with a time-dependent current ramp. When the ramp

time becomes comparable to the damping time, the junction has a finite probability of being

in the locked or in the running state.

There were theoretical [82] and experimental [83] investigations of bistability induced by

41



Figure 1.15: Range of bistability in the tilted washboard potential, in the space of parameters
damping β and imposed current ηb [74].

external photon irradiation at subgap frequency, as well as experiments with a bifurcation

amplifier by I. Siddiqi, et al. [84], where suitable microwave irradiation at frequency close to

ω0 excites the phase into large amplitude oscillations. The bifurcation is between the small

amplitude oscillations at the bottom of the well, and large amplitude oscillations, and the

Josephson junction in this experiment never goes into dissipation.

Bifurcation in Josephson junctions was theoretically investigated by Dykman [85, 86, 87, 88].

The Kramers form for the escape rate

Γ =
ωa

2π
exp

(

− ∆U

kBT

)

(1.52)

still holds, but the potential barrier ∆U and the activation frequency ωa are redefined in

the phase space. There has been extensive work in this direction for overdamped Josephson

junctions, which are easier to solve, since the differential equation is only first-order[89].

Then we have
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ϕ̇ = −∇V + ξ,

where V is the potential and ξ thermal noise, and the potential barrier ∆U = V (1)− V (2),

where point (2) is at the bottom of the potential and (1) at the top. However, for the

underdamped junctions the situation is more complicated, and we can say in general that

∆U is not a difference between the two potentials, but an integral of action S in the phase

space corresponding to the attractor, t.i. the energetic cost of going over the barrier[90, 91].

Figure 1.16: Phase space of the tilted washboard potential obtained by numerical simulation.
The bifurcation means that sometimes the phase falls into the attractor (blue curves), while
sometimes it stays on the separatrix (red curve). The black curves are in the dissipative
regime.

We shall solve Eq. (1.51) numerically in Chapter 3, and make a correspondence with the

experimental results. In Figs. 1.16 and 1.17 we show the phase diagram (ϕ, ϕ̇) and V (t)

respectively, obtained by this calculation, in order to illustrate the mechanism of the effect.
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Figure 1.17: The voltage across the junction V (t) corresponding to the previous Figure, that
illustrates which parts of the V (t) curve correspond to which parts of the phase space.

At the start of the cycle, the phase has some kinetic energy and its trajectory is one of

the black curves, corresponding to dissipation. At some values of kinetic energy, due to

damping, the phase will cross the red separatrix (retrapping branch) and fall into the blue

attractor, corresponding to the locked state. At some others it will stay just outside, on the

red retrapping branch, and bounce back into dissipation, t.i. one of the black curves.

1.3.3 Fiske resonances and dynamical bifurcation

Fiske resonances

Fiske resonance is a resonance between the Josephson current and the electromagnetic modes

that propagate through the barrier as if it were a transmission line and form standing waves

with the junction’s lateral size[92, 93, 94, 95].

Following Tinkham[19] and Barone[96], we combine the Josephson relations and the Maxwell

equations in order to describe the Josephson junction in the external magnetic field. If the

magnetic field is applied along the y direction, whilst the direction z is perpendicular to the

junction surface and parallel to the current jz (see Fig. 1.5 for junction geometry), we have

for magnetic field hy and electric field ez in the barrier
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∂ez

∂x
=

d

a
µ0

∂hy

∂t

∂hy

∂x
= jz + ǫ

∂ez

∂t
,

where a is the physical thickness of the barrier and d = a+2λ its magnetic thickness, λ being

the London penetration depth. Eliminating hy and using V = eza, where V is the voltage

across the junction, and integrating the whole equation in t whilst using the Josephson

relation ϕ̇ = (2e/h̄)V , we can write the dimensionless equation

∂2ϕ

∂τ 2
+ β

∂ϕ

∂τ
+ sin ϕ − c̄2

ω2
0

∂2ϕ

∂x2
= 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

, (1.53)

where c̄ is the propagation speed of electromagnetic waves through the junction barrier, and

time is given in the plasma frequency units as before, τ = ω0t. This is the driven sine-Gordon

equation. We assume the solution in the form

ϕ = ϕ0 + ωτ − kx,

where ω = (2e/h̄)V and k = (2edµ0/h̄)H. The speed of propagation of the electromagnetic

field through the barrier is

c̄ = ω0λJ = c

√

a

ǫrd
,

where λJ =
√

h̄/2eµ0d j is the Josephson penetration depth, j being the current density, ǫr

the relative dielectric constant and µ0 the magnetic constant.

Due to the boundary conditions there is quantization of frequency

ωn =
2e

h̄
Vn = n

c̄

2L
, (1.54)

where L is the lateral size of the junction. These are the Fiske resonance frequencies. Fiske

resonances are between the Josephson oscillations and the electromagnetic standing waves

with the junction’s lateral size. In the IV curve at equidistant voltages Vn = (h̄/2e) ωn we
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have current steps If
n.

Sine-Gordon equation and dynamical bifurcation

We can ask now what happens with the dynamical bifurcation when the junction also displays

Fiske resonances. We have seen that the phase equation has changed from Eq. (1.51) to

Eq. (1.53). The available states for bifurcation were the locked and the running state, while

now we also have a multitude of Fiske resonances. We shall see that, in addition to the

critical current branch and the retrapping branch, all the Fiske resonances present different

branches and bifurcation enables hopping between them.

Figure 1.18: The schematics of the expected phase diagram in the presence of magnetic field.
The dark blue attractors at finite voltage correspond to the Fiske resonances. Note that the
Fiske attractors have not been obtained numerically.

In Fig. 1.18 we come back to the schematics of the phase diagram in the case we have Fiske

resonances. (Note that the dark blue parts of this diagram are not a result of calculation).
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Figure 1.19: The expected V (t) curve in presence of the Fiske resonances.

In addition to the locked state at 〈ϕ̇〉 = (2e/h̄)V = 0, corresponding to the attractor given

in light blue, we now have the possibility of locked states at finite Vn, corresponding to the

attractors given in dark blue. So the phase has a choice either to fall into the attractor at

zero voltage, or, due to its kinetic energy, to stay on the red line just above the attractor,

and fall into the next attractor at finite voltage, corresponding to the Fiske branch. In

reality there would also probably be a dissipative region between the two attractors. In Fig.

1.19 we show the corresponding V (t) curve. This curve, however, is similar to the curves we

measure, shown in Fig. 3.27.

And the final remark is that we may not always need the external magnetic field to have

Fiske resonances. In the ferromagnetic Josephson junctions Fiske steps can appear in zero

field. Also, we shall experimentally demonstrate that the dispersion relation in this case

is ωn = ̟ + nc̄/2L, with a constant shift ̟ compared to the non-ferromagnetic case, Eq.

(1.54). This is due to the fact that the ferromagnetic layer influences the transmission of

the electromagnetic waves through the junction barrier.
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Chapter 2

Ferromagnetic Josephson resonance

2.1 Principle of experiment

The challenge addressed here is that of dynamically coupling two seemingly incompatible

order parameters - superconductivity and ferromagnetism. We do that by coupling them

locally on a nanometric scale in ferromagnetic Josephson junctions. The coupling is reso-

nant between the Josephson phase and the characteristic modes, in particular the spin-wave

modes. A magnetic resonance of frequency ωs appears as a depression in the current-voltage

curve of the Josephson junction when the applied voltage V is h̄ωs = 2eV . The magnetic

system is excited via singlet supercurrent and, through back-action, the Josephson junction

plays the role of a detector in a resonance experiment on a thin layer of weak ferromagnet.

This Chapter contains the experimental results. First we demonstrate the static influence of

magnetization on the Josephson critical current, producing a shift in the Fraunhofer pattern.

Then we investigate the resonances in the IV curve, their behavior in the external magnetic

field and with external microwave irradiation. We compare the results with standard Ferro-

magnetic Resonance (FMR) measurements on a similar albeit macroscopic reference trilayer.

Finally, we look at the thermal noise properties of these small ferromagnetic junctions with

overdamped phase dynamics.
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2.2 Sample fabrication

We have fabricated sub-micron ferromagnetic Josephson junctions in ultra-high vacuum

(UHV) using the technique of overlap angle evaporation. To that end, we have adapted a

trilayer resist process described in the following. This process is quite demanding, but gives

a high level of reproducibility and control. The reason we need this particular trilayer resist

is the evaporation of Nb, which takes place at high temperatures, so we need a mask that

will be able to endure this.

2.2.1 Mask preparation

The purpose of the mask is to produce hanging bridges and a large undercut, enabling angle

evaporation. The hanging bridge’s length is 500 nm and its width is around 400 nm, and

needed undercut is 500 nm.

We have fabricated the mask using a trilayer resist technique[97] consisting of PES (Poly

Ether Sulfone - commercially known as Victrex and often used to thermally insulate air-

planes), a layer of rigid Si3N4 and a layer of electron-sensitive polymer PMMA (Poly Methyl

Methacrylate). The resist PMMA is a standard electron positive resist (positive means that

the irradiated parts are removed during lift-off) offering precision up to tens of nm. The

polymer PES has several excellent properties. Although it can be used in its own right as

a negative electron resist, we are not performing lithography on it. Its role is to support

the rigid Si3N4 mask during evaporation, since it sustains high temperature. The mask is

etched into it. The resist PES undergoes a glass transition at 235◦C, and it is chemically

stable up to 400◦C. This is needed for the evaporation of refractory metal Nb, which heats

the chamber during evaporation, and is very sensitive to contamination by oxygen and other

compounds that could outgas from the mask. If we were to make a mask in PMMA alone,

which is routinely done for the evaporation of Al, for example, it would melt or outgas dur-

ing the evaporation of Nb. (In our process the PMMA is removed before evaporation.) The
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layer of Si3N4 can be etched and provides rigid hanging structures. It offers good control of

dimensions, stability and reproducibility. The trilayer is deposited on the silicon wafer with

a thin oxide layer, and it consists of the 500 nm thick PES layer, followed by 60 nm of Si3N4

and then 350 nm of PMMA.

Figure 2.1: Stages of mask fabrication. From the left: a) Electron-beam lithography trans-
mits the mask onto the PMMA layer. b) Directional Reactive Ion Etching (RIE) with SF6

transmits the mask onto the Si3N4 and etches away the remaining PMMA. c) Isotropic RIE
with oxygen plasma etches the mask all the way to the wafer, creating an undercut and
leaving the Si3N4 layer intact. Colors represent different layers: green is for PES, yellow is
for Si3N4 and violet is for PMMA.

The main stages of mask fabrication are illustrated in Fig. 2.1. First we performed electron-

beam lithography with a Scanning Electron Microscope (SEM), drawing the pattern onto

the PMMA layer. Then we etched the structure in the Reactive Ion Etching (RIE) chamber

in several steps. The first step, directional etching with SF6 plasma for 1 minute 30 seconds,

transmitted the pattern onto the Si3N4 layer and removed the remaining PMMA. The second

step, etching with oxygen plasma for 2 minutes, transmitted the pattern onto the PES leaving

Si3N4 intact. The remaining etching of PES with oxygen plasma for 10 minutes (without a

pause) created a 500 nm undercut in PES and suspended bridges, again only slightly thinning

the Si3N4. In order to make oxygen etching isotropic and produce a sufficient undercut, we

etched at a very high pressure of 300 mTorr.

The photo of the mask before the evaporation, showing seven junction masks in parallel,

is given in Fig. 2.2, with a zoom on one junction mask on Fig. 2.3, showing a suspended
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Figure 2.2: SEM photo of the mask before the evaporation showing seven junction masks in
parallel, out of eight fabricated on the same wafer.

Figure 2.3: SEM photo of the mask for one junction, showing a suspended bridge in Si3N4

and a 500 nm undercut in the PES.

bridge and the undercut in the PES. Eight junction masks are fabricated on the same wafer.

The RIE was performed at Laboratoire de Photonique et Nanostructures (LPN) in Mar-

coussis, with the help of L. Ferlazzo. The detailed recipe is given in the Appendix.
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2.2.2 Junction fabrication

We evaporated the junctions in situ in a custom-made UHV evaporator, under a base pres-

sure of 10−9 mbar. We evaporated each layer of material onto the wafer under a different

incident angle, and the overlap of different layers under a suspended Si3N4 bridge made up

the junction. The evaporation angles are shown in Fig. 2.4, with the schematic drawing of

the obtained cross-section in Fig. 2.5. First we evaporated 50 nm of Nb under the incident

angle of -45◦ from the vertical axis, then we oxidized Nb for 10 minutes under the pressure

of 10 mbar, then we evaporated 20 nm of PdNi under the angle of +45◦, and finally another

50 nm of Nb under the angle of +47◦ to avoid shortcircuit between the two Nb layers. While

evaporating Nb we used liquid nitrogen to cool down the walls of the evaporating cham-

ber, ensuring better Nb quality. Finally 50 nm thick Nb layers had a critical temperature

T leads
C = 7.3 K. The liftoff is performed in a solution of NMP (N Methyl 2 Pyrrolidone),

a solvent for PES. The Ni concentration has been measured by Rutherford Backscattering

(RBS) on a test sample[98]. Further fabrication details are given in the Appendix.

Figure 2.4: Stages of angle evaporation across a mask with a suspended bridge. From the
left: a) First we evaporated 50 nm of Nb (layer marked as Nb1) under the incident angle of
-45◦ from the vertical axis. b) Then we evaporated 20 nm of PdNi under the angle of +45◦

followed by another 50 nm of Nb (Nb2) under the angle of +47◦. c) After lift-off, the mask
is removed. Red region is the overlap defining the junction.

The junction is bonded with Al wires using an ultrasound soldering machine, and mounted

on a dilution refrigerator probe. The dilution refrigerator is able to descend to 35 mK.
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Figure 2.5: The cross-section after evaporation. Red layers stand for Nb, the index denoting
the order in which the evaporation is performed, while the purple layer denotes the PdNi.
The junction is indicated with a yellow square.

Figure 2.6: SEM photo of a fabricated junction with leads. Inset shows the zoom on the
junction.

In Fig. 2.6 we show two SEM photos of the fabricated junctions, one showing a junction with

leads, and another, in the inset, showing a zoom on the junction. The leads are gradually

narrowing when approaching the junction, from millimetric bonding pads to micrometric

leads shown here. The drawing of the whole wafer is given in the Appendix. Every junction

has four different leads, enabling a four point transport measurement (two leads for current

bias and two for voltage measurement). Leads are effectively trilayers due to the shadow
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evaporation of PdNi, but the current passes through the superconducting Nb. The junction

surface is 500 nm × 500 nm.

We show in Fig. 2.7 the characterization of junction J8 on the wafer I4.

Figure 2.7: Junction characterization. Left: Resistance of the junction with leads as function
of temperature. The junction critical temperature is TC = 6.5 K, and the leads’ critical
temperature is T leads

C = 7.3 K. The step at 7.5 K corresponds to a transition of wider
leads. Middle: IV curve taken at 1.2 K. Right: Junction critical current as function of
temperature.

On the first panel from the left we show the resistance of the junction with leads as function

of temperature. The junction transition temperature is TC = 6.5 K, and the leads, which

are narrowing when approaching the junction, have a critical temperature of T leads
C = 7.3 K

for the narrowest leads and 7.5 K for wider leads. The leads’ critical current is over 500 µA

at low temperature.

On the middle panel we see the current I as function of voltage V , taken at 1.2 K. The

IV curve is non-hysteretic, characteristic of overdamped Josephson junctions (weak links

with negligible capacitance). The normal resistance is Rn ∼ 1 Ω, and the critical current

IC ∼ 7 µA, giving a Josephson coupling ICRn ∼ 7 µV, consistent with early studies on highly

overdamped PdNi-based Josephson junctions. We have measured three ferromagnetic junc-

tions on the same wafer (I4). The dispersion of the critical current from junction to junction
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is about ±1 µA, ∆Rn = 0.15 Ω, while the ICRn varies by less than 3% from junction to junc-

tion. The niobium oxide barrier, which has very low capacitance compared to aluminium

oxide, serves to lower the junction critical current compared to the leads’ critical current

and avoid the mixup in the result interpretation.

Figure 2.8: IV curves for temperature ranging from 1.2 to 6.2 K in steps of 0.5 K from left
to right. The first curve on the left is given without an offset, and each subsequent curve is
shifted for clarity to the left by 0.5 µV and down by 0.5 µA.

On the right panel we show the junction critical current as function of temperature, extrapo-

lated to the junction critical temperature TC = 6.5 K. The critical current IC(T ) is obtained

from the measurement presented in Fig. 2.8, showing the dependence of the IV curves on

temperature, ranging from 1.2 K (first on the left) to 6.2 K in steps of 0.5 K. Linear depen-

dence IC(T ) is expected when the Thouless energy of the ferromagnetic layer ETh = h̄D/a2

is larger than the Nb superconducting energy gap ∆. Here a is the thickness of the barrier,

D = vF le/3 is the diffusion coefficient of the ferromagnet, vF its Fermi velocity and le the

elastic mean free path. We estimate le = 20 nm, vF = 2 × 107 cm/s, D = 13.3 cm2/s,

h̄D = 878 meV nm2 and ETh = 22 meV for a junction of barrier thickness a = 20 nm[98].

The bulk Nb gap ∆ = 1.5 meV, therefore ETh ≫ ∆. This linear dependence of IC(T ) has
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been observed previously in highly underdamped junctions[99].

2.2.3 Conductance/dynamical resistance measurement setup

Now we shall detail the setup for measuring the differential conductance G = dI/dV (Vdc),

i.e. its inverse - the dynamical resistance dV/dI(Vdc), Fig. 2.9.

We measure the dynamical resistance with a lock-in amplifier. We bias the junction with

dc current, and on top of it a small ac modulation current. The dc current is imposed with

a voltage source, giving the voltage of the amplitude V dc
b ∼ 80 mV over a resistance of

typically Rdc
b ∼ 1 kΩ, making it a Idc

b = V dc
b /Rdc

b ∼ 80 µA current ramp, with an extremely

low frequency of 500 µHz. Since the junction is overdamped, with a normal resistance of

typically 1 Ω, we typically sweep the dc voltage across the junction up to 80 µV , mounting

from zero to this value for about half an hour. On top of the dc bias we impose a small

ac bias, from a lock-in - V ac
b ∼ 1 V, Rac

b ∼ 1 MΩ, making it a Iac
b ∼ 1 µA excitation,

corresponding to 1 µV across the junction, at the frequency of ν = 177 Hz.

The next step is the bias current measurement. We detect the current by measuring a

voltage across a resistance of Ri = 100 Ω in series with the sample, then amplifying it 100

times, and separating the dc from the ac part. We filter one line with a low band pass with

a cutoff frequency of 3 kHz and detect Idc, while the other line is not filtered and is detected

with a lock-in as Iac.

Similarly we detect the voltage across the junction. First we amplify the signal 100 times

with a low noise preamplifier, then we separate it into two lines. The dc line gets amplified

another 100 times, and filtered with a low band pass, and detected as Vdc. The ac line gets

detected with a lock-in, in first harmonic as Vac, and in second harmonic as V (2)
ac .

The dynamical resistance is then dV/dI = Vac/Iac. We develop the junction response in a
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Figure 2.9: Conductance measurement setup.

Taylor series for Iac ≪ Idc

V (Idc + Iac sin(ωbt)) = V (Idc) +
dV

dI
Iac sin(ωbt) +

1

2

d2V

dI2
I2
ac sin2(ωbt) + ...

We measure the first term Vdc(Idc) with dc voltmeters and it is the inverse of the IV
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curve. The second term is detected with a lock-in, meaning the signal is multiplied with

the reference at the frequency ωb and averaged over many oscillation periods so the re-

sult Vac ∼ (dV/dI)Iac. In the same way from the second term, by developing sin2(ωbt) =

(1 − cos(2ωbt))/2 and detecting the second harmonic, at 2ωb, we get V (2)
ac ∼ (d2V/dI2)I2

ac.

In this way, in a single measurement we get the IV curve, the dynamical resistance and its

derivative.

The incoming and outcoming lines are filtered with low band pass with a cutoff frequency of

1.9 MHz. Typically the dc bias current goes up to 100 µA, while the ac modulation voltage

ranges between 0.5 and 2 µV. The amplifiers used are low noise preamplifiers NF Electronic

Inst. LI-75A, and Stanford SR560 amplifiers, with variable cutoff filters. All of our filtering

takes place at room temperature.

Some of our measurements are performed in a dilution refrigerator at 35 mK, and some

others in a 4He cryostat at 1.3 K.

The main challenge of this measurement is controlling the drift of the amplifiers. Since one

sweep can take up to half an hour, during that time we can have ∼ 1 µV of dc drift, so for the

precise determination of frequency of resonances appearing in the dynamical resistance, we

took special care to sweep many times, to make the sweeps symmetric around zero voltage,

and sometimes to do faster sweeps only in the region we are interested in. Great care was

taken to implement proper grounding and minimize the noise. We typically had 1 µV of

voltage noise.

Not shown in the schematic, we also often monitored the IV curve directly on the oscillo-

scope. For recording the data, we connected the instruments via GPIB ports and used a

LabView program to read them. The temperature was measured by measuring the resis-

tances of pre-calibrated resistors placed close to the sample.

In the 35 mK cryostat we put a commercial Hall probe on the sample holder in order to
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measure the magnetic field close to the sample. The Hall probe’s optimal working regime was

for a current bias of 1 mA, rendering measurement impossible due to enormous heating, so

we made tests to determine a stable regime with minimum bias current. We found the lowest

possible value to be around 50 µA. The measurement was noisy but we were nevertheless

able to measure the inductive delay of the superconducting coil used to impose the magnetic

field, showing it to be not more than 30 Gauss when mounting up to 2000 Gauss over

typically one hour.
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2.3 Magnetostatic reference measurements on a

macroscopic S/F/S trilayer

In order to investigate with a SQUID magnetometer the magnetic properties of thin fer-

romagnetic films embedded in the Josephson junctions, we have fabricated a macroscopic

trilayer of the same cross-section as the junctions. Its surface is 6 mm×8 mm and it consists

of three layers: Nb (50 nm), Pd0.9Ni0.1 (20 nm) and Nb (50 nm), evaporated in situ under

the same conditions as the junctions.

Figure 2.10: Magnetostatic measurement performed with a SQUID magnetometer on a
6 mm × 8 mm trilayer of Nb(50 nm)/ Pd0.9Ni0.1(20 nm)/ Nb(50 nm) (same cross-section as
the junction) with the applied in plane field of 2000 G. Fitting parameters to the Bloch-like
law M = M0(1 − (T/TCurie)

γ) are the saturation magnetic moment M0 = 45.9 ∗ 10−6 emu
(corresponding to 600.5 Gauss), the Curie temperature TCurie = 120.6 K and the obtained
exponent is γ = 2.38.

First we measure the magnetic moment as function of temperature with the applied in

plane field of 2000 G, Fig. 2.10. We fit M(T ) = M0(1 − (T/TCurie)
γ), where M0 is the

saturation magnetic moment, TC is the Curie temperature and γ is the exponent. We find
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M0 = 45.9 ∗ 10−6 emu (corresponding to 600.5 Gauss - note that at H = 2000 G we are not

at saturation), TC = 120.6 K and γ = 2.38. The Curie temperature value is in accord with

the previous measurements on 10% Ni thin films[98]. The exponent is somewhat larger than

3/2 in the Bloch T 3/2 law, valid for a monodomain.

Figure 2.11: Magnetization as function of the external field measured on a 6 mm × 8 mm
trilayer of Nb(50 nm)/ Pd0.9Ni0.1(20 nm)/ Nb(50 nm) (same cross-section as the junction) at
10 K. The red curve is measured with field in plane and the black curve with perpendicular
field. The saturation magnetization of 71 ∗ 10−6 emu corresponds to 929 Gauss.

Then we measured the magnetization curves M(H) at 10 K in parallel (red curve) and

perpendicular (black curve) field, Fig. 2.11. The saturation magnetization is MS = 71∗10−6

emu, corresponding to 929 Gauss. We see that the hysteretic cycle is rectangular in the

perpendicular field and very narrow in the parallel field, showing that the magnetization has

a dominant component perpendicular to the layer surface. From this measurement we can

also estimate the magnetic anisotropy HK ∼ 5000 Gauss.
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2.4 Static influence of magnetization on the critical

current

In analogy to the diffraction of light through a rectangular slit, the phase difference across

the Josephson junction in the external magnetic field gets different path-dependent contri-

butions, leading to the interference of the phase-dependent current. The critical current as

function of the applied field shows the Fraunhofer pattern. Later we extend the Fraunhofer

picture to describe the influence of the time-dependent magnetization M(t) on the Josephson

current, but in this Section we shall consider only the static effect.

The static contribution of magnetization M to the Josephson phase is via the vector potential

A

ϕ = ϕ0 +
2e

h̄

∫

A · dl,

where ϕ0 is the Josephson phase without the magnetic field, and l the phase path. The

current density is

j(x, y) = jC(x, y) sin(ϕ0 + kx) ẑ,

where jC is the critical current density, and the all-important field dependence is contained

in the wave vector

k =
2edµ0

h̄

(

H +
a

d
M

)

, (2.1)

for H and M in the y direction, z being perpendicular to the junction surface, Figs. 1.5

and 2.6. The ferromagnetic barrier thickness is a, while d is the magnetic barrier thickness.

When dS, the thickness of the superconducting layer, is much larger than the penetration

depth λ, then d = a + 2λ. When dS ∼ λ, as is the case in the experiment, the effective
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magnetic thickness is d = 2λ tanh(dS/2λ) + a[96]. Integrating the current density along the

field direction coordinate for the junction length L, we have

J(x) =
∫ L/2

−L/2
j(x, y)dy.

Critical current IC(k), with the field dependence contained in k, is then

IC(k) =

∣

∣

∣

∣

∣

∫ L/2

−L/2
dxJ(x) exp(ıkx)

∣

∣

∣

∣

∣

. (2.2)

For a uniform current distribution J(x) = J0, we would obtain the Fraunhofer pattern,

with its maximum shifted due to magnetization. Maximum current is achieved for H +

(a/d)M(H) = 0. This equation in H has two solutions that differ only in sign. When we

sweep the field in two different directions, due to the hysteresis of the ferromagnetic layer,

we see the current maximum shifted in two directions, corresponding to the positive and

negative solution, see Fig. 2.12. This is the central result of this Section.

We have measured the Fraunhofer pattern using the counter. We bias the junction with

current in the form of a sawtooth ramp of frequency νb = 117 Hz and amplitude of Vb = 90

mV across Rb = 10 kΩ, making it a Ib = Vb/Rb = 9 µA ramp, with the critical current of the

junction IC = 6.7 µA. We trigger at finite voltage of 2 µV. The voltage is amplified 2 × 105

times. The counter measures the time between the start of the ramp and the triggering event,

which is proportional to the critical current. We ramp the field with a symmetrical ramp

from −2000 to 2000 Gauss, with the speed of 0.4 Gauss/s. In this way it takes 5.5 hours to

do one full sweep and we accumulate traces over 72 hours, and average them to obtain the

curves presented in Fig. 2.12 in red. The absolute current error is 50 nA. The two branches

corresponding to the two sweep directions are normalized to their own maximum values.

The critical current for the mounting field branch is IC = 6.7 µA, while for the descending

field branch it is slightly different, IC = 6.2 µA. This measurement is taken in the dilution
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Figure 2.12: Fraunhofer pattern for two in plane field sweep directions showing the mag-
netic hysteresis of the ferromagnetic barrier. Red curve: experimental data, blue curve: fit
supposing the magnetization M(H) shown in Fig. 2.13 (blue full curves) and the current dis-
tribution J(x) shown in Fig. 2.14. Critical currents for two sweep directions are normalized
to their own maximum values. Temperature is T = 35 mK.

refrigerator at the temperature of 35 mK, with the temperature possibly varying between

35 and 50 mK, which does not affect the IV curve. The drawing of the measurement setup

is given in the following Chapter, Fig. 3.5.

In Fig. 2.12 we have shown a shift in the Fraunhofer pattern corresponding to the contri-

bution of the ferromagnetic layer to the overall field inside the Josephson junction. We see

this shift to be around 150 Gauss in each direction, corresponding to the hysteresis width

measured on a macroscopic trilayer of the same material (Fig. 2.13), when bearing in mind

that the magnetization enters with a prefactor a/d ∼ 1/4. This is the reflection of the fact

that the external magnetic field penetrates into the superconductor, while the magnetization

only plays a significant role in the ferromagnetic layer itself. The superconducting coil used

to impose the external in plane field has an inductive delay, but with independent Hall probe
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Figure 2.13: Hysteretic curve M(H) of the reference trilayer. Magnetostatic measurement
is performed in a dc SQUID on a 6 mm × 8 mm trilayer of Nb(50 nm)/ Pd0.9Ni0.1(20 nm)/
Nb(50 nm) (same cross-section as the junction) at 10 K with field in plane. The solid curves
between -2000 G and 2000 G were used for fitting the Fraunhofer curve, and the fit is given
in blue in Fig. 2.12.

measurements we show it does not exceed 30 Gauss for this ramp speed and amplitude.

As we can see from Eq. (2.1), we can fit the IC(H) by taking into account M(H) measured

independently on a macroscopic trilayer, Fig. 2.13. The dotted curve is M(H) taken when

sweeping the field to saturation, while the full curves are the part of the hysteretic cycle

between -2000 and 2000 G, corresponding to the sweep in the IC(H) experiment. The

agreement between the fit and the measured IC(H) is good, and we reproduce the shift in

IC(H = ±(a/d)M). Although we expect the hysteretic loop of the trilayer when sweeping

only up to 2000 G to be smaller, on the other hand, we expect the hysteretic loop inside the

junction to be wider than the one on the trilayer, t.i. a higher coercive field.

Since the second maxima in the measured Fraunhofer pattern are lower than expected for

a uniform current distribution, we should have a current distribution J(x) that is slightly
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Figure 2.14: Current distribution across the junction in the direction perpendicular to the
applied in plane field. The current distribution is used for the fit of the Fraunhofer pattern,
Fig. 2.12.

rounded in the middle of the junction[96]. We fit the data IC(H) supposing the distribution

J(x) = J0

[

1 −
(

2x

L

)6
]

, (2.3)

where L is the junction’s lateral size, Fig. 2.14.

The known constants are the ferromagnetic barrier thickness a = 20 nm and the super-

conducting layer thickness dS = 50 nm. The fitting parameter is the product d ∗ L, ob-

tained from the IC(H) periodicity, where d is the magnetic barrier thickness. We get

d ∗ L = 36.2 µm · nm. We do not have the exact value of λ, the penetration depth, but

we know that d(λ) = 2λ tanh(dS/2λ) + a is a very slowly varying function in the range we

are interested in, for λ ∼ 50. We know that λ > λbulkNb = 40 nm, since it is a thin film

of a critical temperature lower than bulk. When assuming λ = 50 nm we obtain d = 66.2

nm, yielding L = 0.54 µm, which is quite reasonable, since the measured length of a similar

junction fabricated in the same way was 0.5 µm.

In Fig. 2.15 we show the IV curves taken at 35 mK for different field values. This measure-

67



Figure 2.15: Current-voltage characteristics taken at 35 mK for different values of the in
plane external magnetic field.

ment is taken separately with an oscilloscope. Since this measurement was taken for field

between -800 G and 800 G (only one sign of field is shown), the corresponding shift in the

maximum critical current is less than in Fig. 2.12, when we swept up to 2000 G.

A very important aspect of the IC(H) measurement is the demonstration of the time rever-

sal invariance, proving that the shift in the Fraunhofer pattern is of magnetic origin. As

expected, t → −t is equivalent to H → −H and M → −M . This can be best seen if we

notice a small step in IC(H) around 760 G, corresponding probably to a domain switching,

and it is also found on the curve for the other sweep direction, at -760 G.

However, the time reversal symmetry is not entirely preserved with regard to the absolute

value of maximum IC : the maxima Iup
C = 6.7 µA and Idown

C = 6.2 µA for two sweep directions

are not equal. We can attribute this asymmetry either possibly to the domain structure,

where the domains are slightly differently pinned for two sweep directions, or to a small

voltage drift in the triggering value.
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2.5 Coupling between the spin waves and the

Josephson current

In the previous Section, we saw the static influence of magnetization of the ferromagnetic

layer inside the Josephson junction on the critical current IC . In a non-magnetic junction,

the IC(H) shows a Fraunhofer pattern, analogous to the intensity of light through a rect-

angular slit as function of position on the screen, with a maximum at H = 0. Adding a

ferromagnetic layer inside the junction is analogous to adding a wedge-plate in front of the

rectangular slit - it shifts the Fraunhofer pattern maximum from H = 0 to H± = ±(a/d)M ,

depending on the sweep direction. Now let us imagine that the magnetization is time de-

pendent, corresponding to spin wave modes, domain wall movement etc. We can extend

the Fraunhofer analogy to consider how this affects the current, 〈IC(t)〉. Basically, we are

moving along the Fraunhofer pattern. The Josephson junction offers an additional possibil-

ity - resonant coupling between the magnetic modes and the Josephson current, when the

Josephson frequency ωJ = (2e/h̄)VJ at imposed voltage VJ matches the magnetic mode’s

frequency ωs. The characteristic frequencies are in the GHz range, accessible for measure-

ment in our overdamped Josephson junctions, since there is no hysteretic jump in the IV

curve. Therefore, by measuring the IV curve or its derivatives, we expect to see resonances

as dips at the spin wave frequencies.

In this Section we present the measurements of the dynamical resistance of ferromagnetic

Josephson junctions, showing these resonant modes. By subsequent investigation of their

behavior in the external magnetic field and their coupling with the Shapiro resonances, we

confirm that they are of ferromagnetic origin and coupled to the supercurrent.
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2.5.1 Resonant dips in the dynamical resistance

For an overdamped Josephson junction, the phase is entirely determined by a voltage across

the junction, and it is well described within the RSJ model, modeling a Josephson junction as

an ideal Josephson element in parallel only with an Ohmic resistance, since the capacitance

is negligible. Then, the current across the junction is a function of voltage,

I(V ) =

√

IC
2 +

(

V

R

)2

,

where IC is the critical current, and R is the Ohmic resistance. We can develop this expres-

sion in V and keep only the first term

I(V ) =
V

R
+

I2
C R

2V
. (2.4)

By introducing the Landau-Lifshitz equation which describes the magnetization dynamics

into the Josephson effect, we see the coupling between the two is contained in the additional

term

I =
V

R
+

IC
2(B0)

2V
R − 2πIC(0)

Φrf

Φ0

[

Fxχ
′′

x(ωJ) + Fyχ
′′

y(ωJ)
]

, (2.5)

where Φ0 is the flux quantum, Φrf = (2aL)Brf = (2aL)µ0IC(0)/L is the flux due to the radio

frequency field, while Fx = (1/12)(IC(B0)/IC)2 and Fy = (2/x2)[1 + sin(x/2) cos(x/2) +

((13/12)− (4/x2)) sin2(x/2)]; x = kL, reflect the geometrical structure of the coupling. The

junction surface is L×L , and B0 = 〈B(t)〉 is the static part of B. The magnetic resonance

signal is contained in χ′′

x(ωJ) and χ′′

y(ωJ), which correspond to the Fourier transform of the

imaginary part of susceptibility χi(t), i = x, y. Note that Fx(B0) is proportional to the

Fraunhofer function IC(B0). This is the basis of the Fraunhofer description of the effect.

We measure the dynamical resistance
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Figure 2.16: Dynamical resistance of the ferromagnetic Josephson junction. We see the
resonances at 10 µV (Low Frequency Mode - LFM) and at 23.2 µV (Ferromagnetic Mode -
FMR). The full curve is the experimental data, while the dotted curve is a fit using Eqs.
(2.7) and (2.6) with the parameters given in the text. This curve is measured with the ac
modulation voltage of 1µV, at 35 mK.

R(V ) =

(

dI(V )

dV

)−1

=
dV

dI
, (2.6)

shown in Fig. 2.16 as the full curve. We see two resonances, one at 10 µV, which we call

a Low Frequency Mode (LFM), and another at 23 µV, a Ferromagnetic Resonance (FMR).

The fit is also shown as the dotted curve, using Eq. (2.6) and the following simplification of

Eq. (2.5)

I(V ) =
V

R
+

IC
2

2V
R − IC

2 Aσ

σ2 + (V − Vs)2
, (2.7)

where A is the resonance amplitude, Vs = (2e/h̄)ωs is the voltage corresponding to the

resonant frequency ωs and σ is the resonance width (also in voltage units). The measurement

is taken at zero external field. We have used the usual form for the imaginary part of the
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magnetic susceptibility

χ′′

x,y(V ) ≈ γeMz

[

σ

(V − Vs)2 + σ2

]

, (2.8)

so A = 4πµ0aγeMzFx (Fx = Fy at zero field).

We measure the dynamical resistance with a lock-in amplifier. The setup is detailed in

2.2.3. We bias the junction with dc current with a small ac component, and use the lock-in

amplifier to measure the ac voltage across the junction. Typically the dc bias current goes

up to 100 µA, while the ac modulation voltage ranges between 0.5 and 2 µV. Some of our

measurements are performed in a dilution refrigerator at 35 mK, and some others in a 4He

cryostat at 1.3 K.

Figure 2.17: Dynamical resistance of the three ferromagnetic Josephson junctions fabricated
on the same wafer, taken at 1.3 K. Curves are shifted for clarity. The vertical dotted lines
denote the Low Frequency Mode (LFM) and the Ferromagnetic Resonance (FMR).

We fit the dynamical resistance of the ferromagnetic Josephson junction using Eqs. (2.6)

and (2.7). We obtain IC = 10.3 ± 0.2 µA and R = 0.88 Ω; for LFM : Vs = 11.88 µV,
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Figure 2.18: Dynamical resistance of the non-ferromagnetic Josephson junction, taken at 2
K. Inset: IV curve taken at the same time.

A = 2×10−4 Ω−1 and σ = 0.7 µV; for FMR : Vs = 23.2±0.2 µV, A = (2.5±1)×10−3 Ω−1, and

σ = 1.7± 0.5 µV. The fitting parameters A and σ contain the smearing with ac modulation

voltage. We shall discuss the actual resonance width and amplitude shortly. Note that

the background fit is not able to reproduce the correct critical current value, due to excess

current at voltage close to zero which is a deviation from the RSJ model, Eq. (2.4). Directly

measured value of IC is 6.7 µA.

We have obtained the same ferromagnetic resonances for three different junctions fabricated

on the same wafer, measured in the 4He refrigerator at 1.3 K, Fig. 2.17. For all junctions

we see the LFM at approximately 10 µV, and the FMR at 23 - 25 µV. We have repeated

the measurement in the dilution refrigerator at 35 mK, obtaining the same results.

When considering the resonance width, it is important to take into account the influence

of the modulation ac voltage, which smears out the resonance. We have typically used

the modulation voltages between 0.5 and 2 µV. Results of measurements presented in this

Chapter are mostly taken with an ac modulation voltage of 1µV. The resonance width is
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also typically around 1 µV, so the details are only visible with a smaller ac modulation

voltage. We shall study the resonance width in more detail in the Chapter 2.7, dedicated

to the comparison between the signal taken via the Josephson effect and in a conventional

cavity FMR experiment. The value of A for the FMR mode taken at 0.5 µV modulation

voltage corresponds to χ
′′ ∼ 10, which is consistent with conventional FMR measurements

on the similar film. For ac modulation voltage below 0.5 µV, the measurement becomes

more difficult, due to the voltage noise of the order of 0.2 µV.

We also fabricated junctions with a stronger ferromagnet, a 11 nm thick Pd0.5Ni0.5 layer,

with 50% of Ni. We were only able to investigate the dc bias up to 20 µV (corresponding to

frequencies up to 10 GHz), since the junction leads switched into the normal state at higher

bias. We did not see any resonances in that range.

Next we compared the dynamical resistance of a ferromagnetic Josephson junction with that

of a non-ferromagnetic one. We have fabricated the junction in the same way, but this time

instead of the layer of 20 nm of Pd0.9Ni0.1, we have evaporated 70 nm of non-ferromagnetic

Pd, see Fig. 2.18. The critical current is IC = 40 µA, and the normal resistance RN = 0.7 Ω.

The dynamical resistance of this junction does not show any resonances. This is confirmed

by the second derivative measurement. We have investigated the dc voltage range up to

150 µV. At higher bias the junction leads switch to the normal state.

2.5.2 Shapiro step sideband resonances

The next step is to confirm that the ferromagnetic resonant modes couple to the Josephson

rather than to the normal current. We do that by irradiating the Josephson junction with

microwaves. The IV curve then displays constant-voltage steps, which can be viewed as

replicas of the Josephson current[27]. We expect side-band resonances corresponding to the

ferromagnetic modes.
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The simplest way to model Shapiro steps is to consider the microwaves as an addition to the

voltage bias

V (t) = VJ + v cos Ωt,

where v and Ω are the amplitude and frequency of the applied microwave field, and VJ is

the dc voltage bias, corresponding to the Josephson frequency ωJ = (2e/h̄)VJ . The phase is

then

ϕ =
2e

h̄

∫

V (t) dt = ϕ0 + ωJt +
2ev

h̄Ω
sin Ωt,

where ϕ0 is an arbitrary integration constant. The corresponding Josephson current is

I = IC sin ϕ = IC sin
(

ϕ0 + ωJt +
2ev

h̄Ω
sin Ωt

)

.

Figure 2.19: The IV curves taken at 1.3 K in the 4He with external microwave irradiation
at νrf = 1 GHz and with power varying between -50 dBm (left) up to 10 dBm (right) at the
top of the cryostat. The first curve on the left (dark red) is given without shift, and each
subsequent n-th curve is shifted horizontally for n × 5 µV to the right.

75



Figure 2.20: The IV curves taken at 38 mK with external microwave irradiation at νrf = 8
GHz. Markers connected by dotted curves are measured data and full curves are Bessel
functions of the corresponding order, indicated by color (step 0 - purple, step 1 - blue
and step 2 - pink). The normalization constants, obtained as the fitting parameters, are
Ip = 5.5 µA, and V p = 58.7 mV (these values refer to power at the top of the cryostat).

As is well known, this expression can be expanded in terms of sin[(ωJ − nΩ)t] for integer

n, giving a dc contribution for ωJ = nΩ, corresponding to voltage Vn = n(h̄/2e)Ω, with an

amplitude In = ICJn, proportional to a first-order Bessel function Jn(2ev/h̄Ω), where IC is

the critical current of the non-irradiated junction. For the magnetic modes, the coupling

with the Josephson current is reproduced at each step, so Eq. (2.7) is valid in the form

I(V ) =

√

√

√

√In
2 +

(

Vn

R
− AσIn

2

σ2 + (Vn − Vs)2

)2

. (2.9)

We expect the side-band resonances in the vicinity of each step, at Vn±Vs = (2e/h̄)(nΩ±ωs).

The setup is the same as previously. We measure the dynamical resistance with lock-in

detection. The microwaves are guided to the bottom of the dilution refrigerator with a

coaxial cable, ending with an antenna.
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First we will focus on the Shapiro steps themselves in order to verify their expected power

dependence. In Fig. 2.19 we see the IV curves taken for different power of microwave

radiation at νrf = Ω/2π = 1 GHz. Power is varying between -50 dBm (left) and 10 dBm

(right) at the top of the cryostat. The curves are shifted for clarity: the first curve on the

left (dark red) is given without shift, and each subsequent n-th curve is shifted n × 5 µV to

the right.

Next we measure the dependence of the current steps upon the voltage determined by the

microwave power, In(v), expecting it to be proportional to the first order Bessel functions

Jn(2ev/h̄Ω). This measurement is taken in the dilution refrigerator, which ensured better

coupling with the external microwaves over a wide range of frequencies, and is presented in

Fig. 2.20. The normalization constants, obtained as the fitting parameters, are IP = 5.5 µA,

and V P = 58.7 mV. IP is the junction’s critical current in this measurement, and V P is the

ac voltage corresponding to the irradiated microwaves at the top of the cryostat. We see that

our Shapiro step values correspond rather well to the Bessel functions, obtained assuming

unform current distribution.

However, the magnetic modes are too small an effect to be visible in the IV measurement,

so we shall measure the dynamical resistance dV/dI.

In order to demonstrate that the ferromagnetic modes couple to the Josephson current, and

not to the normal current, we irradiated the ferromagnetic Josephson junctions with external

microwaves at the frequencies higher than the low frequency mode (LFM) at VLFM =10 µV

(νLFM = ωLFM/2π =5 GHz), expecting side-band resonances at frequencies ωJ = Ω ± ωLFM.

We measured the dynamical resistance in two cryostats, first in the 4He cryostat at 1.3 K and

with the external microwave frequency νrf = 7.7 GHz, and second in the dilution refrigerator

at 40 mK and external microwave frequency νrf = 17 GHz (see Fig. 2.21). In both cases we

see the sideband resonances as the 10 µV mode. The maximum external frequency we were

able to apply was 20 GHz, leaving the investigation of the coupling of the ferromagnetic
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Figure 2.21: Dynamical resistance taken at temperature T=1.3 K with microwave frequency
νrf = 7.7 GHz on the top panel and at T=40 mK and frequency νrf = 17 GHz on the bottom
panel. The large dips correspond to the Shapiro resonances. The sideband resonances of the
Low Frequency Mode (LFM) are indicated by arrows.

mode (FMR) at 23 µV to the Josephson current out of range.

As shown previously, the amplitude of the resonances scales with the critical current IC
2. By
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Figure 2.22: Dynamical resistance taken at temperature T=40 mK with microwave frequency
νrf = 17.35 GHz with different power, from bottom to top: 0 (black), 5 (red), 10 (orange),
15 (green), 20 dBm (blue). The first curve is given without shift, and each subsequent curve
is shifted vertically by 0.13 Ω. The large dips correspond to the Shapiro resonances.

analogy, we expect the sideband resonances’ amplitudes to scale with In
2, where In are the

Shapiro steps (which, in turn, follow the Bessel functions with the square root of irradiated

power). In Fig. 2.22 we show data from the measurement of the dynamical resistance for

junctions irradiated with microwave frequency νrf = 17.35 GHz and power varying from 0 to

20 dBm in steps of 5 dBm (bottom to top). The bottom curve is given without shift, and each

subsequent curve is shifted vertically. We see the amplitude of the ferromagnetic resonances

change with power, following the change in the main dip amplitude, which represents In.

2.6 Field dependence of the resonant modes

In this Section we shall investigate the field dependence of the low frequency modes (LFM),

observed typically at 10 µV, in the dynamical resistance of the ferromagnetic Josephson

junctions. The field is applied in the y direction, along the electrodes, and z is perpendicular
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to the junction surface (and parallel to the direction of current), see Fig. 1.5.

The current through the junction is

I =
V

R
+

IC
2(H)

2V
R − 2πIC(0)

Φrf

Φ0

[

Fxχ
′′

x(ωJ) + Fyχ
′′

y(ωJ)
]

(2.10)

where V is the voltage across the junction, R is the junction resistance, IC is the critical

current, Φ0 is the flux quantum, Φrf = (2aL)Brf = (2aL)µ0IC(0)/L is the flux due to the

radio frequency field and Fx = (1/12)(IC(H)/IC)2 and Fy = (2/x2)[1 + sin(x/2) cos(x/2) +

((13/12) − (4/x2)) sin2(x/2)], x = kL, reflect the geometrical structure of coupling to the

magnetic modes. We have used the usual form for the imaginary part of magnetic suscepti-

bility

χ′′

x,y(V ) ≈ γeMz

[

σ

(V − Vs)2 + σ2

]

, (2.11)

where Mz is the magnetization, γe is the gyromagnetic ratio, Vs is the resonance voltage

corresponding to the spin-wave frequency ωs = (2e/h̄) Vs and σ is the resonance width. As

we shall see later, only χ′′

x but not χ′′

y contributes to the resonant signal. So we can compact

Eq. (2.10) into

I(V, H) =
V

R
+

IC
2(H)

2V
R − IC(0)2 A(H) σ

σ2 + (V − Vs(H))2
, (2.12)

where A(H) = 2πγeµ0MzFx(H) is the resonance amplitude. Here we have used the theory

for the FMR resonances to describe the LFM modes. While we can not explain the fre-

quency of the LFM modes, we show they have a field dependence, indicating they are of the

ferromagnetic origin.

The data shown in Fig. 2.23 are taken with a lock-in amplifier as detailed in 2.2.3. The

second derivatives d2V/dI2 are taken at 35 mK for different values of in-plane field. The

dc bias current is a linear ramp going to 80 µA, with a typical ramp speed of 500 µHz, the
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Figure 2.23: Second derivative d2V/dI2 of the inverse IV characteristics taken at 42 mK
for various values of the external field applied in plane. Colors represent external magnetic
field values: 0 (red), 327 G (orange), 360 G (green), 400 G (blue) and 800 G (violet). Solid
curves are experimental data, while dotted curves are a fit using Eq. (2.12).

ac bias current is 1 µA with a frequency of 177.7 Hz. The voltage is amplified 100 times,

the ac and dc components are filtered separately, and the ac component is measured with a

lock-in amplifier in the second harmonic mode, giving d2V/dI2. The main challenge of this

measurement was to control the drift of the amplifiers, going up to 1 µV over typically one

hour. The measurement was therefore taken sweeping back and forth several times, and this

significantly reduced the error in V . The solid curves represent experimental data, and the

dotted curves are a fit using Eq. (2.12). The curves are shifted vertically for clarity. Field

values are, from bottom to top: 0 (red), 327 G (orange), 360 G (green), 400 G (blue) and

800 G (violet). A commercial Hall probe was mounted on the sample-holder and the field

was carefully calibrated.

The LFM shows a linear increase with H which implies the relevant M has an appreciable

component parallel to H, t.i. in the y direction. In turn this implies that χ′′

x, but not

χ′′

y, contributes to the signal. The coupling to such a mode follows IC(H)2, as is seen
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Figure 2.24: The dip amplitude in the IV characteristics ∆I corresponding to the LFM, as
a function of IC

2 when modulating the critical current with the external magnetic field. The
measurement is taken at 35 mK.

experimentally. In the stripe structure the walls have a mixed Bloch-Néel character with

the Bloch component in the y direction. In Fig. 2.24 we show the integrated resonance

amplitude ∆I corresponding to the depression in the IV curve, as function of IC
2. We

confirm the scaling law predicted by theory. The dip amplitude ∆I is integrated from the

dV/dI data taken simultaneously with the d2V/dI2 data shown in Fig. 2.12.

2.7 Comparison with the cavity ferromagnetic

resonance measurements

In order to learn more about the spin-wave spectrum in 20 nm thin films of 10 % Pd0.9Ni0.1,

we fabricated a macroscopic layer and investigated its spectrum in a cavity FMR spectrom-

eter at low temperature.

We have fabricated a trilayer consisting of 50 nm of Nb, 20 nm of Pd0.9Ni0.1 and 50 nm of
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Nb, with surface of 6 mm × 8 mm in the same way as the junctions, in ultra high vacuum

with 10−9 mbar base pressure.

Figure 2.25: Standard cavity ferromagnetic resonance absorption signal for a macroscopic
trilayer Nb (50 nm) / Pd0.9Ni0.1 (20 nm) / Nb (50 nm) taken at 10.5 K (left panel) and at 4.2
K (right panel), above and below the superconducting transition temperature. The cavity
frequency is 9.46 GHz, with typical rf power of 2 mW and a field modulation of 5 G.

The measurements presented in Fig. 2.25 were performed on the macroscopic trilayer with

a Bruker EMX electron-spin resonance spectrometer equipped with an X-band (9.46 GHz)

TE104 resonant cavity and an Oxford ESR 900 continuous flow liquid helium cryostat. Data

were taken using a typical rf power of 2 mW and a field modulation of 5 G. On the left

panel is the absorption signal taken at 10.5 K, and on the right at 4.2 K, above and under

the superconducting transition of Nb.

Experimentally the two perpendicular directions in the x0y plane show quite similar magnetic

behaviour. In this case χ′′

y = χ′′

x and the resonance is given by

ωs = γe

√

(HK − 4πMS)2 − H2, (2.13)

where HK is the anisotropy field, MS the saturation magnetization and γe the gyromagnetic

ratio. We take γe = gµB/h̄ where g = 2. From the magnetostatic measurements we have

HK = 4900 G and MS = 929 G (see Section 2.2). The downward quadratic trend of ωs(H)
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is characteristic of the case when a field is perpendicular to the magnetization.

Figure 2.26: Comparison of the two resonant modes in the Josephson junction at 35 mK
(blue markers) and in the macroscopic trilayer at 10.5 K (red full square) and at 4.2 K (red
open circle). The dotted curve is a FMR mode calculated by the Kittel formula, Eq. (2.13),
without fitting parameters, and the dashed line is a linear fit for the low frequency mode
(LFM). FMR data are represented in full squares and the LFM data in open circles.

Films with a perpendicular M form stripe domains. We estimate the domain size p ∼ 50

nm, much less than our junction dimensions. Previous conventional magnetic resonance

studies[70] of such domain structures exhibit a rich spectrum. The FMR mode occurs at

Vs = 23 µV. This is unambiguously identified as such, since the frequency ωs = 2eVs/h̄

agrees, without fitting parameters, with the Kittel formula, Eq. (2.13). This is shown in

Fig. 2.26. The blue squares represent the FMR mode at 23 µV measured with a Josephson

junction, while the red square represents the resonance measured on a trilayer. Since the

Josephson signal is suppressed by a large applied magnetic field, the measurement of the

field dependence is limited to fields smaller than about 1000 G, corresponding to two flux

quanta in the junction. The cavity FMR occurs at 2160 G, again exactly as predicted by
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Eq. (2.13). This is the central result and the main proof that we actually measure the FMR

resonances with the Josephson junction.

Unlike the FMR mode, the frequency of the LFM does not follow Eq. (2.13). The field

dependence of this mode has been studied in more detail in the second derivative, d2V/dI2

(previous Section), and is reported as blue open circles in Fig. 2.26. Measurements were

limited in field due to the rapid decrease of the signal above 1000 G. The linear trend in the

low field junction data can be extrapolated to pass through the second cavity mode (right

panel, Fig. 2.25). The LFM shows a linear increase with H and which implies the relevant

M has an appreciable component parallel to H, that is in the y direction.

Figure 2.27: Left: The FMR absorption as a function of the magnetic field H measured
on a macroscopic trilayer. Right: The absorption (dynamical resistance) as a function of
voltage V measured with a Josephson junction (full curves). Three curves correspond to the
absorption measured with three values of ac modulation voltage - from top to bottom: 2
µV, 1 µV and 0.5 µV. The dotted lines are a fit using Eq. (2.5).

Now we shall discuss the resonance width and amplitude. The peak-to-peak width of the

junction result is comparable to that of the conventional resonance (150 G). The junction

result presented on the right panel of Fig. 2.27 contains an extrinsic broadening caused by
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a lock-in modulation voltage, ranging from 2 µV and 0.5 µV, top to bottom. For the ac

modulation voltage of 0.5 µV, we see the finer features of the resonance, from which we infer

that the smearing is becoming negligible. Thus obtained junction resonance has a width

close to 0.5 µV, which corresponds to the conventional resonance width (150 G - left panel

of Fig. 2.27). The junction resonance amplitude corresponds to a resonant susceptibility of

approximately 10, which is also consistent with the trilayer values.

The cavity FMR measurements were performed by F. Beuneu at Laboratoire des Solides

Irradiés, École Polytechnique, in Palaiseau.

2.8 Noise of the overdamped ferromagnetic

Josephson junctions

We have also investigated the phase dynamics of the overdamped ferromagnetic Josephson

junctions by measuring the statistics of switching from the non-dissipative into the dissipative

state. The switching statistics contain information on the Josephson phase noise. We are

interested to see if the phase behaves as expected in the thermal limit, and if there is

additional noise due to the ferromagnetic modes.

We measure the histograms in the same way we measured the Fraunhofer pattern, with a

counter, only this time we keep the whole statistics of switching, not just the average switch-

ing current. The switching histogram contains information on the effective temperature.

The measurement details are the following. We bias the junction with current in the form of

a sawtooth ramp of frequency νb = 347 Hz and amplitude of Vb = 90 mV across Rb = 10 kΩ,

making it a Ib = Vb/Rb = 9 µA ramp, with the critical current of the junction IC = 6.7 µA.

We trigger at the finite voltage of 1.5 µV. The voltage is amplified 2 × 105 times. We filter

the voltage with a low band pass with a cutoff frequency of 10 kHz. The counter measures
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the time between the start of the ramp and the triggering event, which is proportional to

the switching current. We accumulate 250 000 points in each histogram. The counter time

constant is 1.26 µs. The measurement is done in a dilution refrigerator, at temperatures

ranging from 35 mK to 4 K. The field is applied with a superconducting coil, ranging up to

1000 G in this measurement, in plane with the junction.

Figure 2.28: Switching histograms as function of temperature in zero external field. Respec-
tively from the right T=1.95, 2.95, 4.2, 4.7, 5.1, 5.76, and 6.45 K. Measurement is given in
blue curves, while black curves are a gaussian fit.

The behavior of current biased Josephson junctions can be seen as movement of the Joseph-

son phase in the tilted-washboard potential. There are two possible ways for the Josephson

phase to go over the potential barrier, corresponding to the switching into the dissipa-

tive state - thermal activation and quantum tunneling. For highly overdamped junctions,

the crossover between the two regimes is for h̄ωT = kBT ∗, where ωT = ω2
0/2πη, ω0 be-

ing the Josephson plasma frequency and η = (RC)−1 the damping parameter [100]. Note

that ωT = (2e/h̄)ICR does not depend on the junction capacitance. In our case typically

R = 0.9 Ω, IC = 6.7 µA, so ωT = 2.9 × 109 rad/s. The frequency νT = ωT /2π = 0.46 GHz

corresponds to the crossover temperature T ∗ = 11 mK, so we stay in the thermal regime.
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We investigate the histogram width as function of temperature between 1.95 K and 6.45 K. In

Fig. 2.28 we show the measured histograms (blue curves), each fitted with a gaussian curve

(black curve). The gaussian is a fairly good approximation when estimating the histogram

width.

Figure 2.29: Measured histogram standard deviation σ as function of temperature (markers),
corrected for the extrinsic width coming from the measurement procedure as explained in
the text. The full line is the fit using the formula of Garg[73] for overdamped junctions in
the thermal regime.

In the thermal limit we expect the histogram standard deviation (width) to depend on the

temperature as σ ∼ T 2/3[72] for T → 0. In Fig. 2.29 we use the asymptotic expression for σ

given by Garg, Eq. (1.50), for overdamped junctions in the thermal regime[73].

We need to separate the intrinsic histogram width coming from the thermal smearing σ

from the extrinsic width σext coming from the way we measure switching. Since we always

trigger at finite voltage, 1.5 µV in this measurement, and we have typically δVext = 0.5 µV

voltage noise, which is seen as δIext = R(T )−1 δVext noise in current. When inspecting the

IV curves as a function of T , we see that around V = 1.5 µV we can approximate R(T )−1

as R(T )−1 = 0.47 + 1.36 T/TC . This form of R(T )−1 is obtained as a fit from Fig. 2.8. At
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Figure 2.30: Measured histogram standard deviation σ as function of the external field
(markers), corrected for the extrinsic width coming from the measurement procedure as
explained in the text. The temperature is (top to bottom): 35 mK, 1 K and 4 K. The full
line is the fit using the formula of Garg[73] for overdamped junctions in the thermal regime.
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low temperature δI ∼ 0.25 µA, while at high temperature δI ∼ 0.8 µA. This is only valid

around the triggering voltage of 1.5 µV.

We then assume that δIext = 6 σext, since we are close to the Gaussian distribution, where

99.7 % of δIext is comprised in 6 σext, so

σext(T ) =
1

6
(0.47 + 1.36 T/TC) δVext.

We subtract the extrinsic contribution from the measured value σm, i.e. σ = σm − σext. In

Fig. 2.29 we show σ (markers) and the fit (full curve) as function of temperature in zero

external field. We see that at lower temperatures the fit is satisfactory, albeit with a constant

0.05 µA shift, while at higher temperatures, the histogram width is larger than expected.

In Fig. 2.30 we show σ (markers) and the fit (full curve) as function of the external field

for three different values of temperature from top to bottom: 35 mK, 1 K and 4 K. We see

that at T = 35 mK the measured histogram deviation σ is significantly larger than expected

from theory. For T = 1 K the fit reproduces the data rather well at low field, and at T = 4

K we see σ rise significantly with field. The histogram deviation σ is higher for fields above

500 G. More work is needed to explain the increase in the histogram width.
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Chapter 3

Proper phase dynamics of the
ferromagnetic Josephson junctions

3.1 Principle of experiment

Nonlinearity of the Josephson effect is well known and gives rise to interesting phenomena.

The Josephson phase in the tilted washboard potential is a realization of a nonlinear oscil-

lator. Under the external microwave irradiation, the Josephson phase in the non-dissipative

regime can show bifurcation[84]. In this Chapter we show for the first time a novel type of

bifurcation - dynamical bifurcation - set off at certain bias ramp frequencies, comparable to

the inverse phase relaxation time. For low ramp frequency, switching takes place for current

values close to the critical current. When the ramp frequency becomes comparable to the

inverse phase relaxation time τ−1
ϕ ∼ (RqpC)−1, where Rqp is the quasiparticle resistance and

C capacitance, the phase can either relax to the bottom of the potential well and switch

near the critical current, or switch early, at much lower, retrapping, current. In a way, we

perform a pump-probe measurement: we tilt the washboard potential fast, and then probe

the phase dynamics, which we detect as voltage generated across the junction[101].

In this Chapter, first we measure the expected equilibrium phase dynamics when biasing

with a slow ramp - we confirm that the phase is activated thermally. Then, with higher

ramp frequency, we measure bifurcation as a bimodal switching distribution, where the two

switching current values have frequency dependent probabilities of occurrence. We calculate

the bifurcation probability numerically within the RCSJ model with a time-dependent cur-

rent bias and make a correspondence with the experiment. Finally we include the external
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magnetic field in the RCSJ model and discuss the obtained general solutions, identifying

the resonances as Fiske steps. We show that the ferromagnetic Josephson junctions have

a different dispersion relation ω(k) of Fiske resonances compared to the non-ferromagnetic

ones.

3.2 Sample fabrication

The PdNi-based ferromagnetic Josephson junctions have been fabricated previously in the

group[98]. On these junctions was demonstrated the transition from 0 to π state as function

of the ferromagnetic barrier thickness, Fig. 3.4 [40]. I will briefly repeat here the fabrication

procedure.

Figure 3.1: Photo of two junctions on a wafer, taken with an optical microscope. The
white horizontal stripe is the bottom layer of Nb, and the two vertical stripes are PdNi/Nb
bilayers. Yellow stripes defining the junction surface are layers of SiO evaporated through a
mechanical mask.

First was evaporated 150 nm of Nb on a Si wafer covered with a 50 nm layer of SiO. This

was followed by 50 nm of Al. Then the Al was oxidized for 1 minute at the pressure of

8 × 10−2 mbar. Then the junction surface was defined by evaporating a 50 nm thick SiO

layer through a mechanical mask. The next step was the evaporation of the ferromagnetic

PdNi with 10% Ni, with thicknesses ranging between 0 and 100 Å. The final layer was 50

nm of Nb. The evaporation pressure was 10−9 – 10−8 mbar, with typical rates of 2 Å/s.

Critical temperature of Nb is around 9 K. The junction surface is typically 0.6 mm × 0.8
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mm, and their normal resistance around 0.3 Ω at room temperature. Each wafer contained

8 junctions, each two with the same thickness of the ferromagnetic layer. When mounting

the samples, we used silver paint to adhere the silver wire contacts onto the Nb pads.

Figure 3.2: IV characteristics of the Nb/AlO/PdNi/Nb junctions with various PdNi layer
thicknesses, taken at 300 mK.

The optical microscope photo of the wafer with two junctions is shown in Fig. 3.1. The

white horizontal stripe is the bottom layer of Nb, and the two vertical stripes are PdNi/Nb

bilayers. Yellow stripes defining the junction surface are layers of SiO evaporated through a

mechanical mask.

Since the junctions were fabricated earlier, first we checked that their properties had not

changed. The junctions measured in this Chapter present the same critical current within

10% as when they were fabricated. The normal resistance is also reproduced. In Fig. 3.2

we see the IV curves of all the junctions in the π state and at the 0 – π transition, taken

at 300 mK with low bias frequency. The IV curves are hysteretic, as the junctions are

underdamped. Typical critical currents are around 100 µA, except for the junction at the

0 – π transition, with IC =15 µA. The retrapping current Ir is practically zero. This stems
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Figure 3.3: Critical current IC as function of temperature for the Nb/AlO/PdNi/Nb junction
with 85 Å of PdNi.

from relatively high junction capacitance of around 40 nF, making the quality factor Q of

the order of 3000, and Ir ∼ 4IC/πQ. The gap is around 600 µV, in accord with what we

expect with the presence of the ferromagnet. On one side we have the bilayer of Nb/Al,

with the gap of around 600 µV due to the proximity effect, and on the other side a bilayer

of PdNi/Nb, with a very small gap, suppressed by the ferromagnet.

In Fig. 3.3 we show the critical current of junction with 85 Å of PdNi as function of

temperature. The dependence is linear at higher temperature, as previously seen in [98]. The

junction critical temperature is TC = 8.3± 0.2 K. We have also investigated the dependence

of the critical current on the external magnetic field, to be detailed in the Section dedicated

to the Fiske resonances in this Chapter. The Fraunhofer curves IC(H) are regular, such as in

Fig. 3.26 for the junction with 85 Å of PdNi, indicating good junction quality and uniform

current distribution.

In Fig. 3.4 we show the measurement of the Josephson coupling ICRn as function of the

PdNi layer thickness at T=1.5 K, taken in 2001 (black markers), compared to the same

measurement taken during this work at T=300 mK (red markers stand for the wafer 56J
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and the green marker for the wafer 55W). We have also measured one junction in the 0 state,

as well as an SIS junction, not shown here since their Josephson coupling is much larger.

The critical current does not change between 300 mK and 1.5 K. We see the transition from

0 to the π state as function of thickness, the critical current becoming zero at the transition,

at 68 Å. The fit (full curve) stems from the Usadel equation, and is detailed in [98]. We see

that the junctions have not changed with time. We summarize the junction properties in

Tables 3.1 and 3.2, corresponding to the two measured wafers, 56J and 55W.

Figure 3.4: Josephson coupling ICRn as function of the PdNi layer thickness. Black mark-
ers correspond to the junctions measured at T=1.5 K by T. Kontos [98], the red markers
correspond to the same junctions on the wafer 56J measured now and the green marker
corresponds to the junction on the wafer 55W measured now. Our measurement is taken at
T=300 mK.

The capacitance value of 42 nF is estimated assuming the dielectric constant of Al2O3 of 10,

and the oxide layer thickness of 10 Å, and it is assumed to be the same for both wafers. The

plasma frequency ν0 = ω0/2π = 1
2π

√

2eIC/h̄C is of the order of 500 MHz, and the quality

factor Q = ω0RqpC is of the order of 3 000 for junctions in the π state that we will measure
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PdNi 56J

N0 aPdNi (Å) state IC (µA) Rn (Ω) Rqp (Ω) C (nF)
2 70 0 – π 15 0.34 19.3 42
4 80 π 102 0.27 24 42
5 85 π 110 – 130 0.28 23 42
8 90 π 86 0.34 50 42

Table 3.1: Summary of junction properties for wafer PdNi 56J. The values of IC and Rqp

are measured at T=300 mK, and Rn at room temperature.

PdNi 55W

N0 aPdNi (Å) state IC (µA) Rn (Ω) Rqp (Ω) C (nF)
2 50 0 1 200 0.125 0.8 42
5 100 π 50 0.255 38.7 42
6 100 π 50 0.263 8.5 42
7 0 non-ferro 10 000 0.148 0.23 42

Table 3.2: Summary of junction properties for wafer PdNi 55W. The values of IC and Rqp

are measured at T=300 mK, and Rn at room temperature.

in detail. An alternative way to estimate capacitance stems from the measurement of the

Fiske resonances, to be detailed at the end of this Chapter. The quasiparticle resistance Rqp

is measured as the slope of the retrapping branch of the IV characteristics at voltage close

to zero. We will proceed to show that the phase relaxation is governed by the quasiparticle

resistance.

3.3 Experimental setup

We bias the junction with a periodic low frequency sawtooth ramp. We measure the junction

switching from the non-dissipative into the dissipative state with a counter, measuring the

time that elapses between the start of the ramp and the appearance of finite voltage, and

that time is proportional to the switching current. The measurement setup is shown in Fig.

3.5.

We bias the junction with a sawtooth ramp (shown in blue in Figs. 3.5 and 3.6) of amplitude
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Figure 3.5: The experimental setup.

Vb and frequency νb across the resistance Rb ≫ Rqp, Rn, where Rqp and Rn are respectively

the quasiparticle and the normal resistance of the junction, making it a current Ib = Vb/Rb

ramp, where Ib is higher than the junction critical current IC . The measurement is four-

point. Measured voltage across the junction is amplified in two stages at room temperature,

first 100 times with a low-noise preamplifier NF Electronic Inst. LI-75A, and then between

97



Figure 3.6: The ramp (blue curve), the voltage generated across the junction on channel B
(black curve) and the synchronized pulse on channel A (red curve). The counter measures the
time t between triggering events 1 and 2, proportional to the switching current IS = 2νbIbt,
where Ib and νb are ramp amplitude and frequency respectively.

1 and 10 times with a Stanford SR560 amplifier, which also serves as a low band pass with

variable cutoff frequency (we typically set it to 100 kHz). The amplifiers were connected to

the power grid. The voltage across the junction enters the B channel of the counter. The

A channel of the counter is fed with a synchronized rectangular 3 V pulse, shown in red.

All the incoming and outcoming lines are filtered with low band pass 1.9 MHz filters. Not

shown in Fig. 3.5 is the resistance of cables, typically around 30 Ω. Also not shown are

on-chip RC filters with a cutoff frequency of 1.1 MHz.

The principle of measurement is shown in Fig. 3.6. The black curve is the junction response

to the ramp - the voltage V (t) generated across the junction. The counter measures the time

t that elapses between the start of the pulse on channel A and the triggering event on channel

B, which is proportional to the switching current IS = 2νbIbt. Since the switching takes place

for a certain current I with a certain probability P (I), we accumulate over many cycles the

switching histogram P (I), as shown in Fig. 3.7. The red curve is the measurement, and the

blue curve is the fit we shall detail later. The histogram is asymmetric.

We performed this measurement in two different cryostats. First we used a 4He 1.2 K
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Figure 3.7: A typical histogram. The data is given in the red curve, while in blue is the
theoretical fit, to be detailed in the following Section.

cryostat without on-chip filtering. In this setup we had typically 1 µV voltage noise, and we

had at 1.2 K the relative histogram width σ/〈I〉 ∼ 0.5− 1%, measured for junctions J5 (90

Å of PdNi) and J2 (70 Å) on wafer 56J, respectively. Then we mounted the samples 56J

and 55W in the 300 mK 3He ”minute” cryostat. We noticed that in this setup there was an

extrinsic broadening to all of our histograms, so we introduced on-chip RC filtering. The

resistance R is the resistance of each wire of Rf = 30 Ω, to which we added the capacitance

Cf = 5 nF, yielding a cutoff frequency (2πRfCf )
−1 = 1.1 MHz. Note also that the added

capacitances are much smaller than the junction capacitance. After the implementation of

RC filtering we measured the same histogram widths as in the 4He cryostat.

Another setup variation is the counter. We used two counters, the Fluke PM 6681 counter

that outputs raw data (switching time intervals in their consecutive order) with the sampling

rate of 1.26 µs per point, accumulating typically tens of thousands of points, and the LeCroy

WaveMaster 8600A oscilloscope which outputs automatically generated histograms, with

typically 2000 bits and a sampling rate of 1 – 100 MS/s.

For the measurements taken in the 300 mK 3He cryostat, the magnetic field was applied

in the junction plane, with an external coil mounting up to several G. One flux quantum
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corresponds typically to the field of 150 mG. The whole setup was shielded from the Earth’s

magnetic field with a mu-metal cage.

3.4 Adiabatic phase dynamics - thermal switching

In this Section we investigate the phase dynamics of the ferromagnetic Josephson junctions

in the stationary regime in order to see if there is additional noise coming from the mag-

netization dynamics, or related to the 0 – π transition. The magnetization couples to the

phase via a vector potential ϕ = ϕ0 +
∫

Adl, where B = curlA, so in principle the magne-

tization dynamics can be detected as phase dynamics. The other question is whether the

π state is any different than the 0 state in terms of noise. Our primary motivation was to

use the π junction as a phase battery, since when embedded in a superconducting loop it

generates a phase difference of π without the applied external field, and to that end to inves-

tigate the noise of a π junction. For temperatures above the lowest experimentally accessible

temperature of 300 mK the switching mechanism of a junction is thermal activation. The

temperature of crossover into the quantum regime, determined by the ratio of the junction’s

plasma frequency and temperature, is around 10 mK. In case there is additional noise, we

expect the effective noise temperature to be higher than the bath temperature.

The escape rate with which the Josephson phase escapes the minimum of the tilted wash-

board potential is

Γ(I) = at(I)
ωa(I)

2π
exp

(

−∆U(I)

kBT

)

, (3.1)

where at(I) is a damping-dependent prefactor (see Table 1.1), ωa the activation frequency,

∆U the potential barrier and T the temperature. For detailed definitions see Section 1.3.1.

The probability distribution P (I) is

P (I) = − d

dI
W (I) =

Γ(I)

İ
exp

[

−
∫ I

0

Γ(I ′)

İ
dI ′

]

, (3.2)
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where İ = dI/dt is the ramp speed[73] and W (I) the probability that the phase will stay

inside the potential well at bias current I.

We have performed a switching measurement in the adiabatic regime on several junctions.

The measurement of the switching histograms as function of temperature for the junction

with 80 Å of PdNi is given in Fig. 3.8. We bias the junction in the form of a sawtooth ramp

of amplitude Vb = 110 mV and frequency νb = 37 Hz across the resistance Rb = 1 kΩ, making

it a current Ib = Vb/Rb = 110 µA ramp, where IC = 103 µA. Measured voltage across the

junction is amplified 100 times with a low-noise preamplifier. The cutoff frequency of the

low band pass on the SR560 amplifier is 30 kHz. We trigger at 100 µV and accumulate 104

points.

Figure 3.8: Switching histograms for the following temperatures (from right to left): 500
mK, 800 mK, 1.2 K, 2 K, 3 K, 4.2 K. Red curves are experimental results, and blue curves
are a fit using Eqs. (3.1) and (3.2) for low damping. The junction is in the π state, with
80 Å of PdNi.

In Fig. 3.8 we show a measurement taken on a ferromagnetic junction in the π state with

80 Å of PdNi for various temperatures. The red curves represent experimental results, and

the blue curves represent the fit using the Kramers escape theory, Eqs. (3.1) and (3.2), for
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low damping. Between 1 K and 4.2 K we are crossing between low and moderate damping,

as we shall detail later. With temperature, the mean switching current 〈I〉 decays, staying

within the few percent of the ideal no-fluctuations critical current IC(T ), and the standard

deviation σ =
√

〈I2〉 − 〈I〉2 augments.

In the low damping regime the activation rate depends on the damping parameter β, while

for moderate damping it does not.

Figure 3.9: The markers are the measured normalized switching histogram widths as function
of temperature for three different junctions: 70 Å - green, 80 Å (same as Fig. 3.8) -purple,
and 85 Å - blue. The full purple line is the fit in the low damping regime for the junction
with 80 Å of PdNi, assuming the form for the quasiparticle resistance given in Fig. 3.10.

Now we will look in detail into the dependence of the measured histogram width σ as function

of temperature, Fig. 3.9. In general, for moderate damping, σ ∼ I
1/3
C σ2/3 ∼ 〈I〉1/3T 2/3, since

we take the switching current 〈I〉 to be close to the no-fluctuations critical current IC .

In his paper [73], Garg gives the analytical expression for σ, making several simplifying
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assumptions for the activation rate, detailed in Section 1.3.1. In Fig. 3.9 we show the

measured normalized distribution width σ/〈I〉1/3 as function of temperature for junctions

with 70 Å (green markers), 80 Å (purple) and 85 Å (blue) of PdNi. The purple curve is

the fit for low damping, pertaining only to the junction with 80 Å (purple markers), where

the damping is calculated from the interpolation (full curve) of the measured (markers)

quasiparticle resistance Rqp, Fig. 3.10. Above 2 K we cross into the regime of moderate

damping, but σ is almost the same. The role of the thermal smearing is more important in

the case of low damping, explaining this widening. The transition temperature between the

two regimes is in accord with the junction parameters.

Figure 3.10: The measured quasiparticle resistance Rqp as function of temperature (mark-
ers), fitted with a double exponential Rqp(T) = 23 exp(−1.17 T) + 21 exp(−1.52 T), for the
junction with 100 Å of PdNi.

In Fig. 3.10 is shown the measured quasiparticle resistance on the junction with 100 Å of

PdNi. We fit the quasiparticle resistance with a double exponential, obtaining Rqp(T) =

23 exp(−1.17 T) + 21 exp(−1.52 T). For junction with 80 Å of PdNi, from IV s measured at

low frequency, we also obtain the quasiparticle resistance of 24 Ω at low temperature, and we

103



expect it to decay in the similar way as function of temperature. We see that the damping

is dominated by the quasiparticle resistance, setting the phase relaxation time.

Since one of the measured junctions is at the 0 – π transition and the other two in the π

state, and they all scale as σ/〈I〉1/3, we conclude there is no additional noise coming from

the phase fluctuations at the 0 – π transition. Also, the histogram width is as expected for

non-ferromagnetic junctions, so there is no additional noise due to the ferromagnet. In fact,

this is plausible, since the magnetic noise scales with volume and becomes difficult to detect

in large surface junctions.

3.5 Non-adiabatic phase dynamics - dynamical

bifurcation

The Josephson phase is seen within the RCSJ model as a nonlinear oscillator, forced by the

periodic current bias. When the bias ramp frequency νb is comparable to the inverse damping

time τ−1
ϕ ∼ (RqpC)−1, the movement of the potential U(ϕ) can no longer be considered as

adiabatically slow compared to the phase movement. The nonlinear oscillator can enter into

the bifurcation regime, meaning a small smooth change made to the parameter values or to

the initial conditions of a system causes a sudden qualitative or topological change in its

behavior. We see the bifurcation as jumps between the locked, non-dissipative state and the

running, dissipative state. Bifurcation is a great tool to investigate the phase dynamics. We

measure the bifurcation probability with the equivalent of a pump-probe measurement - we

tilt the washboard potential fast, and then measure the evolution of the phase ϕ(t) (more

precisely, the voltage V (t) ∼ ϕ̇(t)).

The Kramers theory still applies, but in the phase space of meta-potential (ϕ̇, ϕ)[85, 86, 87,

88, 102], meaning the activation rate
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Γ =
ωa

2π
exp

(

− ∆U

kBT

)

(3.3)

does not describe the escape from one potential well to the other, but out of the attractor

corresponding to a stable solution over a barrier ∆U . The attempt frequency ωa and the

potential barrier ∆U are also redefined, describing the movement in the phase space. The

damping β does not play a role in the adiabatic switching for moderately underdamped

junctions, while it does in the bifurcation escape rate. This activation rate is quite difficult

to calculate for an underdamped junction, and we shall investigate bifurcation by solving

Eq. (3.4) numerically.

In Fig. 3.11 we show the voltage as function of time (black curves) generated across the

junction biased with a current sawtooth ramp (blue curve) for three different bias frequencies

ωb, obtained by the numerical solving of

ϕ̈ + βϕ̇ + sin ϕ = 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

, (3.4)

where β = (RqpCω0)
−1, ηb = Ib/IC , ωb = 2πνb/ω0, τ = ω0t, where ω0 is the plasma frequency.

The dot denotes d/dτ , and brackets the round of a real number (closest integer smaller than

the real number). Damping is β = 1 × 10−2 and the ramp frequency is, top to bottom

ωb = 1 × 10−4, 1 × 10−3 and 3 × 10−3. So first we have ωb ≪ β and all the switching is in

equilibrium, then as ωb approaches β from below, we see the second panel with two early

switching events out of three, and as ωb rises further, we see three early switching events out

of three. So the early switching probability augments with the ramp frequency. There is a

competition between the phase relaxation time and the ramp rise time. The early switching

corresponds to the junction not relaxing into the locked state, but staying on the retrapping

branch. We shall detail the numerical simulations in the next Section.

In Fig. 3.12 we show the measurement of the early switching probability as function of the
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Figure 3.11: We show three possible scenarios obtained by numerical simulation, when
varying the bias ramp frequency. We show voltage across the junction as function of time
in black curves, and the sawtooth bias ramp in blue curves. The damping is β = 1 × 10−2

and the ramp frequency is, top to bottom ωb = 1 × 10−4, 1 × 10−3 and 3 × 10−3, in units of
plasma frequency. So first we have ωb ≪ β and all the switching is in equilibrium, then as
ωb approaches β from below, we see the second panel with two early switching events out
of three, and as ωb rises further, we see three early switching events out of three. The early
switching probability rises with ramp frequency. The drive amplitude is ηb = 1.25 in units
of critical current.

bias frequency. We bias the junction with 85 Å of PdNi with a (Vb = 140 mV, Rb = 1

kΩ) Ib = 140 µA current ramp in the frequency range between 4037 Hz and 20037 Hz. The

Stanford SR560 amplifier bandpass is 1 Hz - 1 MHz. The measurement is taken at 300 mK.

The sampling rate is 100 Ms/s. On the top panel the switching probability is measured for

the ramp frequency νb = 4037 Hz, showing one single histogram P0. On the middle panel

at νb = 6037 Hz, we have a bimodal distribution with two histograms P0 and P1, where the

additional histogram corresponds to the early switching. In the bottom panel, for νb = 12 037

Hz, we see the probability of early switching N1 =
∫

P1(I) dI rise and N0 =
∫

P0(I) dI decay.
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Figure 3.12: Switching histogram of the Nb/AlO/PdNi/Nb junction with 85 Å of PdNi
taken at 300 mK with sweep frequency 4037 Hz (top panel), 6037 Hz (middle panel) and
12037 Hz (bottom panel).

The normalization yields N1+N0 = 1. We have corrected the switching time for 3 µs coming

from the capacitance delay at the beginning of the ramp. This time is determined separately

by taking the IV measurement, and it is frequency independent in this range. We expect the

mean switching current 〈IS〉 = (1/N0)
∫

IP0(I) dI to decrease as function of frequency, which

is confirmed in the experiment. This does not apply to the early switching mean current
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〈I1〉 = (1/N1)
∫

IP1(I) dI, where the trigger is not on the step but on the dissipative branch,

therefore sensitive to the variations in the quasiparticle resistance Rqp. As we shall see

later, in the ferromagnetic junctions we can have Fiske resonances (non-dissipative current

at small but finite voltage) at zero external field which are seen on the dissipative branch, so

by placing the trigger at higher voltage than the Fiske voltage we actually measure the Fiske

current, rather than the retrapping current, which is the case for the measurement given in

Fig. 3.12, where 〈I1〉 ∼ 15 µA (Fiske current), while the retrapping current is estimated to

be around 50 nA. However, this is a technical detail, brought on by the fact that the Fiske

voltage is around 18 µV and it is easier to trigger above it. The probability of the early

switching remains unchanged.

Figure 3.13: Early switching probability as function of the ramp frequency, measured at 300
mK for the Nb/AlO/PdNi/Nb junction with 85 Å (open circles), 100 Å (full squares) and
90 Å (crossed squares) of PdNi. The fit given in black curves assumes the early switching
probability N1(νb) = 1 − A exp(−τϕνb), with τϕ as the fitting parameter. The dashed red
lines correspond to the theoretical prediction, obtained by numerically solving Eq. (3.9) to
obtain τϕ.
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In Fig. 3.13 we show the probability of early switching N1 as function of the ramp frequency.

The measured values for three junctions are denoted by markers. We fit the experimental

results with an exponential N1 = 1 − A exp(−τϕνb), shown in black curves, obtaining the

following fitting parameters. For the 85 Å junction (open circles, measured with bias am-

plitude ηb=1.18): A = 2.32 ± 0.3 and the characteristic time is τϕ = 153 ± 20 µs. For the

100 Å junction (full squares, ηb = 2): A = 1.69 ± 0.15 and τϕ = 207 ± 20 µs. For the 90 Å

junction: A = 1.3 ± 0.3 and τϕ = 282 ± 30 µs. The dashed lines are a predicted theoretical

value, obtained by extrapolating the results of the numerical simulation detailed in the next

Section, Eq. (3.9). With the numerical simulation we have calculated the time τϕ.

Figure 3.14: The measured dependence of the characteristic frequency ν∗ for which the
bifurcation sets in as function of temperature. The full line is an exponential fit taking into
account the measured quasiparticle resistance, Fig. 3.10. The measurement is taken on the
Nb/AlO/PdNi/Nb junction with 85 Å of PdNi.

In Fig. 3.14 we show the frequency ν∗ at which bifurcation sets in as function of temperature

T , measured on the junction with 85 Å of PdNi. Since the damping is β = (RqpCω0)
−1 and

Rqp(T) = 23 exp(−1.17 T) + 21 exp(−1.52 T), as obtained fitting the measured Rqp(T ), Fig.

3.10, we expect the double-exponential dependence of ν∗(T−1), which is confirmed in the
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experiment. Here we directly establish the dependence of the phase relaxation time upon the

quasiparticle resistance. The full expected dependence of ν∗(T ) is obtained from N1(ν
∗) = 0,

yielding

ν∗ =
ω0

2π

log A

µηb (Cω0)
3

2

R
−

3

2
qp .

We treat A and µ as the fitting parameters, obtaining µ = 0.76 and A = 1.001, which is in

accord with the numerical simulations we shall detail in the following Chapter.

PdNi 56J

Junction aPdNi IC ω0 =
√

2eIC

h̄C
ν0 = ω0

2π
β = 1

RqpCω0

η = Ib

IC

(Å) (µA) (×109 rad) (MHz) (×10−4)
56J, junction 5 85 130 (110) 3.0 (2.82) 474 (448) 3.3 (3.66) 1.18
55W, junction 5 100 67 (50) 2.2 (1.9) 350 (302) 2.78 (3.1) 1.5

Table 3.3: Parameters of measured junctions.

In Table 3.3 we summarize the properties of the two junctions we have measured in detail.

3.6 Numerical simulations of the bifurcation regime

We solve numerically the RCSJ model at zero temperature. The Josephson phase across the

junction satisfies the second-order differential equation of a nonlinear driven oscillator

ϕ̈ + βϕ̇ + sin ϕ = 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

, (3.5)

where ηb = Ib/IC , and the brackets [ ] denote the round of a real number (closest integer

smaller than the real number). We are biasing with a sawtooth ramp, as used in the ex-

periment. It corresponds to the movement of the Josephson phase in the tilted-washboard

potential, with damping β, and forced by a sawtooth ramp of frequency ωb and amplitude

ηb. The time and all parameters are given in the units of plasma frequency ω0, as explained

in Section 1.3.1.
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Figure 3.15: The phase diagram calculated for damping β = 0.01, ramp amplitude ηb = 1.25
and ramp frequency ωb = 0.001. The blue curves the are attractors, corresponding to the
non-dissipative regime. The blue arrows are the instances of switching. The black curves
correspond to dissipation, while the red curves correspond to the early switching events,
where the phase approaches the attractor, but since it has sufficient kinetic energy, it does
not retrap but stays in the dissipative regime. Red curves are very close to the separatrix,
and they correspond to the retrapping branch in the IV characteristic.

Now let us detail the calculation procedure. The basis of the program is the numerical

evaluation of Eq. (3.5), yielding the solutions ϕ(τ) and ϕ̇(τ) ∼ V (τ), where V (τ) is the

voltage across the junction, for given parameters β and ηb and ramp frequency νb = ωbω0/2π.

Due to numerical limitations, we calculate one cycle at a time, feeding the solution ϕ(2π)

and ϕ̇(2π) as initial conditions ϕ(0) and ϕ̇(0) into the following cycle. Since one period is

2π/ωb = ω0/νb, the ratio between the plasma frequency and the ramp frequency, the main

numerical challenge is to address ramp frequencies much lower than the plasma frequency, as

is the case in the experiment. Numerically we are able to obtain ωb ∼ 10−5, corresponding to

νb =30 kHz, while the plasma frequency ω0/2π ∼ 500 MHz, therefore we need to extrapolate
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the numerical results by less than one order of magnitude to attain the experimental region.

This is why we suppose that the probability of the early switching has the form N1 =

1−A exp(−τϕνb), determine how τϕ depends on parameters β and ηb by numerical simulations

and then compare this calculated τϕ to the one we are measuring.

Figure 3.16: The core of the attractor. The arrow denotes the path corresponding to switch-
ing. The parameters are: β = 0.01, ηb = 1.25 and ωb = 0.002.

First we calculate the different types of solutions in the phase space (ϕ,ϕ̇), Fig. 3.15. Non-

dissipative regime corresponds to the attractors, shown in blue, where 〈ϕ̇〉 = (2e/h̄)V = 0

over one period T = 2π/ω0. As the sawtooth ramp passes through zero, the particle falls

into the attractor, staying there as the ramp mounts. Then the switching takes place,

represented with blue arrows. The dissipative regime corresponds to the black curves, where

〈ϕ̇〉 = (2e/h̄)V 6= 0. The red curves correspond to the events of the early switching, where

the particle starts to fall into the attractor near zero, but since it has enough kinetic energy,

it manages to stay out and go immediately into dissipation. The red curves are very close

to the separatrix between the two regimes. Therefore the early switching current is equal to

the retrapping current. In our case it is zero, due to very low damping. The phase diagram

is obtained numerically for the following parameters: β = 0.01, ηb = 1.25 and ωb = 0.001.
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The choice to represent ϕ ∈ [−3π, 3π] is arbitrary and is made for clarity, since the diagram

is obviously periodic in ϕ over 2π.

In Fig. 3.16 we show the core of an attractor, which clarifies how the switching takes place.

As the ramp is tilted from 0 to 1, the local minimum of the potential U(ϕ) is moved from

0 to π/2, which can be clearly seen in the Figure, since 〈ϕ〉 also moves from 0 to π/2, the

particle making smaller and smaller oscillations in both ϕ and ϕ̇. During this time, the mean

voltage across the junction is zero. Then, the switching takes place and phase starts on the

straight trajectory denoted by the arrow into the dissipative regime.

The Figs. 3.15 and 3.16 are slightly different from the phase diagrams in the strict sense of

the word, since in a phase diagram all the lines are supposed to be for constant energy, t.i.

for constant current bias. However, in the program we change the current bias adiabatically

compared to all the other timescales, so it is a close approximation, and the phase trajectories

are very close to the lines of constant energy. What would be constant energy concentric

circles in the phase diagram, we see numerically as a spiral. The red lines in Fig. 3.15 are

therefore not separatrices strictly speaking, but are sufficiently close to them. The phase

diagram is symmetrical in 2π.

Now we shall clarify how exactly it is possible for a fast ramp to provoke bifurcation. As

we have said, we calculate one period at a time, feeding the results ϕ(0) and ϕ̇(0) as the

initial conditions for the following cycle. So what makes the phase in one period stay on

the critical current branch and in the other switch early? It is the kinetic energy the phase

is getting from the ramp, which is then dissipated via damping. The ramp speed is crucial

because for higher ramp speed there is not enough time for dissipation, and the phase enters

the following cycle with higher kinetic energy. We numerically calculate the distribution of

the initial conditions δϕ(0) and δϕ̇(0) over a large number of cycles, Fig. 3.17. We find

that δϕ(0) is always evenly distributed between −π and π, regardless of the parameters. As

for δϕ̇(0), it is inversely proportional to ηbωb ∼ η̇, the ramp speed, in the regime ωb < β,
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Figure 3.17: Left: Dependence of the mean initial speed of the Josephson particle ϕ̇(0) at
the start of each cycle on the ramp frequency ωb, with its dispersion, augmented 10 times
for clarity. Right: Dependence of ϕ̇(0) (upper panel) and δϕ̇(0) (bottom panel) on the ramp
frequency ωb in a wider range, for β = 0.01 and ηb = 1.2.

with a minimum at ωb ∼ β, and for ωb > β it is a rising function of η̇. The minimum in

δϕ̇(0) is independent of the calculation accuracy. The mean 〈ϕ̇(0)〉, on the other hand, is

proportional to η̇ over the whole range with a change of slope at ωb ∼ β. When inspecting

the core of the attractor, Fig. 3.16, we see by the level of detail in the solution that there

is practically no numerical noise coming from the accuracy of calculation. Numerically we

obtain bifurcation because at the end of each cycle the initial conditions for the following

cycle are changed. But if we were to keep the initial conditions fixed entering each cycle, we

would always get the exact same solution. In other words, at zero temperature bifurcation

is deterministic.

We run the program for a given set of junction parameters, changing only the ramp fre-

quency, and we obtain the solution ϕ̇(τ) ∼ V (τ) already presented in Fig. 3.11 in the

previous Section. For low ramp frequency, we get only one type of solution, while for higher

ramp frequency we get two types of solution, corresponding to bifurcation. Our goal is to

investigate the probability of obtaining the additional solution - the early switching prob-
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ability N1. We postulate that it depends on damping β, ramp amplitude ηb and the ramp

frequency ωb. In the following we will systematically keep one of the given parameters con-

stant and investigate the dependence of N1 on the second, with the third as independent

variable, thus amounting to the empirical formula N1 = N1(β, ηb, ωb). We know it should be

in the form N1 = 1 − A exp(f(β, ηb, ωb)). In the following it is not important to keep track

of all the fitting constants that come up, they will be shed once we arrive to the empirical

formula. We proceed in three steps.

Figure 3.18: The early switching characteristic frequency ωτ ∼ τ−1
ϕ as function of the damp-

ing β, when assuming the early switching probability in the form N1 = 1 − A exp(−ωb/ωτ ).
The black markers are the results of the numerical simulation, and the red marker is an
experimental point (fitting parameter to data on Fig. 3.13, open circles). The full curve is
an exponential fit ωτ = Bτ ∗ β3/2, with Bτ = 1.06 ± 0.1.

First as function of the frequency ωb, we calculate the probability of obtaining the early

switching N1(ωb) for a given damping β, keeping the ramp amplitude ηb fixed, Fig. 3.18. We

fit N1(ωb) as with an exponential N1 = 1−A exp(−ωb/ωτ ), as already shown in the previous

Section for experimental results, and plot ωτ as function of β in Fig. 3.13. Black markers
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are numerical results, while the red marker is the experimental result, obtained as fitting

parameter for the junction with 85 Å of PdNi (Fig. 3.13, open circles), the only measurement

where the ramp frequency was roughly equal to that in the calculation, ηb = 1.2. We fit the

numerical results with an exponential, ωτ = Bτ ∗ β3/2, with Bτ = 1.06 ± 0.1. Estimated ωτ

from the numerical simulation is 7.4 × 10−6, while the measured value is 1.37 × 10−5 (for

estimated damping of 3.3 × 10−4). So, after first step, N1 ∼ β−3/2.

We have so far N1 = 1 − A exp(−ωb/Bτβ
3/2) for ηb = 1.2. In general it is

N1 = 1 − A exp

[

−f(ηb)
ωb

β
3

2

]

. (3.6)

Figure 3.19: Left: Dependence of the characteristic time τr as function of the ramp frequency
ωb, for a fixed damping β = 0.01. Right: Dependence of the early switching probability
N1 on the ramp amplitude ηb, where each curve is given for a different value of the ramp
frequency ωb. The early switching probability is N1 = 1−A exp(−ηbτr), where τr = τr(ωb).

Now we keep the damping β fixed. First, on the right panel of Fig. 3.19, we investigate

numerically the dependence of N1 on the ramp amplitude ηb, varying ωb from curve to curve.

From left to right ωb = 4× 10−4 up to ωb = 2× 10−3. We fit each curve with an exponential

N1 = 1 − A exp(−ηbτr), extracting τr for each ωb. The data and the fit are the same color.

In the left panel we show the obtained result. We are looking for a homogenous power
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dependence, and here it is most likely linear, so we fit τr = Brωb. The fitting parameter

is Br = 725 ± 45. The damping is fixed throughout, β = 0.01. So, step two and three,

N1 ∼ ωbηb. Now we have established the second aspect of the empirical formula

N1 = 1 − A exp (−Br(β) ωb ηb) . (3.7)

Now we put the two formulae, Eq. (3.6) and (3.7), together. Having started from a generic

form N1 = 1 − A exp(−f̃(β, ηb, ωb)), and having established that f̃ ∼ β−3/2, f̃ ∼ ηb and

f̃ ∼ ωb, we now have the complete empirical formula

N1 = 1 − A exp(−µ ηb ωb

β
3

2

), (3.8)

where A and µ are constant. As it turns out, even if A and µ depend upon different

parameters, this dependence is very slow. In the following we shall show that they can

be taken as constant in the range we are interested in. We proceed to check the formula

numerically and obtain the best values for A and µ by fitting.

Now we shall demonstrate this scaling. In Fig. 3.20 we plot N1 as function of the reduced

coordinate ηbωb/β
3/2. All the curves are calculated by different procedures, keeping two

parameters fixed and varying the third for each curve. We see that the scaling works rather

well and we fit all of the curves with one single exponential. In order to determine the best

fit, we fit each one, thus obtaining A and µ for each curve. We show these A and µ in

Fig. 3.21. We see that although there is a certain distribution in A and µ, it is random

and we can find a mean value to be A = 1.8 ± 0.1 and µ = 0.76 ± 0.04. We can simplify

the empirical formula further. The current bias η(τ) is linear in τ , it is η = (1/π) ηb ωb τ ,

therefore ηbωb = π η̇.

Taking all this into account, the full and final empirical formula, obtained by the numerical

fitting of the RCSJ model at zero temperature, is
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Figure 3.20: Numerical results of the early switching probability as function of the scaled
variable ηbωb/β

3/2 for values of β ranging from 8 × 10−4 to 8 × 10−2, η ranging from 1 to
10, and ωb ranging from 5 × 10−5 to 3 × 10−2. The black curve is the best fit of all curves,
N1 = 1 − A exp(−µ ηb ωb/β

3/2), where A = 1.8 ± 0.2 and µ = 0.76 ± 0.04.

Figure 3.21: The values of universal constants A and µ in Eq. 3.8 for each numerically
obtained curve on Fig. 3.20. The full lines are the best fit yielding A = 1.8 ± 0.1 and
µ = 0.76 ± 0.04.

N1 = 1 − 1.8 exp(−0.76 π
η̇

β
3

2

). (3.9)
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This formula is valid in the range ηb = 0 – 10, ωb = 10−5 – 10−1 and β = 10−4 – 10−1 in

units of the plasma frequency, and it is the central result of this Section. We need it because

we are not able to solve the RCSJ model directly for the experimental junction parameters,

where ωb ∼ 10−6 and β ∼ 10−5.

Now we can use the obtained numerical results to extrapolate to the experimental results on

the three junctions shown in Fig. 3.13, for different values of damping and ramp amplitude,

shown in Table 3.3. Coming back to the SI units, we have N1 = 1 − A exp(−µηbωb/β
3/2) =

1 − A exp(−τϕ[s] νb[Hz]), yielding

τϕ =
2π

ω0

µηb

β
3

2

. (3.10)

For the junction with 85 Å of PdNi we predict τϕ = 283 µs, for 100 Å we predict τϕ = 767 µs

and for 90 Å we predict τϕ = 905 µs. The curves corresponding to these relaxation times

are show in Fig. 3.13 in red dotted curves, so we can make a direct comparison between the

numerical and the experimental result. We see that we obtain the order of magnitude and

the trend of rising relaxation time with rising quasiparticle resistance, but the calculated

relaxation time is typically three times larger than the experimental. The numerical result

is obtained for zero temperature, but when adding thermal smearing we would expect the

relaxation time to rise, although not much, than to diminish.

In Fig. 3.22 we show the calculated frequency at which the bifurcation sets in, ω∗ = 2πν∗/ω0,

as function of damping β. Here we keep the ramp amplitude fixed, ηb = 1.2. We expect the

dependence

ω∗ = β
3

2

log A

µηb

.

We fit the numerical data with ω∗ = A2β
3/2, and obtain A2 = 1.2 for best fit, full black

line. According to the empirical formula we should have B∗ = 1.92, shown in dotted line.

We can see however that the exponent 3/2 might not be the best fit, but rather 1.8. The
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Figure 3.22: The characteristic frequency ω∗ for which the bifurcation sets in, as function
of the damping β. The black markers are the results of the numerical simulation, and the
red marker is an experimental point. The full curve is a power fit ω∗ = A2 ∗ β3/2, with
A2 = 1.2± 0.03, while for the dotted curve A = 1.92, as predicted by the empirical formula.
The experimental point is for the junction with 85 Å of PdNi.

red marker corresponds to the experimental result of junction with 85 Å of PdNi. When

comparing Figs. 3.13 and 3.22, we see that they are fairly similar, and this is to be expected

since in any exponential distribution roughly ωτ ∼ ω∗.

Finally we shall briefly mention the influence of thermal noise on bifurcation. Coming back

to the main equation, we add a thermal noise term as a current source in the usual manner

ϕ̈ + βϕ̇ + sin ϕ = 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

+ fn(τ), (3.11)

〈fn(τ)fn(τ ′)〉 = 2βθδ(τ − τ ′),

where θ = kBT/UC , UC = (h̄/2e)IC being the Josephson energy. In our experiments T = 300

mK ∼ 25.8 µeV, and the Josephson energy is typically UC ∼ 0.2 eV for IC ∼ 100 µA,

therefore θ ∼ 1.3 × 10−4. The function f(τ) is the white noise correlator. More work is
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needed to see numerically the influence of thermal noise on the bifurcation probability.

The bifurcation itself is deterministic. At zero temperature, the distribution of solutions is

determined by the initial conditions, t.i. the initial position and, more importantly, kinetic

energy. For one set of initial conditions we would always get the same sequence of solu-

tions. At finite temperature, the sequence becomes stochastic, and we expect the switching

probability to change somewhat due to the thermal fluctuations.

In this Section we have resolved numerically the equation governing the escape for ramp

frequencies of the order of inverse damping time, we have shown that the bifurcation sets

in, explained the dependence of bifurcation probability on the relevant parameters - ramp

speed and damping, and made a correspondence with the experimental data.

3.7 Fiske steps in a ferromagnetic Josephson junction

Fiske resonance is a resonance between the Josephson current and the electromagnetic modes

that propagate through the barrier as if it were a transmission line, and form standing waves

with the junction’s lateral size. The dispersion relation of the Fiske modes informs us

on the propagation velocity of the electromagnetic waves through the ferromagnetic bar-

rier. Just like the critical current, the Fiske step current shows a particular magnetic field

dependence[96].

Our motivation is to find out if the Fiske resonances couple to the spin wave modes in

the ferromagnetic Josephson junctions. In order to place the Fiske resonances in the GHz

frequency range corresponding to the spin wave modes, we need the junctions of millimetric

size. The junctions are the same as in the remainder of this Chapter. They consist of

Nb (150 nm), Al (50nm), Al2O3, Pd0.9Ni0.1 ( 0 − 10 nm) and Nb (50 nm), with the surface of

0.6 mm × 0.8 mm.
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The Fiske resonance condition is

Vn =
h̄

2e
ωn =

h

2e

c̄

2L
n, (3.12)

where Vn is the Josephson voltage, ωn the corresponding Josephson frequency, c̄ is the

propagation of electromagnetic waves through the insulating/ferromagnetic barrier, L is the

junction lateral size and n is an integer. The propagation speed c̄ is

c̄ =
1√
LC

= c

√

a

εr d
, (3.13)

where L is the barrier inductance per unit length, C is the capacitance per unit length, a is

the barrier width, d = a + 2λ is the magnetic length, λ is the superconducting penetration

depth, εr the relative dielectric constant of the insulating barrier and c is the speed of light.

The wave vector kn of the n−th Fiske resonance is

kn =
nπ

L
. (3.14)

Fiske resonances are measured as steps in the IV curve with an applied magnetic field.

We apply an asymmetric current ramp. This is a standard method for measuring Fiske

steps[92, 93]. The SIFS junction is with a 100 Å thick layer of ferromagnet Pd0.9Ni0.1. The

measurement was taken at 300 mK. The junction was biased with a 52 µA asymmetric ramp

with an offset of 26.7 µA. The current bias was imposed over a resistance of 1 kΩ, and with

a frequency of 127 Hz.

In Fig. 3.23 we show Fiske resonances for a SIS junction (red curve) and for a SIFS junction

(blue curve). We see that the first Fiske step for the SIS junction is at 10 µV, while for the

SIFS junction the first step is shifted to the value of 18 µV. In Fig. 3.24 we show the in plane

magnetic field dependence of the first Fiske step (dark blue markers) and the second Fiske

step (light blue markers) for the ferromagnetic junction. By examining the field dependence

of Fiske steps, we show unambiguously that the step at 18 µV is the first one. The dotted
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Figure 3.23: Fiske steps in the IV characteristics for an SIS junction (red curve) and for
an SIFS junction (blue curve). The SIFS junction has a Pd0.9Ni0.1 layer of 100 Å. The
measurements is performed at T=300 mK. The field is applied in plane.

curve represents the dependence of the critical current on the applied in plane field.

Now we measure the Fiske resonance dispersion relation ωn(n) for ferromagnetic junctions

with various barrier thickness. We have available two wafers, and one of them also has two

non-ferromagnetic junctions. In Fig. 3.25 we show the dispersion relation ωn(n) for the

SIS (pink markers) and the SIFS junctions (blue and grey markers corresponding to two

different wafers, each shade/form to a separate junction). The pink line is a linear fit for the

SIS junction Vn = (h̄/2e) ωn = (h̄/2e) c̄ kn = (h̄/2e) nπ c̄/L, yielding the propagation speed

c̄ = 0.022 c, where c is the speed of light in vacuum.

The Fiske steps give a possibility to estimate the junction capacitance. Since c̄ = c
√

a/ǫrd,

for c̄ = 0.022 c, a = 10 Å and ǫr = 10, we obtain d = 189 nm, which is not too bad, since

on one side of the junction we have 50 nm of Nb, and on the other a bilayer of 50 nm of

Al and 150 nm of Nb. We could determine d independently from the periodicity of the

Fraunhofer pattern, Fig. 3.26, since H0 = Φ0/Ld, where H0 is the field corresponding to one
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Figure 3.24: Dependence of the first (dark blue markers) and the second (light blue markers)
Fiske step of the SIFS junction with 100 Å thick layer of ferromagnet Pd0.9Ni0.1 on the
external magnetic field. The measurement is performed at T=300 mK. The field is applied
in plane. The dotted black line is the Fraunhofer curve.

flux quantum Φ0, but we did not measure the absolute value of the magnetic field. For the

d = 189 nm and L = 0.7 mm we would obtain H0 = 150 mG, which is reasonable. So the

capacitance C = 42 nm calculated for ǫr = 10, L2 = 0.49 mm2 and a = 10 Å agrees with the

Fiske resonances. We also have c̄ = ω0λJ , so the Josephson penetration depth is around 2

mm, which is four times larger than the junction lateral size.

For SIFS junctions we see that there is a shift in the dispersion relation, and the blue and

grey lines are a linear fit. The change in the slope of the linear fit is wafer dependent, and it

can come either from a different propagation speed or, more likely, somewhat different lateral

size of the junction L. More work is needed to explain the shift in energy for ferromagnetic

junctions with respect to the non-ferromagnetic ones. This is related to the dynamics of

electromagnetic wave propagation through an insulator/ferromagnet bilayer.
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Figure 3.25: Dispersion relation or the SIS (red markers) and the SIFS junctions (blue and
grey markers correspond to two different wafers, each shade/form to a separate junction).
The red line is a linear fit for the SIS junction, blue and grey lines are a linear fit for SIFS
junctions.

3.8 Fiske resonances measured via dynamical

bifurcation

We come back to the measurement of the Fraunhofer pattern IC(H) in order to confirm the

quality of the ferromagnetic Josephson junctions, see Fig. 3.26.

We fit the data assuming the uniform current distribution

IC(H) = IC(0)

∣

∣

∣

∣

∣

sin(Φ/Φ0)

Φ/Φ0

∣

∣

∣

∣

∣

,

where Φ = H · S, H being the external magnetic field and S = L · d the junction (cross-

section) surface. Of course, even though the junction is ferromagnetic, with 85 Å of PdNi, the

shift of the Fraunhofer maximum similar to that seen for the smaller junctions is not visible,

125



Figure 3.26: The Fraunhofer curve IC(H) for the junction with 85 Å of PdNi measured at
300 mK. The markers represent the data, while the full curve is the fit assuming uniform
current distribution.

since H0 ∼ Φ0/S ∼ 10−4 Gauss is not comparable to the junction magnetization. Since the

second minima are lower than predicted assuming the uniform current distribution, the fit

could be improved by introducing a bell-shaped current distribution. We are reassured that

the current flows through the junction in a homogenous way.

Returning to the question of bifurcation, we can ask what happens in the presence of an

external field. We have the phase equation

∂2ϕ

∂τ 2
+ β

∂ϕ

∂τ
+ sin ϕ − c̄2

ω2
0

∂2ϕ

∂x2
= 2 ηb

(

ωbτ

2π
−

[

ωbτ

2π

])

, (3.15)

where c̄ is the propagation speed of electromagnetic waves through the junction barrier. This

is the driven sine-Gordon equation. We assume the solution in the form

ϕ = ϕ0 + ωτ − kx,
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where ω = (2e/h̄)V and k = (2ed/h̄)H. Due to the boundary conditions there is a quanti-

zation in frequency

ωn =
2e

h̄
Vn = n

c̄

2L
, (3.16)

where L is the lateral size of the junction. These are the Fiske resonance frequencies. Also,

for ferromagnetic junctions, we have seen that sometimes we can have Fiske steps in zero

external field and that the dispersion relation is changed from Eq. (3.16).

Figure 3.27: Photo taken with the oscilloscope of V (I) for junction with 100 Å of PdNi, at
300 mK and with the bias frequency of 3037 Hz. The traces are accumulated over many
cycles. We see the critical current branch and the Fiske branch. In the background in yellow
are given the histograms of the appearance of two branches. Also it is important to note a
small step on the Fiske branch corresponding to the Fiske voltage of 18 µV .

In Fig. 3.27 we see a photo taken with the oscilloscope of V (I) for junction with 100 Å

of PdNi, at 300 mK and with bias frequency of 3037 Hz. The traces are accumulated over

many cycles. We see the critical current branch and the Fiske branch. In the background
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in yellow are given the probability histograms of two branches, where the green flesh on

the right edge of the graph shows the trigger level. Also it is important to note a small

step on the Fiske branch corresponding to the Fiske voltage of 18 µV . We see that in the

ferromagnetic Josephson junctions the bifurcation takes on a new form - the junction can

either take the critical current branch, when the phase has enough time to relax to the

bottom of the potential well, or it can take a Fiske/retrapping branch. With the appearance

of the external field or a ferromagnetic layer inside the junction, the Fiske resonances become

visible in the retrapping branch and can be probed with a suitable choice of trigger. We

could also detect the retrapping current by placing the trigger under 18 µV.

Figure 3.28: Comparison between the first (dark blue circles) and second (light blue circles)
Fiske step taken at low frequency on the one side and the early switching current measured
with bifurcation (green squares) on the other.

In Fig. 3.28 we compare the in plane field dependence of the early switching current (green

squares) measured at high frequency with the Fiske steps taken in a traditional way at
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low frequency (blue circles). The early switching current is measured at 300 mK with bias

frequency of 3037 Hz. The Fiske steps were also taken at 300 mK at 37 Hz. The junction

in question is with 100 Å of PdNi. Here we see how it works - with this particular choice of

trigger, we probe as the bifurcation branch the first Fiske resonance, and then as the second

Fiske resonance current becomes lower than the first, we probe the second. Bifurcation turns

out to be a very elegant dynamical way to probe the Fiske resonances[103].
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Chapter 4

Conclusion and perspectives

The coupling between the superconducting and magnetic order parameters is the principal

subject of this work.

We have demonstrated for the first time the resonant coupling between the spin-wave modes

and the Josephson current in the ferromagnetic Josephson junctions. The coupling is a man-

ifestation of the Aharonov-Bohm effect, that is a coupling via the vector potential A. This

shows that we are able to perform an analog of the ferromagnetic resonance measurement

using the unique features of the Josephson junction. The Josephson junction on the one

hand excites the spin modes, and on the other resonantly couples to them, and therefore

serves as detector. The advantage of this setup is that the ferromagnetic layer inside the

Josephson junction is very small, with the magnetic moment of 107 µB, not accessible with

standard ferromagnetic resonance techniques. We have used a weak ferromagnet, PdNi with

10 % Ni and a Curie temperature of 130 K. A stronger ferromagnet would have suppressed

the Josephson current, making detection impossible. We have also performed an indepen-

dent standard resonant cavity experiment on a layer with the same cross-section but with a

macroscopic surface and established a correspondence between the spectra. We have also, by

applying external rf radiation, shown that the ferromagnetic modes couple to the Josephson

current.

We can use the sensitivity of the Josephson effect to study in detail other ferromagnetic

modes, such as domain wall movement. Another possibility is the study of nonlocal trans-

port, where by suitable junction geometry a Cooper pair would be forced to pass through
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different magnetic domains. This opens up the experimental investigation of the exciting

question of interplay between spin-polarized and superconducting transport, especially in

the case of the triplet pairing.

Another part of the thesis is dedicated to the study of proper phase dynamics in the non-

stationary regime. We have performed an analogue of the pump-probe measurement, biasing

the Josephson junction with a fast ramp and then investigating the phase relaxation by

measuring the switching into the dissipative state. We found that when the ramp period is

comparable to the phase relaxation time RqpC, governed by the quasiparticle resistance, the

junction enters the bifurcation regime. With a certain probability the phase relaxes to the

bottom of the tilted washboard potential well, and with a certain probability it stays near

the top, going directly out and into the dissipative state. For the ferromagnetic junctions we

find that instead of the retrapping branch, the phase follows the branch of a Fiske resonance.

This is again due to the sensitivity of the phase to the total magnetic field. Bifurcation is a

new way to probe the phase relaxation directly in different regimes.
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Appendix

Fabrication Recipes for small Nb/PdNi/Nb junctions

Mask Fabrication

Deposition of resist trilayer on the silicon wafer with oxidized surface

1) 500 nm of PES

Bake wafer beforehand

Make 18% solution of PES from PES flakes and NMP

Spin the PES for 315 s, ramp rise time 9 s, 2300 rpm

Spin in nitrogen atmosphere

Bake the PES for 2 minutes at 250◦

Resulting thickness: 600-800 nm.

2) 60 nm of Si3N4

Deposit the mixture of SiH4 and NH3 in RIE chamber

Time 2 min 30 s

Temperature 200◦

rf power 60 Watt

Resulting thickness: 60 nm
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3) 350-400 nm of PMMA

Deposit A3 solution of PMMA

Spin the PMMA for 60 s, ramp rise time 5 s, 2000 rpm

Bake the PMMA for 3-4 minutes at 160◦

Resulting thickness: 350-400 nm.

Lithography

We design the mask in NPGS

The lithography is performed with a SEM

The motive is developed in the MIBK-IPA 3:1 solution for 2 minutes

Reactive Ion Etching

Two-step etching process

1) Etch with SF6

Time 1 min 30 sec

Pressure 30 mTorr

Observe the etching with a laser interferometer and optical microscope

2) Etch with O2

Time 10 min

Pressure 300 mTorr

High pressure is crucial for obtaining the undercut

Expected result: 500 nm of undercut.

134



Evaporation

Three-step evaporation

1) Nb

Pressure 6 · 10−8 mbar

Rate 5.5 Å/s

Layer thickness 507 Å

2) Oxidation of Nb

Pressure 10 mbar

Time 10 min

3) PdNi

Pressure 8 · 10−9 mbar Rate 1.1 Å/s

Layer thickness 207 Å

4) Nb

Pressure 8 · 10−8 mbar

Rate 4.5 Å/s

Layer thickness 511 Å

Mask liftoff: 10 min in NMP solution.
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Figure 4.1: Mask designed with NPGS software.

Figure 4.2: Inset of the mask designed with NPGS software, showing 8 junction-masks in
parallel.
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Figure 4.3: Typical fabricated mask.

Figure 4.4: Typical fabricated sample glued to the sample holder and with bonded contacts.
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Figure 4.5: Bonding the sample contacts to the sample holder with the ultrasound soldering
machine.

Figure 4.6: The top of the dilution refrigerator probe.
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Figure 4.7: Photo of the 35 mK dilution refrigerator.
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[98] T. Kontos, Cohérence et interférences quantiques dans des nanostructures supracon-
ducteur / ferromagnétique, PhD thesis, Orsay-Paris Sud, 2002.

[99] T. Kontos, et al., Phys. Rev. Lett. 89, 137007 (2002).

[100] D. B. Schwartz, B. Sen, C. N. Archie, and J. E. Lukens, Phys. Rev. Lett. 55, 1547
(1985).
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conducteur, PhD thesis, CEA-Saclay (2005).
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