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Pr. Hecht Université Paris VI
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Abstract

Voronoi diagrams are fundamental data structures that have been extensively stud-

ied in Computational Geometry. A Voronoi diagram can be defined as the minimiza-

tion diagram of a finite set of continuous functions. Usually, each of those functions

is interpreted as the distance function to an object. The associated Voronoi diagram

subdivides the embedding space into regions, each region consisting of the points

that are closer to a given object than to the others. We may define many variants of

Voronoi diagrams depending on the class of objects, the distance functions and the

embedding space. Affine diagrams, i.e. diagrams whose cells are convex polytopes,

are well understood. Their properties can be deduced from the properties of polytopes

and they can be constructed efficiently.

The first part of this thesis is dedicated to the presentation and classification

of Voronoi diagrams. We discuss the most studied varieties of Voronoi diagrams,

before putting these diagrams in the context of abstract Voronoi diagrams, a notion

inherited from Klein. This allows us to present in a general setting the question of

recognizing classical Voronoi diagrams by looking at their bisectors, a point of view

initiated by Aurenhammer.

In the second part, we focus on the study of anisotropic Voronoi diagrams, and the

ways of computing their dual mesh, if it is well defined. If the dual mesh is not well

defined, we study some ways of refining the diagram in order to obtain a well-defined

dual. We first use the definitions of Labelle and Shewchuk and the linearization

procedure, as presented in the previous part. This allows us to define an algorithm

which is the natural consequence of Part I.

The third part is then devoted to a different approach to anisotropic meshing.

By changing the definition of an anisotropic mesh into the one of a locally uniform

anisotropic mesh, we allow the design of simple anisotropic mesh generation algo-

rithms in 2D and 3D.

Finally, the fourth part of this thesis is devoted to the application of a different

kind of Voronoi diagrams, namely power diagrams, to the question of greedy routing

in ad hoc networks. There again, the local properties of triangulations play a crucial

role. We prove how some local properties of regular triangulations, which are a gen-

eralization of Delaunay triangulations, imply global properties in terms of routing.
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Figure 1: The Voronoi diagram of a set of 9 points.

History

Voronoi diagrams are fundamental data structures that have been extensively stud-

ied in Computational Geometry. Originally, these diagrams have been defined for a

given set of points, called sites in Euclidean space, and for the Euclidean distance.

The diagram consists of a decomposition of the space into regions called cells, each

cell consisting of the points that are closer to a given site than to the others:

Let P = {p1, . . . , pn} be a set of points of R
d. To each pi, we associate its Voronoi

region V (pi)

V (pi) = {x ∈ R
d : ‖x− pi‖ ≤ ‖x− pj‖,∀j ≤ n}.

The region V (pi) is the intersection of n−1 half-spaces. Each such half-space contains

pi and is bounded by the bisector of pi and some other point of P. Since the bisectors

are hyperplanes, V (pi) is a convex polyhedron, possibly unbounded. See Fig. 1 for an

example in R
2.

This construction is natural for defining some kind of domain of influence around

each site. Furthermore, the adjacency relations between the cells provide a natural

construction of a graph of neighbors. This graph, called the Delaunay triangulation,

has several interesting properties, which go beyond this intuition. First of all, it is

a triangulation (see Fig. 2 for an example). And this triangulation has the unique

property of being the triangulation with the best possible angles for its triangles,

which are as close as possible to being equilateral. Several interesting mathematical

and algorithmic properties derive from these central facts.

A Voronoi diagram can be defined more generally as the minimization diagram

of a finite set of continuous functions. Usually, each of those functions is interpreted

as the distance function to an object. The associated Voronoi diagram subdivides the

embedding space into regions, each region consisting of the points that are closer to

a given object than to the others, or, in other words, the points such that some func-

13



Figure 2: The Delaunay triangulation of a set of 9 points.

tion has a lower value than any other function. Studying how the unique properties

of Voronoi diagrams and Delaunay triangulations are modified or extended in this

broader context provides insights useful for both algorithmic improvements of their

computation and better understanding of their appearance in natural contexts. See

Fig. 3 and Fig. 4 for two examples of such diagrams.

Dual Contexts

Such diagrams occur in many scientific contexts, ranging from natural sciences,

where they appear in nature, both in animals and inanimate objects, to modeliza-

tion, where they appear as a tool for describing the closeness relationship between

objects, which can be used for evaluating the interactions between these objects.

A reason for the appearance of Voronoi diagrams in nature is that they typically

model growth phenomena. Euclidean Voronoi diagrams correspond to constant speed

growth, while most other kind of Voronoi diagrams model more complex system, with

non uniform speed, either constant for each site and depending on the site, or vari-

able for each site, depending for example on its current size. These models explain

that the giraffe fur (see Fig. 5), the turtle shell (see Fig. 6), bacteria colonies (see

Fig. 7 and see Fig. 8), all feature the typical Euclidean Voronoi pattern or the more

general Voronoi patterns. Giraffes and turtles present Euclidean patterns, showing

that uniform speed growth processes with a common starting time can modelize the

generation of the pattern. Escherichia coli colonies (see Fig. 7) present an Apollonius

diagram pattern, showing that the growth processes have synchronized speeds, while

the Proteus mirabilis colonies (see Fig. 8) present a Moebius diagam pattern, showing

that the growth processes have independant speeds.

These two perspectives, natural siences and experimental sciences, give an idea

of two very typical uses that Voronoi diagrams and associated structures have in

14



Figure 3: The power diagram of a set of 9 weighted points.

Figure 4: The Apollonius diagram of a set of 9 circles.
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Figure 5: Giraffe and its Voronoi fur.

Figure 6: A giant turtle and its Voronoi shell.
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Figure 7: Two E.coli colonies, growing into an Apollonius diagram

Figure 8: Three Proteus mirabilis colonies, growing into a Moebius diagram

17



computer science. On the one hand, it is a natural object, whose existence should be

interpreted and modelized (see Murray, Mathematical Biology, for examples). On the

other hand, it is an underlying tool for computing and building models, thanks to its

regularity properties, and the ease of computing it. In computer science, we can see

the same structure, with the same two directions: Voronoi diagrams arise as a natural

way of representing the closeness relations between objects, which can be studied for

itself, and, for example, which makes them the tool of choice for the reconstruction of

manifolds from pointsets. And they also appear as the classical way of building good

underlying structures for numerical computations, as seen in meshing applications.

Approach

This thesis explores these two directions for general Voronoi diagrams. In a first

part, Voronoi diagrams are studied as objects to be recognized, or computed. It could

be presented as the natural study of Voronoi diagrams. The next part of this the-

sis focuses on the generation of anisotropic meshes, by using and adapting the tools

presented in the first part. Anisotropic meshes are generated as duals of Voronoi dia-

grams, i.e. the generalization of the Delaunay triangulation, with specific properties.

By generation of diagrams, we do not mean the mere computation of the diagram of

a given set of objects, but the construction of suitable sets of objects, such that their

Voronoi diagrams have the properties that are desired for the considered application,

typically numerical computations.

The natural study of Voronoi diagrams has been pioneered by Aurenhammer and

Klein. Aurenhammer gave the complete description of diagrams with linear bisectors,

showing that any such diagram could be obtained as the power diagram of a set of

weighted points, i.e. as a Voronoi diagram for a specific kind of objects and distances.

Klein pushed this further into considering abstract Voronoi diagrams, where the pri-

mary definition of the diagram is given in terms of bisectors rather than objects and

distances.

We may define many variants of Voronoi diagrams depending on the class of ob-

jects, the distance functions and the embedding space. Affine diagrams, i.e. diagrams

whose cells are convex polytopes, are well understood. Their properties can be de-

duced from the properties of polytopes and they can be constructed efficiently. The

first part of this thesis recalls the classical results on affine diagrams, and other more

exotic varieties. This description is then unified into a description of abstract Voronoi

diagrams, in a way derived and extended from Klein.

A recurring tool in this study of the classical types of Voronoi diagrams is the lin-

earization of curved diagrams into higher dimensional ones. The anisotropic mesh

generation method studied in the second part of this thesis builds upon this tool. But

the important question here is to go from diagram generation to the dual mesh gen-

eration: the dual of a general Voronoi diagram is not always well defined. For this

reason, we focused on desired local properties of the dual graph, which would be pro-

gressively satisfied everywhere in the diagram, thanks to the insertion of well chosen

points into the diagram, until the dual would be well-defined. This first approach can

be seen as the direct application of the linearization idea to the anisotropic mesh gen-

eration question. However, it did not allow us to solve all the challenges for defining

a proven framework for anisotropic mesh generation in 3D.

Still, this first method underlined the usefulness of focusing on local properties

of the dual graph itself (rather than properties of the diagram), while it was being

18



generated, even before being a valid mesh. Considering the seminal work of Labelle

and Shewchuk, it also appeared that being able to define datastructures indepen-

dently of the insertion order of the points would be crucial for proving the algorithm

in a reasonnably simple and robust way. As a result, we designed a new procedure,

with these desired properties: rather than considering local properties of a global

datastructure, we defined the intermediate datastructure as a union of local meshes,

defined for a given set of points, independantly of the order of insertion. This union

of local meshes would then be refined so that they could, in the end, be merged into

one global mesh. This new framework proved simple and general enough to allow us

to overcome the challenge of extending it to 3D in a provably good way. This is the

subject of the third part of this thesis.

Finally, the last part of this text should be seen as an illustration of the mixed

status of Voronoi diagrams, at the same time natural objects and engineered objects.

In the context of greedy distributed routing, where Voronoi diagrams naturally ap-

pear to represent the possible connections between neighboring elements, we showed

how specific local properties relating to routing could be designed, so that we could

detect when the approximate evaluation of virtual coordinates for the communicat-

ing elements would be good enough for greedy routing to deliver. This idea of virtual

coordinates was proposed by Papadimitriou and Ratajczak: the elements could be

embedded in a virtual space where greedy routing would be guaranteed to work. Our

contribution consisted in tailoring local properties of Voronoi diagrams so that detect-

ing good enough embedding would be feasible locally, allowing distributed detection

of this fact, but also reliance on approximate computations, particularly well suited

to the distributed context.

Contribution

While the first part of this thesis relates the classical Voronoi diagrams taxonomy, it

concludes with a general and unified presentation of the linearization method, and

a new presentation of abstract Voronoi diagrams, in a simpler setting as the origi-

nal one pioneered by Klein, and a more complete account of the relations between

properties of abstract diagrams.

The second part focuses on anisotropic mesh generation. It first builds upon the

definitions proposed by Labelle and Shewchuk, and shows how to obtain a practical

meshing algorithm from the linearization scheme. The main contribution consists of

obtaining a simple and generic computation scheme, by not computing the Voronoi

diagram itself and its topological properties. Instead, we rely on dual computations

only, and mesh validity checks.

Then, we consider a completely new approach to the anisotropic meshing question,

relying on locally uniform anisotropy. This new approach is conceptually simple, and

allows us to use proven and robust components, such as the Euclidean Delaunay tri-

angulation computation. An important contribution is acknowledging the fact that

procedures originally designed for sliver removal in 3D could be adapted for the re-

moval of inconsistencies, in both 2D and 3D. This whole approach is generic enough,

that we can envision further uses in difficult contexts, where classical uniform geo-

metric datastructures are not versatile or flexible enough either to accomodate the

variable parameters of the input, or to allow the computation of intrinsic datastruc-

tures, rather than global ones.

Finally, building upon the greedy routing framework developed by Papadimitriou
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and Ratajczak, we present in the last part of this thesis an original method for the

distributed computation of greedy embeddings. Most importantly, we show how lo-

cal properties of the connectivity of power diagrams can be turned into global ones

(which, in turn, have been shown to allow greedy routing). The Thurston circle pack-

ing algorithm was known to converge towards a solution to the problem we were con-

sidering. The design of such local properties allowed us to turn this approximation

algorithm into a exact, proven algorithm for our purpose. Another important aspect

of this work was the adaptation of the local properties to the case of non triangulated

communication graphs, which amounted to dealing with degenerate triangulations.

The difficulties arose from the fact that one cannot expect an approximation algo-

rithm to reach a degenerate configuration in finite time. We showed how connectivity

conditions can be adapted and made more flexible while retaining the same global

consequences.

Applications

Mesh generation is a natural tool for numerical computations. Shewchuk detailed

why anisotropic meshes should be preferred, in order to allow the most precise com-

putations, for a fixed number of elements. However, the potential applications of the

work presented in this thesis are broader.

Curved Voronoi diagrams are also used for modeling antenna placement, The

work presented in this thesis is at the border between theory and applications.

Anisotropic meshes are typically used for numerical computations (see Shewchuk

for a detailed discussion of this fact), and can also be used during communication

network design, for computing the regions of influence of antennas and optimizing

the antennas’ placement.

The diagrams and meshes that we study and compute appear in practical prob-

lems such as numerical computing, communication networks design, where curved

diagrams allow to represent the antennas’ zones of influence, sensor networks.
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Part I

Voronoi Diagrams
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CHAPTER 1

AFFINE DIAGRAMS

OVERVIEW

An important class of Voronoi diagrams is the class of affine diagrams, whose bi-

sectors are hyperplanes. The following chapter presents them and reviews some of

their classical properties. Euclidean Voronoi diagrams of finite point sets are affine

diagrams. Other examples of affine diagrams are the so-called power (or Laguerre)

diagrams, where the objects are no longer points but hyperspheres and the Euclidean

distance is replaced by the power of a point to a hypersphere. After presenting the

general concept of minimization diagram in Sect. 1.1, we recall well-known facts

about affine diagrams in Sect. 1.2. In particular, we characterize affine diagrams and

establish a connection between affine diagrams and polytopes. As a consequence, we

obtain tight combinatorial bounds and efficient algorithms. We also obtain a dual

structure that is a triangulation under a general position assumption.
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Figure 1.1: The lower envelope of a set of univariate functions. The minimization

diagram is drawn on the horizontal line with the corresponding indices. The face of

index {1} consists of two components.

1.1 LOWER ENVELOPES AND MINIMIZATION DIAGRAMS

Let F = {f1, . . . , fn} be a set of d-variate continuous functions defined over

R
d. The lower envelope of F is defined as

F− = min
1≤i≤n

fi.

From F and F−, we define a natural partition of R
d called the minimization diagram

of F . For a point x ∈ R
d, we define the index set I(x) of x as the set of all indices i such

that F−(x) = fi(x). An equivalence relation noted ≡ can then be defined between two

points of R
d if they have the same index set:

x ≡ y ⇔ I(x) = I(y).

The equivalence classes R
d/ ≡ are relatively open sets that cover R

d. Their closures

are called the faces of the minimization diagram of F (see Fig. 1.1). The index set of

a face is defined as the largest subset of indices common to all the points of the face.

Conversely, the face of index set I is the set of all points x such that I ⊂ I(x).
Observe that the faces of this diagram are not necessarily contractible nor even

connected. In particular, a 0-dimensional face may consist of several distinct points.

Lower envelopes and minimization diagrams have been well studied. We recall

an important result due to Sharir [38] which provides an almost optimal result when

the fi are supposed to be multivariate polynomials of constant maximum degree.

Theorem 1.1.1 (Sharir). The number of faces of the minimization diagram of a set F
of n multivariate polynomials of constant maximum degree η is O(nd+ε) for any ε > 0,

where the constant of proportionality depends on ε, d and η. The vertices, edges and

2-faces of the diagram can be computed in randomized expected time O(nd+ε) for any

ε > 0.

This general result is close to optimal in the worst-case: consider n ellipsoids in-

scribed in a (d−1)-sphere S and intersecting S along great n (d−2)-spheres σ1, . . . , σn.
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The arrangement of the σi has Θ(nd−1) faces. Since the non-bounded faces of the Eu-

clidean Voronoi diagram of n objects are in 1-1 correspondence with the faces of their

convex hull, we get a lower bound on the size of the Voronoi diagram of n ellipsoids of

R
d.

It has been improved in some special cases. For more information and other re-

lated results, one should consult the book by Sharir and Agarwal [39].

Voronoi diagrams, in their general setting, are just minimization diagrams of a

finite set of continuous functions. This general definition encompasses the more tra-

ditional definition of Voronoi diagrams where the functions are defined as distance

functions to a finite set of objects. Consider a set of objects O = {o1, . . . , on}. To each

object oi is attached a continuous function δi that measures the distance from a point

x of R
d to oi. In the simplest case, O is a finite set of points and δi(x) is the Euclidean

distance from x to oi. The Voronoi diagram of O is defined as the minimization dia-

gram of ∆ = {δ1, . . . , δn}. The concept of Voronoi diagram has been generalized and

various other diagrams have been defined by considering more general objects and

other distance functions. Distance is then not to be taken literally. The function δi is

only supposed to be continuous.

Theorem 1.1.1 provides very general bounds on the complexity of Voronoi dia-

grams. However, this result calls for improvement. First, in some special cases,

much better bounds can be obtained by other approaches to be discussed later in this

chapter. In particular, we will see that the most popular Euclidean Voronoi diagram

of points has a much smaller combinatorial complexity than the one given in the

theorem.

A second issue is the algorithmic complexity. The algorithm mentioned in the

theorem fails to provide a complete description of the diagram since only faces of

dimensions up to 2 are computed.

Moreover, the implementation of such an algorithm remains a critical issue. Com-

puting lower envelopes of algebraic functions is a formidable task, even in the sim-

plest cases, e.g. quadratic bi-variate functions.

1.2 AFFINE VORONOI DIAGRAMS

We first introduce Euclidean Voronoi diagrams of points and establish a corre-

spondence between those diagrams and convex polyhedra in one dimension higher.

Polarity allows to associate to a Voronoi diagram its dual cell complex, called a De-

launay triangulation.

Almost identical results can be obtained for power (or Laguerre) diagrams where

points are replaced by hyperspheres and the Euclidean distance by the power of a

point to a hypersphere. Power diagrams constitute a natural extension of Euclidean

Voronoi diagrams and are still affine diagrams. In fact, we will see that any affine

diagram is the power diagram of a finite set of hyperspheres.

1.2.1 Euclidean Voronoi Diagrams of Points

Let P = {p1, . . . , pn} be a set of points of R
d. To each pi, we associate its Voronoi region

V (pi)

V (pi) = {x ∈ R
d : ‖x− pi‖ ≤ ‖x− pj‖,∀j ≤ n}.
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Figure 1.2: The Voronoi diagram of a set of 9 points.

The region V (pi) is the intersection of n−1 half-spaces. Each such half-space contains

pi and is bounded by the bisector of pi and some other point of P. Since the bisectors

are hyperplanes, V (pi) is a convex polyhedron, possibly unbounded.

The Euclidean Voronoi diagram of P, noted Vor(P), is the cell complex whose cells

are the Voronoi regions and their faces. Equivalently, the Euclidean Voronoi diagram

of P can be defined as the minimization diagram of the distance functions δi, . . . , δn,

where

δi(x) = ‖x− pi‖.
In other words, the Euclidean Voronoi diagram of P is the minimization diagram of a

set of functions whose graphs are vertical1 cones of revolution of R
d+1. Since minimiz-

ing ‖x−pi‖ over i is the same as minimizing (x−pi)
2, the Euclidean Voronoi diagram

of P can alternatively be defined as the mimization diagram of the smooth functions

(x − pi)
2 whose graphs are translated copies of a vertical paraboloid of revolution of

R
d+1.

Observing further that, for any x, arg mini(x − pi)
2 = arg mini(−2pi · x + p2

i ), we

obtain that the Euclidean Voronoi diagram of P is the minimization diagram of a set

of affine functions, namely the functions

di(x) = −2pi · x+ p2
i

whose graphs are hyperplanes of R
d+1. Let us call hpi

, i = 1, . . . , n, those hyperplanes

and let h−pi
denote the half-space lying below hpi

. The minimization diagram of the di

is obtained by projecting the polyhedron

V(P) = h−p1
∩ · · · ∩ h−pn

.

vertically onto R
d. See Fig. 1.3.

1By vertical, we mean that the axis of revolution is perpendicular to R
d.
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Figure 1.3: The polyhedron, with one of its faces projected.

We have therefore proved the following theorem:

Theorem 1.2.1. The faces of the Euclidean Voronoi diagram Vor(P) of a set of points

P are the vertical projections of the faces of the convex polyhedron V(P).

1.2.2 Delaunay Triangulation

Two cell complexes V and D are said to be dual if there exists an involutive corre-

spondence between the faces of V and the faces of D that reverses the inclusions, i.e.

for any two faces f and g of V , their dual faces f∗ and g∗ satisfy: f ⊂ g ⇒ g∗ ⊂ f∗.
We introduce now a cell complex that is dual to the Voronoi diagram of a finite set of

points P.

We assume for now that the set of points P is in general position, which means

that no subset of d + 2 points of P lie on a same hypersphere. Let f be a face of

dimension k of the Voronoi diagram of P. All points in the interior of f have the same

subset Pf of closest points in P. The face dual to f is the convex hull of Pf . The

Delaunay triangulation of P, noted Del(P), is the cell complex consisting of all the

dual faces. Because points of P are assumed to be in general position, |Pf | = d−k+1,

all the faces of Del(P) are simplices and Del(P) is a simplicial complex. The fact

that Del(P) is indeed a triangulation, i.e. a simplicial complex embedded in R
d and

covering the convex hull of P, will be proved now using a duality between points and

hyperplanes in the so-called space of spheres.

Polarity

Let σ be the hypersphere of R
d of equation

σ(x) = (x− c)2 − r2 = x2 − 2c · x+ s = 0,

where c is the center of σ, r its radius and s = σ(0) = c2 − r2.

We define the following bijective mapping

φ : σ ∈ R
d −→ φ(σ) = (c,−s) ∈ R

d+1
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Figure 1.4: The Delaunay triangulation of a point set (in bold) and its dual Voronoi

diagram (thin lines).

that maps a hypersphere of R
d to a point of R

d+1. We thus consider R
d+1 as the

images by φ of the hyperspheres of R
d and call R

d+1 the space of spheres. We note

φ(p) = (p,−p2) the image by φ of a point, considered as a hypersphere of radius 0.

Observe that φ(p) is a point of the paraboloid Q of R
d+1 of equation x2 +xd+1 = 0. The

points of R
d+1 that lie above Q are images of imaginary hyperspheres whose squared

radii are negative. The points below Q are images of real hyperspheres.

We now introduced a mapping between points and hyperplanes of the space of

spheres, known as polarity. Polarity associates to the point φ(σ) its polar hyperplane

hσ which is the hyperplane of R
d+1 of equation 2c · x+ xd+1 − s = 0. Observe that the

intersection of hσ with Q projects vertically onto σ, and that hσ is the affine hull of

the image by φ of the points of σ. If p is a point of R
d, the polar hyperplane hp of φ(p)

is the hyperplane tangent to Q at φ(p).

We deduce the remarkable following property: x ∈ σ if and only if φ(x) =
(x,−x2) ∈ hσ and σ encloses x if and only if φ(x) ∈ h+

σ , where h+
σ (resp. h−σ ) denotes

the closed half-space above (resp. below) hσ. Indeed

σ(x) = 0 ⇐⇒ x2 − 2c · x+ s = 0⇐⇒ φ(x) ∈ hσ

σ(x) < 0 ⇐⇒ x2 − 2c · x+ s < 0⇐⇒ φ(x) ∈ inth+
σ ,

where inth+
σ denotes the open half-space above hσ.

Polarity is an involution that preserves incidences and reverses inclusions. In-

deed, if σ and σ′ are two hyperspheres, we have

φ(σ) ∈ hσ′ ⇐⇒ 2c′ · c− s− s′ = 0⇐⇒ φ(σ′) ∈ hσ

φ(σ) ∈ h+
σ′ ⇐⇒ 2c′ · c− s− s′ > 0⇐⇒ φ(σ′) ∈ inth+

σ .
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σ

h(σ)

Q

Figure 1.5: The polar hyperplane of a sphere.

Consider now a set P = {p1, . . . , pn} of n points and let V(P) denote, as in

Sect. 1.2.1, the convex polyhedron defined as the intersection of the n half-spaces

below the n polar hyperplanes hp1 , . . . , hpn . Let f be a face of V(P) and assume that

f is contained in k + 1 hyperplanes among the hpi
. Without loss of generality, we

denote those hyperplanes hp1 , . . . , hpk+1
. Let σ denote a hypersphere of R

d such that

φ(σ) belongs to the relative interior of f . From the above discussion, we have

∀i, 1 ≤ i ≤ k + 1, φ(σ) ∈ hpi
⇐⇒ φ(pi) ∈ hσ (1.1)

∀i, k + 1 < i ≤ n, φ(σ) ∈ inth−pi
⇐⇒ φ(pi) ∈ inth−σ (1.2)

Given a convex polyhedron D, we say that a hyperplane h supports D if D ∩ h is

non-empty and D is included in one of the two halfspaces, h+ or h−, bounded by h. If

h is a supporting hyperplane of D, g = D ∩ h is a face of D. If D ⊂ h−, g is called an

upper face of D. The collection of all upper faces of D constitutes the upper hull of D,

which we denote by ∂+D.

Let D(P) = Conv(φ(P)) be the convex hull of the set φ(P) and consider again the

face f of V(P) defined above. Write Pf = {p1, . . . , pk+1}. We deduce from (1.1) and

(1.2) that, for any φ(σ) in the relative interior of f :

1. The hyperplane hσ is a supporting hyperplane of D(P).

2. hσ supports D(P) along the face f∗ = hσ ∩ D(P) = Conv(φ((Pf )).

3. D(P) ⊂ h−σ and f∗ is a face of ∂+D(P).
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To each face f of ∂V(P), we associate the face f∗ of ∂+D obtained as described above.

This correspondence between the faces of ∂V(P) and the faces of ∂+D(P) is bijective,

preserves incidences and reverses inclusions, hence it is a duality.

The upper hull ∂+D(P) projects vertically onto a cell complex of R
d whose ver-

tices are the points of P. Because the projection is 1-1, this projected cell complex is

properly embedded in R
d and, since the projection preserves convexity, it covers the

convex hull of P. Under the general position assumption, the convex polyhedronD(P)
is simplicial and the projected complex is a triangulation of P. The duality between

the faces of ∂V(P) and the faces of ∂+D(P) implies that the projection of ∂+D(P) is

the Delaunay triangulation Del(P) of P introduced at the beginning of this section.

This concludes the proof that, under the general position assumption, the Delaunay

triangulation Del(P) is a triangulation of P. We have the following diagram:

∂V(P) = ∂
(

h−p1
∩ · · · ∩ h−pn

)

←→ ∂+D(P) = ∂+ (Conv(φ(P)))

l l
Voronoi Diagram Vor(P) ←→ Delaunay Triangulation Del(P)

It follows from the above correspondence that the combinatorial complexity of the

Delaunay triangulation of n points is the same as the combinatorial complexity of its

dual Voronoi diagram. Moreover, the Delaunay triangulation of n points of R
d can be

deduced from the dual Voronoi diagram or vice versa in time proportional to its size.

We also deduce from what precedes that computing the Delaunay triangulation of n
points of R

d reduces to constructing the convex hull of n points of R
d+1. The following

theorem is then a direct consequence of known results on convex hulls [11].

Theorem 1.2.2. The combinatorial complexity of the Voronoi diagram of n points of

R
d and of their Delaunay triangulation is Θ

(

n⌊ d+1
2 ⌋

)

. Both structures can be com-

puted in optimal time Θ
(

n log n+ n⌊ d+1
2 ⌋

)

.

The bounds in this theorem are tight. In particular, the Voronoi diagram of n
points of R

3 may be quadratic: if we take points on two non coplanar lines of R
3, say

n1 + 1 on one of the lines and n2 + 1 on the other, their Voronoi diagram has n1n2

vertices.

These bounds are worst-case bounds. Under some assumptions on the point distri-

bution, better bounds can be obtained. For a set P of n points uniformly distributed in

a ball of R
d, the combinatorial complexity of the Voronoi diagram of P is O(n) where

the constant depends on the dimension d [21]. Other results are known for other

point distributions [2, 3, 23].

In the discussion above, we have assumed that the points of P were in general

position. If this is not the case, some faces of D(P) are not simplices, and the complex

∂+D(P) projects vertically onto a cell complex, dual to the Voronoi diagram and called

the Delaunay complex. The faces of the Delaunay complex are convex and any trian-

gulation obtained by triangulating those faces is called a Delaunay triangulation.

Since there are several ways of triangulating the faces of the Delaunay complex, the

Delaunay triangulation of P is no longer unique.

1.2.3 Power Diagrams

A construction similar to what we did for the Euclidean Voronoi diagrams of points

and their dual Delaunay triangulations can be done for the so-called power or La-

guerre diagrams. Here we take as our finite set of objects a set of hyperspheres
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Figure 1.6: A power diagram.

(instead of points) and consider as distance function of a point x to a hypersphere σ
the power of x to σ. As we will see, the class of power diagrams is identical to the

class of affine diagrams, i.e. the diagrams whose bisectors are hyperplanes.

Definition of Power Diagrams

We call power of a point x to a hypersphere σ of center c and radius r the real number

σ(x) = (x− c)2 − r2.

Let S = {σ1, . . . , σn} be a set of hyperspheres of R
d. We denote by ci the center of

σi, ri its radius, σi(x) = (x−ci)2−r2i the power function to σi, and si = c2i−r2i the power

of the origin. To each σi, we associate the region Pow(σi) consisting of the points of

R
d whose power to σi is not larger than their power to the other hyperspheres of S:

Pow(σi) = {x ∈ R
d : σi(x) ≤ σj(x), 1 ≤ j ≤ n}.

The set of points that have equal power to two hyperspheres σi and σj is a hyperplane,

noted πij , called the radical hyperplane of σi and σj . Hyperplane πij is orthogonal to

the line joining the centers of σi and σj . We denote by πi
ij the half-space bounded by

πij consisting of the points whose power to σi is smaller than their power to σj . The

region Pow(σi) is the intersection of all half-spaces πi
ij , j 6= i. If this intersection is

not empty, it is a convex polyhedron, possibly not bounded. We call power regions the

non empty regions Pow(σi).

We define the power diagram of S, noted Pow(S), as the cell complex whose cells

are the power regions and their faces. When all hyperspheres have the same radius,

their power diagram is identical to the Voronoi diagram of their centers.

Equivalently, the power diagram of S can be defined as the minimization diagram

of the functions σi, . . . , σn. Observing that for any x

arg min
i
σi(x) = arg min

i
(−2ci · x+ si),
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we obtain that the power diagram of S is the minimization diagram of the set of affine

functions

di(x) = −2pi · x+ si

whose graphs are hyperplanes of R
d+1. Let us call hσi

, i = 1, . . . , n, those hyperplanes

and let h−σi
denote the half-space lying below hσi

. The minimization diagram of the δi
is obtained by projecting vertically the convex polyhedron

L(S) = h−p1
∩ · · · ∩ h−pn

.

Theorem 1.2.3. The faces of the power diagram Pow(S) of S are the vertical projec-

tions of the faces of the convex polyhedron L(S).

Power diagrams are very similar to Voronoi diagrams: the only difference is

that the hyperplanes supporting the faces of L(S) are not necessarily tangent to the

paraboloid Q and that some hyperplane may not contribute a face. In other words,

some hypersphere σi may have an empty power region (see the small circle in the

upper left corner of Fig. 1.6).

By proceeding as in Sect. 1.2.2, we can define a convex polyhedron R(S) whose

upper hull ∂+R(S) is dual to ∂L(S). The vertical projection of the faces of ∂+R(S)
constitute the faces of a cell complex which, in general, is a simplicial complex. We

call such a complex the regular triangulation of S and denote it by Reg(S). We have

the following diagram :

∂L(S) = ∂
(

h−σ1
∩ · · · ∩ h−σn

)

←→ ∂+R(S) = ∂+ Conv(φ(S))
l l

Power diagram Pow(S) ←→ Regular triangulation Reg(S)

We deduce the following theorem that states that computing the power diagram

of n hyperspheres of R
d (or equivalently its dual regular triangulation) has the same

asymptotic complexity as computing the Euclidean Voronoi diagram or the Delaunay

triangulation of n points of R
d.

Theorem 1.2.4. The combinatorial complexity of the power diagram of n hyper-

spheres of R
d and of its dual regular triangulation are Θ

(

n⌊ d+1
2 ⌋

)

. Both structures

can be computed in optimal time Θ
(

n log n+ n⌊ d+1
2 ⌋

)

.

Affine Voronoi Diagrams

Euclidean Voronoi diagrams of points and power diagrams of hyperspheres are two

examples of minimization diagrams whose bisectors are hyperplanes. It is interest-

ing to classify Voronoi diagrams with respect to their bisectors. A first important

class of Voronoi diagrams is the class of affine diagrams which consists of all Voronoi

diagrams whose bisectors are hyperplanes.

In Sect. 2.2, we will prove that any affine Voronoi diagram of R
d is identical to the

power diagram of some set of hyperspheres of R
d (Theorem 2.2.2), therefore showing

that the class of affine Voronoi diagrams is identical to the class of power diagrams.
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CHAPTER 2

CURVED VORONOI DIAGRAMS

OVERVIEW

The previous chapter presented affine Voronoi diagrams. We now focus on more
general Voronoi diagrams, with algebraic bisectors. We first present several classical
variants of such diagrams, and some ways of computing them. While some of them
have special properties which allow relatively easy computation, such as Möbius
diagrams, all of them can be unified into a framework of abstract diagrams,
simplified and adapted from Klein [28], and that we present in Section 2.2.1. On the
one hand, we prove that all considered diagrams fit into this context of abstract
diagrams, while on the other hand, we prove that the some necessary conditions for
abstract diagrams to be one of the kind of diagrams that we have presented before
are in fact sufficient conditions, hence proving the equivalence between these two
approaches.
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2.1 VORONOI DIAGRAMS WITH ALGEBRAIC BISECTORS

In this section, we introduce a first class of non-affine diagrams, namely the class

of diagrams whose bisectors are algebraic hypersurfaces. We first consider the case

of Möbius diagrams whose bisectors are hyperspheres and the case of anisotropic

diagrams whose bisectors are quadratic hypersurfaces. These diagrams can be com-

puted through linearization, a technique to be described in full generality in Sect. 2.2.

Apollonius (or Johnson-Mehl) diagrams, although semi-algebraic and not algebraic,

are also described in this section since they are closely related to Möbius diagrams

and can also be linearized.

2.1.1 Möbius Diagrams

In this section, we introduce a class of non-affine Voronoi diagrams, the so-called

Möbius diagrams, introduced by Boissonnat and Karavelas [6].

The class of Möbius diagrams includes affine diagrams. In fact, as we will see,

the class of Möbius diagrams is identical to the class of diagrams whose bisectors are

hyperspheres (or hyperplanes).

Definition of Möbius Diagrams

Let ω = {ω1, . . . , ωn} be a set of so-called Möbius sites of R
d, where ωi is a triple

(pi, λi, µi) formed of a point pi of R
d, and two real numbers λi and µi. For a point

x ∈ R
d, the distance δi(x) from x to the Möbius site ωi is defined as

δi(x) = λi(x− pi)
2 − µi.

Observe that the graph of δi is a paraboloid of revolution whose axis is vertical. The

Möbius region of the Möbius site ωi, i = 1, . . . , n, is

M(ωi) = {x ∈ R
d : δi(x) ≤ δj(x), 1 ≤ j ≤ n}.

Observe that a Möbius region may be non-contractible and even disconnected.

The minimization diagram of the δi is called the Möbius diagram of ω and noted

Möb (ω ) (see Fig. 2.1.1).

Möbius diagrams are generalizations of Euclidean Voronoi and power diagrams.

In particular, if all λi are equal to some positive λ, the Möbius diagram coincides

with the power diagram of a set of spheres {σi, i = 1, . . . , n}, where σi is the sphere

centered at pi of squared radius µi/λ. If all µi are equal and all λi are positive, then

the Möbius diagram coincides with the so-called multiplicatively weighted Voronoi

diagram of the weighted points (pi,
√
λi).

The following lemma states that the bisector of two Möbius sites is a hypersphere

(possibly degenerated in a point or in a hyperplane). Its proof is straightforward.

Lemma 2.1.1. Let ωi = {pi, λi, µi} and ωj = {pj , λj , µj}, ωi 6= ωj be two Möbius sites.

The bisector σij of ωi and ωj is the empty set, a single point, a hypersphere or a hyper-

plane.
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Figure 2.1: A Möbius diagram.

Möbius Diagrams and Power Diagrams

We now present an equivalence between Möbius diagrams in R
d and power diagrams

in R
d+1. This result is a direct generalization of a similar result for multiplicatively

weighted diagrams [4]. Given a cell complex C covering a subspace X, we call restric-

tion of C to X the subdivision of X whose faces are the intersections of the faces of

C with X. The restriction of C to X is denoted by CX . Note that the restriction CX
is not, in general, a cell complex and that its faces may be non-contractible and even

non-connected.

We associate to ω = {ω1, . . . , ωn} the set of hyperspheres Σ = {Σ1, . . . ,Σn} of R
d+1

of equations

Σi(X) = X2 − 2Ci ·X + si = 0,

where Ci = (λipi,−λi

2 ) and si = λi p
2
i − µi. We denote by Q the paraboloid of R

d+1 of

equation xd+1 − x2 = 0 .

Theorem 2.1.1 (Linearization). The Möbius diagram Möb(ω ) of ω is obtained by

projecting vertically the faces of the restriction PowQ(Σ) of the power diagram of Σ to

Q.

Proof. If x ∈ R
d is closer to ωi than to ωj with respect to ϑ, we have for all j = 1, . . . , n,

λi(x− pi)
2 − µi ≤ λj(x− pj)

2 − µj

⇐⇒ λix
2 − 2λipi · x+ λip

2
i − µi ≤ λjx

2 − 2λjpj · x+ λjp
2
j − µj

⇐⇒ (x2 + λi

2 )2 + (x− λipi)
2 − λ2

i

4 − λ2
i p

2
i + λip

2
i − µi

≤ (x2 +
λj

2 )2 + (x− λjpj)
2 − λ2

j

4 − λ2
jp

2
j + λjp

2
j − µj

⇐⇒ (X − Ci)
2 − r2i ≤ (X − Cj)

2 − r2j

35



⇐⇒ Σi(X) ≤ Σj(X)

where X = (x, x2) ∈ Q ⊂ R
d+1, Ci = (λipi,−λi

2 ) ∈ R
d+1 and r2i = λ2

i p
2
i +

λ2
i

4 − λip
2
i + µi.

The above inequality shows that x is closer to ωi than to ωj if and only if X belongs to

the power region of Σi in the power diagram of the hyperspheres Σj , j = 1, . . . , n. As

X belongs to Q and projects vertically onto x, we have proved the result.

Corollary 2.1.1.1. Let Σ be a finite set of hyperspheres of R
d+1, Pow(Σ) its power dia-

gram and PowQ(Σ) the restriction of Pow(Σ) to Q. The vertical projection of PowQ(Σ)
is the Möbius diagram Möb(ω ) of a set of Möbius sites of R

d.

Easy computations give ω .

Combinatorial and Algorithmic Properties

It follows from Theorem 2.1.1 that the combinatorial complexity of the Möbius dia-

gram of n Möbius sites in R
d is O(n⌊

d
2
⌋+1). This bound is tight since Aurenhammer

[4] has shown that it is tight for multiplicatively weighted Voronoi diagrams.

We easily deduce from the proof of the Linearization Theorem 2.1.1 an algorithm

for constructing Möbius diagrams. First, we compute the power diagram of the hy-

perspheres Σi of R
d+1, intersect each of the faces of this diagram with the paraboloid

Q and then project the result on R
d.

Theorem 2.1.2. Let ω be a set of n Möbius sites in R
d, d ≥ 2. The Möbius diagram

Möb(ω ) of ω can be constructed in worst-case optimal time Θ(n log n+ n⌊
d
2
⌋+1).

Another consequence of the linearization theorem is the fact that any Möbius

diagram can be represented as a simplicial complex TQ embedded in R
d+1. TQ is a

sub-complex of the regular triangulation T dual to the power diagram Pow(Σi) of the

hyperspheres Σi. Since T is embedded in R
d+1, TQ is a simplicial complex of R

d+1.

More precisely, TQ consists of the faces of T that are dual to the faces of PowQ(Σ), i.e.

the faces of the power diagram that intersect Q. We will call TQ the dual of PowQ(Σ).
Observe that since, in general, no vertex of Pow(Σ) lies on Q, TQ is a d-dimensional

simplicial complex (embedded in R
d+1).

Moreover, if the faces of Pow(Σ) intersect Q transversally and along topological

balls, then, by a result of Edelsbrunner and Shah [22], TQ is homeomorphic to Q
and therefore to R

d. It should be noted that this result states that the simplicial

complex TQ has the topology of R
d. This result, however, is mainly combinatorial, and

does not imply that the embedding of TQ into R
d+1 as a sub-complex of the regular

triangulation T may be projected in a 1-1 manner onto R
d.

Spherical Voronoi Diagrams

Lemma 2.1.1 states that the bisectors of two Möbius sites is a hypersphere (possibly

degenerated in a hyperplane). More generally, let us consider the Voronoi diagrams

such that, for any two objects oi and oj of O, the bisector σij = {x ∈ R
d, δi(x) = δj(x)}

is a hypersphere. Such a diagram is called a spherical Voronoi diagram.

In Sect. 2.2, we will prove that any spherical Voronoi diagram of R
d is a Möbius

diagram (Theorem 2.2.4).

Möbius transformations are the transformations that preserve hyperspheres. An

example of a Möbius transformation is the inversion with respect to a hypersphere. If
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the hypersphere is centered at c and has radius r, the inversion associates to a point

x ∈ R
d its image

x′ = c+
r(x− c)
(x− c)2 .

Moreover, it is known that any Möbius transformation is the composition of up to four

inversions [18]. An immediate consequence of Theorem 2.2.4 is that the set of Möbius

diagrams in R
d is stable under Möbius transformations, hence their name.

Möbius Diagrams on Spheres

Given a set ω of n Möbius sites of R
d+1, the restriction of their Möbius diagram

to a hypersphere S
d is called a Möbius diagram on S

d. Such a diagram is also the

restriction of a power diagram of hyperspheres of R
d+1 to S

d, and the converse is

also true. This easily follows by considering the linearization through intersecting a

sphere and applying the stereographic projection, instead of intersecting a paraboloid

and applying the vertical projection.

We define spherical diagrams on S
d as the diagrams on S

d whose bisectors are

hyperspheres of S
d and that satisfy the two properties detailed in Sect. 2.2.1 and 2.2.2.

It follows that the restriction of a Möbius diagram, i.e. a Möbius diagram on S
d, is a

spherical diagram.

Let us now prove the converse: any spherical diagram on S
d is a Möbius diagram

on S
d. Let h be a hyperplane of R

d+1. The stereographic projection that maps S
d

to h maps any spherical diagram D on S
d to some spherical diagram D′ on h. Theo-

rem 2.2.4 implies that this D′ is in fact a Möbius diagram. Since the linearization the-

orem and its corollary still hold if one replaces the paraboloid Q by any hypersphere

of R
d+1 and the vertical projection by the corresponding stereographic projection, it

follows that D, which is the image of D′ by the inverse of the stereographic projection,

is the restriction of some power diagram of R
d+1 to S

d. The result follows.

2.1.2 Anisotropic Diagrams

The definition of anisotropic Voronoi diagrams presented in this section is a slight

extension of the definition proposed by Labelle and Shewchuk [33]. This extended

version of anisotropic Voronoi diagrams is alternatively called flower power diagrams,

a term coined by Shewchuk, and a tribute to their seemingly hippy roots. The objects

are points and the distance to a point is a quadratic form with an additive weight.

Anisotropic diagrams appear to be a natural generalization of Möbius diagrams

and reduce to Möbius diagrams when the matrices are taken to be a scalar times the

identity matrix. As will be shown, the class of anisotropic diagrams is identical to the

class of diagrams whose bisectors are quadratic hypersurfaces.

Definition and linearization

Consider a finite set of anisotropic sites S = {s1, . . . , sn}. Each site si, i = 1, . . . , n, is a

triple (pi,Mi, πi) formed by a point pi ∈ R
d, a d× d symmetric positive definite matrix

Mi and a scalar weight πi. The distance δi(x) of point x ∈ R
d to site si is defined by

δi(x) = (x− pi)
tMi(x− pi)− πi.
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The anisotropic Voronoi region of site s is then defined as

AV (si) = {x ∈ R
d, δi(x) ≤ δj(x),∀1 ≤ j ≤ n},

The anisotropic Voronoi diagram is the minimization diagram of the functions δi(x).

Let D = d(d+3)
2 . To each point x = (x1, . . . , xd) ∈ R

d , we associate the two points

φ̃(x) = (xrxi, 1 ≤ r ≤ s ≤ d) ∈ R
d(d+1)

2

φ̂(x) = (x, φ̃(x)) ∈ R
D,

and we denote by Q the d-manifold of R
D defined as

Q =
{

φ̂(x), x ∈ R
d
}

.

To each site si = (pi,Mi, πi) ∈ S, we associate:

1. the point m̃i ∈ R
d(d+1)

2 defined as

m̃u,u
i = −1

2
Mu,u

i , for 1 ≤ u ≤ d;
m̃u,v

i = −Mu,v
i , for 1 ≤ u < v ≤ d,

2. the point p̂i = (Mipi, m̃i),

3. the sphere σi of center p̂i and radius
√

‖p̂i‖2 − pt
iMipi − πi.

Let Π be the projection ŷ = (y, ỹ) ∈ R
D 7→ y ∈ R

d and let Σ be the set of spheres σi,

i = 1, . . . , n.

Theorem 2.1.3 (Linearization). The anisotropic diagram of S is the image by Π of the

restriction of the power diagram Pow(Σ) to the d-manifold Q.

Proof. We have

δi(x) = (x− pi)
tM(x− pi)− πi

= xtMix− 2pt
iMix+ pt

iMipi − πi

= −2p̂t
iφ̂(x) + pt

iMipi − πi

This implies that δi(x) < δj(x) if and only if

(φ̂(x)− p̂i)
2 − (p̂2

i − pt
iMipi − πi) < (φ̂(x)− p̂j)

2 − (p̂2
j − pt

jMjpj − πj)

Hence, x is closer to si than to sj if and only if the power of φ̂(x) to σi is smaller than

its power to σj . Equivalently, a point φ̂(x) ∈ Q belongs to the power cell of σ(si) if and

only if its projection x = Π(φ̂(x)) belongs to the anisotropic Voronoi region AV (si).

We easily deduce the following theorem.

Theorem 2.1.4. The Voronoi diagram of n anisotropic sites of R
d can be computed in

time O(n⌊
D+1

2
⌋) where D = d(d+3)

2 .

This result is to be compared to Theorem 1.1.1 which provides a better combina-

torial bound. We let as an open question to fill the gap between those two bounds.
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Quadratic Voronoi Diagrams

The bisectors of anisotropic diagrams, as defined in the previous section, are

quadratic hypersurfaces. A minimization diagram whose bisectors are hyperquadrics

is called a quadratic Voronoi diagram. In Sect. 2.2, we will prove that any quadratic

Voronoi diagram is the anisotropic Voronoi diagram of a set of anisotropic sites (The-

orem 2.2.5).

2.1.3 Apollonius Diagrams

In this section, we present diagrams that are closely related to Möbius diagrams:

namely, the Euclidean Voronoi diagrams of hyperspheres, also called Apollonius or

Johnson-Mehl diagrams. Contrary to Möbius and anisotropic diagrams, the bisectors

of Apollonius diagrams are not algebraic hypersurfaces since the bisector between

two hyperspheres is only one sheet of a hyperboloid. As a consequence, Apollonius

diagrams cannot be linearized in the same way as Möbius and anisotropic diagrams.

Nevertheless, another linearization scheme can be applied, leading to interesting

combinatorial and algorithmic results.

Definition of Apollonius Diagrams

Let us consider a finite set of weighted points S = {σ0, σ1, . . . , σn} where σi = (pi, ri),
pi ∈ R

d and ri ∈ R. We define the distance from x to σi as

δi(x) = ‖x− pi‖ − ri.

This distance is also called the additively weighted distance from x to the weighted

point σi. The minimization diagram of the distance functions δi, i = 1, . . . , n, is called

the additively weighted Voronoi diagram, or the Apollonius diagram of S. We denote

it by Apo(S) (see Fig. 2.2).

The Apollonius region A(σi) of σi is defined as

A(σi) = {x ∈ R
d, δi(x) ≤ δj(x)}.

It is easy to see that A(σi) is either empty or star-shaped from pi. The boundary of

A(σi) may have a complicated structure. In fact, as we will see, the boundary of A(σi)
has the same combinatorial structure as a Möbius diagram in R

d−1.

Since the diagram is not changed if we replace all ri by ri + r for any r ∈ R, we

can assume, without loss of generality, that all ri are non negative. The weighted

points are then hyperspheres and the distance to a weighted point is the signed Eu-

clidean distance to the corresponding hypersphere, counted positively outside the

hypersphere and negatively inside the hypersphere.

Observe that, in the plane, a vertex of an Apollonius diagram is the center of a

circle tangent to three circles of S (assuming all ri non negative). Computing such a

point is known as Apollonius’ Tenth Problem, hence the name of the diagram.

Apollonius Diagrams and Power Diagrams

The graph of the distance function δi(x) is the half-cone of revolution Ci of equation

Ci : xd+1 = ‖x− pi‖ − ri, xd+1 + ri ≥ 0
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Figure 2.2: The Apollonius diagram of a set of circles. Compare with the power

diagram of the same set of circles in Fig. 1.6.

The bisector of two hyperspheres of S is thus the projection of the intersection of two

half-cones. This intersection is a quadratic hypersurface (in fact, a sheet of a two

sheet hyperboloid) contained in a hyperplane. Indeed, we have

C1 : (xd+1 + r1)
2 = (x− p1)

2, xd+1 + r1 > 0,

C2 : (xd+1 + r2)
2 = (x− p2)

2, xd+1 + r2 > 0.

The intersection of the two half-cones is contained in the hyperplane h12 whose equa-

tion is obtained by subtracting the two sides of the above equations:

h12 : −2(p1 − p2) · x− 2(r1 − r2)xd+1 + p2
1 − r21 − p2

2 + r22 = 0.

This shows that there exists a correspondence between the diagram Apo(S) and the

power diagram of the hyperspheres Σi in R
d+1 (i = 1, . . . , n), where Σi is centered at

(pi, ri) and has radius ri
√

2. More precisely, A(σi) is the projection of the intersection

of the half-cone Ci with the power region L(Σi). Indeed, x is in A(σi) if and only if the

projection Xi of x onto Ci has a smaller xd+1-coordinate than the projections of x onto

the other half-cones Cj , j 6= i. In other words, the coordinates (x, xd+1) of Xi must

obey

(xd+1 + ri)
2 = (x− pi)

2

(xd+1 + rj)
2 ≤ (x− pj)

2 for any j 6= i,

and by subtracting both sides, it follows that Σi(Xi) ≤ Σj(Xi) for all j.
The Apollonius diagram of S can be computed using the following algorithm:

The power diagram of the Σi can be computed in time O(n⌊ d
2⌋+1 log n). The in-

tersection involved in Step 3 can be computed in time proportional to the number of

faces of the power diagram of the Σi’s, which is O(n⌊ d
2⌋+1). We have thus proved the

following theorem due to Aurenhammer [4]:
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Algorithm 1 Construction of Apollonius diagrams

INPUT: a set of hyperspheres S

1. Compute Σi, for i = 1, . . . , n;

2. Compute the power diagram of the Σi’s;

3. For all i = 1, . . . , n, project vertically the intersection of the power region L(Σi)
with the half-cone Ci.

OUTPUT: the Apollonius diagram of S.

Theorem 2.1.5. The Apollonius diagram of a set of n hyperspheres in R
d has com-

plexity O(n⌊ d
2⌋+1) and can be computed in time O(n⌊ d

2⌋+1 log n).

This result is optimal in odd dimensions, since the bounds above coincide with the

corresponding bounds for the Voronoi diagram of points under the Euclidean distance.

It is not optimal in dimension 2, where the combinatorial complexity of the Apollonius

diagram of n circles has linear size. We also conjecture that it is not optimal in any

even dimension.

Computing a Single Apollonius Region

We now establish a correspondence, due to Boissonnat and Karavelas [6], between a

single Apollonius region and a Möbius diagram on a hypersphere.

To give the intuition behind the result, we consider first the case where one of

the hyperspheres, say σ0, is a hyperplane, i.e. a hypersphere of infinite radius. We

take for σ0 the hyperplane xd = 0, and assume that all the other hyperspheres lie

the half-space xd > 0. The distance δ0(x) from a point x ∈ R
d to σ0 is defined as the

Euclidean distance.

The points that are at equal distance from σ0 and σi, i > 0, belong to a paraboloid

of revolution with vertical axis. Consider such a paraboloid as the graph of a (d− 1)-
variate function ϑi defined over R

d−1. If follows from Sect. 2.1.1 that the minimization

diagram of the ϑi, i = 1, . . . , n, is a Möbius diagram (see Fig. 2.3).

Easy computations give the associated weighted points. Write pi = (p′i, p
′′
i ), p

′
i ∈

R
d−1, p′′i ∈ R, i > 0 and let ω = {ω1, . . . , ωn} be the set of Möbius sites of R

d where

ωi = {p′i, λi, µi}, and

λi =
1

ri + p′′i
, µi = ri − p′′i , i > 0.

One finally obtains that the vertical projection of the boundary of the Apollonius

region A(σ0) of σ0 onto σ0 is the Möbius diagram of ω .

We have assumed that one of the hyperspheres was a hyperplane. We now con-

sider the case of hyperspheres of finite radii. The crucial observation is that the radial

projection of A(σ0) ∩ A(σi) ∩ A(σj) onto σ0, if not empty, is a hypersphere. It follows

that the radial projection of the boundary of A(σ0) onto σ0 is a Möbius diagram on σ0.

Such a Möbius diagram on σ0 can be computed by constructing the restriction of

the power diagram of n hyperspheres of R
d with the hypersphere σ0, as we have seen

in the previous section.
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Figure 2.3: A cell in an Apollonius diagram of hyperspheres projects vertically onto a

Möbius diagram in σ0.

Theorem 2.1.6. Let S be a set of n hyperspheres in R
d. The worst-case complexity of

a single Apollonius region in the diagram of n hyperspheres of R
d is Θ(n⌊

d+1
2

⌋). Such

a region can be computed in optimal time Θ(n log n+ n⌊
d+1
2

⌋).

2.2 LINEARIZATION

In this section, we introduce abstract diagrams, which are diagrams defined in

terms of their bisectors. We impose suitable conditions on these bisectors so that

any abstract diagram can be built as the minimization diagram of some distance

functions, thus showing that the class of abstract diagrams is the same as the class

of Voronoi diagrams.

Given a class of bisectors, such as affine or spherical bisectors, we then consider

the inverse problem of determining a small class of distance functions that allows to

build any diagram having such bisectors. We use a linearization technique to study

this question.

2.2.1 Abstract Diagrams

Voronoi diagrams have been defined (see Sect. 1.1) as the minimization diagram of a

finite set of continuous functions {δ1, . . . , δn}. It is convenient to interpret each δi as

the distance function to an abstract object oi, i = 1, . . . , n. We define the bisector of

two objects oi and oj of O = {o1, . . . , on} as

bij = {x ∈ R
d, δi(x) = δj(x)}.

The bisector bij subdivides R
d into two open regions: one, biij , consisting of the points

of R
d that are closer to oi than to oj , and the other one, bjij , consisting of the points of

R
d that are closer to oj than to oi. We can then define the Voronoi region of oi as the

intersection of the regions biij for all j 6= i. The union of the closures of these Voronoi
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regions covers R
d. Furthermore, if we assume that the bisectors are (d−1)-manifolds,

the Voronoi regions then have disjoint interiors and we can define the closed region

associated to biij as b̄iij = biij ∪ bij .
In a way similar to Klein [29], we now define diagrams in terms of bisectors in-

stead of distance functions. Let B = {bij , i 6= j} be a set of closed (d − 1)-manifolds

without boundary. We always assume in the following that bij = bji for all i 6= j.
We assume further that, for all distinct i, j, k, the following incidence condition (I.C.)

holds:

bij ∩ bjk = bjk ∩ bki (I.C.)

This incidence condition is obviously needed for B to be the set of bisectors of some

distance functions.

By Jordan’s theorem, each element of B subdivides R
d into at least two connected

components and crossing a bisector bij implies moving into another connected com-

ponent of R
d \ bij . Hence, once a connected component of R

d \ bij is declared to belong

to i, the assignments of all the other connected components of R
d \ bij to i or j are

determined.

Given a set of bisectorsB = {bij , i 6= j}, an assignment onB associates to each con-

nected component of R
d \ bij a label i or j so that two adjacent connected components

have different labels.

Once an assignment on B is defined, the elements of B are called oriented bisec-

tors.

Given B, let us now consider such an assignment and study whether it may derive

from some distance functions. In other words, we want to know whether there exists

a set ∆ = {δ1, . . . , δn} of distance functions such that

1. the set of bisectors of ∆ is B;

2. for all i 6= j, a connected component C of R
d \ bij is labeled by i if and only if

∀x ∈ C, δi(x) ≤ δj(x).

We define the region of object oi as ∩j 6=ib̄
i
ij .

A necessary condition for the considered assignment to derive from some distance

functions is that the regions of any subdiagram cover R
d. We call this condition the

assignment condition (A.C.):

∀I ⊂ {1, . . . , n},∪i∈I ∩j∈I\{i} b̄
i
ij = R

d (A.C.)

Given a set of bisectors B = {bij , i 6= j} and an assignment satisfying I.C. and

A.C., the abstract diagram of O is the subdivision of R
d consisting of the regions of

the objects of O and of their faces. The name abstract Voronoi diagram was coined by

Klein [29], referring to similar objects in the plane.

For any set of distance functions δi, we can define the corresponding set of oriented

bisectors. Obviously, I.C. and A.C. are satisfied and the abstract diagram defined by

this set is exactly the minimization diagram for the distance functions δi. Hence any

Voronoi diagram allows us to define a corresponding abstract diagram. Let us now

prove the converse: any abstract diagram can be constructed as a Voronoi diagram.

We now prove that I.C. and A.C. are sufficient conditions for an abstract diagram

to be the minimization diagram of some distance functions, thus proving the equiva-

lence between abstract diagrams and Voronoi diagrams. We need the following tech-

nical lemmas.
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Lemma 2.2.1. The assignment condition implies that for any distinct i, j, k, we have

bjij ∩ bkjk ∩ biki = ∅.

Proof. A.C. implies that R
d = ∪1≤i≤n∩j 6=i b̄

i
ij ⊂ b̄iij ∪ b̄jjk ∪ b̄kki. Hence, b̄iij ∪ b̄jjk ∪ b̄kki = R

d.

Taking the complementary sets, we obtain bjij ∩ bkjk ∩ biki = ∅.

Lemma 2.2.2. For any distinct i, j, k, we have

bij ∩ bkjk ⊂ bkik and bij ∩ b̄kjk ⊂ b̄kik (2.1)

bij ∩ bjjk ⊂ biik and bij ∩ b̄jjk ⊂ b̄iik (2.2)

Proof. Let us first prove that bij ∩ bkjk ⊂ bkik:

Consider x ∈ bij ∩ bkjk. Assume, for a contradiction, that x 6∈ bkik. It follows that

x ∈ b̄iik, but x cannot lie on bik, because this would imply that x ∈ bik ∩ bij , which does

not intersect bkjk. Hence, x ∈ biik and therefore, x ∈ bij ∩ bkjk ∩ biik. We can then find x′

in the neighborhood of x such that x′ ∈ bjij ∩ bkjk ∩ biki, contradicting Lemma 2.2.1.

Let us now prove that bij ∩ b̄kjk ⊂ b̄kik. We have proved the inclusion for bij ∩ bkjk. It

remains to prove that bij ∩ bjk ⊂ b̄kik which is trivially true, by I.C.

The two other inclusions are proved in a similar way.

We can now prove a lemma stating a transitivity relation:

Lemma 2.2.3. For any distinct i, j, k, we have biij ∩ bjjk ⊂ biik.

Proof. Let x ∈ biij ∩ bjjk. Assume, for a contradiction, that x 6∈ biik. If x ∈ bkik, we have

biij ∩ bjjk ∩ bkik 6= ∅, contradicting Lemma 2.2.1. Therefore, x has to belong to bik, which

implies that x ∈ biij ∩ bik ⊂ bkkj by Lemma 2.2.2. This contradicts x ∈ bjjk. We deduce

that x ∈ biik, as needed.

The following lemma states that at most two assignments are likely to derive from

some Voronoi diagram.

Lemma 2.2.4. For a given set B satisfying I.C. and assuming that we never have

bij ⊂ bik for j 6= k, there are at most two ways of labeling the connected components of

each R
d \ bij as biij and bjij such that A.C. is verified.

Proof. First assume that the sides b112 and b212 have been assigned. Consider now the

labeling of the sides of b1i, for some i > 2: let x be a point in the non empty set b2i \b12.

First assume that x ∈ b112. Lemma 2.2.2 then implies that x ∈ b11i. Conversely, if

x ∈ b212, x ∈ bi1i. In both cases, the assignment of the sides of b1i is determined.

All other assignments are determined in a similar way. One can easily see that

reversing the sides of b12 reverses all the assignments. Thus, we have at most two

possible global assignments.

Theorem 2.2.1. Given a set of bisectors B = {bij , 1 ≤ i 6= j ≤ n} that satisfies the

incidence condition (I.C.) and an assignment that satisfies the assignment condition

(A.C.), there exists a set of distance functions {δi, 1 ≤ i ≤ n} defining the same bisectors

and assignments.
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Proof. Let δ1 be any real continuous function over R
d. Let j > 1 and assume the fol-

lowing induction property: for all i < j, the functions δi have already been constructed

so that

∀i, i′ < j, δi(x) ≤ δi′(x)⇔ x ∈ b̄iii′ .
Let us build δj . We consider the arrangement of all bisectors bij , for i < j: for

each I ⊂ J = {1, . . . , j − 1}, we define VI = (∩i∈I b̄
i
ij) ∩ (∩k∈J\I b̄

j
jk). The set VI is a non

necessarily connected region of the arrangement where we need δj > δi if i ∈ I and

δj < δi if i ∈ J \ I. This leads us to the following construction.

The interior of VI is intVI = (∩i∈Ib
i
ij)∩ (∩k∈J\Ib

j
jk). Lemma 2.2.3 and the induction

hypothesis imply that

∀i ∈ I,∀k ∈ J \ I,∀x ∈ intVI , δi(x) < δk(x).

In particular, if we define νI = mink∈J\I δk and µI = maxi∈I δi on VI , we have µI < νI

on intVI .

Let us now consider some point x on the boundary of VI . We distinguish two

cases. We can first assume that x ∈ bij for some i ∈ I. Then, by Lemma 2.2.2, for any

i′ ∈ I \ {i}, x ∈ bij ∩ b̄i′i′j ⊂ b̄i
′

i′i so that δi′(x) ≤ δi(x). It follows that µI(x) = δi(x).
Consider now the case when x ∈ ∂VI ∩ bjk with k ∈ J \ I, we have νI(x) = δk(x).

Finally, if x ∈ ∂VI ∩ bij ∩ bjk with i ∈ I and k ∈ J \ I, we have µI(x) = δi(x) and νI(x) =
δk(x). By the induction hypothesis, δi(x) = δk(x), which implies that µI(x) = νI(x).

It follows that we can define a continuous function ρ on ∂VI in the following way:

ρI(x) = µI(x) if ∃i ∈ I, x ∈ bij
= νI(x) if ∃k ∈ J \ I, x ∈ bjk

Furthermore, on ∂VI ∩ bij = ∂VI\{i} ∩ bij , if i ∈ I, we have

ρI(x) = µI(x) = νI\{i}(x) = ρI\{i}(x). (2.3)

The definitions of the ρI are therefore consistent, and we can now use these functions

to prove that the following definition of δj satisfies the induction property.

Finally, we require δj to be any continuous function verifying

µI < δj < νI

on each intVI . By continuity of δj , we deduce from 2.3 that if x ∈ ∂VI∩bjk = ∂VI\{i}∩bij
with k ∈ J \ I, we have ρI(x) = µI(x) = νI\{i}(x) = ρI\{i}(x) = δj(x).

It follows that on each VI , for all i < j, δi(x) < δj(x) iff x ∈ biij and δi(x) = δj(x) iff

x ∈ bij . The induction follows.

One can prove that, in the proof of Lemma 2.2.4, the assignment we build satis-

fies the consequences of A.C. stated in Lemmas 2.2.1, 2.2.2 and 2.2.3. The proof of

Theorem 2.2.1 does not need A.C. but only the consequences of A.C. stated in those

three lemmas. It follows that any of the two possible assignments determined in

the proof of Lemma 2.2.4 allows the construction of distance functions, as in The-

orem 2.2.1, which implies that A.C. is indeed verified. We thus obtain a stronger

version of Lemma 2.2.4.

Lemma 2.2.5. For a given set B satisfying I.C. and assuming that we never have

bij ⊂ bik for j 6= k, there are exactly two ways of labeling the connected components of

each R
d \ bij as biij and bjij such that A.C. is verified.
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Theorem 2.2.1 proves the equivalence between Voronoi diagrams and abstract

diagrams by constructing a suitable set of distance functions. In the case of affine

bisectors, the following result of Aurenhammer [4] allows us to choose the distance

functions in a smaller class than the class of continuous functions.

Theorem 2.2.2. Any abstract diagram of R
d with affine bisectors is identical to the

power diagram of some set of spheres of R
d.

Proof. In this proof, we first assume that the affine bisectors are in general position,

i.e. four of them cannot have a common subspace of co-dimension 2: the general result

easily follows by passing to the limit.

Let B = {bij , 1 ≤ i 6= j ≤ n} be such a set. We identify R
d with the hyperplane

xd+1 = 0 of R
d+1. Assume that we can find a set of hyperplanes {Hi, 1 ≤ i ≤ n} of

R
d+1 such that the intersection Hi ∩ Hj projects onto bij . Sect. 1.2 then shows that

the power diagram of the set of spheres {σi, 1 ≤ i ≤ n} obtained by projecting the

intersection of paraboloid Q with each Hi onto R
d admits B as its set of bisectors1

(see Fig. 1.5).

Let us now construct such a set of hyperplanes, before considering the question of

the assignment condition.

Let H1 and H2 be two non-vertical hyperplanes of R
d such that H1 ∩ H2 projects

vertically onto b12. We now define the Hi for i > 2: let ∆1
i be the maximal subspace

of H1 that projects onto b1i and let ∆2
i be the maximal subspace of H2 that projects

onto b2i. Both ∆1
i and ∆2

i have dimension d− 1. I.C. implies that b12 ∩ b2i ∩ bi1 has co-

dimension 2 in R
d. Thus ∆1

i ∩∆2
i , its preimage on H1 (or H2) by the vertical projection,

has the same dimension d − 2. This proves that ∆1
i and ∆2

i span a hyperplane Hi of

R
d+1. The fact that Hi 6= H1 and Hi 6= H2 easily follows from the general position

assumption.

We still have to prove that Hi ∩Hj projects onto bij for i 6= j > 2. I.C. ensures that

the projection of Hi ∩ Hj contains the projection of Hi ∩ Hj ∩ H1 and the projection

of Hi ∩ Hj ∩ H2, which are known to be bij ∩ b1i and bij ∩ b2i, by construction. The

general position assumption implies that there is only one hyperplane of R
d, namely

bij , containing both bij ∩ b1i and bij ∩ b2i. This is the projection of Hi ∩Hj .

As we have seen, building this set of hyperplanes of R
d+1 amounts to building

a family of spheres whose power diagram admits B as its set of bisectors. At the

beginning of the construction, while choosing H1 and H2, we may obtain any of the

two possible labellings of the sides of b12. Since there is no other degree of freedom,

this choice determines all the assignments. Lemma 2.2.4 shows that there are at

most two possible assignments satisfying A.C., which proves we can build a set of

spheres satisfying any of the possible assignments. The result follows.

2.2.2 Inverse Problem

We now assume that each bisector is defined as the zero-set of some real-valued func-

tion over R
d, called a bisector-function in the following. Let us denote by B the set of

bisector-functions. By convention, for any bisector-function βij , we assume that

biij = {x ∈ R
d : βij(x) < 0} and bjij = {x ∈ R

d : βij(x) > 0}.
1We may translate the hyperplanes vertically in order to have a non-empty intersection, or we may

consider imaginary spheres with negative squared radii.
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We now define an algebraic equivalent of the incidence relation in terms of pencil

of functions: we say that B satisfies the linear combination condition (L.C.C.) if, for

any distinct i, j, k, βki belongs to the pencil defined by βij and βjk, i.e.

∃(λ, µ) ∈ R
2 βki = λβij + µβjk (L.C.C.)

Note that L.C.C. implies I.C. and that in the case of affine bisectors L.C.C. is equiva-

lent to I.C. Furthermore, it should be noted that, in the case of Voronoi diagrams, the

bisector-functions defined as βij = δi − δj obviously satisfy L.C.C.

We now prove that we can view diagrams satisfying L.C.C. as diagrams that can

be linearized.

Definition 2.2.1. A diagram D of n objects in some space E is said to be a pullback of

a diagram D′ of m objects in space F by a function φ : E → F if m = n and if, for any

distinct i, j, we have

biij = φ−1(ciij)

where biij denotes the set of points closer to i than to j in D and ciij denotes the set of

points closer to i than to j in D′.

Theorem 2.2.3. Let B = {βij} be a set of real-valued bisector-functions over R
d satis-

fying L.C.C. and A.C. Let V be any vector space of real functions over R
d that contains

B and constant functions.

If N is the dimension of V , the diagram defined by B is the pullback by some

continuous function of an affine diagram in dimension N − 1.

More explicitly, there exist a set C = {ψij ·X + cij} of oriented affine hyperplanes

of R
N−1 satisfying I.C. and A.C. and a continuous function φ : R

d → R
N−1 such that

for all i 6= j,

b̄iij = {x ∈ R
d, βij(x) ≤ 0} = φ−1{y ∈ R

N−1, ψij(x) ≤ cij}.

Proof. Let (γ0, . . . , γN−1) be a basis of V such that γ0 is the constant function equal to

1.

Consider the evaluation application,

φ : x ∈ R
d 7→ (γ1(x), . . . , γN−1(x)) ∈ R

N−1.

If point x belongs to some biij , we have βij(x) < 0. Furthermore, there exists real

coefficients λ0
ij , . . . , λ

N−1
ij such that βij =

∑N−1
k=0 λ

k
ijγk. The image φ(x) of x thus belongs

to the affine half-space Bi
ij of R

N−1 of equation

N−1
∑

k=1

λk
ijXk < −λ0

ij .

In this way, we can define all the affine half-spaces Bi
ij of R

N−1 for i 6= j: Bij is an

oriented affine hyperplane with normal vector (λ1
ij , . . . , λ

N−1
ij ) and constant term λ0

ij .

Plainly, L.C.C. on the βij translates into I.C. on the Bij , and we have

b̄iij = {x ∈ R
d, βij(x) ≤ 0} = φ−1{y ∈ R

N−1, Bij(x) ≤ −λn
ij} (2.4)

Finally, let us prove that A.C. is also satisfied. Lemma 2.2.5 states that the Bij

have exactly two inverse assignments satisfying A.C. Furthermore, Equation 2.4 im-

plies that any of these two assignments defines an assignment for the bij that also
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satisfies A.C. It follows that if the current assignment did not satisfy A.C., there

would be more than two assignments for the bij that satisfy A.C. This proves that

A.C. is also satisfied by the Bij and concludes the proof.

We can now use Theorem 2.2.2 and specialize Theorem 2.2.3 to the specific case of

diagrams whose bisectors are hyperspheres or hyperquadrics, or, more generally, to

the case of diagrams whose class of bisectors spans a finite dimensional vector space.

Theorem 2.2.4. Any abstract diagram of R
d with spherical bisectors such that the

corresponding degree 2 polynomials satisfy L.C.C. is a Möbius diagram.

Proof. Since the spherical bisectors satisfy L.C.C., we can apply Theorem 2.2.3 and

Theorem 2.2.2. Function φ of Theorem 2.2.3 is simply the lifting mapping x 7→ (x, x2),
and we know from Theorem 2.2.2 that our diagram can be obtained as a power dia-

gram pulled-back by φ. That is to say δi(x) = Σi(φ(x)), where Σi is a hypersphere in

R
d+1.

Another way to state this transformation is to consider the diagram with spherical

bisectors in R
d as the projection by φ−1 of the restriction of the power diagram of the

hyperspheres Σi to the paraboloid φ(Rd) ⊂ R
d+1 of equation xd+1 = x2.

Assume that the center of Σj is (uj
1, . . . , u

j
d+1), and that the radius of Σj is ρj .

We denote by Σj the power to Σj . Distance δj can be expressed in terms of these

parameters:

δj(x) = Σj(φ(x)) =
∑

1≤i≤d

(xi − uj
i )

2 + ((
∑

1≤i≤d

x2
i )− uj

d+1)
2 − ρj2

.

Subtracting from each δj the same term (
∑

1≤i≤n x
2
i )

2 leads to a new set of distance

functions that define the same minimization diagram as the δj . In this way, we obtain

new distance functions which are exactly the ones defining Möbius diagrams.

This proves that any diagram whose bisectors are hyperspheres can be con-

structed as a Möbius diagram.

The proof of the following theorem is similar to the previous one:

Theorem 2.2.5. Any abstract diagram of R
d with quadratic bisectors such that the

corresponding degree 2 polynomials satisfy L.C.C. is an anisotropic Voronoi diagram.
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Part II

Anisotropic Meshing by

Linearization of Anisotropic

Voronoi Diagrams
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2.3 INTRODUCTION

Anisotropic meshes are triangulations of a given domain in the plane or in higher

dimension, with elements elongated along prescribed directions. Anisotropic trian-

gulations have been shown [42] to be particularly well suited for interpolation of

functions or numerical modeling. They allow to minimize the number of triangles

in the mesh while retaining a good accuracy in computations. For such applications,

the elongation directions are usually given as quadratic forms at each point. These

directions may be related to the curvature of the function to be interpolated, or to

some specific directions taken into account in the equations to be solved.

Various heuristic solutions for generating anisotropic meshes have been proposed.

Li et al. [35] and Shimada et al. [48] use packing methods in 2D and 3D respectively.

Bossen and Heckbert [10] use a 2D method consisting in centroidal smoothing, retri-

angulating and inserting or removing sites. Borouchaki et al. [8] adapt the classical

2D Delaunay refinement algorithm to the case of an anisotropic metric. In terms

of applications, the question of tailoring anisotropic meshes to the specific needs of

partial differential equations solvers has been studied by Simpson [44]. An example

of strategy used to adapt anisotropic meshes thanks to a posteriori computations of

the error in finite elements computations has been presented by Apel et al. [1], and

typical examples of applications to fluid dynamics computations have been investi-

gated by Frey and Alauzet [24], adapting [8] in 3D. Recently, the practicality of such

methods for numerical solving of fluid dynamics has been demonstrated further, by

Dobrzynski et al. [20], who deal in particular with adaptive anisotropic meshing.

In a different context, theone of approximation of functions, Mirebeau and Co-

hen [36] have developed a greedy bisection method which is asymptotically optimal

in terms of interpolation error.

Labelle and Shewchuk [33] have settled the foundations for a rigorous approach in

the non asymptotic case, based on the so-called anisotropic Voronoi diagrams. These

diagrams are computed and refined until their dual is a well-defined triangulation,

with well-shaped triangles. An extension of Labelle and Shewchuk results to the

2-manifold case was proposed by Cheng et al. [13], where a 3D anisotropic Voronoi

diagram is considered to build an anisotropic mesh of the closed 2-manifold embed-

ded in 3D. This approach, however, does not solve the question of obtaining a dual

anisotropic triangulation in 3D.

We present the ideas of Labelle and Shewchuk in the first two sections, and we

propose an alternative view of the construction of these diagrams in Section 2.5. Af-

ter detailing in Section 2.6 the computations that we need, we expose a variant of the

meshing algorithm of Labelle and Shewchuk in Section 2.7. This variant computes

the Voronoi vertices using a higher dimensional power diagram and refines the dia-

gram as long as dual triangles overlap. The last sections prove the correctness of this

approach.

2.4 LABELLE AND SHEWCHUK’S APPROACH

Labelle and Shewchuk [33] have proposed a discrete definition of anisotropic

Voronoi diagrams. This section presents the basis of their work. The diagram is de-

fined over a domain Ω ⊂ R
d, and each point p ∈ Ω has an associated metric. More

specifically, a point p is given a symmetric positive definite quadratic form repre-

sented by a d×d matrix Mp. The distance between two points x and y as viewed by p is
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Figure 2.4: An anisotropic diagram (Courtesy of J. Shewchuk)

defined as dp(x, y) =
√

(x− y)tMp(x− y), and we write d(p, q) = min(dp(p, q), dq(p, q)).

Note that dp is a distance, whereas d is not, since it does not necessarily verifies the

triangular inequality.

In a similar way, ∠pxqy is defined as arccos
(x−q)tMp(y−q)
dp(x,q)dp(y,q) .

In order to compare the metric at points p and q, a transfer application is needed.

Given the quadratic form Mp of a point p, we denote by Fp a matrix such that

det(Fp) > 0 and F t
pFp = Mp. Then dp(x, y) = ‖Fp(x − y)‖2 and the transfer appli-

cation from p to q is Fp,q = FqF
−1
p . This application Fp,q is in fact an isometry be-

tween the metric spaces (Rd,Mp) and (Rd,Mq). The distortion between p and q is

then defined as γ(p, q) = γ(q, p) = max{‖Fp,q‖2, ‖Fq,p‖2}. For any points x, y, we have

1/γ(p, q) dq(x, y) ≤ dp(x, y) ≤ γ(p, q) dq(x, y).
Labelle and Shewchuk [33] define the anisotropic Voronoi diagram in the following

way (and provide some examples):

Definition 2.4.1. Let S be a set of points, called sites hereafter. The Voronoi cell

of a site p in S is Vor(p) = {x ∈ R
d : dp(p, x) ≤ dq(q, x) for all q ∈ S}. Any subset

R ⊂ S induces a Voronoi face Vor(R) = ∩q∈R Vor(q) which is the locus of points equally

close to the sites in R and no closer to any other site. If not empty, such a face has

dimensionality dim(Vor(R)) ≥ d+ 1− |R|, achieving equality if the sites are in general

position. The anisotropic Voronoi diagram of S is the arrangement of the Voronoi faces

{Vor(R) : R ⊂ S,Vor(R) 6= ∅}.

It should be noted that

• each site is in the topological interior of its cell, which has dimensionality d;

• the bisectors are quadric surfaces (conic curves in dimension 2);

• the Voronoi faces are not always connected.

See Figure 2.4 for an example of anisotropic diagram.

For brevity, we use in the sequel the term k-Vface to name Voronoi faces that have

dimensionality k. The label of a Vface Vor(R) is the set R. As noted, faces are not
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necessarily connected. In particular, a 0-Vface is not necessarily a unique point, but

may consist of several ones. We call each of these points a Voronoi vertex.

For any diagram D, and any domain Ω, we denote by DΩ the diagram D restricted

to Ω, i.e. the diagram obtained by intersecting the cells of D with Ω.

Definition 2.4.2. The dual complex of the anisotropic Voronoi diagram of S is the

simplicial complex whose set of vertices is the set S, with a simplex associated to each

subset R ⊂ S such that Vor(R) 6= ∅.

In two dimensions and with points in general position, the dual complex includes,

for each Voronoi vertex v, a dual triangle whose vertices are the three sites that

compose the label of v. There is no reason why these triangles should form a triangu-

lation. The two issues to be considered are the combinatorial planarity of the graph,

which depends on the connectivity of the cells, and the ability to straighten its edges

without crossing, which depends on the curvature of the bisectors.

The goal of the meshing algorithm is to refine the anisotropic Voronoi diagram

by inserting new sites, so that its geometric dual becomes a triangulation, with well-

shaped triangles.

In order to prove the correctness of their algorithm, Labelle and Shewchuk [33]

have defined the wedge property and have proved the following results to ensure that

their algorithm converges to a triangulation.

Definition 2.4.3. The wedge between two sites p and q is the locus of points x such

that the angle ∠pxpq and the angle ∠qxqp are less than π/2, or equivalently dp(x, q)
2 ≤

dp(p, x)
2 + dp(p, q)

2 and dq(x, p)
2 ≤ dq(q, x)

2 + dq(p, q)
2.

A k-Vface f , with k < d, is said to be wedged if, for any pair p, q of distinct sites

such that f ⊂ Vor(p) ∩Vor(q), we have f ⊂ wedge(p, q).

Theorem 2.4.1. If every subface of a d-Vface Vor(p) is wedged, then the d-Vface is

star-shaped around p.

The following lemma is only valid in the two-dimensional case, i.e. d = 2.

Lemma 2.4.1. Let v be a Voronoi vertex labeled by the sites p, q and r. If v is

wedged, then the orientation of the triangle pqr matches the ordering of the cells

Vor(p),Vor(q),Vor(r) locally around v.

Let Ω be a polygonal domain of the plane and S be a set of sites in Ω that includes

every vertex of Ω. We denote by D the anisotropic Voronoi diagram of S and DΩ its

restriction to Ω. The following result is central to the proof of correctness of Labelle

and Shewchuk’s algorithm.

Theorem 2.4.2. Suppose that each 1-Vface of D that intersects the boundary ∂Ω inter-

sects a single edge of ∂Ω and that each edge of ∂Ω is intersected exactly once. If all the

1-Vfaces and vertices of DΩ are wedged, then the dual complex of DΩ is a triangulation

of Ω if S is in general position, i.e. if all Voronoi vertices have degree 3.

If S is not in general position, the geometric dual is a polygonalization of Ω with

strictly convex polygons. Labelle and Shewchuk represent the Voronoi diagram as the

lower envelop of a set of paraboloids. When inserting a new site, this lower envelop

is updated in a lazy way, which amounts to computing only the connected component
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of the cell that contains the new site. Theorem 2.4.2 validates their lazy computation

of the diagram2.

Labelle and Shewchuk’s algorithm consists in incrementally inserting points

• on edges of ∂Ω until these segments appear in DΩ;

• on non-wedged Voronoi edges;

• at the center of triangles that are badly shaped, or are too large, or do not

have the same orientation as the three Voronoi cells around their dual Voronoi

vertices.

2.5 RELATION TO POWER DIAGRAMS

In this section, we reduce the construction of an anisotropic Voronoi diagram in R
d

to the computation of a power diagram in R
D where D = d(d+3)/2 and its restriction

to a d-manifold. In the following, ‖ · ‖ denotes the Euclidean distance.

Definition 2.5.1. A power diagram is defined for a set of spheres. Given a sphere

σ centered at y and of radius r, the power distance of a point x with respect to σ is

defined as πσ(x) = ‖x− y‖2 − r2.
The power diagram of a set of hyperspheres Σ of R

D is the subdivision induced by

the power cells of the spheres in Σ, where the power cell Pow(σ) of a sphere σ is the

locus of points with a smaller power distance with respect to σ than to any other sphere

in Σ: Pow(σ) = {x ∈ R
D, πσ(x) ≤ πτ (x),∀τ ∈ Σ}.

We define the power cell of a set of spheres {σi}i as Pow({σi}i) = ∩iPow(σi). The

dual of the power diagram of Σ is called the regular complex of Σ.

Let D = d(d+3)
2 . Associate to each point x = (x1, . . . , xd) ∈ R

d

• the point x̃ ∈ R
d(d+1)

2 , whose coordinates are xrxs in increasing lexicographic

ordering of (r, s), with 1 ≤ r ≤ s ≤ d;

• the point ẋ = (x, x̃) ∈ P ⊂ R
D.

where P denotes the d-manifold of R
D

{

ẋ ∈ R
D : x ∈ R

d
}

.

Let S = {p1, . . . , pn} be a finite set of sites in R
d. To each point pi of S, we attach a

symmetric positive definite matrix Mpi
, whose elements are denoted by (M r,s

pi )1≤r,s≤d,

and we define

• the point qi = (qr,s
i , 1 ≤ r ≤ s ≤ d) ∈ R

d(d+1)
2 defined as

– qr,r
i = −1

2M
r,r
pi , for 1 ≤ r ≤ d ;

– qr,s
i = −M r,s

pi , for 1 ≤ r < s ≤ d.

• the point p̂i = (Mpi
pi, qi) ∈ R

D ;

• the sphere σ(pi) ⊂ R
D of center p̂i and radius

√

‖p̂i‖2 − pt
iMpi

pi.

2In fact, there is a slight imprecision in their claim about the triangulation output by their algorithm:

since the algorithm cannot check the wedge property for Voronoi edges that have not been computed, it

does not ensure that no disconnected cell remains in the complete diagram.
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Let Π be the projection (x, x̃) ∈ R
D 7→ x ∈ R

d. Let Σ be the set of spheres {σ(p), p ∈
S}.

Lemma 2.5.1. The anisotropic Voronoi diagram of S ⊂ R
d is the image by Π of the

restriction of the D-power diagram of Σ to the d-manifold P.

Proof. We have the following equalities:

dpi
(x, pi)

2 = xtMpi
x− 2pt

iMpi
x+ pt

iMpi
pi = −2qt

i x̃− 2pt
iMpi

x+ pt
iMpi

pi

= −2p̂i
tẋ+ pt

iMpi
pi.

This implies that dpi
(x, pi) < dpj

(x, pj) if and only if

‖ẋ− p̂i‖2 − (‖p̂i‖2 − pt
iMpi

pi) < ‖ẋ− p̂j‖2 − (‖p̂j‖2 − pt
jMjpj).

It follows that x is closer to pi than to pj if and only if the power of ẋ with respect to σi

is smaller than its power with respect to σj . This proves that, for a point z ∈ P, being

in the power cell of σi is equivalent to Π(z) being in the cell of pi in the anisotropic

diagram of S.

The previous lemma gives a construction of the anisotropic Voronoi diagram. As

is well-known, computing a power diagram in R
D reduces to computing a lower con-

vex hull in R
D+1. Hence, in the two-dimensional case, the computation of a six-

dimensional convex hull is needed. To get the anisotropic Voronoi diagram, it remains

to compute the intersection of the power diagram with the manifold P. We detail the

computations required by our algorithm in the following section.

2.6 BASIC OPERATIONS AND PRIMITIVES

Computing the complete anisotropic Voronoi diagram explicitly is not easy. How-

ever, our meshing algorithm only requires computing Voronoi vertices. We now ex-

plain how to compute these vertices, in the two-dimensional case. Recall that a 0-

Vface of R
2 may be seen as the projection of a finite subset of R

5. This set is obtained

as the intersection of a linear subspace of codimension 2 (obtained as the intersec-

tion of three cells of the power diagram of Σ) with the 2-dimensional manifold P (see

Lemma 2.5.1).

The computation of the Voronoi vertices whose label is {a, b, c} consists of the fol-

lowing steps:

(1) Compute the power diagram of Σ and consider three sites a, b and c such that

(σ(a), σ(b), σ(c)) corresponds to a triangle in the regular complex of Σ (see Defini-

tion 2.5.1), which means that their cells have a common non-empty intersection.

(2) Compute the hyperplane Hab, which is the bisector of σ(a) and σ(b), and the hy-

perplane Hbc, which is the bisector of σ(b) and σ(c), and then their intersections

Dab and Dbc with P. Practically, Dab and Dbc are represented by their projections

by Π, named respectively Cab and Cbc. The curves Cab and Cbc are conics of R
2,

and the equation of Cab in R
2 is:

(xtMax− 2atMax+ atMaa)− (xtMbx− 2btMbx+ btMbb) = 0

We denote this equation by Cab(x) = 0. The equation of Cbc is obtained similarly.
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(3) Compute the intersection points of Cab and Cbc. This intersection is the set of

Voronoi vertices whose label is {a, b, c} in the Voronoi diagram of {a, b, c}.

(4) In the previous steps, we have only considered the bisectors of the spheres

σ(a), σ(b), σ(c) corresponding to the three sites involved, or, equivalently, the

Voronoi diagram of {a, b, c} alone. We now consider the bisectors of a, b, c in the

Voronoi diagram of S, or, equivalently, the bisectors of the spheres σ(a), σ(b), σ(c)
in the power diagram of Σ. In the Voronoi diagram of S, some of the elements of

Cab ∩ Cbc are not Voronoi vertices because they belong to the cell of a closer site.

Accordingly, in R
D, the linear subspace Hab ∩ Hbc may intersect the power cells

of some other sphere σ(x) for x ∈ S \ {a, b, c}. The pre-image by Π of a point z of

Cab∩Cbc lies on Hab∩Hbc. It belongs to the power cell Pow({σ(a), σ(b), σ(c)}) if and

only if its power to σ(a), σ(b) and σ(c) is smaller than its power to any other σ(c′)
in Σ. We do not have to check this fact for all the other spheres σ(c′) with c′ ∈ S,

but only for the spheres whose cells are incident to Pow({σ(a), σ(b), σ(c)}), since

the cells of a power diagram are always connected. We realize this computation

after projecting onto the plane.

Among the points z of Cab ∩ Cbc, we keep the ones such that for each tetrahedron

of the regular complex defined by σ(a)σ(b)σ(c)σ(f), the inequalities Caf (z) < 0,

Cbf (z) < 0 and Ccf (z) < 0 are verified. Note that those three inequalities are

equivalent, since z has the same power with respect to the three spheres σ(a),
σ(b) and σ(c)). The points kept are in fact the Voronoi vertices labeled by {a, b, c}.

Our algorithm takes as input a set of segments which are required to appear in

the final triangulation. These segments are called constraint segments. They may

be refined during the algorithm, by the insertion of sites located on them. In such a

case, the different pieces delimited by the sites inserted on the constraint segment

are called constraint subsegments.

Most notably, among them are the boundaries of the domain we want to trian-

gulate. We now present how to compute the classical property of encroachment of a

constraint subsegment.

Definition 2.6.1. A constraint subsegment e = (a, b) is encroached by a point p 6∈
{a, b} if Vor(p) ∩ [a, b] 6= ∅ in the Voronoi diagram of {a, b, p}.

During the algorithm, we need to compute whether a constraint subsegment e =
(a, b), that was not previously encroached, is encroached by a point p to be inserted.

First note that, when inserting a site p, we have a small set of potentially en-

croached edges: among the constraint subsegments, it is sufficient to consider the

ones that would have at least one of their endpoints joined to p in the dual complex,

if p were inserted in the diagram. Indeed, if p encroaches e, the cell Vor(p) is adjacent

to the cells of at least one of the endpoints of e: before the insertion of p, e = [a, b] was

not encroached and was covered by Vor(a) and Vor(b). After the insertion of p, Vor(p)
covers a part of e, while Vor(a) and Vor(b) cover the rest of it.

Practically, let e = [a, b] be such a constraint subsegment. Then, let E be the inter-

section Cpa∩ [a, b] of the bisector of p and a with [a, b]. If some z ∈ E verifies Cpb(z) < 0,

we have in fact z ∈ Vor({a, p}) ∩ [a, b] and Vor(p) intersects [a, b]. A constraint subseg-

ment may also completely disappear from the dual when a site p is inserted. Such a

segment is obviously encroached by p.
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of v. We now introduce some properties that will ensure that the dual triangles
define a triangulation of the domain they cover.

We consider a set of non-degenerate triangles T (that is, triangles with non
collinear vertices) such that

(i) the set of vertices of the triangles in T is exactly S;
(ii) each edge on ∂Ω is the edge of exactly one triangle in T ;
(iii) if e is the edge of some triangle in T and is not an edge on ∂Ω, e belongs

to exactly two triangles in T , which do not overlap 2 .

We prove that under those assumptions, T is a triangulation of Ω.

Definition 10 Let p ∈ S be one of the sites and Tp be the set of triangles
incident to p. Two triangles are said to be adjacent if they share an edge. The
equivalence classes for the transitive closure of the adjacency relation in Tp

are called the umbrellas of p.

The link link(p) of a site p is the set of edges opposite to p in all the triangles
of Tp.

p p

Fig. 1. Two umbrellas (left) and one umbrella winding twice (right) around p

Lemma 11 If the finite set of triangles T verifies Rules (i), (ii) and (iii), we
claim that:

(a) all the triangles in T are inside Ω;
(b) if p is an internal site, its umbrellas are combinatorial disks and p is inside

each of its embedded umbrellas;
(c) if p is a vertex of ∂Ω, p has a unique umbrella, and p is on the boundary of

this umbrella. Furthermore, the triangles of the umbrella do not overlap.

PROOF. For the sake of simplicity, we prove the result under the hypothesis
that Ω is simply connected. The result is still true without this hypothesis.
However the proof would be more complicated.

2 Since all triangles are non-degenerate, the overlapping is well-defined.

9

Figure 2.5: Two umbrellas (left) and one umbrella winding twice (right) around p

2.7 DESCRIPTION OF THE ALGORITHM

As above, let Ω be a polygonal domain of the plane, whose boundary is

denoted by ∂Ω. We denote by C the set of constraint subsegments and by S a finite

set of sites in Ω. The set C is updated during the course of the algorithm to reflect the

fact that some constraint segments have been refined into constraint subsegments.

At the beginning, we assume that the edges of ∂Ω belong to C and that the vertices

of ∂Ω belong to S. Refining the Voronoi diagram consists in adding sites to the set S.

We assume that the quadratic form associated to any point of Ω can be obtained.

We have seen in the previous section how to compute the Voronoi vertices. If

the label of a vertex v is {a, b, c}, the triangle abc is called the dual triangle of v.

We now introduce some properties that will ensure that the dual triangles define a

triangulation of the domain they cover.

We consider a set of non-degenerate triangles T (that is, triangles with non

collinear vertices) such that

(i) the set of vertices of the triangles in T is exactly S;

(ii) each edge on ∂Ω is the edge of exactly one triangle in T ;

(iii) if e is the edge of some triangle in T and is not an edge on ∂Ω, e belongs to exactly

two triangles in T , which do not overlap3.

We prove that under those assumptions, T is a triangulation of Ω.

Definition 2.7.1. Let p ∈ S be one of the sites and Tp be the set of triangles incident to

p. Two triangles are said to be adjacent if they share an edge. The equivalence classes

for the transitive closure of the adjacency relation in Tp are called the umbrellas of p.
The link link(p) of a site p is the set of edges opposite to p in all the triangles of Tp.

Lemma 2.7.1. If the finite set of triangles T verifies Rules (i), (ii) and (iii), we claim

that:

(a) all the triangles in T are inside Ω;

(b) if p is an internal site, its umbrellas are combinatorial disks and p is inside each

of its embedded umbrellas;

(c) if p is a vertex of ∂Ω, p has a unique umbrella, and p is on the boundary of this

umbrella. Furthermore, the triangles of the umbrella do not overlap.

3Since all triangles are non-degenerate, the overlapping is well-defined.
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Proof. For the sake of simplicity, we prove the result under the hypothesis that Ω is

simply connected. The result is still true without this hypothesis. However the proof

would be more complicated.

(a) We consider an edge e of the boundary of the union U of all the triangles. From

Rules (ii) and (iii), e has to be an edge of ∂Ω. Thus the boundary of U is included

in the boundary ∂Ω. Since Ω is a simply connected polygon, ∂Ω is a topological

circle embedded in the plane. The set U is closed, and so is its boundary ∂U . It

follows that ∂U is a closed non empty subset of the topological circle ∂Ω, which

implies that ∂Ω = ∂U . Finally, both U and Ω are bounded domains, with the same

circle as boundary, hence U = Ω.

(b) If p is an internal site, Rule (iii) implies that link(p) is a union of closed polyg-

onal curves (not necessarily simple curves), since Rule (iii) prevents any vertex

of degree different from 2 to appear on the link. An umbrella is then obtained

by choosing one of those closed curves, and linking p to every vertex of it. This

proves that an umbrella is a combinatorial disk, since it has a combinatorial circle

as boundary.

Consider an embedded umbrella, i.e. the union U of the triangles of an umbrella.

Assume for a contradiction that p is not in the interior of this union. Then p is on

the boundary ∂U and both edges of this boundary that are incident to p belong to

two triangles of the umbrella which have to overlap. This contradicts Rule (iii).
In other words, we have proved that if there is a closed curve in the link of p, p is

enclosed by it.

(c) If p is a vertex of ∂Ω, link(p) may a priori contain some closed curves and some

curves joining the two neighbors of p on ∂Ω. As seen in the proof of (b), the closed

curves have to enclose p. Thanks to (a) and to the fact that p is on ∂Ω, this is not

possible. Therefore, the link of vertex p cannot include a closed curve. Rule (ii)
then implies that all curves in link(p) have the same first and last segment and

because Rule (iii) prevents any branching vertex in link(p), the link link(p) is a

single curve. The fact that the triangles of the unique umbrella do not overlap

follows from (iii) too.

Theorem 2.7.1. Under assumptions (i), (ii), (iii), T is a triangulation of Ω.

Proof. A priori, an internal site may have multiple umbrellas and each of those um-

brellas may wind more than once around p. To prove that T is a triangulation, we now

glue the triangles of T along their common edges and vertices to build a surface: we

denote by T = {(x, t) ∈ Ω× T | x ∈ t} the set of points associated to the triangles they

belong to, and we define on T the equivalence relation ∼ by setting (x, t) ∼ (x′, t′) if

x = x′, x ∈ ∂t and x′ ∈ ∂t′, so that taking the quotient of the set T by the equivalence

relation ∼ amounts to gluing the common edges and vertices. The final glued space

is denoted by G = T / ∼.

Let h : (x, t) ∈ G 7→ x be the first projection, mapping G to Ω. The correctness of

the triangulation is equivalent to h being a homeomorphism. Let Ωp be the punctured

space obtained by removing from Ω the vertices of the triangles of T , and let Gp be

h−1(Ωp).
From assumption (iii), the restriction hp of h to Gp is a local homeomorphism.

Using the fact that Gp is a separated space, that hp is a proper map, and that Ωp is

58



connected, it follows that hp is a covering of Ωp. As the points close to ∂Ω have only

one pre-image, from assumption (ii), hp : Gp → Ωp has only one sheet and is in fact a

homeomorphism.

This shows that each site p has a unique umbrella, which is well embedded and

that hp may be extended to G as a homeomorphism. Thus, Ω is triangulated by T .

In order to present the refinement algorithm, we need to define a shape crite-

rion. Let v be a Voronoi vertex of an anisotropic Voronoi diagram. The label of

v consists of three sites that form a dual triangle tv = abc. The radius of v is

r(v) = da(a, v) = db(b, v) = dc(c, v) (we define the radius of the center instead of the

radius of the triangle, because the triangle may have multiple centers). The length

of an edge (a, b) is d(a, b) = min(da(a, b), db(a, b)). We denote the shortest edge of tv by

δ(tv). The radius-edge ratio of v is β(v) = r(v)/δ(tv).
For a given shape bound B, a vertex v or the associated triangle are said to be

badly-shaped if β(v) > B. Otherwise, they are said to be well-shaped.

Let us now present the algorithm, which refines an anisotropic Voronoi diagram

V until the triangles dual to the Voronoi vertices of VΩ, the restriction of V to Ω,

have a good shape and satisfy conditions (i), (ii) and (iii) (stated in Section 2.7), and

therefore form a triangulation of Ω, by Theorem 2.7.1.

First recall that, thanks to the monotonicity of the distance function associated to

each point, there is always a unique point on a line segment that is equidistant from

both of its endpoints.

Definition 2.7.2. Assume that a constraint subsegment e = (p, q) is encroached. The

breakpoint of the edge (p, q) is defined as the point of [p, q] \ (Vor(p) ∪Vor(q)) closest to

the midpoint of [p, q] (this point is independent of the considered metric). By midpoint,

we mean the intersection of [p, q] with the bisector of p and q, i.e. the point z of [p, q]
such that dp(p, z) = dq(q, z).

We now present our refinement algorithm. We are given a shape bound B. At

each step of the algorithm, we maintain the set T of dual triangles, obtained as the

labels of the computed Voronoi vertices that are inside Ω (see Section 2.6). We define

a procedure of conditional insertion, needed for the presentation of the algorithm:

CONDITIONALLY INSERT(x): if x encroaches some constraint subsegment e, insert

a site at the breakpoint of e. Otherwise, insert x.

Conditionally Insert(x): if x encroaches some constraint subsegment e,
insert a site at the breakpoint of e. Otherwise, insert x.

e

a

b

Fig. 2. Edge e is a constraint segment, with the cell of a being completely included
in the cell of b. Voronoi bisectors are represented by dashed curves.

The algorithm inserts points iteratively, applying the following rules. Rule i is
applied only if no Rule j with j < i applies:

Rule (1) if some constraint subsegment e ∈ C does not appear as the edge of a
dual triangle because it is encroached, insert a site at the breakpoint
of edge e;

Rule (2) if some constraint subsegment e ∈ C does not appear as the edge
of a dual triangle, because its dual Vface is a complete ellipse (it
can happen if the constraint subsegment has a free endpoint, i.e. an
endpoint which is not incident to any other constraint subsegment,
see Figure 2 for an example), denote by ∆ the support line of e.
Then conditionally insert a site located at the intersection of ∆ ∩e
with the ellipse;

Rule (3) if a Voronoi vertex v is badly shaped (see Section 5), conditionally
insert a site located at that vertex;

Rule (4) if a triangle abc is the dual of several Voronoi vertices, conditionally
insert a site located at the vertex that is the furthest from a, b and
c;

Rule (5) if two triangles share an edge and overlap, conditionally insert a site
at the dual Voronoi vertex of one of them: choose the triangle which
contains the edge (x y) such that γ(x y) is maximal (γ(x y) is the
distortion between x and y defined in Section 2).

We will now prove that if the algorithm terminates, Conditions (i), (ii) and
(iii) of Section 5 are verified. By Theorem 12, the dual complex is therefore a
triangulation, without any badly-shaped vertex.

Lemma 14 Upon termination of the algorithm, the dual triangles in T form
a triangulation of the domain Ω and all the constraint subsegments appear in
this triangulation.

12

Figure 2.6: Edge e is a constraint segment, with the cell of a being completely included

in the cell of b. Voronoi bisectors are represented by dashed curves.

The algorithm inserts points iteratively, applying the following rules. Rule i is

applied only if no Rule j with j < i applies:
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Rule (1) if some constraint subsegment e ∈ C does not appear as the edge of a dual

triangle because it is encroached, insert a site at the breakpoint of edge e;

Rule (2) if some constraint subsegment e ∈ C does not appear as the edge of a dual

triangle, because its dual Vface is a complete ellipse (it can happen if the

constraint subsegment has a free endpoint, i.e. an endpoint which is not

incident to any other constraint subsegment, see Figure 2.6 for an example),

denote by ∆ the support line of e. Then conditionally insert a site located at

the intersection of ∆ \ e with the ellipse;

Rule (3) if a Voronoi vertex v is badly shaped (see Section 2.7), conditionally insert a

site located at that vertex;

Rule (4) if a triangle abc is the dual of several Voronoi vertices, conditionally insert a

site located at the vertex that is the furthest from a, b and c;

Rule (5) if two triangles share an edge and overlap, conditionally insert a site at the

dual Voronoi vertex of one of them: choose the triangle which contains the

edge (x, y) such that γ(x, y) is maximal (γ(x, y) is the distortion between x
and y defined in Section 2.4).

Note that this set of rules is designed for segment constraints. It can still be

adapted for dealing with point constraints too, that is to say, isolated points which

are required to appear in the final mesh: in order to prevent an isolated vertex from

staying undetected, we virtually adjoin it a mirror vertex, infinitesimally close to it.

This doubled vertex is a tiny constraint segment which can be dealt with symbolically,

in the framework we have presented.

We will now prove that if the algorithm terminates, Conditions (i), (ii) and (iii) of

Section 2.7 are verified. By Theorem 2.7.1, the dual complex is therefore a triangula-

tion, without any badly-shaped vertex.

Lemma 2.7.2. Upon termination of the algorithm, the dual triangles in T form a

triangulation of the domain Ω and all the constraint subsegments appear in this tri-

angulation.

Proof. First, let us prove that each constraint subsegment is incident to at least one

triangle in T . Consider some constraint subsegment s with endpoints a and b.

• Thanks to Rule (1), s is not encroached and therefore lies in the union of the

cells of its endpoints.

• Since each site lies in its own cell, s cannot be included in one cell only. This

proves that the dual edge Vor({a, b}) is not empty and intersects s and the do-

main Ω.

• If the bisector of a and b is an ellipse, Rule (2) implies that the Voronoi edge

Vor({a, b}) has endpoints within Ω. In all cases, observe that Vor({a, b}) is a

union of curved segments, with an even number of endpoints. Furthermore,

owing to the monotonicity of the distance da(a, x) along ab, Vor({a, b}) intersects

s in at most one point (and at least once, thanks to Rule (1)). Consider the

curved segment ℓ of Vor({a, b}) which intersects s. One of the two endpoints of

ℓ has to be inside Ω because Vor({a, b}) cannot intersect any other constraint

subsegment, since the other constraint subsegments are not encroached either.

It follows that Vor({a, b}) has at least one endpoint in Ω.

60



Therefore in any case the dual edge Vor({a, b}) has endpoints in Ω, and the dual tri-

angles of those endpoints are incident to s. We still have to ensure that the three

hypotheses (i), (ii) and (iii) of Theorem 2.7.1 are verified. (i) is obviously verified and

(iii) is implied by Rule (5). Let us now prove (ii): consider a constraint subsegment s
of ∂Ω. From the first part of the proof, we know that the dual Voronoi edge e of s inter-

sect ∂Ω in one point and therefore has an odd number of endpoints within Ω. If e had

more than one endpoint, i.e. if s had more than one incident triangle, it would in fact

have at least three, and s would have at least three incident triangles, contradicting

Rule (5). This proves that s has exactly one incident triangle, as required by hypothe-

sis (ii). All three hypothesis are verified. In case of termination, Theorem 2.7.1 shows

that the set T is a triangulation of Ω.

Note that Rule 2 can be omitted if we assume that the graph consisting of all

constraint segments of C has no vertex of degree 1. Indeed, in such a case, if no

constraint subsegment is encroached, none of them can have an ellipse as a dual

Vface.

2.8 TERMINATION OF THE ALGORITHM

We now consider the conditions needed to ensure the termination of the

algorithm. These conditions depend on the shape bound K and on the geometry of

the initial set of constraint segments C.

Let us prove that two well-shaped dual triangles (as defined in Section 2.7) can-

not overlap if the relative distortion between adjacent sites is small enough. In the

following, abc and abc′ are two adjacent triangles that are respectively dual to Voronoi

vertices qc and qc′ . The points qc and qc′ lie inside Ω, otherwise, their dual triangles

would not be considered. We define γ as the maximum of the distortion γ(x, y) (see

Section 2.4) where the maximum is taken over all edges (x, y) of the two triangles,

and δ = max(δ(abc), δ(abc′)) (as defined in Section 2.7).

If qc and qc′ are well-shaped, i.e. β(qc) ≤ K and β(qc′) ≤ K, we have the following

inequalities:

dc(c, qc′) ≤ dc(c, qc) + dc(qc, a) + dc(a, qc′) (triangular ineq.)

≤ dc(c, qc) + γ(a, c)da(qc, a) + γ(a, c)da(a, qc′) (distortion)

≤ (1 + γ(a, c))Kδ(abc) + γ(a, c)Kδ(abc′)

≤ (1 + 2γ)Kδ

The same inequality holds when c and c′ are exchanged. In the same way,

dc(c, a) ≤ dc(c, qc) + dc(qc, a) ≤ dc(c, qc) + γ(a, c)da(a, qc)

≤ (1 + γ)Kδ(abc) ≤ (1 + γ)Kδ

and

db(b, a) ≤ (1 + γ)Kδ(abc) (*)

and

dc(c, c
′) ≤ dc(c, qc′) + dc(qc′ , c

′) ≤ (1 + 2γ)Kδ + γ(c, c′)dc′(c
′, qc′)

≤ (1 + γ)2Kδ.

Let r = (1 + γ)2Kδ. We consider the zones Z3 = B(a, r) ∩ B(b, r) ∩ B(c, r), Z ′
3 =

B(a, r)∩B(b, r)∩B(c′, r) and Z4 = B(a, r)∩B(b, r)∩B(c, r)∩B(c′, r), where B(p, r) =
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{x ∈ R
2, dp(p, x) ≤ r}. As shown by the previous inequalities, the four sites a, b, c and

c′ are in Z4, as well as the two centers qc and qc′ .

Lemma 2.8.1. If a triangle abc is well-shaped, any point q 6∈ Z3, is far from each of the

three sites a, b and c. More precisely, for any x ∈ {a, b, c}, we have dx(x, q) > 2Kδ(abc).

Proof. Assume that q 6∈ B(b, r) for example. We then have

da(a, q) ≥ db(a, q)/γ ≥ (db(b, q)− db(a, b))/γ

≥ (r − (1 + γ)Kδ(abc))/γ (by (*))

≥ ((1 + γ)2Kδ(abc)− (1 + γ)Kδ(abc))/γ > 2Kδ(abc)

Let VZ4 be the restriction of the Voronoi diagram to Z4. We now establish a suffi-

cient condition on the bound K and on the distortion bound γ so that the vertices and

the edges of the Voronoi diagram VZ4({a, b, c, c′}) are wedged.

Definition 2.8.1. The three following conditions are called condition (H):

(i) K > 1 and K4(γ2 − 1)(1 + γ)6 ≤ 1

(ii) the triangles are well-shaped (for the bound K);

(iii) γ is an upper bound on the distortion between the considered sites.

Lemma 2.8.2. Under condition (H), all the 0 and 1-Vfaces of the Voronoi diagram of

VZ3({a, b, c}) and all the 0 and 1-Vfaces of the Voronoi diagram of VZ′

3
({a, b, c′}) are

wedged.

Proof. Let x, y ∈ {a, b, c} with x 6= y. Let z be a point of Z4 on the bisector of x and y.

We want to ensure that dx(z, y)2 ≤ dx(x, z)2 +dx(x, y)2. We have dx(z, y)2 ≤ γ2dy(y, z)
2

and since z is on the bisector between x and y, dx(x, z) = dy(y, z). †
Now, if [x, y] is the common edge of the two triangles, we have dx(x, y) ≥ δ. Other-

wise, we have by (*) dx(x, y) ≥ δ(abc) ≥ d(a, b)/(K(1 + γ)) ≥ δ/(K(1 + γ)). ‡
Finally, by inequalities † and ‡, dx(x, z)2 + dx(x, y)2 ≥ dy(y, z)

2 + δ2

K2(1+γ)2
. And if

γ2dy(y, z)
2 ≤ dy(y, z)

2 + δ2

K2(1+γ)2
, we have dx(z, y)2 ≤ dx(x, z)2 + dx(x, y)2.

Thus, a sufficient condition for z to be wedged is γ2dy(y, z)
2 ≤ dy(y, z)

2 + δ2

K2(1+γ)2

(and the condition obtained by swapping x and y). The domain Z4 was chosen so that

dy(y, z) < r = (1 + γ)2Kδ. Hence, a sufficient condition for the point z to be wedged is

(γ2 − 1)(1 + γ)2(1 + γ)4K4 ≤ 1, i.e. (γ2 − 1)(1 + γ)6K4 ≤ 1.

Lemma 2.8.3. Under condition (H), the cells of a, b and c in VZ3({a, b, c}) are con-

nected.

Proof. Under condition (H), the proof of Theorem 2.4.1 (Theorem 4 in [33]) can easily

be adapted to show that every cell is connected in Z3, by showing that it is star-shaped

around its site: let y be some point of the cell of a in VZ3({a, b, c}). The segment [ay]
is entirely included in Z3 because Z3 is convex, as an intersection of ellipses. In order

to show that y is visible from site a, we only need to consider the Voronoi edges that

are intersected by the segment [ay]. Those intersection points lie inside Z3. From

Lemma 2.8.2, the intersection points are wedged, and the proof of Theorem 4 [33]

shows that the cell of a in VZ3({a, b, c}) is star-shaped.
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points are wedged, and the proof of Theorem 4 [6] shows that the cell of a in
VZ3(¶a b c♦) is star-shaped.

Lemma 19 Consider three connected components of distinct 2-Vfaces, whose
topological interiors are denoted by A, B and C. On the boundary of C, we
cannot find four points α β α  β in this order such that α α ∈ ∂A and
β β ∈ ∂B (see Figure 3).

PROOF. Assume to the contrary that α β α  β exist. Then, since C and A
are connected, there exists a simple path πC in C and a simple path πA in A
joining α and α . The union of those two paths forms a closed curve π. As B is
connected, there is also a path πB in B joining β and β . By Jordan theorem, β
and β should therefore be in the same connected component delimited by π.
However, if we follow the boundary of C from β to β , we cross π exactly once.
So β and β do not belong to same connected component, which contradicts
our hypothesis.

Vor(c)

β

Vor(b)
Vor(a)

α

β
Vor(b)

πA

Vor(a)

πB

α

Fig. 3. Impossible case described in Lemma 19

Lemma 20 If (H) is verified and if all the Voronoi vertices in Z3 are well-
shaped, there is a unique Voronoi vertex with label ¶a b c♦in VZ3(¶a b c♦).

PROOF. Assume for a contradiction that two Voronoi vertices v and v of
VZ3(¶a b c♦) have the same label ¶a b c♦. By Lemma 5, the cells around v
and v have the same cyclic order.

By Lemma 18, the three cells Vor(a) ∩ Z3, Vor(b) ∩ Z3 and Vor(c) ∩ Z3 are
connected. By considering the neighborhoods of v and v , we can find four
points α β α  β in this order on the boundary of Vor(c) ∩Z3 such that α α
belong to the boundary of the cell of a and β β belong to the boundary of
the cell of b. This contradicts Lemma 19 (see Figure 3).

Lemma 21 If (H) is verified and if all the Voronoi vertices labeled by ¶a b c♦
and ¶a b c ♦in Z4 are well-shaped, there is exactly one Voronoi vertex labeled
by ¶a b c♦and one Voronoi vertex labeled by ¶a b c ♦in VZ4(¶a b c c ♦).

16

Figure 2.7: Impossible case described in Lemma 2.8.4

Lemma 2.8.4. Consider three connected components of distinct 2-Vfaces, whose topo-

logical interiors are denoted by A, B and C. On the boundary of C, we cannot find four

points α, β, α′, β′ in this order such that α, α′ ∈ ∂A and β, β′ ∈ ∂B (see Figure 2.7).

Proof. Assume to the contrary that α, β, α′, β′ exist. Then, since C and A are con-

nected, there exists a simple path πC in C and a simple path πA in A joining α and α′.
The union of those two paths forms a closed curve π. As B is connected, there is also

a path πB in B joining β and β′. By Jordan theorem, β and β′ should therefore be in

the same connected component delimited by π. However, if we follow the boundary of

C from β to β′, we cross π exactly once. So β and β′ do not belong to same connected

component, which contradicts our hypothesis.

Lemma 2.8.5. If (H) is verified and if all the Voronoi vertices in Z3 are well-shaped,

there is a unique Voronoi vertex with label {a, b, c} in VZ3({a, b, c}).

Proof. Assume for a contradiction that two Voronoi vertices v and v′ of VZ3({a, b, c})
have the same label {a, b, c}. By Lemma 2.4.1, the cells around v and v′ have the same

cyclic order.

By Lemma 2.8.3, the three cells Vor(a) ∩ Z3, Vor(b) ∩ Z3 and Vor(c) ∩ Z3 are

connected. By considering the neighborhoods of v and v′, we can find four points

α, β, α′, β′ in this order on the boundary of Vor(c) ∩ Z3 such that α, α′ belong to the

boundary of the cell of a and β, β′ belong to the boundary of the cell of b. This contra-

dicts Lemma 2.8.4 (see Figure 2.7).

Lemma 2.8.6. If (H) is verified and if all the Voronoi vertices labeled by {a, b, c} and

{a, b, c′} in Z4 are well-shaped, there is exactly one Voronoi vertex labeled by {a, b, c}
and one Voronoi vertex labeled by {a, b, c′} in VZ4({a, b, c, c′}).

Proof. The result follows from Lemma 2.8.5, because Z4 ⊂ Z3 and any vertex labeled

by {a, b, c} in Z4 is also a vertex in VZ3({a, b, c}).
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The following lemma states that under low distortion of the metric, the cells are

arranged along the border of Z4 in the same order as the vertices of the convex hull of

{a, b, c, c′}. This topological property will help us prove that we have a triangulation

in Z4.

Lemma 2.8.7. Let x be a, b or c. If (H) holds, the cell Vor(x) in VZ3({a, b, c}) contains a

segment that joins x to a point on the boundary of Z3 and does not intersect the convex

hull of the sites.

Proof. Let us assume that x = a in the following. As proved in Lemma 2.8.2, under

condition (H), any point in Z3 equidistant to b and a is in the wedge defined by b and

a. Therefore the cell of a in VZ3(a, b) contains the intersection of Z3 with a half-plane

H+
b defined as follows. H+

b is the half-plane not containing b and bounded by the

hyperplane Hb that goes through a and is normal to [ab], from the point of view of a.

Since a is on the boundary of the convex hull of a, b, c, the domain H+
b ∩H+

c contains

at least one half-line r with origin a: this half-line is any half-line contained in the

cone orthogonal (in the sens of the metric of a) to the cone delimited by the tangents

to the convex hull at point a. This ray r does not intersect the convex hull of the three

sites, and it is inside the cell of site a in the three-sites-diagram.

Lemma 2.8.8. If (H) is verified and if all the Voronoi vertices labeled by {a, b, c} and

{a, b, c′} in Z3 and Z ′
3 respectively are well-shaped, the 1-Vface of the restricted diagram

VZ4({a, b, c, c′}) labeled {a, b} is connected.

Proof. Let e be the dual 1-Vface of (a, b) in VZ4({a, b, c, c′}). If e does not intersect

the boundary of Z4 or intersects it once, e has to be connected. Indeed, thanks to

Lemma 2.8.6, e has at most two endpoints, labeled {a, b, c} and {a, b, c′}, within Z4.

We now prove that e does not touch the boundary of Z4. From Lemma 2.8.3 and

2.8.5, the 1-Vface A labeled by {a, b} in VZ3({a, b, c}) is connected. Since a vertex

labeled by {a, b, c′} exists in VZ4({a, b, c, c′}), it has to belong to A. Consider the arc

ℓ ⊂ A of the bisector of {a, b} which links the vertex qc labeled by {a, b, c} and the

vertex qc′ labeled {a, b, c′}. Let us prove that ℓ is entirely included in Z4. Assume to

the contrary that ℓ is not entirely included in Z4. The boundary of Z ′
3 has to intersect

it twice, because Z4 = Z3 ∩ Z ′
3. It follows that the 1-Vface A′ labeled by {a, b} in

VZ3({a, b, c′}), which contains ℓ ∩ Z4, intersects the boundary of Z ′
3 twice. Since there

is only one vertex labeled {a, b, c′} in Z ′
3, there is a sub-arc ℓ′ of A′ without any vertex

on it. ℓ′ cuts Z3 into two parts (called the two sides of ℓ′ in the following). The cell

of c′ is connected, and is on one side of ℓ′. The other side of ℓ′ belongs to another

cell. Let us assume, without loss of generality, that it belongs to the cell of a. This

part of the cell of a is not adjacent to the cell of c′, which implies that the cell of a is

disconnected. This contradicts the fact that the cells of VZ3({a, b, c′}) are connected.

We have proved that ℓ is entirely included in Z4. Then, since there is only one vertex

labeled by {a, b, c′} in Z4, ℓ is exactly the 1-VFace labeled by {a, b} in VZ4({a, b, c, c′}).
This concludes the proof.

Lemma 2.8.9. If (H) is verified and if all the Voronoi vertices in Z4 are well-shaped,

the two triangles abc and abc′ do not overlap each other.

Proof. From Lemma 2.8.8, the 1-Vface labeled {a, b} in the restricted diagram

VZ4({a, b, c, c′}) is connected. The two endpoints of the 1-Vface labeled {a, b} are the

Voronoi vertices qc and qc′ . It follows that the cells of a, b and c around qc and the
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cells of a, b and c′ around qc′ have opposite cyclic orders. Lemma 2.4.1 applied to

VZ3({a, b, c}) and VZ′

3
({a, b, c′}) then implies that the triangles abc and abc′ do not over-

lap each other.

We now consider the algorithm at some point during its execution. The proof

makes use of an arbitrary shape bound K and a distortion coefficient G, chosen so

that the following condition (C) is satisfied: any pair of adjacent segments of C forms

an angle of at least 2 arcsin(G2/2) and (G2 − 1)(1 +G)6K4 ≤ 1.(C) This section aims

at proving a lower bound on the insertion radius dw
min of the next inserted site w. By

insertion radius, we mean the shortest Euclidean distance between the new site and

all the previously inserted sites. It may depend on the current shortest anisotropic

distance dmin between the sites, on the shape bound K, on the geometry of the con-

straint segments and on the metric field on Ω. The distortion coefficient G is used as

a way to discriminate different configurations inside the proof. As we have seen, no

such coefficient intervenes in the algorithm itself. The following definitions are taken

from [33]:

Definition 2.8.2. The bounded distortion radius bdr(p, γ) is defined as sup{ℓ :
dp(p, q) ≤ ℓ⇒ γ(p, q) ≤ γ} and bdrmin(γ) is the lower bound of these radii: bdrmin(γ) =
inf{bdr(p, γ) : p ∈ Ω}.

Definition 2.8.3. Given some bound G > 0, two points q and q′ that belong to con-

straint segments in C are said to be G-intertwined if they lie on a common segment

of C or if they lie on two edges e and e′ of C that share an endpoint b and are such

that γ(q, b) < G and γ(q′, b) < G. For a set of constraint segments C, the local feature

size lfsG
min(C) is the upper bound on the distances r such that x < r implies that for all

p ∈ Ω, B(p, x) does not contain two non-G-intertwined points of ∪C.

The following four lemmas are Lemma 5, 14, 16 and 17 of [33]:

Lemma 2.8.10. Let w be a point on the bisector of a and b that lies outside the wedge

of a and b, on the side of b. Let G ≥ 1 be a constant for which γ(a, b) ≤ G. Then the

proximity of w to a and b is bounded by da(a,w) = db(b, w) ≥ db(b, a)/
√
G2 − 1.

Lemma 2.8.11. Let a and b be two sites of a Voronoi diagram D, and w a point on

the bisector Vor({a, b}) in D. Assume that there exists some G > 1 such that da(a, b) ≥
bdr(a,G). Then for any site x of D, d(x,w) ≥ bdrmin(G)/(G3 +G).

Lemma 2.8.12. Let p be a point in Ω. For any G > 1 and for every site x, dp(p, x) ≥
min

(

dx(x,p)
G

,bdr(p,G)
)

.

Lemma 2.8.13. Assume that any pair of adjacent segments of C forms an angle

of at least 2 arcsin(G2/2), as measured by the common endpoint. Let e = (a, b)
be a subsegment of C. Let s be a site that encroaches e. Let w be a point in

Vor(s) ∩ e. Let m = min{da(a, s), db(b, s)}. Then for any site x of the diagram,

d(x,w) ≥ min(m, lfsG
min(C)/G, bdrmin(G)).

We study now the inter-site distances created while inserting a new site w along

the five rules of the algorithm, as presented in Section 2.7. Recall that G is assumed

to satisfy Condition (C).

Rule 1: If Rule 1 applies, the inter-site distances created by the insertion of

the breakpoint of the encroached subsegment are bounded by Lemma 2.8.13: for any

site x of the diagram, d(x,w) ≥ min(m, lfsG
min(C)/G, bdrmin(G)).
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We call original refinement point the point passed as argument to the conditional

insertion procedure. We now consider the cases of Rules 2, 3, 4 and 5 when the in-

serted point w is the original refinement point and not a point lying on an encroached

edge.

Rule 2: If Rule 2 applies, the inserted site w lies on an edge Vor(a) ∩ Vor(b)
but outside wedge(a, b). We have two cases to consider. If γ(a, b) ≤ G, we can ap-

ply Lemma 2.8.10 so that for every site x, dx(x,w) ≥ da(a,w) = db(b, w) ≥ dmin√
G2−1

,

and Lemma 2.8.12 then implies d(x,w) ≥ min
(

dmin

G
√

G2−1
,bdrmin(G)

)

. If γ(a, b) > G,

Lemma 2.8.11 implies d(x,w) ≥ bdrmin(G)
G3+G

.

Rule 3: If Rule 3 applies, w is located at a Voronoi vertex dual to the triangle

abc and at distance dx(x,w) ≥ r = da(a,w) > Kδ(abc) from any site x. Lemma 2.8.12

implies that for every site x and any coefficient G, d(x,w) ≥ min
(

K
G
dmin,bdrmin(G)

)

.

Rule 4: If Rule 4 applies, no vertex is badly shaped, and w is one of the vertices

dual to triangle abc. Because w is located at the furthest vertex from a, b and c,
Lemma 2.8.5, implies that either the distortion between the sites a, b and c is greater

than G, or w does not belong to the zone Z3. If the distortion is greater than G, we can

use Lemma 2.8.11. Ifw is not in Z3, thanks to Lemma 2.8.1, for every site x, dx(x,w) ≥
Kδ(abc) ≥ Kdmin, so that, using Lemma 2.8.12, d(x,w) ≥ min

(

K
G
δ(abc),bdrmin(G)

)

. In

summary, if w is inserted by Rule 4, d(x,w) ≥ min
(

K
G
dmin,

bdrmin(G)
G3+G

)

.

Rule 5: Finally, if Rule 5 applies, w is located at the Voronoi vertex of a trian-

gle abc overlapping another triangle abc′. Rule 4 implies that abc has a unique dual

vertex. Lemma 2.8.9 proves that this is only possible if γ, the maximum of the distor-

tion γ(x, y) where the maximum is taken over all edges (x, y) of the two triangles abc
and abc′ is greater than G, since both abc and abc′ are well shaped. Then we have the

bound given by Lemma 2.8.11 for every site x: d(x,w) ≥ bdrmin(G)
G3+G

.

Summary for Rules 2,3,4,5 without encroachment:

We have proved that, if the original refinement point is inserted, the minimal distance

dw
min after insertion of w verifies dw

min ≥ min
(

dmin

G
√

G2−1
, K

G
dmin,

bdrmin(G)
G3+G

)

where K is the

shape bound and G is any value satisfying Condition (C), as stated at the beginning

of Section 2.8.

Rules 2,3,4,5 with encroachment: Denote by e = (a, b) the constraint sub-

segment encroached by s. Since s encroaches e, we insert the corresponding break-

point w on e. First recall the following fact, extracted from the proof of Lemma 23

in [33]: if w belongs to Vor(a) and if for some G > 1, we have ds(s, a) ≥ bdr(s,G),
then for any site x, d(x,w) ≥ bdrmin(G)/(G3 + G). Otherwise, we have dx(x,w) ≥
da(a, s)/(G

√
G2 + 1). We use now the bounds established for Rules 2, 3 and 4 (with w

replaced by s):

dx(x, s) ≥ min
(

dmin√
G2−1

,Kdmin,
bdrmin(G)

G3+G

)

, and dx(x,w) ≥ min
(

dmin

G
√

G4−1
, Kdmin

G
√

G2+1
,

bdrmin(G)

(G4+G2)
√

G2+1

)

. Lemma 2.8.12 then implies that d(x,w) ≥ min
(

dmin

G2
√

G4−1
, Kdmin

G2
√

G2+1
,

bdrmin(G)

(G5+G3)
√

G2+1

)

.

Termination

In order to handle the first two terms in the previous equation and to respect the

condition of Lemma 2.8.2, let assume that K > 1 and G > 1 satisfy (C) and the two

additional conditions G2
√
G4 − 1 ≤ 1 and G2

√
G2 + 1 ≤ K.

Note that for any K >
√

2, a suitable G > 1 may be found, since all conditions

are verified when G → 1+. We also demand that any pair of incident edges of C

66



forms an angle of at least 2 arcsin(G2/2), so that it complies to the requirements of

Lemma 2.8.13. Under those conditions, the minimal inter-distance d′min after the

insertion of a new site is bounded from below: dmin ≥ min
(

bdrmin(G)

(G5+G3)
√

G2+1
,

lfsG
min(C)

G

)

.

Finally, if we can find G satisfying the conditions and such that bdrmin(G) > 0, the

above bound is not trivial, and an easy induction shows that we indeed have a lower

bound on the minimal inter-distance. This proves that the algorithm will not insert

sites indefinitely, by a classical volume argument. Moreover, because (G2 − 1)K2 < 1,
the shape condition parametrized by K may be translated into a condition in terms

of a lower bound on the angles of the triangles, as measured by any point inside the

triangle (see Corollary 10 of [33]).

Theorem 2.8.1. Let K >
√

2 be a constant, and let C be a set of constraint segments

which bounds a polygonal domain of the plane such that incident segments always

form an angle greater than 60◦. Under these assumptions, the algorithm presented

in Section 2.7 terminates and provides a triangulation whose dual Voronoi vertices

respect the shape bound K.

Proof. Let G > 1 be such that (G2 − 1)(1 +G)6K4 ≤ 1 and G2
√
G4 − 1 ≤

1 and G2
√
G2 + 1 ≤ K. We can also assume that G is close enough to 1, so that in-

cident segments of C always form an angle greater than 2 arcsin(G2/2). We have seen

that such a G can always be found. And if bdrmin(G) > 0, which is always the case if

the field of metrics is continuous, the algorithm terminates.

2.9 CONCLUSION AND FUTURE WORK

The approach that we have presented is built upon the work of Labelle and

Shewchuk. Instead of using a lower envelop of paraboloids, computed in a greedy

way, we rely on a power diagram in higher dimension. As we have shown, we do not

need all the combinatorial informations given by such a diagram, but only the zero-

dimensional intersections of it with a 2-manifold. Indeed, we present the algorithm

by focusing on the overlapping condition on dual triangles, thus minimizing the de-

pendence over the Voronoi diagram itself, apart from the computation of the Voronoi

vertices. As an aside, we also rely only on the Voronoi vertices that are inside the

domain Ω, while Labelle and Shewchuk compute the whole diagram.

The simplicity of the structure of our algorithm makes it a good candidate for an

extension to the 3-dimensional case, especially because of the absence of topological

considerations. However, we currently cannot prove that this meshing algorithm

terminates in three dimensions because flat tetrahedra may overlap their neighbors,

without inducing a large insertion distance for the new refining point. This may

happen even in the case of low distortion of the metric field. The extension to the

3-dimensional case, while relying on a simple framework, raises interesting issues

in terms of complexity of the computation of the restriction of a high dimensional

power diagram, and in terms of termination conditions and proper embedding of a

three-dimensional triangulation.
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Part III

Locally Uniform Anisotropic

Meshes
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CHAPTER 3

LOCAL UNIFORMITY

OVERVIEW

In the previous part, we have presented an approach which is mostly theoretical, in

the sense that it is computationally expensive, and cannot yet be easily applied to

the 3D case, for reasons related both to the computational cost and the geometrical

problem encountered because of sliver tetrahedra.

The following chapter takes a very different view at the same problem. Changing

the definition of the object to be built, we are then able to provide a simple algorithm

that works in both 2D and 3D. The considered object is first an unorganized soup

of stars which is refined until they are consistent. It is not anymore defined as the

dual of a Voronoi diagram. However, once the algorithm terminates, the same kind of

shape guarantees will apply.
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3.1 INTRODUCTION

Neither the method of Labelle and Shewchuk [33] nor the method presented

in the previous chapter can be extended to 3D in a straightforward manner because

the occurrence of sliver tetrahedra results in endless loops.

We propose a new approach for the generation of anisotropic meshes. Given a set

of sites V , for each site v ∈ V , computing the Delaunay triangulation Delv(V ) for the

metric Mv is simple, since it is just the image of a Euclidean Delaunay triangulation

under a stretching transformation. We define the star Sv of a site v as the set of

simplices incident to v in Delv(V ). With this notation, we can define a locally uniform

anisotropic mesh as a mesh such that for each site v, the set of elements incident

to v in the mesh is exactly its star Sv. Our algorithm allows to build such a locally

uniform anisotropic mesh.

Initially, there are inconsistencies among the stars of the sites, in the sense that

it is impossible to merge these stars into a mesh. Then, by adding new points in V at

carefully chosen locations, we show how to remove all the inconsistencies. The data

structure involved is similar to the one presented by Shewchuk[43], in the context

of maintaining triangulations of moving points. Furthermore, the method for guar-

anteeing termination is inspired by the method for sliver removal of Chew[14], also

used later by Li and Teng[34] .

Some notable advantages of this new method are:

• programming this algorithm is simple and straightforward, since it relies on the

usual Delaunay predicates (applied to some stretched spaces);

• it is valid in 3D;

• in 3D, the termination of the algorithm relies on the sliver removal method of

Chew[14], adapted to avoid configurations unsuitable for the algorithm. Conse-

quently, slivers tetrahedra, which are a typical problem for numerical computa-

tions, are also avoided without further expense.

We present the results in dimension 3. However most of these results are still

true in higher dimensions (and dimension 2), with few or without modifications.

3.2 PRELIMINARIES

3.2.1 Anisotropic Metric

We consider a domain Ω ⊂ R
d and assume that each point p ∈ Ω is given a symmetric

positive definite quadratic form represented by a d × d matrix Mp, called the metric

at p. The distance between two points a and b, as measured by a metric M is defined

as

dM (a, b) =

√

(a− b)tM(a− b)
and we use the notations dp = dMp , dp(a) = dp(p, a) and d(a, b) = min(da(b), db(a)).

Given the positive definite quadratic form Mp of a point p, we denote by Fp any

matrix such that det(Fp) > 0 and F t
pFp = Mp. The Cholesky decomposition provides

such a square root matrix Fp. Note however that Fp is not unique. The Cholesky

decomposition provides an upper triangular Fp, while a symmetric Fp can be obtained
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by diagonalizing the quadratic form Mp and computing the quadratic form with the

same eigenvectors and the square root of each eigenvalue.

The Delaunay triangulation Delp(V ) of a finite set of points V with metric Mp is

simply obtained by computing the Euclidean Delaunay triangulation of the stretched

image Fp(V ), and stretching the triangulation back with F−1
p . In the sequel, the

points of V , associated with their metrics, are called sites, and we refer to the ele-

ments of maximal dimension in the triangulation (tetrahedra in 3D) as simplices.

Definition 3.2.1. Given some metric M , a sphere or a ball computed for M are called

M -sphere and M -ball. In the same way, we define the M -circumsphere CM (τ), the M -

circumball BM (τ) and the M -circumradius RM (τ) of a simplex τ , and the M -volume

of a domain.

Given some metric M , the M -radius-edge ratio ρM (τ) of a simplex τ is the ratio

RM (τ)/dM (τ), where dM (τ) denotes its shortest edge, as measured by M .

Note that if M and N are two metrics, an M -sphere is in general an ellipsoid

for N . In particular, an M -sphere is an empty Euclidean ellipsoid, with axes aligned

along the eigenvectors of Mp. Delp(V ) is the triangulation of V such that each simplex

has an empty Mp-circumsphere. By empty, we mean that the circumsphere contains

no site of the triangulation.

3.2.2 Distortion

The definitions in this section are mostly the ones proposed by Labelle and

Shewchuk[33] that we presented in Section 2.4. Still, we recall them because we

slightly modify them so that they suit our context.

Given two metrics M and N , and their square-roots FM and FN , the relative dis-

tortion between M and N is then defined as γ(M,N) = max{‖FMF
−1
N ‖2, ‖FNF

−1
M ‖2},

where ‖ · ‖2 denotes the operator norm associated to the Euclidean metric. Similarly,

given two points p and q, the relative distortion between p and q is then defined as

γ(p, q) = γ(Mp,Mq).

A fundamental property of γ(p, q) is that it bounds the difference between dp and

dq: for any points x, y, we have 1/γ(p, q) dq(x, y) ≤ dp(x, y) ≤ γ(p, q) dq(x, y). The

bounded distortion radius bdr(p, γ) is the upper bound of numbers ℓ such that for all

q and r in Ω, max(dp(q), dp(r)) ≤ ℓ ⇒ γ(q, r) ≤ γ. Furthermore, the minimal bounded

distortion radius associated to γ is bdrmin(γ) = inf bdr(p, γ), with the minimum taken

over all points p ∈ Ω. Note that this is not exactly the same definition as the one

proposed by Labelle and Shewchuk (denoted bdrLS here), but we have

Lemma 3.2.1. The two notions of bounded distortion radius are related by the follow-

ing inequalities: bdrLS(p,
√
γ) < bdr(p, γ) < bdrLS(p, γ).

Proof. bdrLS(p, γ) is the upper bound of numbers ℓ such that for all q in Ω, dp(q) ≤
ℓ ⇒ γ(p, q) ≤ γ. In particular, if ℓ < bdrLS(p,

√
γ), we have that max(dp(q), dp(r)) ≤ ℓ

implies γ(q, r) ≤ γ(q, p)γ(p, r) ≤ γ2. The lower bound follows: bdrLS(p,
√
γ) < bdr(p, γ).

The other inequality is a direct consequence of the definition.

In dimension 3, each simplex τ = abcd has four circumspheres Ca(τ), Cb(τ), Cc(τ)
and Cd(τ). We define the total distortion over τ as the maximal distortion between

any pairs of points of Ω which are both inside Ca(τ) or both inside Cb(τ), or Cc(τ) or

Cd(τ). This total distortion is denoted by γ(τ).
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In the following, we assume that the domain Ω to be meshed is compact, and that

the metric field is continuous over Ω. It follows that Γ = maxx,y∈Ω γ(x, y) is finite.

3.3 STARS AND REFINEMENT

We now define the local structures that are built and refined by our algo-

rithm. These definitions rely on the notion of restricted Delaunay triangulation.

Let Ω be a domain of R
3, and let V be a finite set of points of Ω.

Definition 3.3.1. The restriction to Ω of the Delaunay triangulation Del(V ) of V is

the sub-complex of Del(V ) consisting of the simplices whose Voronoi dual belongs to Ω.

3.3.1 Stars

Definition 3.3.2. We define the star Sv of a site v as the set of simplices incident to v
in Delv(V ) restricted to Ω.

Definition 3.3.3. Two stars Sv and Sw are said to be inconsistent if edge [vw] appears

in only one of the two stars Sv and Sw. Any simplex containing [vw] is also said to be

inconsistent (see Figure 3.1).

v

w

x

y

Cv(vwy)

Cw(wxy)

Uv

Uw

Figure 3.1: Example of inconsistent stars in 2D: stars Sv and Sw are inconsistent

because edge [vw] belongs to Sv but not to Sw.

Definition 3.3.4. The conflict zone of a star Sv is the union of the balls BMv(τ) cir-

cumscribing the simplices τ that compose Sv. We denote it by Zv.

The following result is a simple property of the Delaunay triangulation:

Lemma 3.3.1. The conflict zone of a star Sv is non-increasing upon insertion of new

sites.

It follows that the star of a site v can be maintained by maintaining a local tri-

angulation around v: to each site v is attached a triangulation Tv, computed as the

Delaunay triangulation for metric Mv, and a new site s is inserted into Tv only if s
belongs to the conflict zone of Sv.

3.3.2 Quasi-Cosphericity

Let γ0 > 1 be a bound on the distortion. We introduce now the notion of γ0-

cosphericity and show its link with inconsistent simplices.
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Definition 3.3.5. Five sites a, b, c, d, e are said to be γ0-cospherical for metric M if

there exist two metrics N,N ′ such that

• γ(M,N) ≤ γ0, γ(M,N ′) ≤ γ0, γ(N,N ′) ≤ γ0;

• the triangulations DelN ({a, b, c, d, e}) and

DelN ′({a, b, c, d, e}) are different.

If γ0 is implicit, we say that a, b, c, d, e are quasi-cospherical.

See Figure 3.2 for an illustration in 2D. Note that the five points a, b, c, d, e play

symmetric roles in the definition of γ0-cosphericity. We have the following simple fact:

Lemma 3.3.2. Five points a, b, c, d, e are γ0-cospherical for metric M if there exist two

metrics N,N ′ such that

• γ(M,N) ≤ γ0, γ(M,N ′) ≤ γ0, γ(N,N ′) ≤ γ0;

• e is outside CN (abcd);

• e is inside CN ′(abcd).

τ

a
b

c

CN ′(τ)

CN (τ)

d

Figure 3.2: Example of quasi-cospherical points in 2D: a, b, c and d are quasi-

cospherical because d is outside of CN (abc) but inside CN ′(abc)

Let us now show how the notion of γ0-cosphericity is related to inconsistencies:

Lemma 3.3.3. Let τ = (v, w, x, y) be some inconsistent simplex with distortion γ(τ) <
γ0, which appears in star Sv but not in star Sw. Then there exists a vertex p of Sw such

that {v, w, x, y, p} are γ0-cospherical for metric Mv.

Proof. Since τ ∈ Sv, Cv(vwxy) is empty. But since τ 6∈ Sw, there exists some site p of

Sw which is inside Cw(vwxy). It follows that v, w, x, y, p are γ0-cospherical for metric

Mv.
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Definition 3.3.6. Given some metric M and five points x1, . . . , x5 γ0-cospherical for

the metric M , the M -radius r of the quasi-cospherical configuration is the minimum

of theM -circumradii of the simplices xixjxkxl, for i, j, k, l distinct integers in {1, . . . , 5}.
The M -radius-edge ratio of the quasi-cospherical configuration is the ratio r/dmin,

where dmin = min1≤i6=j≤5 d(xi, xj).

3.3.3 Picking Region

The refinement algorithm consists of refining the simplices which do not satisfy the

required conditions in terms of size, shape, distortion radius or consistency by insert-

ing a point in the empty circumscribing ball of each bad simplex (the circumscribing

ball being computed for the metric of the star currently considered). In the usual

Delaunay refinement, this point is simply the circumcenter of the simplex.

However, we cannot guarantee that the consistency problems will disappear if

new sites are inserted exactly at the circumcenter of the simplices. As we have seen

in the previous section, once the distortion radii of all elements are small, remaining

inconsistencies are related to the occurrence of quasi-cospherical configurations. At

this point, if the exact circumcenter is inserted, cascading configurations are possi-

ble: the refinement could create smaller and smaller inconsistent quasi-cospherical

simplices. This is easily seen from the fact that the classical Delaunay refinement

cannot get rid of almost flat and cocyclic tetrahedra, called slivers. We quantify this

by measuring the shortest distance between sites:

Definition 3.3.7. The shortest interdistance ℓ(V ) of the set of sites V is the shortest

distance between pairs of sites of V :

ℓ(V ) = min
a,b∈V

d(a, b)

In order to prove the termination of the refinement procedure, we need to provide

a positive lower bound on ℓ(V ). In the same way as Chew[14] and Li and Teng[34] did

for avoiding slivers in 3D Delaunay refinement, we define for each simplex, face and

edge (generically called face in the sequel) a picking region. Let δ < 1 be a constant

to be specified later. If cτ and rτ are the M -circumcenter and M -circumradius of a

face τ , where M is the metric of some site, we define the M -picking region of τ as the

intersection of the M -ball DM (cτ , δrτ ) with the affine subspace generated by τ . For

this reason, δ is called the picking ratio.

To avoid cascading constructions, we need to insert a point which is not γ-

cospherical with any of the existing simplices. Writing W (τ) for the set of points that

are γ-cospherical with a given simplex τ , we therefore need to bound the M -volume

of W (τ).

In the following, we will rely on the slivers having been removed first, so that we

can use this lemma:

Lemma 3.3.4. For any tetrahedron vwxy, with bounded radius-edge ratio ρ ≤ ρ0, and

which is not a sliver, i.e. which has a sliverity ratio (the ratio between its volume and

the cube of its shortest edge length) σ ≥ σ0, and for any direction n,

max(| cos(n, vx)|, | cos(n, vy)|, | cos(n, vw)|) ≥ sinα,

where α = 1
2 sin−1 4σ0√

3ρ2
0

.
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Lemma 3.3.5. Let M be a metric, let τ = vwxy be some simplex with M -circumradius

R, radius-edge ratio smaller than ρ0, and sliverity ratio (the ratio between its volume

and the cube of its shortest edge length, as measured by M ) greater than σ0, and let

γ0 > 1 be a distortion bound. The set W (τ) of points z such that v, w, x, y, z are γ0-

cospherical is included in a region of M -volume VM < R3f(γ0), where f is such that

f(x) tends to 0 when x tends to 1.

Proof. Denote by cM the center of CM (vwxy). Denote by N and N ′ the two metrics

involved in the definition of γ0-cosphericity. Assume that vwxy is a Delaunay simplex

for metric N . By definition, z is outside CN (vwxy) but inside CN ′(vwxy). Denote by cN
and cN ′ the centers of these circumscribed spheres, for metrics N and N ′ respectively.

We can assume, without loss of generality, thatN is the Euclidean distance. Recall

that the Euclidean circumcenter of vwxy can be expressed as

cN = f(v, w, x, y) = v +
c(1, 1, 1)

det(w − v, x− v, y − v) ,with

c(1, 1, 1) = (y − v)2(w − v)× (x− v)
+ (w − v)2(x− v)× (y − v)
+ (x− v)2(y − v)× (w − v)

Denote now by A a square root of N ′ (see Section 3.2.1 for a definition of Fp, the

square root of Mp). We can assume that A = Diag(λ, µ, ν) with 0 < λ ≤ µ ≤ ν ≤ γ0 and

ν ≥ 1/λ (by changing the frame of coordinates and exchanging N and N ′ if needed).

We then have

cN ′ = A−1f(Av,Aw,Ax,Ay)

= v +
A−1 Com(A)

det(A)

c(µ1, µ2, µ3)

det(w − v, x− v, y − v)

= v +A−2 c(µ1, µ2, µ3)

det(w − v, x− v, y − v) , with

c(µ1, µ2, µ3) = µ1(y − v)2(w − v)× (x− v)
+ µ2(w − v)2(x− v)× (y − v)
+ µ3(x− v)2(y − v)× (w − v)

with λ ≤ µ1, µ2, µ3 ≤ ν and Com(A) = Diag(µν, νλ, λµ). Furthermore, we have

c(µ1, µ2, µ3) · (y − v) = µ1(y − v)2 det(w − v, x− v, y − v),

and the same formulas with cyclic permutations of w, x, y. It follows from

Lemma 3.3.4 that
∥

∥

∥

∥

c(µ1, µ2, µ3)− c(1, 1, 1)

det(w − v, x− v, y − v)

∥

∥

∥

∥

≤ 3(γ0 − 1)
2RN

sin(α)
,

where α is the one defined in Lemma 3.3.4.

We define

c̃N = v +
1

det(w − v, x− v, y − v)c(µ1, µ2, µ3).
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The triangular inequality then shows that dN (cN , cN ′) ≤ dN (cN , c̃N ) + dN (c̃N , cN ′) ≤
3(γ0 − 1)2RN/ sin(α) + ‖A−2 − I‖RN ≤ 7(γ2

0 − 1)RN/ sin(α).

Finally, dN (cN , cN ′) < Cγ0(γ
2
0 − 1)R. Note that this inequality is valid for any

metrics N,N ′ such that the distorsions γ(N,N ′), γ(M,N), γ(M,N ′) are smaller than

γ0. In particular, we may have M = N or M = N ′.
For metric M , CN (vwxy) is an ellipsoid whose minor half-axis is bigger than R/γ0.

It follows from the upper bound of the distance between cN and cN ′ that CN (vwxy)
contains the Euclidean sphere centered at cM with radius (1/γ0 − Cγ0(γ

2
0 − 1))R >

(2− γ0 − Cγ0(γ
2
0 − 1))R.

Similarly, for metric M , CN ′(vwxy) is an ellipse whose major half-axis is smaller

than γ0R. It follows from the upper bound of the distance between cN and cN ′ that

CN ′(vwxy) is contained in the Euclidean sphere centered at cM with radius (γ0 +
Cγ0(γ

2
0 − 1))R.

Finally, the volume VM is bounded by 4/3πR3 ((γ0+Cγ0(γ
2
0−1))3−(2−γ0−Cγ0(γ

2
0−

1))3) = R3f(γ0).

Similarly, we need to bound the M -area of the intersection of W (τ) with a plane

and the M -length of the intersection of W (τ) with a line: in order to conform the

mesh to the prescribed boundary, the algorithm may need to restrict the insertion of

a point to a given triangle or segment.

Lemma 3.3.6 (Plane restriction). Given a metric M , and a simplex τ = vwxy with

M -circumradius R and radius-edge ratio smaller than ρ0, and a bound γ0 > 1, the set

W (τ) of points z such that v, w, x, y, z are γ0-cospherical, intersected with a plane π,

is included in a region of M -area VM < R2g(γ0), where g is such that g(x) tends to 0
when x tends to 1.

Lemma 3.3.7 (Line restriction). Given a metric M , and a simplex τ = vwxy with

M -circumradius R and radius-edge ratio smaller than ρ0, and a bound γ0 > 1, the

set W (τ) of points z such that v, w, x, y, z are γ0-cospherical, intersected with a line ℓ,
is included in a region of M -length VM < Rh(γ0), where h is such that h(x) tends to 0
when x tends to 1.

In Lemmas 3.3.6 and 3.3.7, functions g and h follow from the volume formulas of

the intersection of a torus with a plane or a line.

Lemma 3.3.8. Let ρ0 be a positive bound, and let ǫ > 0 be the shortest interdistance.

There is at most a constant numberK(ρ0) of possible new γ0-cospherical configurations

p, q, r, s, t if a point p is inserted in the picking region D(cτ , δrτ ) of a face τ with radius-

edge ratio smaller than τ (see Figure 3.3).

Proof. Let q, r, s, t be four points such that p, q, r, s, t are γ0-cospherical for metric Mp.

Since q, r, s, t are within a bounded distance from p, a volume argument follows from

the fact that all sites have an interdistance greater than ǫ.

Lemma 3.3.9. If γ0 is such that K(ρ0) max(f(γ0), g(γ0), h(γ0))β
3 < 4/3πδ3, the set of

points p that would create new γ0-cospherical configurations, with radius smaller than

βrτ and radius-edge ratio smaller than ρ0, does not cover the entire picking region.

Proof. The total area of the set of points that may create such γ0-cospherical config-

urations upon insertion of p is smaller than K(ρ0)f(γ0)(βrτ )
3. If γ0 is chosen so that
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rτ

p

q

r

s

δrτ

Figure 3.3: q, r, s define a forbidden region (black annulus) for p in the picking region

(grey area)

this volume is smaller than the volume 4/3πδ3r3τ of the picking region, the picking

region is not entirely covered.

The same proof remains valid in the case of restricted picking if one replaces f by

g and h.

3.3.4 Encroachment and Star Initialization

Let us now present how the boundary of the domain is preserved during the refine-

ment process. We assume that the domain Ω to be meshed is a polyhedral domain

in dimension 3. By preserving the boundary ∂Ω of the domain, we mean that the

vertices, edges and faces of ∂Ω appear as elements of the final mesh.

As in the usual Delaunay refinement algorithms, this goal is reached by protecting

the boundary ∂Ω from encroachment by inserted points. Let us recall these notions

precisely, in the Euclidean context. See [41] for the original and detailed presentation

of this method.

Definition 3.3.8. A point p is said to encroach a boundary edge or facet f if p is inside

the smallest circumscribing sphere of f . This sphere is called the diametral sphere of

an edge, and the equatorial sphere of a facet. This sphere being empty is called the

Gabriel property for f .

Maintaining the Gabriel property for each boundary edge and facet provides the

protection needed for the boundary. Recall that maintaining the Gabriel property of

boundary edges and facets upon insertion of a new site v means applying the insertion

function Insert or snap e(v) defined as follow:

• GInsert or snap e(c):
if c encroaches some boundary edge e, insert the circumcenter of e. Otherwise,

Insert or snap f(c).

• GInsert or snap f(c):
if c encroaches some boundary triangle f , insert the circumcenter of f . Other-

wise, insert (c).
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In this manner, all protected edges and facets do appear in the final mesh and no

circumcenter is ever inserted outside the domain.

In our context, we do the same for each of the stars: all constraints are inserted in

all stars, and the Gabriel property is maintained in each star for the corresponding

metric.

Note that in practice, as soon as the conflict zone Zv of Sv has an empty inter-

section with the union of the diametral balls of the constraints, updating Sv is done

without taking the constraints into account anymore. This immediately follows from

the fact that Zv is a non increasing set.

This procedure guarantees that boundary facets and edges will be kept all along

the algorithm.

3.4 ALGORITHM

3.4.1 Algorithm Outline

The refinement algorithm that we consider constructs the set of sites V in a greedy

way while maintaining the set of stars {Sv}v∈V and the corresponding sets of con-

straints Ev whose diametral balls intersect Zv.

The algorithm refines the simplices of inconsistent stars, until inconsistent stars

disappear. Once all stars are consistent, they can be merged together to form a trian-

gulation T of the domain, with the property that the 1-neighborhood of any vertex v
in T is Delaunay for metric Mv. For this reason, we call the resulting triangulation a

locally uniform anisotropic mesh.

As we have seen in Section 3.3.3, simply refining inconsistent simplices by insert-

ing their circumcenter does not allow to maintain a lower bounded insertion radius,

which is the condition for the algorithm to terminate. In order to avoid this problem,

we manage not to create a forbidden quasi-cospherical configuration by selecting a

suitable new site in the picking region around the circumcenter of the simplex to be

refined: a point is picked randomly. If it creates any γ-cospherical configuration with

γ too small, it is discarded, and a new point is picked in the picking region.

Let γ0 > 1, δ > 0, ρ0 > 0 and β > 0 be constants to be specified in Section 3.4.2.

In order to describe precisely the algorithm, we define the insertion procedures to be

used. Face τ is either a simplex, a triangle or an edge:

• Pick valid(τ,M):
denote by c and r the center and radius of CM (τ). Pick randomly a point x in

the picking region BM (c, δr) ∩H, where H is the affine subspace spanned by τ .

If there exists points p, q, r, s such that xpqr is a new simplex with γ(xpqr) < γ0

and x, p, q, r, s are γ0-cospherical with radius smaller than βrτ and radius-edge

ratio smaller than ρ0, discard x and pick another random point x, until no such

points p, q, r, s exist. Return x.

• Pick valid for sliver(τ,M):
denote by c and r the center and radius of CM (τ). Pick randomly a point x in

the picking region BM (c, δr) ∩H, where H is the affine subspace spanned by τ .

If inserting x creates any sliver tetrahedron (i.e. a tetrahedron with σ < σ0),

discard x and pick another random point x, until no such sliver tetrahedron

appears. Return x.
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• Refine(τ): Insert or snap e(Pick valid(τ,M)),

where M is the metric of the star that is being refined.

• Refine sliver(τ): Insert or snap e(Pick valid for sliver(τ,M)),

where M is the metric of the star that is being refined.

• Insert or snap e(c):
if c encroaches some boundary edge e, Refine(e). Otherwise,

Insert or snap f(c).

• Insert or snap f(c):
if c encroaches some boundary triangle f , Refine(f). Otherwise, insert c.

The algorithm consists of applying the following rules. Rule (i) is applied only if

Rule (j) with j < i cannot be applied:

Rule (1) Encroachment: Refine encroached elements (edges and then faces) e by

calling Refine(e).

Rule (2) Distortion: If a simplex τ is such that γ(τ) ≥ γ0, Refine(τ);

Rule (3) Radius-edge ratio: If a simplex τ of Sv is such that ρMv(τ) > ρ0,

Refine(τ);

Rule (4) Sliverity: If a simplex τ = vxyz of star Sv has a sliverity ratio (the ratio

between its volume and the cube of its shortest edge length, as measured

by Mv) smaller than σ0 for Mv, Refine sliver(τ).

Rule (5) Cosphericity: If a simplex τ = vxyz of star Sv is such that there exists a

site p such that v, x, y, z, p are γ0-cospherical for Mv, Refine(τ).

Once the algorithm terminates, a simple sweep allows to merge all the stars into

the final locally uniform anisotropic mesh.

3.4.2 Termination of the Algorithm and Quality of the Mesh

Let us now prove that the algorithm presented in the previous section does terminate,

for suitable choices of distortion bound γ0, picking ratio δ, radius-edge ratio ρ0 and

size ratio β. Let us consider the refinement rules, in their order of priority.

Lemma 3.4.1. Assume that for any boundary edge e, the angle between the two bound-

ary facets incident to e, computed for the metric of any point belonging to e, is greater

than 90◦. Then Rule (1) is applied only a finite number of times during the algorithm.

Proof. Once the boundary is sufficiently refined, the diedral angle at any boundary

edge, as computed for the metric at any point in the star of its vertices, is greater

than 90◦, thanks to the continuity of the metric field. At this point, the usual proofs

apply.

Denote by ǫ1 the shortest interdistance between sites once Rule (1) cannot be ap-

plied anymore. Recall the definition Γ = maxx,y∈Ω γ(x, y). Let us now consider the

shortest interdistance created by Rule (2):

Lemma 3.4.2. Let γ0 > 0 be a distortion bound. Denote by r0 the minimal bounded

distortion radius associated to γ0. Any simplex τ such that γ(τ) > γ0 can be refined,

while creating no interdistance shorter than (1− δ)3r0/(4Γ3).
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Proof. If a Mx-sphere C(x, r) has a radius r less than r0/2, then γ(p, q) < γ0 for any

p, q ∈ C. Let τ be a simplex such that γ(τ) > γ0, and denote by a a vertex of τ such that

γ(x, y) > γ0 for two points x, y which are inside Ca(τ). It follows that RMa(τ) > r0/2.

Denote by ca the center of Ca(τ). For any site w 6= a, and any point x in the picking

region around ca, we have dw(x) ≥ da(w, x)/Γ ≥ (da(w, ca) − δRMa)/Γ. The Delaunay

empty ball property then implies (da(w, ca)−δRMa)/Γ ≥ (1−δ)RMa/Γ and by the high

distortion condition RMa(τ) > r0/2, we finally have (1− δ)ra/Γ ≥ (1− δ)r0/(2Γ).
To summarize, we have proved that dw(x) ≥ (1− δ)r0/(2Γ). The same lower bound

is obviously also valid for dx(w).
In case boundary elements are encroached, the same proof can be applied to the

boundary elements instead of τ , with a penalty of a factor at most (1 − δ)2/(2Γ2): if

a point x, chosen in the picking region of a simplex τ , encroaches a boundary facet f
(for a metric M ), the distance rx from x to any site is at most

√
2RM (f). Furthermore,

as we have seen in the first part of the proof, the point y picked in the picking region

of f has a distance ry to any site of at least (1 − δ)RM (f)/Γ. It follows that ry ≥
(1− δ)RM (f)/Γ ≥ (1− δ)rx/(

√
2Γ).

Hence, the penalty for one encroachment is a factor of (1 − δ)/(
√

2Γ). It follows

that the penalty for two consecutive encroachments (of a face and then of an edge) is

a factor of (1− δ)2/(2Γ2). This concludes the proof.

Denote by ǫ2 the shortest interdistance obtained after Rule (1) and Rule (2) have

been applied: ǫ2 = min(ǫ1, (1 − δ)3r0/(4Γ3)). In the following, we can assume that all

simplices have a distortion less than γ0, and that the interdistance is greater than

ǫ2 > 0. In case simplices with high distortion were to appear again later in the

process, the previous lemma shows that we could again refine them and maintain the

same bound ǫ2. Let us now consider the case of simplices with high radius-edge ratio.

Lemma 3.4.3. If (1 − δ)3ρ0 > 2γ3
0 , refining the simplices with a radius-edge ratio

larger than ρ0 does not decrease the shortest interdistance.

Proof. Denote by ǫ the shortest interdistance before the refinement of a simplex with

a radius-edge ratio larger than ρ0. In a way similar to the proof of Lemma 3.4.2, one

computes easily that after the refinement, the shortest interdistance is still greater

than (1− δ)3ρ0ǫ/(2γ
3
0). The result follows.

Hence, ǫ2 remains lower bound of the interdistance.

Lemma 3.4.4. For a sufficiently small σ0, Rule (4) can be applied, and does not de-

crease the shortest interdistance by more than (1− δ)/4.

Proof. In the Euclidean case, Li and Teng[34] provide in Section 4.1 a bound on σ0

which allows the picking to occur by guaranteeing a positive volume for the set of

points which can be accepted by the picking method. This bound relies on a volume

argument, and on the fact that all tetrahedra have a good radius-edge ratio ρ < ρ0.

In our case, thanks to Rule (3), we have the same condition on ρ. However, the

volumes of the forbidden regions have to be computed in different metrics. Using

very conservative bounds, we obtain that our bound σ0 should be at least Γ4 times

the Euclidean bound (Γ3 would be enough for the 3D case, but the 2D and 1D cases

needed for dealing with encroachment require Γ4). With this bound σ0, Rule (4) can

be applied because there exists a valid point to be picked, and Lemma 4.2 of [34] show

that the minimal interdistance does not decrease by more than a factor (1−δ)/4. Since

this result is true for each local (Euclidean) triangulation, this is true globally.
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This proves that applying Rule (4) keeps the interdistance greater than ǫ3 = 1−δ
4 ǫ2.

Finally, we can compute how much the interdistance is decreased when Rule (5)

is applied.

Lemma 3.4.5. Let τ = vxyz be a simplex of star Sv with a site p such that v, x, y, z, p
are γ0-cospherical for Mv. Refining all such configurations does not create any inter-

distance shorter than (1− δ)3ǫ3/2 if (1− δ)3β > 2γ3
0 .

Proof. Denote by ǫ the current shortest interdistance. In a way similar to the proof

of Lemma 3.4.2, one computes easily that the shortest interdistance after the refine-

ment of such a γ0-cospherical configuration stays bigger than (1− δ)3ǫ/(2γ3
0).

Recall that, thanks to the definition of Pick valid, no γ0-cospherical configura-

tion is ever created by the refinement of any simplex τ , except γ0-cospherical con-

figurations with radius bigger than βrτ or radius-edge ratio bigger than ρ0. If the

radius-edge ratio is bigger than ρ0, the configuration is to be refined by Rule (3). As

we have just seen, if the radius is bigger than βrτ , the shortest interdistance created

to refine this new γ0-cospherical configuration is at least (1 − δ)3βrτ/(2γ
3
0). Hence,

if we choose β large enough, so that (1 − δ)3β > (2γ3
0), refining this kind of new γ0-

cospherical configuration does not reduce the shortest interdistance.

It follows that (1 − δ)3ǫ2/2 is a lower bound on the interdistance after applying

Rule (4), under the condition that (1− δ)3β > (2γ3
0).

Lemma 3.4.1, 3.4.2, 3.4.3, 3.4.4 and 3.4.5 show that the insertion radius admits

a positive lower bound. This concludes the proof of the termination of the algo-

rithm. Let us summarize this result in the following theorem, which also relies on

Lemma 3.3.8:

Theorem 3.4.1. Given a polyhedral domain Ω and a continuous metric field over Ω,

and the following properties for the parameters of the algorithm,

• the dihedral angle at each boundary edge e, computed for the metric of any point

of e, is greater than 90◦;

• ρ0 is larger than 2;

• δ is small enough, so that (1− δ)3ρ0 > 2;

• β is large enough, so that (1− δ)3β > 2;

• γ0 is close enough to 1, so that K(ρ0, β) max(f(γ0), g(γ0), h(γ0))β
2 < 4/3πδ2 and

(1− δ)3β > 2γ3
0 and (1− δ)3ρ0 > 2γ3

0 .

the refinement algorithm terminates, with a lower bound ρ0 on the radius-edge ratio

of the elements and an upper bound γ0 on the distortion of the simplices. �

Note that these bounds ρ0 and γ0 ensure that eventually all simplices are well-

shaped for the metrics of their vertices. This guarantees the quality of the final mesh.
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Figure 3.4: Output of the algorithm with a zoom on the central part: the red lines

delimit the zoomed region.

3.5 CONCLUSION

We have proposed a new definition for an anisotropic mesh and an algorithm

to generate such a mesh. The algorithm is the first to offer guarantees in 3-space.

Moreover, the algorithm is simple and has been implemented in the plane in C++

using CGAL.

Although the implementation has not been optimized, we had still a much more

scalable algorithm than the one we proposed in [7]: our datastructure has asymptoti-

cally the same space complexity as a triangulation of the same pointset. Interestingly,

the assumption that the metric field was continuous appeared crucial not only in the-

ory, but also in practical tests: discontinuities typically prevent the algorithm from

terminating, because the algorithm refines the locus of the discontinuity (usually a

curve) indefinitely.

Figure 3.4 shows the output of the algorithm on a domain where the metric is

stretched horizontally in the upper part and vertically in the lower part. In this

example, we did not enforce any size bound, so that the variable density of the result

clearly shows where more refinement was needed for removing inconsistencies. As

expected, the higher densities are located along the line of high distorsion, where the

eigenvectors exchange their eigenvalues.

Yuanmi Chen implemented the algorithm in 3D, an example of the output is pre-

sented in Figure 3.5.

Future directions of work include

• allowing more general constraints, in particular constraints with sharp edges,

and using a protection scheme to avoid cascading insertions in the neighborhood

of these edges;

• dealing with discontinuities by protecting points of discontinuity and by consid-

ering the curves of discontinuity as constraints of the triangulation;

• extending the results in dimension d > 3.
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Ω ⊂ 3 p ∈ Ω
3× 3 Mp

p a b
M

dM (a b) =


(a b)tM(a b)

dp = dMp
 dp(a) = dp(p a)

p Cp Mp

p

Figure 3.5: Output of the algorithm, implemented in 3D by Yuanmi Chen
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Greedy Ad Hoc Routing
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CHAPTER 4

GREEDY POWER ROUTING

OVERVIEW

In this chapter, we present an application of power diagrams to the field of adhoc net-

works routing. We consider a greedy routing scheme for planar 3-connected graphs,

first introduced by Ben Chen et al. [12]. The embedding is in R
2, but the proximity

measure used is not Euclidean. We show the relationship between this embedding

and classical circle packings, and show how to modify Thurston’s iterative algorithm

for computing circle packings to compute our embeddings in a distributed manner.

The greedy routing scheme is described in Section 4.3. We prove that it is in fact

equivalent to greedy polyhedral routing in Section 4.3.3.
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4.1 SENSOR NETWORKS

Sensor networks are a collection of (usually miniature) devices, each with

limited computing and wireless communication capabilities, distributed over a physi-

cal area. The sensor network collects data from its environment and should be able to

integrate it and answer queries related to this data. Sensor networks are becoming

more and more attractive in many application domains.

The advent of sensor networks has posed a number of research challenges to the

networking and distributed computation communities. Since each sensor can typi-

cally communicate only with a small number of other sensors within a short range,

information generated at one sensor can reach another sensor only by routing it

through the network. Traditional routing algorithms rely only on the combinatorial

connectivity graph of the network, but the introduction of so-called location-aware

sensors, namely, those that also know what their physical location is (e.g. by using a

GPS receiver), permit more efficient geographic or geometric routing.

In geometric routing we consider the following problem: A packet is to be routed

across the network from a source sensor to a destination sensor. The physical loca-

tions – the coordinates – of the source and destination sensors are known. When a

sensor receives a packet, it must decide to which of its neighbors it should forward

the packet based on a local decision. By local decision, we mean that the decision

is made based only on local information - the coordinates of the current sensor, the

destination, and the sensor’s neighbors. Despite this restrictive locality, the routing

algorithm should guarantee that the packet will indeed arrive at the destination.

4.2 PREVIOUS WORK

One simple geometric routing scheme is greedy routing. In greedy routing,

when a sensor receives a packet, it forwards the packet to the neighbor that is closest

in some sense to the destination sensor. The main problem with greedy routing is

that it may encounter local minima, also known as routing voids or holes, when the

current sensor has no neighbor closer to the destination than itself. When such a local

minimum is encountered, the packet is ”stuck”, greedy routing cannot continue, and

the delivery fails. Examples of greedy routing are greedy Euclidean routing, which is

based on Euclidean distance to the destination, or compass routing, based on angular

distance to the destination [32]. An important question is the design of proximity (i.e.

closeness) measures that guarantee the delivery of all packets, irrespective of the

source or destination node. Since this measure is usually a distance in some space

where the nodes have been embedded, the problem of positioning the nodes in such

a space is referred to as the problem of computing a greedy embedding of a given

network.

The most natural example of greedy routing is greedy Euclidean routing, where

the proximity of nodes is measured simply by the Euclidean distance. This scenario

has been studied in detail by Papadimitriou and Ratajczak [37], who conjectured

that any 3-connected planar graph admits a greedy Euclidean embedding, namely,

a greedy embedding for the Euclidean distance. An easy example is the subset of

Delaunay-realizable triangle graphs, since it is easy to check that Delaunay triangu-

lations are greedy Euclidean embeddings of their underlying graph.

While not able to prove their conjecture, Papadimitriou and Ratajczak propose

other greedy routing schemes, most notably, 3D polyhedral routing. This consists of

embedding the 3-connected planar graph as a polyhedron edge-tangent to the unit
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sphere in R
3. A packet is routed by forwarding it to the neighbor vertex that maxi-

mizes the dot-product with the destination vertex. Such an embedding always exists,

and they prove that the routing scheme always delivers.

Recently, Dhandapani [19] proved the conjecture of Papadimitriou and Ratajczak

for the special case of a triangle graph. Using Schnyder embeddings of triangulations

of the sphere, Dhadapani showed the existence of a greedy Euclidean embedding for

any such triangulation. Unfortunately, the proof is not constructive.

Other spaces have been considered as embedding spaces for the greedy routing

problem. Kleinberg [30] studied the question of embedding the network in the hyper-

bolic plane, and was able to construct a greedy embedding in the hyperbolic plane for

every connected finite graph. Note that the graph is neither assumed to be planar,

nor to have any particular connectivity property, beyond connectedness. For these

reasons, Kleinberg’s results are particularly valuable in practical implementations.

Furthermore, a distributed algorithm is presented, allowing the network to compute

its own embedding, at the expense of a few broadcasting operations.

4.3 GREEDY POWER ROUTING

4.3.1 Power Routing

The routing algorithm is greedy routing where the nodes are embedded as circles in

the plane, and the circle power functions are used as distance functions. Namely,

to route to destination t when at vertex v, forward to the neighboring vertex u such

that u = argminw∈N(v) Pow(w, t), where N(v) is the set of neighbors of v. This routing

scheme was first introduced by Ben Chen et al. [12].

In general, this greedy routing algorithm is not guaranteed to deliver. However,

the freedom to choose the radius of each circle gives us some flexibility beyond the

usual Euclidean distance so that the embedding can be made greedy.

4.3.2 Contained Power Diagrams

An orthogonal dual of a convex tiling is a planar embedding of the graph dual to

the tiling, such that primal-dual edge pairs lie on orthogonal lines. We consider the

setting in which the faces dual to boundary vertices are unbounded, and the vertex

dual to the outer face is not embedded. For a 3-connected planar graph, there may

exist many orthogonal primal/dual embedding pairs. Here we will be interested in

pairs with a special property.

Definition 4.3.1. A contained embedding of a 3-connected planar graph is an orthog-

onal primal/dual embedding pair, such that each primal vertex is strictly contained

in its dual face.

Lemma 4.3.1. Any 3-connected planar graph and its dual have a contained embed-

ding.

Proof. The celebrated kissing disks theorem of Koebe and Andre’ev [31] states that

any 3-connected planar graph and its dual can be simultaneously embedded in the

plane such that each face is a convex polygon with an inscribed circle whose center

coincides with the vertex of the dual corresponding to the face, and such that edges
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are perpendicular to their dual edges. Such an embedding is by definition a contained

embedding (see Figure 4.1).

Figure 4.1: A contained embedding obtained from the kissing disks theorem of Koebe

and Andre’ev.

Note that a contained embedding of a graph is not necessarily unique. For exam-

ple, if the graph happens to be a Delaunay-realizable triangulation, then any Delau-

nay realization and its dual Voronoi diagram are also a contained embedding for that

graph.

As we have seen in the previous section, such contained embeddings are contained

power diagrams. In terms of power diagrams, we have the following definition:

Definition 4.3.2. A power diagram is said to be contained if each site is contained in

its cell (see Figure 4.2).
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v

w

Cell(v)

Figure 4.2: As the radius of the circle around w grows, Cell(w) grows and Cell(v)
shrinks. The power diagram becomes uncontained when v is no longer in Cell(v).

This key containment property is a sufficient condition for the greedy power rout-

ing to deliver. To state this result, we adopt the following notations: let G(V,E) be a

combinatorial triangulation. Assume that G is planar and denote by B its boundary,

which is a cycle. In the following, we study a map φ : V → D2 × R, which associates

to each vertex v a point p(v) in the unit disk and a scalar weight σ(v). We denote by

Conv(p(V )) the convex hull of the associated points.

Theorem 4.3.1. If the restriction of the power diagram of φ(V ) to Conv(p(V )) is con-

tained and if its adjacency graph (i.e. the combinatorial dual) is a subgraph of G, then

greedy power routing delivers on φ.

Proof. First note that in the special case that the embedding is a Delaunay triangu-

lation, then all the radii are equal and greedy power routing is the same as greedy

Euclidean routing.

In the general case, we must show that given a destination vertex t, each vertex

v has a neighbor u in G such that Pow(u, t) < Pow(v, t). This may be shown using an

argument similar to that of Bose et al. [9] that the Delaunay triangulation is greedy.

Specifically, consider the power diagram of the primal vertices with the given radii.

Let e be the first edge of the power diagram which the line v → t intersects. There

must exist such an edge, because in a contained embedding each vertex is strictly

contained in its dual face, so v and t must lie in different cells of the power diagram.

Let u be the vertex whose cell is adjacent to v’s cell through e, and l be the line

supporting e. Edge e is part of the restricted power diagram. Since the adjacency

graph of the restricted power diagram is a subgraph of G, u is a neighbor of v in G.
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Every point x on l is equidistant from u and v: Pow(x, v) = Pow(x, u). Ev-

ery point y in the half plane created by l that contains u is closer to u than to v:

Pow(y, u) < Pow(y, v). By the definition of u, t lies in the half plane which is closer

to u, hence Pow(t, u) < Pow(t, v). It remains to show that the routing terminates at

the destination vertex t. But, by construction, every vertex is strictly contained in its

dual cell, hence all vertices v 6= t in the embedding satisfy Pow(t, t) < Pow(t, v). Thus,

Pow(·, t) has a global minimum at t. This concludes the proof.

4.3.3 Equivalence to Polyhedral Routing

Before going deeper into the study of greedy power routing, we first show the equiv-

alence between greedy power routing and greedy polyhedral routing, as described by

Papadimitriou and Ratajczak [37].

Definition 4.3.3. Greedy polyhedral routing is greedy routing among the vertices of

a convex polyhedron in R
3 containing the origin O, by greedily maximizing 〈Ov,Ot〉

where v is the current vertex, and t the destination vertex.

We use elementary geometric arguments, but rely on what is simply the projective

equivalence of polarities with respect to the paraboloid and with respect to the sphere.

Polarity

Denote by S
2 the unit sphere of R

3, and by O its center.

Definition 4.3.4. The polar hyperplane of a point P different from O, denoted π(P ), is

the plane defined by the equation 〈 ~OP , x〉 = 1. The point P is called its polar point. We

denote by C(P ) the intersection π(P )∩S
2, and by prP (Q) the oriented distance between

O and the projection of Q on (OP ): prP (Q) = 〈OP,OQ〉/
√

〈OP,OP 〉.
In other words, if P is outside S

2, the circle C(P ) is the locus of points x such that

(Px) is tangent to S
2, and π(P ) is the plane containing C(P ). Note that, by definition,

π(P ) is orthogonal to (OP ). Let us now recall the following lemma.

Lemma 4.3.2. For any two points P and Q outside S
2,

P ∈ π(Q)⇔ Q ∈ π(P )⇔ C(P ) ⊥ C(Q).

Proof. In the following, we use the notations p = ~OP and q = ~OQ. We have the

following equivalences:

P ∈ π(Q)⇔ 〈q, p〉 = 1⇔ Q ∈ π(P ).

Furthermore, the tangent vectors to C(P ) and C(Q) at an intersection point x are

collinear to p× x and q × x. The scalar product of these vectors is

〈p× x, q × x〉 = 〈(q × x)× p, x〉 = 〈q, p〉〈x, x〉 − 〈x, p〉〈x, q〉 = 1 · 1− 1 · 1 = 0.

This concludes the proof.

It easily follows from this lemma that the oriented angle of intersection α(P,Q) of

two circles C(P ) and C(Q) (0◦ in the case of tangency) depends only on the distance

prP (Q) betweenO and the projection ofQ on (OP ), and is a locally increasing function

of this parameter. If we restrict Q so that C(Q) does not contain P we obtain an

increasing function.
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Stereographic Projection

Recall that the stereographic projection and its inverse ψ : R
2 → S

2 map circles to

circles and preserve the angles of intersection between circles.

As in the previous section, we denote by prP (Q) the distance between O and

the projection of Q on (OP ). Let D, C1 and C2 be three circles in the plane, such

that Pow(D,C1) < Pow(D,C2). This property does not depend on the radius of D.

Thus, by adapting this radius, we may assume that C1 and D intersect. Let us

first assume that C2 intersects D too. In this case, the angles of intersection sat-

isfy α(D,C1) > α(D,C2). Denote by P , Q1 and Q2 the points such that ψ(D) = C(P ),
ψ(C1) = C(Q1) and ψ(C2) = C(Q2). Since ψ preserves the angles of intersection, we

have α(P,Q1) > α(P,Q2). The previous section then implies that prP (Q1) > prP (Q2).
If C2 does not intersect D, considering a second larger circle with the same center as

D and orthogonal to C2 provides the same conclusion.

This fact can be summarized as follows:

Lemma 4.3.3. If X is a set of circles, and Y is another circle such that no circle of X
contains the center of Y , then for any point P the extrema

min
X∈X

Pow(P,X) and max
X∈X

prP (C−1(ψ(X)))

are obtained at the same X0 ∈ X .

Note that these two quantities are mapped to each other by a homography. This

explains why a restriction is needed in order to have a monotonic function.

Routing Equivalence

Given a set of circles X such that no circle contains the center of another cir-

cle, Lemma 4.3.3 shows that greedy polyhedral routing on C−1(ψ(X)) (see Defini-

tion 4.3.3) generates exactly the same paths as greedy power routing on X .

It follows that any set of circles on which greedy power routing delivers, composed

with the mapping C−1 ◦ ψ, provides a polyhedron on which greedy polyhedral rout-

ing delivers. Furthermore, the following lemma relates the equivalent special cases

which interest us:

Lemma 4.3.4. The transformation C−1 ◦ ψ maps a circle packing to a polyhedron

edge-tangent to S
2 (see Figure 4.3).

Proof. ψ maps tangent circles in the plane to tangent circles on the sphere. Denote

by C(P ) and C(Q) two such tangent circles on S
2, with P and Q being their polar

points, and denote by T their tangency point. By construction, (PT ) is tangent to S
2

at T and orthogonal to C(P ) at T . Similarly, (QT ) is tangent to the sphere at T and

orthogonal to C(Q) at T . Hence, both lines (PT ) and (QT ) belong to the tangent plane

of S
2 at point T , and both are orthogonal to the common tangent of C(P ) and C(Q) at

T . It follows that P , T and Q are co-linear. This proves that the segment linking the

images of two tangent circles by C−1 ◦ ψ is tangent to S
2. The result follows.

One can also show the connection between the containment property of power di-

agrams, and the property that Papadimitriou and Ratajczak proved to be a sufficient

condition for greedy polyhedral routing to deliver:
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Figure 4.3: Two circles in the plane and their images (P and Q) on the sphere through

C−1 ◦ ψ

Definition 4.3.5. Let P be a convex polyhedron in R
3 containing the origin O. A

supporting hyperplane of P at vertex v of P is a hyperplane that contains v but does

not intersect P otherwise.

A polyhedron P is said to have orthogonal support if for each vertex v of P , the

plane orthogonal to (Ov) and containing v is a supporting hyperplane.

Papadimitriou and Ratajczak proved that having orthogonal support is a sufficient

condition for a polyhedron to provide greedy routing that delivers.

Lemma 4.3.5. A set of circles defines a contained power diagram if and only if its

image by C−1 ◦ ψ is a polyhedron P with orthogonal support.

Proof. Denote by v and w two vertices of a convex polyhedron P . Circles Cv =
C(cv, rv) = ψ−1 ◦ C(v) and Cw = C(cw, rw) = ψ−1 ◦ C(w) are the corresponding cir-

cles in the plane. Denote by hv the plane orthogonal to (Ov) and containing v. Then

w belongs to hv if and only if the radical axis of Cv and Cw (i.e. the power diagram

bisector, which is, in this case, the line passing through the intersection points of the

two circles) passes through cv. In other words, w belongs to hv if and only if cv belongs

to the boundary of the power region of Cw in the power diagram of {Cv, Cw}.
The result then follows from Lemma 4.3.3.

This completes the parallel between the two routing schemes. This parallel im-

plies that the algorithm we design in the following sections allows the computation of

more general greedy polyhedral embeddings than those edge-tangent to the sphere,

as proposed by Papadimitriou and Ratajczak.
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CHAPTER 5

ALGORITHMIC SOLUTIONS

OVERVIEW

In this chapter, we present a novel way of using Thurston algorithm for the dis-

tributed computation of greedy embeddings, i.e. embeddings for which the greedy

routing algorithm works.

Section 5.1 reviews the notion of circle packings and Thurston’s algorithm to com-

pute them, while the design of suitable termination conditions for the Thurston al-

gorithm is studied in Section 5.2. Section 5.3 is devoted to the description of the

algorithm, before a final discussion on our validation experiments and future work in

Section 5.4.
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5.1 CIRCLE PACKING

5.1.1 Definitions

As we have seen in Lemma 4.3.1, kissing disks, also called circle packings, are an

example of contained power diagrams, and, as such, are a greedy power embedding

of their tangency graph. More formally:

Definition 5.1.1. Given a planar triangulation G(V,E), a G-circle packing is a set C
of circles in the plane with a bijection γ : V → C such that γ(v) and γ(w) are externally

tangent if and only if {v, w} is an edge of G.

Definition 5.1.2. A G-circle packing is said to be locally univalent if for any vertex

v ∈ V , the circles corresponding to v and to its neighbors in G have mutually disjoint

interiors.

We now state a few important results about circle packings. A detailed presenta-

tion of the subject can be found in Stephenson [45].

Theorem 5.1.1 ([45], p. 18). Given a planar triangulation G(V,E), and any assign-

ment of positive radii to the boundary vertices of G, there exists (in the Euclidean and

in the hyperbolic plane) an essentially unique locally univalent circle packing for G
whose boundary circles have these values as their radii.

Essentially unique is to be understood as up to isometry.

Definition 5.1.3. AG-circle packing is said to be univalent if its circles have mutually

disjoint interiors.

In the sequel, we will need circle packings that are univalent. Thus, we will use

the following result:

Theorem 5.1.2 ([45], p. 62). Let G be a combinatorial closed disc (that is, simply

connected, finite, triangulation). Then there exists an essentially unique univalent

circle packing PG contained in the unit disc such that any boundary circle is internally

tangent to the unit disc.

We will refer to this kind of packing as a G-circle packing of the unit disc.

Note that the previous results are stated for a triangulated graph. However, these

two theorems are still true for 3-connected planar graphs, if a rigidity condition is

added to the definition of circle packing:

Definition 5.1.4. Given a 3-connected planar graph G(V,E), a G-circle packing is a

set C of circles in the plane with a bijection γ : V → C such that γ(v) and γ(w) are

externally tangent if and only if {v, w} is an edge of G, and such that for each face

f = (w1, . . . , wn) of G, there exists a circle c(f) which is orthogonal to all circles γ(wi),
1 ≤ i ≤ n.
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5.1.2 Practical Computations of Circle Packings

Various methods exist for the computation of circle packings. The oldest and simplest

one, which we will study in detail and build upon, is the Thurston algorithm [46].

It is an iterative algorithm which greedily updates the radii of the circles until they

converge to values compatible with circle packing. Various other algorithms have

surfaced since the inception of the original Thurston algorithm. Before presenting the

details of the Thurston algorithm, we briefly describe two other algorithms relevant

to our study.

The Springborn-Bobenko Algorithm

Springborn and Bobenko [5] have proposed a general framework for dealing with

so-called circle patterns, which are sets of circles with non-zero intersection angles

instead of the simpler tangency condition of circle packings. They characterize the

intersection angles for which such circle patterns exist, and then define convex func-

tionals on circle patterns which are minimized when the required conditions on these

intersection angles are satisfied.

These ideas have been applied by Kharevych, Schroeder and Springborn [27] to

the conformal parametrization of discrete 3D surfaces. They show how to apply the

variational characterization of circle patterns of Springborn and Bobenko [5] to the

practical computation of circle patterns with prescribed intersection angles.

Applying these methods to the special case of circle packings is easy. However,

the minimization procedure is not directly amenable to distribution among network

nodes.

Discrete Ricci Flow

Chow and Luo [15] have considered a completely different approach to the question of

circle packing. They describe a discretization of Hamilton’s Ricci flow and prove that

it converges to a circle packing with prescribed adjacency relations. This implies an

algorithm for computing circle packings, which is proved to converge exponentially

fast.

While very efficient, this algorithm requires a periodic global rescaling of the circle

radii, which prevents distribution of the computation among network nodes.

The Thurston Algorithm

In this section we present the algorithm that Thurston [46] designed for the numeri-

cal computation of circle packings.

The algorithm consists of setting the value of the boundary radii and updating all

internal radii in order to satisfy local univalence. This step is repeated until some

error bound on the local univalence error (measured as an angular error) is reached.

At this point, a layout process is required to translate the radii values into planar

coordinates of the centers. The convergence of this process to a locally univalent

circle packing, in the Euclidean and hyperbolic case, is proved in [16]. See Collins

and Stephenson [17] for a practical and efficient implementation of this algorithm.

Note that this algorithm works for triangulations only. However, it can be gen-

eralized to more general 3-connected planar graphs, with the additional constraint

specified in Definition 5.1.4.
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In the following, we represent the Thurston algorithm by a sequence of so-called

circle mapping functions (φn)n∈N that map vertices of V to circles in the plane. The

distance between two such functions is measured as the Euclidean distance d on R
3|V |.

We denote by ΦG the function that maps the vertices to the limit circle packing ΦG,

which is unique up to some isometry of the hyperbolic plane, namely, some Möbius

transformation.

There are two reasons why we focus on Thurston’s algorithm: it is an extremely

simple algorithm, and it can be distributed in a straightforward manner. However,

there is one drawback in this algorithm, beyond its relative slowness. It provides

only an approximation of the desired circle packing. Computing the exact one would

require an infinite number of steps.

In the sequel, we show how to overcome this such that only a finite number of

steps are required.

5.2 LOCAL TERMINATION CONDITIONS

In order to stop the iterations of Thurston algorithm, we need a termination

condition that would guarantee that the result is at least a contained power diagram,

with the correct adjacency relations. This is sufficient to enable greedy power rout-

ing. We need to ensure, however, that the algorithm may be distributed, including

checking the termination condition.

5.2.1 Triangulated Case

Recall that we study a map φ : V → D2 ×R, which associates to each vertex v a point

p(v) in the unit disk and a radius σ(v):

φ = (p, σ).

The boundary of G is denoted by B.

Definition 5.2.1. If w1, . . . , wn are the neighbors of v in G, the local cell of v in G,

denoted by CellG(v), is the cell of v in the power diagram of {φ(v), φ(w1), . . . , φ(wn)}
(see Figure 5.1).

In the following definition, when we refer to the order of vertices around another

vertex, we mean the cyclic order of vertices, which is independent of the embedding

in the case of a triangulation (except that we can reverse all orientations).

Definition 5.2.2. For any vertex v ∈ V , we say that property LPD(v, φ) (Local Power

Diagram) is satisfied if and only if

• if w1, . . . , wn are the neighbors of v in G (in this order), then the cell CellG(v)
contains p(v) and the cells adjacent to it are exactly those of w1, . . . , wn (in this

order, see Figure 5.2);

• Let v ∈ B. Denote by w1 and wn the two neighbors of v that belong to B
and that are linked to v by boundary edges. Then in the power diagram of

{φ(v), φ(w1), . . . , φ(wn)}, Cell(v)∩Cell(w1)∩Cell(wn) is either empty (which means

that Cell(v) is unbounded) or it is a point outside the unit disk D
2.
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v

w1

w2

w3

w4

w5

w

Figure 5.1: The local cell CellG(v) (solid lines) contains the power diagram cell (dashed

lines) and contains another vertex w.
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w1

w2

w3

w4

w5

v

Figure 5.2: As w4 moves away from v, LPD(v, φ) becomes unsatisfied (while the solid

lines diagram becomes the dashed lines diagram), because CellG(v) and CellG(w4) are

not adjacent anymore, whereas edge [vw4] exists in G.
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Note that the condition about the order of neighbor cells around a given cell is

equivalent to requiring that the graph is properly embedded (this follows from the

convexity of the power diagram cells). Thus, if G is known to be embedded, specifying

the order of neighbor cells is not necessary.

We are now ready to state the central theorem of this section:

Theorem 5.2.1. If

∀v ∈ V, LPD(v, φ),

then the restriction of the power diagram of φ(V ) to the convex hull Conv(p(V )) is

contained and its adjacency graph is G.

Proof. From now on, we denote by Cell(w) the cell of φ(w) in the power diagram of

φ(V ), and by CellvG(w) the cell of w in the power diagram of {φ(v), φ(w1), . . . , φ(wn)},
where w1, . . . , wn are the neighbors of v in G. Let ρ be the restriction to Conv(p(V )).

We now prove that ρ(CellvG(v)) = ρ(Cell(v)) for all v ∈ V . First note that Cell(v) ⊂
CellvG(v) for all v ∈ V implies that ∪v∈V ρ(CellvG(v)) = Conv(p(V )).

For each vertex v ∈ V , we consider the usual lifting to the polar hyperplane ℓv :
x 7→ (x, 2〈x|φ(v)〉 − ‖φ(v)‖2 + r(v)2) in dimension 3. The power diagram of φ(V ) is the

projection of the upper envelope of the hyperplanes ℓv(R
2). We now show that the

ℓv(ρ(CellvG(v))) can be glued into a convex terrain over the convex domain Conv(p(V ))
(see Figure 5.3).

v

w

p

q

α

β

CellvG(v)

CellwG(w)

A

B

ℓw

ℓv

Figure 5.3: Lifting two local cells that share an edge.
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If v and w are neighbors inG and v 6∈ B, let p and q be the two vertices opposite the

edge (v, w). Let α be the power diagram vertex defined by v, w and p, and let β be the

power diagram vertex defined by v, w and q. The hypotheses LPD(v, φ) and LPD(w, φ)
imply that the segment [αβ] is an edge common to CellvG(v) and CellwG(w) because the

four vertices v, w, p and q will all appear in the computations of the border of both

cells.

This implies that ℓv(CellvG(v)) and ℓw(CellwG(w)) can be glued together along their

common edge which is [AB] = ℓv([αβ]) = ℓw([αβ]). Furthermore, one can see that the

angle between ℓv(CellvG(v)) and ℓv(CellwG(w)) along [AB] is convex, because it is true

for the local diagram of v and its neighbors,

Now consider the case where both v and w are boundary vertices. Let p be the

vertex opposite (v, w) in G and consider the edge e(v, w) = CellvG(v) ∩ CellvG(w). Hy-

pothesis LPD(v, φ) implies that this edge e(v, w), whether infinite or not, has only one

vertex inside the unit disk D
2, which is the power diagram vertex defined by v, w and

p. e(v, w) is also perpendicular to the line (p(v)p(w)) and reaches the boundary of D
2.

By symmetry, e(w, v) has the same properties. It follows that ρ(e(v, w)) = ρ(e(w, v)).
This proves again that ℓv(CellvG(v)) and ℓw(CellwG(w)) can be glued together along this

convex edge.

Finally, we obtain that the ℓv(CellvG(v)) can be glued together into a locally convex

polyhedral terrain P over the convex domain Conv(p(V )). It follows that P is globally

convex and is in fact the restriction of a convex polytope and that the projection of

its edges onto Conv(p(V )) is a restricted power diagram, whose sites happen to be

the elements of φ(V ), by construction. The way the patches have been glued together

shows that the adjacency graph of this restricted power diagram is exactly G.

Note that the sites on the boundary of G may not be in convex position. In par-

ticular, if the power diagram were not restricted to Conv(p(V )) (as we have seen in

the proof, restricting to D
2 is in fact sufficient), the cells of vertices which are not

connected in G may be adjacent, creating an adjacency graph bigger than G.

We can now state the following corollary of Theorems 4.3.1 and 5.2.1:

Corollary 5.2.1.1. If

∀v ∈ V, LPD(v, φ),

then greedy power routing delivers on φ. �

5.2.2 Generalized Papadimitriou and Ratajczak Result

Papadimitriou and Ratajczak [37] provided geometric conditions on embeddings of 3-

connected planar graphs which characterize greedy Euclidean embeddings. We now

present this result in the more general context of arbitrary distance functions, and

explain how it relates to Section 5.2.1. We will need this for the extension of the

results of Section 5.2.1 to more general planar graphs.

Given a field d of distance functions {dx : R
2 → R, x ∈ R

2} (these functions are

arbitrary real functions) and a set of sites V ⊂ R
2, we can define two kinds of distance

diagrams:

• the usual one, where the cell of a site v is defined as

Cell(v) = {x ∈ R
2, dv(x) ≤ dw(x),∀w ∈ V }
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• the reciprocal one, where the cell of a site v, called the reciprocal cell is defined

as

Cell◦(v) = {x ∈ R
2, dx(v) ≤ dx(w),∀w ∈ V }

Note that in the first case, the computation of a cell depends only on the distance

functions of the sites. In contrast, in the second case, it depends on the distance func-

tions at each point in the plane. Thus, the reciprocal diagram is usually impossible

to compute (locally) if the distance functions are too general.

Just as we defined the local cell CellG(v) of a vertex v of an embedded graph G,

we can define the local reciprocal cell Cell◦G(v) and state a generalized version of the

characterization of Papadimitriou and Ratajczak.

Theorem 5.2.2. Given a field d of distance functions {dx : R
2 → R, x ∈ R

2}, greedy

routing on a graph G(V,E) with respect to d delivers if and only if for each vertex

v ∈ V , the local reciprocal cell Cell◦G(v) contains no vertex other than v.

Proof. The proof is exactly the same as in Theorem 1 of Papadimitriou and Rata-

jczak [37].

This is not a practical result. However, in the case of symmetrical distance func-

tions, i.e. distance functions such that ∀x, y ∈ R
2, dx(y) = dy(x), the usual cell and

the reciprocal cell are identical, namely Cell = Cell◦ and CellG = Cell◦G. This is the

case not only for the Euclidean distance, but also for the power distance: each point

x in the plane is endowed with an arbitrary radius rx, and the distance between two

points x and y is defined as dx(y) = dy(x) = ‖x − y‖2 − r2x − r2y (if x is not a site,

we may choose rx = 0 or any arbitrary real value). Thus, we can now generalize

Theorem 5.2.2:

Theorem 5.2.3. Greedy power routing delivers if and only if for each vertex v ∈ V ,

the local cell CellG(v) for the power distance contains no vertex other than p(v) (see

Figure 5.1). �

We summarize our results so far in the following diagram, which details the links

between the various conditions. These hold for both Euclidean and power distances:

Theorem 5.2.1

∀v ∈ V, ⇐⇒ ∀v ∈ V,
LPD(v, φ) v ∈ CellG(v) = Cell(v)

Theorem 4.3.1 ⇓

Greedy routing ⇐⇒ ∀v ∈ V,
delivers on φ(G) Theorem 5.2.3 CellG(v) contains only v

Note that the upper right condition may also be stated as “G is the dual graph of the

contained distance (power or Voronoi) diagram of φ(V ).” Theorem 5.2.1 proves the

left-to-right implication, and the right-to-left one is easy to check.

5.2.3 Non Triangulated Case

Let us now consider the more general case of a 3-connected planar graph. As in

Section 5.2.1 for triangulated graphs, we present local sufficient conditions for greedy
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power routing to deliver on general 3-connected planar graphs. The locality of the

conditions is discussed in section 5.3.3.

In the previous section, we proved that satisfying LPD at every vertex implied

that G is the adjacency graph of the power diagram of φ(V ). This cannot be the case

if G is not a triangulation: such a graph can only be the dual graph of a degenerate

power diagram, which would be unstable under perturbation of the vertices, whereas

LPD is stable.

In order to state the next definition, we need the following result:

Lemma 5.2.1. If a set of points {p1, . . . , pn} is in convex position, for any radii

(σi)1≤i≤n, the adjacency graph of the power diagram of the circles C(pi, σi) is a tri-

angulation of Conv({p1, . . . , pn}).

Proof. The dual of a power diagram is known to be a (regular) triangulation. How-

ever, in order to have a triangulation of the convex hull Conv({p1, . . . , pn}), each point

pi must be a vertex of this triangulation. In other words, it has to have a non-empty

cell, which is guaranteed by the convexity assumption.

Definition 5.2.3. If p is a convex embedding of G, the φ-triangulation of G is defined

in the following way: if f is a non-triangle face, p(f) is convex and we glue along f
the dual graph of the power diagram of the vertices of f (which is indeed a triangu-

lation of f , thanks to Lemma 5.2.1). The resulting triangulation of G is called the

φ-triangulation of G and is denoted by G(φ) (see Figure 5.4).

In case we are in a degenerate configuration, we choose a triangulation obtained

after some infinitesimal perturbation.

Figure 5.4: A face with 6 vertices embedded by φ with the regular triangulation of its

vertices: G (solid lines) is triangulated into G(φ) (solid and dashed lines).
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We are now able to present the generalized version of the condition that we proved

sufficient in the triangulated case:

Definition 5.2.4. For any vertex v ∈ V , we say that property GLPD(v, φ) (Generalized

Local Power Diagram) is satisfied if and only if the faces incident to v are convex, prop-

erty LPD(v, φ) is satisfied in G(φ) and for each non-triangle face f = (v, w1, . . . , wn)
incident to v, the local cell CellG(v) of v in G intersects f only along segments [wnv]
and [vw1] (see Figure 5.5).

Note that, in the last condition, the local cell is computed in G, and not in G(φ)
(see Definition 5.2.3): otherwise, the condition is trivially satisfied.

v

w1

w2
w3

w4

Figure 5.5: A face (solid edges) with 5 vertices, with GLPD(v, φ) not satisfied: the

local cell of v (dashed lines) crosses the boundary of the face not only on [w1v] and

[vw4] but also on [w2w3], which is forbidden.

Theorem 5.2.4. If p is a convex embedding and

∀v ∈ V, GLPD(v, φ),

then each local cell CellG(v) contains only its site p(v).

Proof. From the proof of Theorem 5.2.1, we know that LPD(v, φ) being satisfied for

every vertex v implies that the local cell CellG(φ)(v) computed in G(φ) is exactly the

cell of the power diagram of φ(V ), and that this diagram is a contained embedding of

G(φ).

We need the local cell CellG(v) computed in G to be empty of other vertices.

We know that CellG(φ)(v) ⊂ CellG(v). We now prove that the difference CellG(v) \
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CellG(φ)(v) is contained in the union of the faces incident to v. Note that CellG(φ)(v) is

not itself contained in this union.

Let us consider now a non-triangle face f = (v, w1, . . . , wn) incident to v. We denote

by Wf = {wi1 , . . . , wik} the set of vertices of f that belong to W = NG(φ)(v) \ NG(v).
Denote by Cellf (v) the cell of v in the power diagram of {v} ∪NG(v) ∪Wf .

By convexity of f , and using the fact the the local cells of the wi are not allowed to

cross f along the segments [wnv] and [vw1], one can easily see that CellG(v) \ Cellf (v)
is contained in f . Since CellG(φ)(v) = ∩f Cellf (v), where the intersection is taken over

all non-triangle faces f incident to v, the result follows.

One could wonder why we do not impose the stronger condition that triangle faces

should satisfy the same property as non-triangle faces. The reason is that this con-

dition is not equivalent to LPD in the triangulated case, whereas GLPD is. Since we

want a condition as weak as possible, we avoid this.

The following corollary is a consequence of Theorems 5.2.3 and 5.2.4:

Corollary 5.2.3.1. If the first component p of φ is a convex embedding and if

∀v ∈ V, GLPD(v, φ),

then greedy power routing delivers on φ. �

5.2.4 Relation between Circle Packings, LPD and GLPD

The following theorems show that the conditions that we have described are indeed

satisfied by the limits of the Thurston algorithm, namely circle packings.

Theorem 5.2.5. If G is a planar triangulation and if φ(G) is a G-circle packing of the

unit disc, then

∀v ∈ V, LPD(v, φ)

Proof. Since the bisector between two tangent circles is their common tangent line,

the local cell of a circle is the intersection of the halfspaces delimited by some tangent

lines.

Theorem 5.2.6. If G is a 3-connected planar graph and if φ(G) is a G-circle packing

of the unit disc, then

∀v ∈ V, GLPD(v, φ)

Proof. Let f be a face of G. By definition of the G-circle packing, there exists a circle

c(f) which is orthogonal to the circles of the vertices of f . It follows that cf is inscribed

in f , thus p is a convex embedding. We are in fact in the most degenerate case, and

the faces can be triangulated arbitrarily to obtain a φ-triangulation of G. However,

whichever triangulation we choose, the power diagram face of v is the polygon whose

vertices are the centers of circles cf , for the faces f incident to v.

5.3 ALGORITHMS
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5.3.1 Computing a Greedy Power Embedding

We now derive from Sections 5.2.1 and 5.2.3 a distributed algorithm for the computa-

tion of a contained power diagram.

The algorithm consists simply of augmenting Thurston’s iterative circle packing

algorithm (see Section 5.1.2) with the conditions LPD (or GLPD) as termination con-

ditions. Note that the Thurston algorithm itself has no concrete termination condi-

tion: it is an iterative process which is guaranteed to converge, and that in practice

is run as many times as needed until some condition measuring convergence is met.

Typically, some threshold on the angular error is used as a termination condition.

However, it is not obvious that any such threshold on the angular error can guaran-

tee that a contained power diagram is achieved.

The correctness of the algorithm follows from Section 5.2.4, since, in the worst

case, the conditions LPD (or GLPD) will be satisfied when the algorithm converges to

a circle packing, which is guaranteed. We now describe the algorithm and discuss its

correctness.

5.3.2 Termination

Our algorithm consists of running the Thurston algorithm to compute a circle pack-

ing in the Poincaré model of the hyperbolic plane, initialized with infinite radii for all

boundary circles. This amounts to requiring that the boundary circles are internally

tangent to the unit circle. Theorem 5.1.1 implies that the locally univalent circle

packing that we would obtain upon convergence is essentially unique. Since Theo-

rem 5.1.2 states that there exists a univalent circle packing satisfying such boundary

conditions, we know that the circle packing the algorithm is converging to is not only

locally univalent, but also globally univalent.

We stop the Thurston algorithm as soon as the LPD condition is satisfied (or the

GLPD condition, in case the graph is not a triangulation but a general 3-connected

planar graph).

More precisely, the steps of the algorithm are as follows (with some integer pa-

rameter N > 0):

1) set all boundary radii to infinity and all internal radii to 1;

2) update all internal radii by applying N steps of Thurston’s algorithm in the hy-

perbolic plane;

3) fix the positions of two neighbor disks and sweep the network to compute the

Euclidean layout φ of the circles in the Poincaré unit disk representation of the

hyperbolic plane;

4) if LPD(v, φ) (or GLPD(v, φ) in the non triangulated case) is not satisfied for some

v, go to step 2. Otherwise, return the current layout.

Note that in the non-triangulated case, steps 2, 3 and 4 will require the network

to emulate a triangulation of the graph. Additionally, the network has to be able to

detect the state at which LPD(v, φ) is satisfied at all nodes (Step 4), at which point

the algorithm terminates. This is complicated by the fact that LPD(v, φ) being sat-

isfied does not imply that it will continue to be satisfied at subsequent iterations

(because of the activity at neighboring nodes). However, the following lemma proves

that ultimately the algorithm will converge, namely, reach a state in which LPD(v, φ)
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is satisfied for all v. This state may then be detected by standard distributed algo-

rithmic techniques.

Lemma 5.3.1. Conditions LPD and GLPD are open conditions in the neighborhood

of circle packings in the sense that for all G and limit circle packing ΦG, there exists

a distance ǫ > 0 such that for all circle mapping functions φ, we have d(φ,ΦG) < ǫ ⇒
∀v ∈ V, LPD(v, φ) if G is a triangulation, and d(φ,ΦG) < ǫ⇒ ∀v ∈ V, GLPD(v, φ) if G
is a 3-connected planar graph.

Proof. Using Theorems 5.2.5 and 5.2.6, it suffices to observe that, in the case of circle

packings, two neighboring circles have a common power diagram edge of positive

length, and that the corresponding embedding of the centers is always strictly convex,

i.e. all the faces of the embedding are strictly convex.

5.3.3 Locality

Let us now examine the locality of the computations involved in the algorithm. In the

triangulated case, each node of the triangulation needs to know the radii associated

with its neighbors in order to update its own radius. This is the most local level

of communication possible. We call it G-locality. In the case of a non-triangle 3-

connected planar graph, each vertex needs to know the radii of the vertices it shares

a face with. This level of communication, which is less local, is called G-face-locality.

The algorithm generates a set of radii, but in order to check the LPD or GLPD

conditions, we need an actual embedding of the node and its neighbors. Such a layout

of circles may be obtained by positioning the circles in a breadth-first order: once two

neighbor vertices have their positions set, all other positions can be computed in this

order. As for the computation of radii, this step is G-local in the case of a triangular

graph, but G-face-local in the case of 3-connected planar graphs. Similarly, one can

see that checking LPD is G-local, whereas checking GLPD is G-face-local.

5.4 DISCUSSION

5.4.1 Experimental Validation

We have implemented a simulation of the algorithm of Section 5.3 in MATLAB and

tested it on random triangular graphs and 3-connected planar graphs containing

around 50 vertices each, generated by E. Fusy’s software [26]. We obtained greedy

power embeddings after a few hundred iterations (in general, less than 100 for tri-

angulations, and between 100 and 500 for general 3-connected graphs). If we define

an exact packing as a circle packing such that circles which should be tangent are

indeed tangent, with an error on the distance between their centers within 1% of the

smallest of the two radii, we can compare the number of iterations required to obtain

a greedy power embedding with the number of iterations needed to obtain an exact

packing: in the case of triangle graphs, we needed, on the average, a factor of 3.8

less iterations. In the case of general 3-connected planar graphs, we needed, on the

average, a factor of 1.8 less iterations. Figures 5.6, 5.7, 5.8, and 5.9 show two inter-

mediate steps, the greedy power embedding and the exact packing generated for the

same input graph.
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Figure 9: After 6 iterations, the colored circles are the ones that already satisfy LPD.

8.2 Possible Improvements

We have described a modification of the Thurston algorithm originally de-
signed for generating circle packings, so that it is able to generate the em-
beddings required to support greedy power routing on a sensor network.
The algorithm is simple and Gface-local, thus may easily be implemented
in a distributed manner on the sensor network. However, our algorithm is
not practical in case the domain contains big holes, which would function
as large non-triangulated faces. A natural way of dealing with this problem
would be to analyze the topology of the underlying domain and split it into
simply connected parts which could be treated separately (see [10]).

Our current implementation uses a breadth-first traversal to locally com-
pute the position of a vertex at each iteration once the radii have been ad-
justed. This involves simple and local computations, but may accumulate
error in large networks. An optimized layout process that would spread
the error evenly among the vertices could improve our results by triggering
the termination conditions earlier. One way to do this is using the triangle
layout method of ABF++ (Angle Based Flattening) [17], which involves
solving a linear system for the vertex coordinates. Since this type of com-
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Figure 5.6: After 6 iterations, the colored circles are the ones that already satisfy

LPD.

Note that the high non-uniformity of these random graphs, i.e. a short loop of

edges may bound a region containing a large number of vertices (i.e. the graph con-

tains small cuts), is a reason for the relatively low efficiency of the algorithm. This

kind of setting is not realistic in the case of sensor networks, where one would expect

the planar graph to be a subgraph of a realistic communication graph such as a unit

disk graph.

We did not implement the heuristic acceleration schemes proposed by Collins and

Stephenson [17] because these heuristics rely on the global evaluation of the so-called

error reduction factor. It would however be interesting to check whether a much more

local evaluation of this parameter could still speed up the process significantly.

5.4.2 Possible Improvements

We have described a modification of the Thurston algorithm originally designed for

generating circle packings, so that it is able to generate the embeddings required

to support greedy power routing on a sensor network. The algorithm is simple and

Gface-local, thus may easily be implemented in a distributed manner on the sensor

network. However, our algorithm is not practical in case the domain contains big

holes, which would function as large non-triangulated faces. A natural way of dealing

with this problem would be to analyze the topology of the underlying domain and split

it into simply connected parts which could be treated separately (see [25]).

Our current implementation uses a breadth-first traversal to locally compute the

position of a vertex at each iteration once the radii have been adjusted. This involves

simple and local computations, but may accumulate error in large networks. An

optimized layout process that would spread the error evenly among the vertices could

improve our results by triggering the termination conditions earlier. One way to do
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Figure 10: After 29 iterations, only 2 circles still do not satisfy LPD.

putation may be distributed among the vertices, it is a promising direction
for future research. Alternatively, it might be possible to devise a way of
checking LPD or GLPD from the radii only, without explicitly computing
the vertex positions.

Most algorithms for greedy routing rely on the input being a planar
3-connected graph, which is not very realistic. The simplest remedy is to
extract a spanning subgraph of this type from a more general input and
embed this. It is easy to see that adding back the non-planar edges after
the embedding process does not harm the greedyness of the embedding.
However, extracting such a subgraph is in itself a difficult problem. Thus
an important problem is to devise a greedy embedding algorithm for general
graphs.
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Figure 5.7: After 29 iterations, only 2 circles still do not satisfy LPD.

this is using the triangle layout method of ABF++ (Angle Based Flattening) [40],

which involves solving a linear system for the vertex coordinates. Since this type of

computation may be distributed among the vertices, it is a promising direction for

future research. Alternatively, it might be possible to devise a way of checking LPD

or GLPD from the radii only, without explicitly computing the vertex positions.

Most algorithms for greedy routing rely on the input being a planar 3-connected

graph, which is not very realistic. The simplest remedy is to extract a spanning

subgraph of this type from a more general input and embed this. It is easy to see

that adding back the non-planar edges after the embedding process does not harm

the greedyness of the embedding. However, extracting such a subgraph is in itself

a difficult problem. Thus an important problem is to devise a greedy embedding

algorithm for general graphs.
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Figure 11: After 32 iterations, LPD is satisfied everywhere: the embedding is a greedy power
embedding.

31

Figure 5.8: After 32 iterations, LPD is staisfied everywhere: the embedding is a

greedy power embedding.

Figure 12: After 128 iterations, the embedding is a circle packing.
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Conclusion and perspectives
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This thesis presents both theoretical studies of Voronoi diagrams and some of

their applications. These applications have been developed by extending existing

methods, such as the linearization methods, into algorithms, but also by developing

new frameworks, such as the locally uniform mesh framework, and the local power

diagram property for greedy routing.

The importance of local geometric properties appears strongly in this work. In

each case, we made use of local properties of diagrams or triangulations, and showed

that satisfying these properties would solve our problem. Then, the algorithmic part

of the work consisted in developing algorithms that would allow computing geometric

structures with these properties. For mesh generation applications, the locality of the

properties was more of a tool than a goal. In the case of locally uniform anisotropic

meshes, locality helped us to design a meshing algorithm using refinement, and with

the property that the current state was independant from the order of insertion of the

points, a property which is not easily obtained when dealing with anisotropic meshes,

and which proved useful for proving the correctness of the algorithm. Interestingly,

in the greedy routing case, locality was a strong goal, rather than a tool, because our

aim was to provide a distributed method for computing an embedding, which implied

that the quality of such an embedding had to be checked locally.

The proofs of correctness of the use of the LPD property are important in that

they show an unintuitive link between local and global containment in affine dia-

grams. This link can be compared to the link between local and global convexity

of polyhedra. In our view, studying further local geometric properties of geometric

structures such as diagrams and triangulations is an interesting and promising area

of research. A natural extension of this work consists in using it in the context of

search datastructure, and more specifically pear-to-pear networks.

The interest of the locally uniform meshing is different: it consists in develop-

ing a simple framework, apparently too simple for the task, and showing that this

framework is still sufficient while being quite generic. This simplicity and generic-

ity leaves a lot of space for improvements, which would be much more complex to

develop in more classical ad hoc frameworks. For example, we considered locally uni-

form meshes, but one can imagine doing the same kind of constructions with a higher

order of approximation of the metric. This local framework makes the issues to be

solved in order to design such extensions rather independant and well defined. An-

other direction for extension consists in using this local stars framework for cases

were computing in an embedding space would be too costly: maintaining the local

stars means working mostly on the intrisic geometry of the considered object.

Furthermore, it is important to note that most of the proved algorithms for mesh-

ing have much better practical behaviors than what can be expected from the bounds

proved theoretically. Understanding better these behaviors and modelizing the real

quality achievable by the known algorithms are important questions that are mostly

open, and that would allow better designs in the future. Developing methods for

such analyses should not rely solely on statistical methods. Beyond statistics, there

is much room for improvements in terms of geometric understanding. In our view,

the design of the off-centers methods [47] is a typical example of the kind of improve-

ments in the geometric understanding of meshing tools that are needed for advancing

further the study of practical complexity, from a theoretical viewpoint.
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