
HAL Id: tel-00419080
https://theses.hal.science/tel-00419080

Submitted on 22 Sep 2009

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

SImulation of the epoch of reionziation : radiative
transfer

Sunghye Baek

To cite this version:
Sunghye Baek. SImulation of the epoch of reionziation : radiative transfer. Astrophysics [astro-ph].
Institut d’Astrophysique de Paris, 2009. English. �NNT : �. �tel-00419080�

https://theses.hal.science/tel-00419080
https://hal.archives-ouvertes.fr
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Abstract

Keywords : radiative transfer, early Universe, large-scale structure of Universe,

HII regions, galaxy formation

The 21-cm hyperfine line of neutral hydrogen from the high-redshift Universe (6 <

z < 20) promises to probe a new era in cosmology, the epoch of reionization (EoR).

It will provide more detailed, less ambiguous and more complete three-dimensional

informations than other observations of the EoR (such as the QSO absorption lines,

or the secondary scattering of CMB). It also traces many different physical processes.

The next generation radio telescopes, SKA and its precursors, will start to operate

within one decade, and will observe this signal. Numerical simulations predicting the

21-cm emission are important to optimize the design of the instruments, and interpret

the observations.

In this work, we develop a continuum radiative transfer part for the LICORICE

cosmological code to study the epoch of reionization, where radiative transfer is an

essential tool. We use a Monte-Carlo ray-tracing algorithm on an adaptive grid.

Several tests, both for static density field cases and radiative hydrodynamic cases

have been performed to validate the code.

Then we compute the 21-cm signal during the EoR, which provides a direct probe

on reionization and contains a lot of informations on the sources of ionization and

heating. Usually the Ly-α flux, which influences the strength of the 21-cm signal,

is assumed to be strong and homogeneous during the whole cosmic reionization, but

this assumption is not valid during the early stage of EoR. We evaluate exactly the

local Ly-α flux using the Lyman line radiative transfer module of LICORICE and

show that using the local Ly-α flux modifies the power spectrum of the 21-cm signal,

especially during the early reionization. We also find a strong signal in absorption

which can not be predicted with the usual assumptions.

Even a small amount of X-rays can affect the physical state of the neutral inter

galactic medium since X-rays have a very long mean free path. X-ray heating is an

important factor to evaluate the strength of the 21-cm signal in the neutral regions,
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so we implemented the corresponding ray-tracing in LICORICE. We find that X-rays

need time to increase the gas temperature in the IGM above the CMB temperature,

so with a reasonable level of X-rays we can still see the signal in strong absorption

during the early phase of reionization.

In addition, we study the formation of galaxies in a cosmological context. The

goal is to explore the physics of primordial galaxies considering radiative feedback

on hydrodynamics. In a preliminary way, we find that including non-equilibrium

ionization modifies the temperature of the diffuse gas, and its accretion history.



Résumé

Mots clés : transfert radiatif, Univers primordial, structure à grande échelle de

l’Univers, régions HII, formation de galaxies

La raie hyperfine à 21-cm de l’hydrogène atomique émise dans l’univers à grand

redshift (6 < z < 20) permettra de sonder une nouvelle ère de la cosmologie, l’époque

de la réionisation (EoR). Elle fournira des informations plus détaillées, moins am-

bigües et plus complètes en 3D que les autres observations possibles de l’EoR (comme

les raies d’absorption des quasars, ou le CMB). Son intensité dépend de nombreux pro-

cessus physiques. Les radiotélescopes de nouvelle génération, SKA et ses précurseurs,

entreront en service dans les prochaines années pour observer ce signal. La simula-

tion numérique du 21-cm est importante pour optimiser le design des instruments et

interpréter les observations futures.

Dans ce travail, nous avons développé un module de transfert radiatif pour le

continuum ionisant dans le code LICORICE dans le but de simuler l’époque de la

réionisation, pour laquelle le transfert radiatif est un outil essentiel. Nous utilisons un

algorithme de ray-tracing de type Monte Carlo sur une grille adaptative. Plusieurs

tests sont réalisés pour valider le code dans deux cas, celui d’un champ de densité

statique et dans le cas de l’hydrodynamique radiative.

Nous produisons ensuite le signal à 21-cm émis pendant l’EoR, qui nous fournit

une sonde directe de la réionisation et contient de nombreuses informations sur les

sources d’ionisation et de chauffage. Habituellement, on suppose que le flux Ly-α,

qui influence la puissance du signal à 21-cm, est fort et homogène pendant toute

la réionisation, mais cette hypothèse n’est pas valable durant la première phase de

l’EoR. Nous évaluons exactement le flux Ly-α local en utilisant le module de transfert

radiatif de la raie Lyman α et montrons que ce flux modifie le spectre de puissance du

signal à 21-cm, particulièrement pendant la première phase de la réionisation. Nous

trouvons également que le signal est en absorption forte ce qui ne peut pas être simulé

avec les hypothèses habituelles.

Même une faible quantité de rayons X peut affecter l’état physique du gaz neutre

dans le milieu inter galactique, puisque ceux-ci ont un libre parcours moyen très long.
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Le chauffage par les rayons X est un facteur important pour évaluer la puissance

du signal à 21-cm dans les régions neutres, aussi avons nous inclus le ray-tracing

correspondant dans LICORICE. Nous constatons que les rayons X ont besoin de

temps pour élever la température du gaz au-dessus de la température du CMB. Ainsi,

avec un niveau de rayons X raisonnable, nous continuons à observer le signal en

absorption pendant la première phase de la réionisation.

De plus, nous étudions la formation des galaxies dans un contexte cosmologique.

Le but est d’explorer la physique des galaxies primordiales en considérant la rétroaction

radiative sur l’hydrodynamique. Nos résultats préliminaires montrent que le calcul

de l’ionisation hors équilibre modifie la température du gaz diffus, et son histoire

d’accrétion.
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Chapter 1

Introduction

1.1 The epoch of reionization

1.1.1 A brief thermal history of the Universe

According to the standard ΛCDM cosmology, the history of the universe started

from the Big Bang, 13.7 billion years ago. The early universe is very hot and dense,

but it gets cooler and more diffuse as expansion proceeds. The temperature is high

enough to maintain hydrogen in the plasma state until the age of the universe is

equal to 380,000 years. However, as the temperature of the universe cools to 1 eV,

the electrons get captured by the protons making them neutral atoms. The photons

which were previously coupled to electrons via Compton and Thomson scattering can

now propagate freely through the universe since almost all free electrons have been

captured by protons. The photons emitted at this moment (redshift about z ∼1000)

propagate ever after almost without absorption, they form the Cosmic Microwave

Background (CMB) Radiation. The observed CMB anisotropies tells us that the

structure formation in the universe originated from very small density fluctuations

(∆ρ/ρ ∼ 10−5).

After the recombination, the universe enters the Dark Age which proceeds until

the first bound objects are formed and emit the first light. During this era (z ≤ 50),

baryonic density perturbations grow more and more due to gravitational instability.

Baryons fall in the deeper potential wells formed by the Cold Dark Matter (CDM).

However most of the modes remain linear and measurements from this era would be

very helpful to constrain the cosmology because the IGM is no longer affected by

photon scattering. Unfortunately, there is no way to observe this era with present

technology.

The baryon fluctuations on scales of the Jeans mass (∼ 106M⊙, Jeans (1928))

begin to collapse and form bound objects. These bound objects become the building

11



12 CHAPTER 1. INTRODUCTION

Figure 1.1: A schematic outline of the cosmic history from S.G. Djorgovski et al. &
Digital Media Center, Caltech. INSU

blocks in the hierarchical cold dark matter cosmology at a redshift about z ≥ 30.

The exact time when this new cosmic era begins varies depending on the cosmological

models and parameters as well as the baryonic process. The properties of the sources,

such as initial mass function, star formation rate and metallicities during this epoch

are uncertain. The successor to the Hubble space telescope, called the James Webb

Space Telescope, planned for launch in 2013, and also the millimeter array ALMA in

Chajnantor will observe the first galaxies and alleviate some of the uncertainties on

the first sources’ properties.

The ionizing radiation from the first sources ionizes hydrogen in a growing volume,

soon encompassing the IGM within a single HII bubble. In the early stage of this

process, each galaxy produces a distinct HII bubble. Neighbouring HII regions begin

to overlap whenever two ionized bubbles connect, leading to the “overlap phase” of the



1.2. OBSERVATIONAL CONSTRAINTS ON REIONIZATION 13

Figure 1.2: Stage in the reionization of hydrogen in the intergalactic medium (From
Loeb & Barkana (2001))

EoR as shown in Fig. 1.2. By the end of this stage, most regions in the IGM are able

to see several unshielded sources, and therefore the ionizing intensity is much higher

than before. Although the beginning of the reionization epoch is uncertain, the end

of this age is constrained by the quasar absorption spectra at z ∼ 6. Later the IGM

is ionized. Some neutral gas remains in high density regions which create Lyman

limit systems or damped Lyman-α systems. This “post-overlap” stage continues

indefinitely because collapsed objects retain neutral gas even in the current universe.

1.2 Observational constraints on reionization

1.2.1 Gunn-Peterson Troughs : Quasar absorption spectra

Gunn-Peterson Troughs

Gunn & Peterson (1965) showed that even a tiny neutral fraction can produce a high

Ly-α scattering rate; indeed the optical depth of Ly-α scattering τα is about ∼ 106 in
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a fully neutral Universe at z ∼ 10. The Gunn-Peterson optical depth for Lyα photons

is

τGP =
πe2

mec
feλαH

−1(z)nHI, (1.1)

where fe is the oscillator strength of the Lyα transition, λα = 1216Å, H(z) is the

Hubble constant at redshift z, and nHI is the density of neutral hydrogen in the IGM.

At high redshifts,

τGP = 4.9 × 105

(

Ωmh
2

0.13

)−1/2(
Ωbh

2

0.02

)(

1 + z

7

)3/2(
nHI

nH

)

(1.2)

for a uniform IGM (Fan et al 2006).

The spectra of high-redshift quasars provide a powerful probe of the neutral IGM

in the universe. Since even a tiny neutral fraction ∼ 10−4 is sufficient to produce

complete GP absorption, the GP troughs have been studied for a long time as a

probe of the EoR. The ionizing photons which have wavelength longer than Lyα (λα =

1216Å) never resonate with neutral hydrogen atoms on their way to the observer. On

the contrary, the ionizing photons in the range of (1 + zi)λ 6 λobs 6 (1 + zs)λα will

be scattered out of the line of sight by the large Ly-α resonance cross section, where

zs is the redshift of the source and zi is the redshift of the end of EoR.

SDSS quasar spectra at high redshift

At lower redshift (z . 5), the Lyα forest system of the quasar absorption spectra

offers a powerful tool to investigate the ionization fraction of the IGM. The Sloan

Digital Sky Survey (SDSS) with its large sky coverage provides a large sample of

quasars over the 0 < z < 6.5 range. Songaila (2004) noticed that the neutral fraction

evolves rapidly at z ≥ 5 and the transmitted flux approaches zero at z ≥ 5.5. Among

the 19 quasars observed at z ≥ 5.7 (Fig. 1.3), SDSSJ1030+0524 (z ∼ 6.2, Becker

et al. (2001); Fan et al. (2001)) shows complete GP trough in both Lyα and Lyβ

flux. Fan et al. (2006) found an empirical fit of the optical depth τ ∝ (1 + z)4.3 at

zabs < 5.5 which increase rapidly τ ∝ (1 + z)α ; where α > 10 at z > 5.5.

The rapidly decreasing transmitted flux blueward of Lyα around z ∼ 5.5 and

complete GP trough at z ∼ 6.28 indicate the end of reionization. However, inferring

the neutral fraction from these measurements is not straightforward. Only the rarest

voids in the IGM allow light to pass through, thus only the tail of the IGM density

distribution is directly sampled, and its properties must be extrapolated to the bulk

of matter (Songaila & Cowie, 2002; Oh & Furlanetto, 2005).

Fan et al.(2002, 2006b), Lidz et al. (2002) and Cen & McDonald (2002) find that

the volume-averaged neutral fraction increases to 10−3.5 at z > 6 (Fig. 1.4).
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Figure 1.3: Moderate resolution spectra of SDSS quasars at 5.74 < z < 6.42 (From
Fan et al 2006b)

However, this is a lower limit because the Lyα absorption is very quickly saturated

with only a small amount of neutral hydrogen. For the same neutral density, the

optical depth of Lyβ and Lyγ are 6.2 and 17.9 times smaller, thus Lyβ can offer more

stringent constraints when Lyα absorption is saturated.

1.2.2 CMB polarization and temperature anisotropy

The Cosmic Microwave background (CMB) radiation emitted at the epoch of re-

combination reveals the initial conditions for structure formation, in the form of

small fluctuations in the density, velocity and gravitational potential. These ob-

served anisotropic data provide important informations on the matter content of the

universe and on cosmological parameters. The CMB anisotropy can also be used to

constrain the details of the EoR. Indeed reionization affects the CMB, both on the

temperature anisotropy and polarization by erasing some of the primary anisotropy



16 CHAPTER 1. INTRODUCTION

Figure 1.4: Evolution of the volume-averaged neutral hydrogen fraction of the IGM.
The solid points with error bars are from 19 quasar observations. Lines are from the
A4 and A8 simulations of Gnedin (2004) (From Fan et al. 2006b).

and by generating a secondary anisotropy.

CMB polarization

The Wilkinson Microwave Anisotropy Probe (WMAP) measurements produced a

large scale temperature and polarization map of the CMB. The CMB is polarized

by scattering off by free electrons, also called the Thomson scattering process that

has a quadrupole anisotropy. At the time of recombination, the primary polariza-

tion is generated. The E-mode polarization anisotropy peaks at ≃ 10′ angular scale

(multipole l ∼ 1000). Since the polarization is a strictly causal process, it does not

allow a polarization signal on a scale larger than the horizon at that time (∼ 1◦).

After last scattering surface at recombination, there are no free electrons to scatter

the CMB. Then reionization produces free electrons and the CMB radiation under-

goes a secondary polarization. Since this process occurs well after recombination, the

effects are at comparatively lower values of l, and are separable from the signature

of recombination. Measurement of the large angular scale E-mode polarization for

angular scale greater than 1◦ ⇔ l < 200 is the result of the secondary polarization
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Figure 1.5: Temperature and polarization spectra for Ωtot = 1, ΩΛ = 2/3, Ωbh
2 =

0.02, Ωmh
2 = 0.16, n=1, zreion = 7. Dashed lines represent negative cross correlation

and boxes represent the statistical errors of the Planck satellite. From Hu & Dodelson
(2002)

developed at reionization (see Fig. 1.5). This secondary polarization is helpful to

break the degeneracy between certain parameter combinations.

If reionization was instantaneous, only the intrinsic CMB quadrupole from “last

scattering surface” (z ≃ 1000) projected to the redshift of reionization would con-

tribute to the CMB polarization at > 10◦ scales. This secondary polarization during

the EoR has been detected by WMAP and is interpreted as the integrated Thomson

optical depth τ ∼ 0.069+0.026
−0.029, together with a series of other cosmological parameters

(Page et al., 2007).

Temperature anisotropy

Since the large scale polarization of the CMB radiation is sensitive to the redshift of

the last scattering surface, it cannot tell us details about the reionization. However, in

small scale temperature anisotropies (< 0.1◦) other interesting astrophysical aspects

of reionization are encoded. Several effects can produce secondary fluctuations on the

CMB temperature anisotropy. They come from modulated Doppler Effects. However,

if the electron density is homogeneous, the Doppler effect cancels out (Sunyaev, 1978;

Kaiser, 1984). Both the cluster (the kSZ effect) and linear density fluctuations (the

Ostriker-Vishniac effect, Ostriker & Vishniac (1986)) induced by the large scale struc-

ture modulate the optical depth and give rise to a Doppler effect. The patchiness of
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ionization fraction also give a modulated Doppler effect and make the secondary CMB

anisotropy.

The shape of power spectra for these effects depends on the reionization model

(Knox, 2003; Santos et al., 2003) although the amplitude depends weakly on the

reionization. On the other hand these effects strongly depend on the patchiness and

duration of reionization (McQuinn et al., 2005).

1.2.3 Other probes of reionization

Gamma-Ray Bursts

Gamma-ray bursts (GRBs) are powerful explosions occurring during the death of

massive stars. They are expected to appear at high redshift (z > 10) and their

afterglow emission spectra can be used to probe the IGM. Recently, a GRB afterglow

has been detected at z ∼ 6.2 (SWIFT GRB 050904; Kawai et al. (2006)) and at

z ∼ 8.2 (GRB 090423 (2009)). As IGM probes, the absorption spectra of GRBs

have an advantage over the GP damping wing test, they are not affected by the

proximity effect1. However, most GRB are embedded in star forming regions, thus

GRB spectra contain damped-Lyα absorbers. Such internal absorption or gas infall

in the host galaxy environment (Barkana & Loeb 2004) complicates the interpretation

of GRB.

Luminosity function of Lyα galaxies

Because the galaxies at high redshift host significant star-forming regions, Lyα narrow-

band imaging is a very useful survey technique. A large number of Lyα emitting

galaxies have been found at high redshift, using LALA (Dawson et al., 2007), SDF

(Shimasaku et al., 2006), Subaru (Taniguchi et al., 2005) etc. The luminosity func-

tion of these Lyα emitting galaxies can also constrain reionization. As the IGM

becomes neutral at high redshift, the Lyα emission must be suppressed by a GP-like

effect. However, obtaining a quantitative constraint on the neutral fraction is dif-

ficult because of uncertainties in the intrinsic Lyα line and galaxy population. In

addition, Santos (2004) also noticed that the presence of galactic winds may modify

significantly the observed Lyα flux.

1.3 21 cm line and reionization

The 21 cm line is the spectral line created by the hyperfine transition of fundamen-

tal state of hydrogen atom. The transition is strictly forbidden with a very small

1Decrease in Ly-α forest absorption due to large ionizing flux near a quasar
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probability of 2.9× 10−15s−1. However, a large total number of hydrogen atom in the

interstellar medium makes the line easily observable by radio telescope.

Since it is optically very thin to the intergalactic and interstellar medium, it

propagates through dust clouds and it is useful to mapping the interstellar medium.

The 21 cm line was first detected in 1951 by Ewen and Purcell. In 1952, the Milky

Way structure of neutral hydrogen is revealed by 21 cm line for the first time.

1.3.1 The HI 21-cm probe

As we discussed in the above section, each currently used technique has some draw-

backs, and cannot fully probe the evolution of the neutral IGM. The 21-cm line from

the hyperfine transition of the fundamental state of neutral hydrogen provides a di-

rect probe on reionization. Furlanetto et al. (2004) emphasize two advantages of the

HI 21-cm probe, i) it does not saturate like Lyα , ii) it provides a full 3D informa-

tion unlike CMB polarization studies. Although the 21-cm line has many advantages

over the other probes which have been recognized long before (Field, 1959; Hogan

& Rees, 1979), it has not been measured at z > 6 yet because of the observational

challenges. Several meter-wavelength radio telescopes are now programmed to detect

highly redshifted 21-cm line, 21(1 + z)cm, such as LOFAR (Low Frequency Array)

and the Square Kilometer Array (SKA). LOFAR started operating in 2007, and SKA

will start operating in several year (2014-2020) and will probe the reionization epoch

at z ≤ 20(12). Numerical simulations of the cosmic reionization will be very helpful

not only to design properly these next generation telescopes but also to analyse the

data.

1.3.2 Brief review of numerical simulations of the EoR

Simulating the 21 cm line during the epoch of reionization is a very challenging com-

putational task. Simulations of the EoR must simultaneously satisfy two conditions,

a large simulation box size and a high resolution. High resolution is necessary to

resolve high redshift halos down to 107 − 108M⊙, where the photoionizing sources are

thought to reside. It is also essential to correctly account for clumping and recom-

bination rates. A large simulation volume of ∼ (100Mpc/h)3 is required to correctly

sample highly biased sources (Barkana & Loeb, 2004) and the characteristic size of

HII regions which are in the ∼ 10 − 50Mpc/h range (Furlanetto & Briggs, 2004).

In addition, three dimensional radiative transfer is imperative to model the EoR

but radiative transfer on cosmological scales is computationally very expensive. Now

the computational cost has come within reach of the currently available computational

power, but still efficient algorithms and numerical techniques are necessary.
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Since there exist few constraints on reionization, the properties of the sources,

including the initial mass function (IMF), the star formation rate (SFR), and the

escape fraction at this epoch remain quite uncertain. The clumpiness of the IGM

and its effect on the evolution of structures are also unknown. Thus, they are usually

treated as free parameters depending on the model in most simulations. Therefore,

it is worth reviewing simulation works to compare the effectiveness of the methods

and the results.

Ciardi et al. (2001, 2003a,b)

Ciardi et al. (2001) present high resolution numerical cosmological simulations and

Monte Carlo radiative transfer method. The initial conditions are produced with the

COSMICS code and the structures are evolved with GADGET (Springel et al., 2001),

in a box of 4 comoving Mpc on a 2563 grid. The details of their Monte Carlo radiative

transfer scheme is described in Maselli et al. (2003). They show that an ionizing

front(I-front) propagates first in the low density regions then in the high density

regions, because of the short recombination time and shadowing effect of the dense

region. They find also that the Larson initial mass function (IMF) produces 5 times

more ionizing photons than the Salpeter IMF, so the IMF might play an important

role for the history of reionization. The mass of a particle is about 1.5 × 105M⊙,

which is small enough to correctly account for the clumping and the recombination.

However the size of simulation box, Lbox = 4 Mpc (comoving) is too small to fully

sample the large-scale structure. In the next work (Ciardi et al., 2003a,b), they enlarge

simulation boxes to 20h−1 Mpc, but it has been argued that a size of ∼ 100 h−1Mpc

is necessary to correctly sample the rare sources (Barkana & Loeb, 2004) and the

characteristic size of the large HII regions is ∼ 10 − 50 Mpc/h (Furlanetto & Briggs,

2004). Ciardi et al. (2003b) include structure evolution by using a semi-analytical

model of galaxy formation to track the evolution of the sources of ionizing radiation.

Ciardi et al. (2003a) study the effect of various IMF on reionization. They showed

that the Thompson optical depth of their simulations can fit the first-year WMAP

polarization data by taking a large escape fraction or a top-heavy IMF. However the

third-year data (τ3rd ∼ 0.07) is much smaller than the first-year data (τ1st ∼ 0.17), so

smaller escape fraction or a Salpeter IMF might be adequate to describe the source

of reionization.

Furlanetto & Briggs (2004)

They discuss the observability of the 21 cm signal using high-resolution cosmological

simulations. They use the Q5 cosmological simulation of Springel & Hernquist (2003),

produced with the GADGET code. Stellar formation and the feedback effect are
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included. The simulation contains 3243 (∼ 3 × 107) dark matter particles and 3243

baryon particles in a box of 10 Mpc/h. Radiative transfer is post-processed using

an adaptive ray-tracing scheme, which is fully described in Sokasian et al. (2001).

Using the assumption that Ts ∼ Tk ≫ TCMB, they find a mean excess brightness

temperature δTb ∼ 20 − 30 mK with rms fluctuations < T 2
b >

1/2∼ 5 − 10 mK before

the Epoch of Reionization. At overlap, both mean signal and fluctuations drop rapidly

to zero. They concluded that the 21 cm observations will reveal whether the IGM

reionization followed a single or double reionization scenario.

They consider the signal only in emission with the assumption, Ts ∼ Tk ≫ TCMB.

However, as they argued in a later paper (Furlanetto, 2006), the signal has the poten-

tial to be seen stronger in absorption than in emission. Especially during the early

epoch of reionization, heating may not be sufficient to increase Ts above TCMB.

Iliev et al. (2006b); Mellema et al. (2006b); Iliev et al. (2007); Doré et al.

(2007); Iliev et al. (2008)

Two series of papers (Iliev et al., 2006a; Mellema et al., 2006b) present the first

large-scale radiative transfer simulations in a volume of (100Mpc/h)3. Their models

and methods are described in the first paper, as well as initial results characterizing

the global reionization process. N-body simulations have been run with the PMFAST

code (Merz et al., 2005) using 4.28 billion dark matter particles. Then, they performed

radiative transfer using the C2-RAY (Mellema et al., 2006a) code. The minimum

resolved halo’s mass is 2.5 × 109M⊙. They assume a constant mass-to-light ratio to

compute the ionizing flux. The ionizing flux thus depends on the baryon fraction,

star formation efficiency and escape fraction. They used two initial mass function

models, Salpeter and top-heavy IMF, to compute the ionizing flux. They assume a

fixed kinetic temperature of 104K everywhere. The overlap occurs by z ∼ 11, giving a

Thomson optical depth within 1−σ of the first-year WMAP polarization data. They

find that the ionization history of smaller-size (5-10 comoving Mpc) regions show

a large scatter so that it does not describe well the global history. Such small-box

simulations of reionization have little predictive power for the evolution of the mean

ionized fraction. The minimum reliable volume for such predictions is ∼ (30 Mpc)3.

They also find that the statistical distributions of the ionized fraction and ionized gas

density are clearly non-Gaussian.

The second paper by Mellema et al. (2006) presents the 21-cm emission features

and their statistics. Several scenarios for the reionization history, both early and

extended reionization, are added. They find that the different scenarios produce quite

similar observational signatures, showing gradual transition in the global signature

of the mean signal and rms fluctuations. The power spectra analysis shows the
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strongest signal around 50% reionization and displays a maximum at an angular

scale of l ∼ 3000 − 5000 ( or θ ∼ 3′ − 5′, ∼ 12 comoving Mpc at z ∼ 13).

For the speed and manageability of simulations, they used transmissive boundary

conditions for radiative transfer, and assumed a fixed temperature of 104 K every-

where. The effect of a varying temperature would not change very much the mor-

phology of ionization, but it can affect the brightness temperature of the IGM in the

early EoR.

The following series of papers is also based on the numerical method presented

in the above paragraphs. Improvements and new features are introduced. Iliev

et al. (2007) discuss the self-regulating character of reionization due to Jeans-mass

filtering of low-mass galaxies. Iliev et al.(2007b) study the small-scale tempera-

ture anisotropies of the CMB created by reionization through the kinetic Sunyaev-

Zeldovich effect which is due to Compton scattering of the Cosmic Microwave Back-

ground photons by moving free electrons. Iliev et al. (2008) discuss the dependence of

the redshifted 21-cm emission and kSZ on the basic cosmological parameters and var-

ious observational issues. Doré et al. (2007) derive the CMB polarization anisotropy

due to reionization and Iliev et al.(2008) discuss the effect of the intergalactic envi-

ronment on the observability of Ly-α emitters during reionization.

Trac & Cen (2007); Shin et al. (2008); Santos et al. (2008); Trac et al.

(2008)

They present a new hybrid code for large volumes, high resolution simulations of

the cosmic reionization. They use a particle-multi-mesh (PMM; Trac & Pen (2006))

N-body algorithm for dark matter, and assume the baryons are unbiased tracers

of the dark matter with constant density ratio, Ωb/Ωm. Star formation is computed

considering the cooling and dynamic time scales, and star formation efficiency depends

on the generation (PopII, PopIII) and initial mass function (Salpeter, top-heavy).

The radiative transfer uses an adaptive ray tracing algorithm and each ray contains

three bins of frequencies. They performed simultaneously the radiative transfer and

dynamical evolution, which is unique up to now among the other simulations of

reionization in a large volume. They find that the global history of the universe

depends on the source model, the PopIII stars with a top-heavy IMF producing an

order of magnitude more ionizing photons at z & 10.

Running very high resolution DM simulations and driving the baryonic density

field with a constant bias is a common strategy, but it fails on the scale of clusters

where hydrodynamics and heating/cooling processes play an important role.

Shin et al. (2007) present the general properties of ionized hydrogen bubbles and

their growth in these simulations. Lee et al. (2008) study the topology of cosmological
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reionization. They find an inside-out behaviour for the ionizationzation process, and

they distinguish four distinct topological phases, pre-reionization, preoverlap, overlap

and postoverlap phases. Santos et al. (2008) compare the 21-cm signal between

an analytic model and the simulation. The brightness temperature of the 21-cm

signal is derived by post-processing the simulation with a semi-analytical prescription

accounting for both inhomogeneous X-rays and Ly-α effects to compute the spin

temperature. They find that the analytical model provides a reasonable description on

the 21-cm power spectrum at z < 10, but non-negligible differences arise at z > 10 due

to the inhomogeneous X-rays and Lyα heating. Trac et al. (2008) study the impact

of inhomogeneous hydrogen reionization on the thermal evolution of the intergalactic

medium.

Zahn et al. (2007); Furlanetto et al. (2004)

They present results from a large volume simulation of cosmic reionization. The dy-

namics of dark matter is computed with the N-body code, GADGET-2 (Springel,

2005), and halos are identified using the friend-of-friend algorithm. Then they post-

process the simulation with radiative transfer using an adaptive ray-tracing scheme.

They use 10243 (∼ 109) dark matter particles (constant ratio for baryons) in a cubic

box of comoving size Lbox = 65.6Mpc/h. Their numerical technique is essentially

a Monte-Carlo implementation of the analytic model developed by Furlanetto et al.

(2004). They compare the HII bubble growth in the simulation with analytic calcu-

lations based on the excursion set method. They find that the analytic calculation

reproduces the size distribution and the power spectrum of the ionization field and

the 21 cm very well. The ionization field from the radiative transfer simulation has

more small scale structure than the analytic calculation, owing to Poisson noise.

The radiative transfer scheme used in this work has the advantage of being ex-

tremely fast, while maintaining accuracy. However, several assumptions of the tech-

nique could under-estimate the power of the ionization field and the 21 cm signal on

small scales. They assumed optically thin conditions within the ionization front and

computed ionization fractions using ionization equilibrium at a uniform temperature

T = 104 K. The remarkable agreement of the results between analytic calculations

and simulations could fail without these assumptions.

McQuinn et al. (2007a); Lidz et al. (2007)

McQuinn et al. (2007) study the morphology of HII regions during reionization

from simulations. Radiative transfer is treated in a post-processing stage, it uses

the adaptive ray-tracing scheme of Abel & Wandelt (2002). The dynamics of dark

matter (10243 particles) is computed with an N-body algorithm using the GADGET-



24 CHAPTER 1. INTRODUCTION

2 code. They showed that the morphology of HII regions is dependent on the global

ionization fraction, the properties of ionizing sources, and the abundance of minihaloes

or of Lyman-limit systems. The effect of patchy reionization on the statistics of Lyα

emitting galaxies is also discussed.

Lidz et al. (2007) discuss the contribution of 3rd and 4th order terms to the

power spectrum of 21 cm brightness temperature fluctuations based on the results of

simulation in Zahn et al. (2007) and McQuinn et al. (2007).

Thomas et al. (2009)

This paper presents an efficient method to generate large scale simulations of the EoR

without 3D radiative transfer. Large dark matter only simulations are post-processed

to produce the 21 cm line. They assume spherical symmetry around the sources,

using results from 1D radiative transfer (BEARS code) and compare the result with

the 3D CRASH code and find an agreement for the redshifts and the spatial scales

of interest. However, the 1D approach using spherical symmetry has limitations to

predict the morphology of ionized region at small scale, and the discrepancy with

respect to the 3D radiative transfer grows towards low redshift. Both stellar and

quasar type of sources are considered and the signal at low frequency is discussed for

the observational strategies for LOFAR.

1.4 Observing the 21 cm line

Observations at low frequency with radio telescopes allow us to detect the highly

redshifted 21-cm line. The observed frequency is ν = 1420/(1 + z) MHz. The Low

Frequency Array (LOFAR, 115-240 MHz) already started operating. It is possible

that they will detect the global signal (Fig. 1.8) or find the redshift when the global

IGM neutral fraction is 0.5 using the power spectrum. Then, the Square Kilometer

Array (SKA, 70-104 MHz), the next-generation multi-purpose radio-telescope, will

deliver a tomography of the signal at 1 comoving Mpc resolution.

1.4.1 Tomography

One of the main advantages of the 21-cm probe over other observations of the EoR

is that we can get a three-dimensional information about the neutral IGM. We can

construct the 3D data cube as shown Fig. 1.6, since the line is optically thin, the signal

emitted at different distances (redshifts) arrives on earth with different frequencies.

The expected mean fluctuation of the 21 cm signal derived from various simula-

tions (e.g. Furlanetto 2006b, Mellema et al 2006, Baek et al. 2008) is about 10− 100
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Figure 1.6: Spectral line data cube. The spectral information for one R.A.-Declination
coordinate has been drawn for emphasis (Furlanetto & Briggs, 2004).

mK. We can estimate the noise fluctuations by the radiometer equation:

∆TN = κc
Tsys√
∆ν tint

≈

Tsys√
∆ν tint

(1.3)

where κc > 1 is a loss factor for the details of the signal detection scheme, ∆ν is the

observed bandwidth, tint is integration time and tsys is the system temperature.

At the low radio frequencies, the galaxy is so bright that the system tempera-

ture is equivalent to the sky temperature, Tsky. The sky brightness temperature is

dominated by the synchrotron radiation from fast electrons in the Milky Way. In

this frequency range, a rule of thumb for the brightness temperature for typical high-

latitudes (coldest regions in the sky) is Tsky ∼ 180
(

ν
180MHz

)−2.6
K. The rms noise

of antenna temperature, ∆TN rises proportionally to the sky temperature, so the

integration time must increase to achieve a low noise level. The foregrounds are four

or five orders of magnitude larger than the expected signal, and their removal is the

most challenging problem to observe the EoR 21-cm line.

The SKA has an effective collecting area of one square kilometer at 140 MHz,

distributed over 4km, Tsys = 300 K, and an optimal channel width of 0.3 MHz. More

detailed expressions of Eq.(1.3) contains the effective collecting area of the array and

the rms sensitivity of SKA is then 5.2 mK with a beam FWHM ∼ 2′ when integrating

for one month. This will be acceptable to perform 3D imaging of the IGM during

reionization.

The near term low frequency path-finders arrays (LOFAR etc) have less than
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Array Nant Atot [103m2] FoV (deg2) Dmin(m) Dmax(km)

ASKAP 500 7.0 π162 4 1.5
LOFAR 64 42 4 × π22 100 100

SKA 5000 600 π5.62 10 3000

Table 1.1: Existing and planned low-frequency radio telescopes and their parameters

10% of the collecting area of the SKA, so direct 3D imaging may not be available.

However, these near term experiments will be capable of probing the IGM in other

ways, focusing primarily on large quasar HII regions.

The effective collecting area depends on the distribution of baselines in the array.

SKA has a large collecting area to image all modes up to k = 0.3−0.5Mpc−1 shown in

Fig. 1.7 for some realistic configurations as specified in Tab. 1.1. It corresponds to a

scale of ∼ 3 comoving Mpc at z = 8 so it remains difficult to detect small HII regions.

Both a longer observation and a larger bandwidth will increase the sensitivity and

allow shorter modes to be observed. ASKAP has all its antenna in the core, it does

not have any baselines that probe k⊥ > 0.5 Mpc−1 at z = 8. LOFAR has only a

quarter of antennae in its core region, so a smaller fraction of its baseline can serve

for the mode k⊥ < 0.5 Mpc−1. The minimum baseline of 100 m of LOFAR does not

allow to detect modes with k⊥ < 0.03 Mpc−1.

Figure 1.7: Fraction of Fourier pixels for ASKAP (dashed curve), LOFAR (dot-dashed
curve), and SKA (solid curve) for which the rms signal exceeds the rms noise in a 1000
hour observation at z = 8. The vertical dotted line marks the scale corresponding to
6 MHz. (from McQuinn et al. 2006)
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1.4.2 Global signal

The evolution of the sky-averaged 21-cm signal can constrain the properties of the

first generations of stars and quasars (Furlanetto et al., 2006). If Population II stars

dominate, the effective Ly-α coupling renders the 21-cm signal visible in strong ab-

sorption before it is heated by X-rays. If Population III stars dominate, the harder

photons of massive stars compress this stage into a shorter time interval and decrease

the signal amplitude.

Figure 1.8: Fiducial histories of the sky-averaged 21 cm brightness temperature, The
solid blue curve uses a typical Population II star formation history, while the dashed
red curve uses only very massive Population III stars. Both fix reionization to end at
redshift z ≈ 7 (From Furlanetto 2006).

For this kind of observation, the sensitivity of the experiment is independent

of telescope collecting area and it can be done using small-area telescopes at low

frequency. However the line signal is still 10−4 − 10−3 times smaller than that of the

mean foreground continuum emission.
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1.4.3 Power spectrum

The three dimensional power spectrum of the 21-cm line allows us to measure a large

number of independent modes than the 2D angular power spectrum. Particularly we

can have a better sensitivity than in the case of direct imaging since the universe

is isotropic and we can explore redshift space distortions and derive cosmological

information (Barkana & Loeb, 2005).

Figure 1.9: The Fourier transform relationships between image cube, the mea-
sured visibilities, and the Fourier representation. The fundamental observable is the
visibility-frequency cube, which can be transformed into either an image cube or the
Fourier representation (From Morales 2005).

The observable quantity for an interferometric array is a single visibility V(Jy).

Fig. 1.9 shows the relationship between the image cube, the measured visibility

cube, and the three-dimensional Fourier representation. We follow calculations by

Morales (2005). We transform the visibilities coordinate from (u, v, ν) to Fourier

space (u, v, η), where η has dimension of time, since it is more convenient for a com-

parison with theoretical models. The Fourier representation can be expressed as

δTb(u) =

∫

B

V(u, v, ν)e2πiην , (1.4)

where the integration range B means the bandwidth of the observation, and u ≡
ûi + vĵ + ηẑ. In this representation, the rms of noise fluctuation can be expressed as

(Morales, 2005) ,

∆TN(u) =
λ2Tsys

√
B

δA
√
tu

≈ Tsys√
Btu

× λ2

δAδη
. (1.5)

where δη (Hz−1) is the inverse of the bandwidth range, dA (m2) is the physical size

of the antenna and tu is the integration time of the particular baseline.

The detector noise covariance matrix to observe a mode k for an interferometer

is then,

CN(ki,kj) ≡
〈

∆TN (ui)
∗∆TN (uj)

〉

=

(

λ2BTsys

δA

)2
δij
Btki

. (1.6)

There exists an isomorphism u ↔ k and 2πu⊥/x = k⊥, where x is the comoving dis-

tance to the observed 21-cm screen. i and j indicate labels of the observed baselines.
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On the other hand, we have to add errors from sample variance,

CSV (ki,kj) = 〈δT ∗
b (ki)δTb(kj)〉

≈ δij | δTb |2
∫

d3u | W(ui − u) |2 P21(u), (1.7)

where W is the Fourier-transform of the primary beam response function, including

the finite bandwidth and P21 is the power of the 21-cm signal.

Finally, the errors on a power spectrum from the total covariance matrix C =

CN + CSV is,

δP21(ki) ≈
1

√

Nc(ki)

δAx2y

λ2B2

[

CV (ki,ki) + CSN(ki,ki)
]

, (1.8)

where Nc is the number of independent cells in the same Fourier annulus of constant

(k, θ), and y is the comoving width of observation.

Nc(k, θ) = 2πk2sin(θ)∆k∆θ × Vol

(2π)3
(1.9)

Substituting Nc in Eq.(1.8) and assuming CN ≫ CSV , we can get (Furlanetto et

al.2006)

δP21 ≈ δA−3/2B−1/2

[

1

k3/2n(k, θ)

](

T 2
sys

tint

)

. (1.10)

Let us consider the scaling relations in order to increase the sensitivity of the

power spectrum. If we add more antennae of the same size, we can decrease the

errors but it can also increase the number of correlations by the same factor. We can

make each antenna larger keeping the same number, but we lose the gain sensitivity

which is only proportional to δA−3/2. It decreases the total field of view. Increasing

the bandwidth can also be a solution to increase the sensitivity. However too much

bandwidth can increase systematic errors because of strong foregrounds. Increasing

the integration time also decreases the uncertainty of the measurement.

The distribution of baselines in an array can affect the sensitivity to the EoR,

since the effective collecting area at a given angular resolution depends on that. We

are interested in short baseline array to observe the redshift 21 cm signal. We can

approximate the collecting area for SKA scales as λ2, which is equal to 6 × 105 m2

within the inner 6 km of the array for λ = 21(1 + 8) cm (McQuinn et al., 2006).

Fig. 1.10 in McQuinn et al. (2006) compares the expected power spectrum errors

of various instruments and signals. SKA has reasonable sensitivity for three red-

shifts 6, 8, and 12 between 0.01Mpc−1 . k . 5Mpc−1 while ASKAP and LOFAR

show acceptable sensitivity at z . 10 and k . 1Mpc−1 (all distances in comoving
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Figure 1.10: Isotropic power spectrum sensitivity. The expected error for the ASKAP
(thick dashed curves), LOFAR (thick dot-dashed curves), and the SKA (thick solid
curves) and estimated signal (with and without reionization) are shown by the thin
dashed and solid line. Each assumes perfect foreground removal (from McQuinn et al.
(2006))

.

coordinates).

1.4.4 Foreground Contamination

The foreground problem is the most challenging difficulty for the 21-cm line measure-

ment. Both the discrete extragalactic radio sources and the large-scale emission of our

Galaxy strongly contaminate the signal. The primary foreground from our Galaxy is

3 to 4 orders of magnitude larger than the expected 21-cm signal. However, it will

be removable since all the foreground contaminations from our Galaxy are spectrally

smooth and we can extract them.

The other foregrounds from discrete radio galaxies, and terrestrial radio frequency

interference are not spectrally smooth. Particularly, Di Matteo et al. (2002) shows

that the extragalactic point sources may be the hardest to remove. A number of works

have been done to develop foreground cleaning techniques, (e.g. Morales (2005);

Bowman et al. (2006); Gnedin (2004)) and concluded that spectral decomposition
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should be adequate to separate synchrotron foregrounds from the HI-cm signal at

mK level. Santos et al. (2005) study the foregrounds and their influence on the

21-cm signal and show that foreground cleaning is aided by the large-scale angular

correlation, especially of the extragalactic point sources.

Jelić et al. (2008) present simulated astrophysical foregrounds data cubes and

show that the expected LOFAR-EoR noise level is ≈ 52mK at 150 MHz after 400h

of total observing time.
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Chapter 2

Numerical code - LICORICE

LICORICE is developed in the Paris Observatory to simulate radiative (UV + Ly-α)

hydrodynamics using the TreeSPH algorithm and a Monte Carlo ray-tracing algo-

rithm on an adaptive grid. The LICORICE code integrates three main parts, a

TreeSPH dynamical part (see section 2.1), radiative transfer for the ionizing contin-

uum (see section 2.2) and radiative transfer for the Lyman-α line (see section 2.3).

LICORICE shows good agreement with the results of other codes used in Iliev et al.

2006, the Cosmological Radiative Transfer Code Comparison Project I (Iliev et al.,

2006a) (see section 2.4). We are also participating in the Comparison Project II

(Iliev et al., 2009), a set of radiative hydrodynamics tests. The general performance

of LICORICE is discussed in section 2.5.

2.1 Tree SPH algorithm for dynamics

The first part of LICORICE is the dynamical part. The gravity and fluid dynam-

ics are followed using a TreeSPH method. More details on different aspects of the

implementation are described in Semelin & Combes (2002) and Semelin & Combes

(2005).

2.1.1 Tree algorithm for gravitation

Gravity is the driving force of the structure evolution. LICORICE uses the tree

algorithm (Barnes & Hut 1986) to compute gravity.

Construction of the Tree

The tree structure is essential for the LICORICE code. All three main parts of

LICORICE are based on this oct-tree structure. We construct an adaptive grid using

the tree structure level by level. The entire simulation box is the root cell or “0-level

33
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cell”. The n-level cells are split into 8 (4 in 2D) children (n + 1)-level cells if they

contain more than 1 particle. The left thin grid of Fig. 2.1 shows the tree structure

with 5 levels.

Dynamic equation

Once the tree is constructed, the computational cost for gravitation can be reduced

from O(N2) to O(N log N) where N is the number of particles. This is due to the

multipole approximation for gravity computation at large distance. From the low to

high level cell, we examine if the angular size of the cell, seen from distant particles, is

smaller than a criterion θ. If so, we compute the gravitational force on distant particles

using the multipole moments of the particle distribution in the cell. Otherwise we do

the same test with the subcells, and so on. Typically we use a value of θ = 0.8 rad

and the typical error on the gravitational force is smaller than 1% (Hernquist, 1987).

2.1.2 The SPH algorithm for hydrodynamics

Hydrodynamic forces are also important for structure formation. In hydrodynamic

codes, galaxy formation can be modeled self-consistently including cooling and ac-

cretion mechanisms. LICORICE treats the hydrodynamic through the SPH method

(Gingold & Monaghan, 1977).

In the SPH method, fluid elements constituting the system are sampled and rep-

resented by particles. All particles represent the local pressure, density and energy of

the fluid, which depend on the properties of neighbor particles. Identifying the neigh-

bor particles is a very important step to compute the equation of motion, and the

number of neighbor particles determines the spatial resolution in this algorithm. We

compute an individual smoothing length, h, for each particle so that all particles have

a similar number of neighbor particles. We use again the tree data structure to find

rapidly the neighbor particles and the smoothing length h. Once the list of neighbor

particles and the smoothing length is computed for each particle, we compute the

local density of the particle (called also “particle density”) ρi, through a kernel w (a

spherically symmetric spline function) from Monaghan & Lattanzio (1985).

i) w(x, h) =
1

πh3
[1 − (3/2)(r/h)2 + (3/4)(r/h)3], 0 ≤ r/h ≤ 1,

ii) w(x, h) =
1

πh3
(1/4)[2 − (r/h)]3, 1 ≤ r/h ≤ 2,

iii) w(x, h) = 0, r/h ≥ 2. (2.1)

where x is the one dimensional distance from the position of the particle and m is
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the particle mass. From the equation of state,

p(ρ, u) = (γ − 1)ρu

(

γ =
5

3

)

, (2.2)

we compute the pressure pi = p(pi, ui) where u is the specific energy. Then we

integrate the equation of motion as follows (gravity forces excluded) :

dri

dt
= vi

dvi

dt
= − 1

ρi

▽ pi + avisc
i (2.3)

where avisc
i is an artificial viscosity term to deal with the presence of shock waves

to spread the shock over the spatial resolution. We use the viscosity described in

Monaghan (1992). We use the arithmetic average hij =
hi+hj

2
to compute the inter-

action between two particles. This is important for a good momentum and energy

conservation.

2.1.3 Additional physics

A number of additional physical processes have been implemented in the LICORICE

code.

Star formation

Star formation is considered by transforming gas particles into star particles. First

we have to choose under which condition stars can be formed. Katz (1992) proposed

a criteria that stars form only in Jeans unstable regions and within a convergent

flow of gas. Navarro & White (1993) added the condition that the star forming

regions undergo rapid cooling. They both reduced the cooling time criterion and the

Jeans instability criterion to a density threshold. We agree with these considerations

and use a density threshold (where ρ > ρcritical) to select star forming regions. This is

coherent with results deduced from the observations (Martin & Kennicutt, 2001). For

the gas particles over this density threshold condition, we compute a star formation

rate following the Schmidt law,

dρstar

dt
= Cρn

gas , (2.4)

where C is a constant combining a star formation efficiency and characteristic time

and the index n is fixed at 1.5 or 1.
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Cooling and heating

The thermal evolution of particles depends on the adiabatic expansion, shocks, exter-

nal (ΓUV) photo heating and radiative cooling (Λ). Although radiative heating and

cooling can be computed in the continuum radiative transfer part of LICORICE, the

dynamic part has its own module for simulations without radiative transfer. It uses

the tabulated values of Λ in Sutherland & Dopita (1993). In some cases, a constant

uniform heating ΓUV is applied to the gas to model the background UV radiation

field.

Supernova feedback

Supernova explosion releases an energy amount of ∼ 1048 erg per unit solar mass

of a Salpeter IMF. We include both thermal and kinetic feedback on the neighbor

particles to avoid instantaneous dissipation by radiative cooling (Katz et al., 1996).

Thermal feedback increases the temperature of neighbor particles up to 104 − 105

K and the kinetic feedback kicks away the neighbors in radial directions around the

forming star (Mihos & Hernquist, 1994).

2.2 Monte Carlo on an adaptive grid - continuum

The second part of LICORICE is the radiative transfer of the ionizing continuum.

We use a 3D Monte Carlo ray-tracing scheme. The radiation field is discretized into

photon packets which propagate individually on an adaptive grid and interact with

matter. The numerical methods implemented in LICORICE are similar to the ones

employed in the CRASH code (Maselli et al., 2003). There are, however, a number

of differences which are described in the following sections.

2.2.1 Adaptive grid

Both the continuum and Lyman line radiative transfer (RT) parts of LICORICE use

an adaptive grid based on the oct-tree. The oct-tree keeps splitting a mother cell into

8 children cells (4 children cells for 2D) if it contains more than 1 particle as shown

in left panel of Fig. 2.1. There is a difference between the usual oct-tree and our

adaptive grid. The grid for RT stops splitting a mother cell if it contains less than

a tunable parameter Nmax particles. Therefore, the RT cells can contain from 0 to

Nmax particles while the “leaf-cells” in the oct-tree contain either 0 or 1 particle.

For equivalent spatial resolution, such an adaptive grid requires lower memory

and CPU-time than regular grid-based RT codes.
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Figure 2.1: The left thin grid is an adaptive grid for TreeSPH dynamical part and the
right thick is the one for radiative transfer (continuum and Lyman line). Each RT
cell of the thick grid contains less than Nmax particles, which is a tunable parameter.
Nmax = 4 is used for this 2D representation.

We define the RT cell density as the average of the particle densities of an RT

cell. We use it to estimate the optical depth of each RT cell. The photon packet

travels through RT cells and deposits a fraction of its content in each RT cell crossed

depending on this RT cell density. Then we distribute the absorbed photons and

energy to each particle in the RT cell proportionally to its HI mass. This scheme is

especially relevant if the density field is not static i.e. an RT cell does not always

contain the same set of particles.

2.2.2 Ionizing radiation field

The radiation field is discretized into photon packets and they are emitted from the

point sources which are located in the simulation box. The number of photons in

one photon packet is determined by the photon pocket frequency ν, the number of

photon packets emitted each time step, and the time dependent luminosity L(ν, t) of

the sources. To each photon packet, a frequency ν is given by sampling the source

spectrum. If Nph photon packets are emitted per point source with random direc-

tion (θ, φ) during the regular time interval ∆treg, each photon packet of frequency ν

contains,

Nγ(ν, t) =
L(ν, t)∆treg
Nphhν

(2.5)

real photons.
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2.2.3 Absorption probability of photon packets

Let O(x0, y0, z0) be the position of a point source. The position of a propagating

photon, emitted from O with random direction (θ, φ) can be described by Eq.(2.6) in

spherical coordinate.

x = x0 + r sin θ cosφ

y = y0 + r sin θ sin φ

z = z0 + r cos θ (2.6)

Photon packets propagate through several RT cells and deposit photons and en-

ergy in each RT cell depending on the absorption probability. A generic monochro-

matic packet, initially composed of Nγ photons deposits a fraction of its Nγ ionizing

photons into RT cells during the propagation.

At first, let’s consider the absorption probability, Pcell(τcell) for a single photon,

passing through an RT cell filled with only the hydrogen absorber. The optical depth

of the RT cell, τcell can be expressed as

τcell = σlcellnH0, (2.7)

where σ is the photoionization cross-section and nH0 denotes the number density of

the hydrogen in the cell and lcell is the length of the RT cell. From the radiative

transfer equation, the absorption probability of this simple case is given by,

P(τcell) = 1 − e−τcell , (2.8)

for arbitrary large values of τcell. Now let’s compute the case for several absorbers

(H0,He0,H+), how the absorption probability for each absorber is changed with re-

spect to Eq.(2.8)

We divide one RT cell in many small bins as shown in Fig. 2.2. The bins crossed

by the photon packet are ordered by the index i = 1, 2, 3, ..., (n−1), n. Let lcell be the

length of the RT cell. Then we compute the probability of being absorbed by each

absorber in one bin of the RT cell. Since n is very large, each bin is optically thin,

then ;

• the probability of being absorbed by H0 in one bin is1

pH0 = σH0

lcell
n
nH0 ≡ τcell,H0

n
,

1H0 denotes the neutral hydrogen
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Figure 2.2: The small bins crossed by the photon packet in an RT cell are ordered by
the index i = 1, 2, 3, ... , (n− 1), n.

• the probability of being absorbed by He0 in one bin is2

pHe0 = σHe0

lcell
n
nHe0 ≡

τcell,He0

n
,

• the probability of being absorbed by He+ in one bin is

pHe+ = σHe+

lcell
n
nHe+ ≡ τcell,He+

n
,

• the probability of not being absorbed by any absorber in one bin is

1 −
(

pcell,H0 + pcell,He0 + pcell,He+
)

= 1 −
(

τcell,H0 + τcell,He0 + τcell,He+

n

)

.

The probability of being absorbed in the i = m bin, Pm
H0 , is,

Pm
H0 = (1 − pcell,H0 − pcell,He0 − pcell,He+)m × pcell,H0. (2.9)

e.g. The probability of not being absorbed until m bin multiplied by the probability

of being absorbed in m bin.

Therefore, the total probability, PH0 , of the photon being absorbed by H0 anywhere

in an RT cell is the sum of the probability of being absorbed in each bin.

2He0 denotes the neutral helium
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PH0 = P0
H0 + P1

H0 + P2
H0 + ...+ Pn

H0

=
τcell,H0

n

n−1
∑

i=0

(

1 − τcell,H0 + τcell,He0 + τcell,He+

n

)i

=
τcell,H0

n

1 −
(

1 − τ
cell,H0 + τ

cell,He0
+ τ

cell,He+

n

)n

τ
cell,H0 + τ

cell,He0
+ τ

cell,He+

n

=
τcell,H0

τcell,H0 + τcell,He0 + τcell,He+

{

1 −
(

1 −
τcell,H0 + τcell,He0 + τcell,He+

n

)n}

≃ τcell,H0

τcell,H0 + τcell,He0 + τcell,He+

(

1 − eτ
cell,H0 + τ

cell,He0
+ τ

cell,He+
)

, (2.10)

since n is very large.

In the same way,

PHe0 =
τcell,He0

τcell,H0 + τcell,He0 + τcell,He+

(

1 − eτ
cell,H0 + τ

cell,He0
+ τ

cell,He+
)

, (2.11)

PHe+ =
τcell,H0

τcell,H+ + τcell,He0 + τcell,He+

(

1 − eτ
cell,H0 + τ

cell,He0
+ τ

cell,He+
)

. (2.12)

Eq.(2.10)-(2.12) are also valid for arbitrary large values of τcell, while the absorp-

tion probabilities used in Eq.(15) of Maselli et al. (2003) are approximately valid for

optically thin cases.

The total absorption probability, Ptotal, for a single photon arriving in an RT cell

of optical depth τcell ≡ τH0 + τHe0 + τHe+ is given by

Ptotal(τcell) = PH0 + PHe0 + PHe+ = 1 − eτcell . (2.13)

Photon packets propagates through several RT cells. The RT cells crossed by the

photon packets are ordered by the index l = 1, 2, 3, ... , (N − 1), N and N is the last

RT cell where we stop the propagation. For each l− th RT cell crossed, we increment

the optical depth by ∆τ l,

∆τ l = τcell = ∆τ l
H0 + ∆τ l

He0 + ∆τ l
He+

=
[

σH0(ν)nl
H0 + σHe0(ν)nl

He0 + σHe+(ν)nl
He+

]

lcell (2.14)

where σA is the photoionization cross-section for absorber A ∈
{

H0,He0,He+
}

,
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nl
Abs is number density in the l-th RT cell.

Then we can compute the number of photons absorbed in the l-th RT cell. If N l
γ

is the number of photons in a photon packet arriving in the l-th RT cell,

N l
Abs = N l

γPtotal = N l
γ(1 − e−∆τ l

) (2.15)

is the number of absorbed photon in l-th RT cell, and

N l
γ −N l

Abs = N l
γ −N l

γ(1 − e−∆τ l

) = N l
γe

−∆τ l

(2.16)

is the number of photon passing through the l-th RT cell. It is also the same as the

number of photons arriving in the next (l + 1)-th RT cell. Therefore,

N l+1
γ =

(

N l
γ −N l

Abs

)

= N l
γe

−∆τ l ≤ Nγ , (2.17)

where Nγ is the initial photon content in a photon packet.

Each photon packet keeps propagating until it exits the simulation box (if we

use free boundary condition) or until the remaining photon content is much smaller

than the initial photon content, N l
γ < 10−PNγ. We typically adopt p = 4 for the

UV continuum and p = 2 for the X-ray continuum. We use p = 2 for X-rays for

two reasons. X-ray photons have very small photoionizing cross section, and they

propagate through the periodic simulation box several times before the remaining

photon contents reaches 10−4Nγ . Therefore we use p = 2 for X-ray photons in order to

reduce the computational cost. In addition, the total energy of the X-ray continuum

is much smaller than that of UV continuum (e.g. LX = 10−3LUV) in our chosen

models, so taking p = 2 for the X-ray continuum is also acceptable for good energy

conservation.

2.2.4 Updating physical quantities

From the absorbed photons in the RT cells, we update the ionization fraction using

the following coupled equations (Maselli et al., 2003);
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nH
dxH+

dt
= γH0(T )nH0ne − αH+(T )nH+ne + ΓH0nH0 ,

nHe
dxHe+

dt
= γHe0(T )nHe0ne − γHe+(T )nHe+ne

−αHe+(T )nHe+ne + αHe++(T )nHe++ne + ΓHe0nHe0 ,

nHe
dxHe++

dt
= γHe+(T )nHe+ne − αHe++(T )nHe++ne + ΓHe+nHe+ . (2.18)

where n = nH + nHe + ne is the number of free particles per unit volume in the gas;

H and Λ are the heating and cooling functions which account for the energy gained

and lost in a unit volume per unit time. αI and γA indicate the recombination and

collisional ionization coefficient and I ∈
{

H+,He+,H++
}

; ΓA is the time-dependent

photoionization rate.

The last equation is the energy conservation used to update the gas temperature.

E is the internal energy of the gas, E = 3
2
nkBT . Since n and T depend on time,

dE

dt
=

d

dt

(

3

2
nkBT

)

=
3

2

dn

dt
kBT +

3

2
nkB

dT

dt
= H− Λ. (2.19)

From the equation of energy conservation Eq.(2.19), we update the gas temperature,

dT

dt
=

2

3kBn

[

−3

2
kBT

dn

dt
+ H(T, xI) − Λ(T, xI)

]

. (2.20)

We update the ionization fraction and temperature of the gas using Eq.(2.18)

with the integration time step ∆tupdate. We integrate Eq.(2.21)-(2.24) implicitly (with

hydrogen species only) or explicitly (with helium species). ∆tupdate can be equal or

less than the ∆treg described in the previous section. The photoionization rate (ΓA)

and photoheating rate are considered as constant during the integration time step

∆tupdate. Their contributions are given by :
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∆xH+ =
n0

H

nH
ΓH0∆tupdate

≡ The number of photons absorbed by H0 in l -th RT cell

The total number of hydrogen in the l -th RT cell

=
N l

AbsPH0

N l
H

=
N l

Abs

nl
Hl

3
cell

(

∆τ l
H0(1 − e−∆τ l

)

∆τ l
H0 + ∆τ l

He0 + ∆τ l
He+

)

, (2.21)

∆xHe+ =
n0

He

nH

ΓHe0∆tupdate

≡ The number of photons absorbed by He0 in l -th RT cell

The total number of helium in the l -th RT cell

=
N l

AbsPHe0

N l
He

=
N l

Abs

nl
Hel

3
cell

(

∆τ l
He0(1 − e−∆τ l

)

∆τ l
H0 + ∆τ l

He0 + ∆τ l
He+

)

, (2.22)

∆xHe+ =
n0

He

nHe

ΓHe0∆tupdate

≡ The number of photons absorbed by He+ in l -th RT cell

The total number of helium in the l -th RT cell

=
N l

AbsPHe+

N l
He

=
N l

Abs

nl
Hel

3
cell

(

∆τ l
He+(1 − e−∆τ l

)

∆τ l
H0 + ∆τ l

He0 + ∆τ l
He+

)

,

(2.23)

∆T =
2

3kBn

{

− 3

2
kBT∆n+N l

AbsPH0(hν − hνth,H0)

+N l
AbsPHe0(hν − hνth,He0) + N l

AbsPHe+(hν − hνth,He+)
}

(2.24)

where hνth,A are the ionization potential of the recombined atom and l3cell is the

volume of the l-RT cell. Recombination, collisional ionization and cooling are treated

as continuous process, with integration time step ∆tcool much smaller than ∆tupdate
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(50-100 times). All rates for recombination, collisional ionization and cooling are

given in Appendix A.

2.2.5 Adaptive time integration

The integration time step for updating the photoionization and photoheating rates,

∆tupdate, is adaptative. We use a typical ∆tupdate smaller than the dynamical time

step ∆tdyn. Furthermore, recombination, collisional ionization and cooling are treated

with an integration time step ∆tcool which is much smaller than ∆tupdate.

The ionizing continuum radiative transfer is the repetition of two steps. i) The

emission and propagation of Nph photon packets during the time interval ∆treg and

then ii) the update of physical quantities.

• i) All the sources emit Nph photon packets along random directions. Each RT

cell records the number of absorbed photons and the absorbed energy during

this period.

• ii) The physical quantities of the gas are updated with the integration time step

∆treg. This update is applied even to the RT cells that absorbed no photon

during ∆treg. This is necessary in order to consider the effect of collisional

ionization, recombination, adiabatic expansion, etc.

However, this regular update is not appropriate where the flux of photons is too

high, especially close to the sources. In this case, the number of photons absorbed

during ∆treg is so high that it can exceed the total number of atoms available in the

RT cell. To avoid this excess, we update the physical quantities and optical depth

of the RT cell whenever the number of absorbed photons reaches a pre-set limit, for

example 30% of the total number of neutral atoms in the RT cell. We update this RT

cell with ∆tupdate(< ∆treg) which is equal to the time elapsed since the last update.

The hierarchical scale of the different time steps are specified in Fig. 2.3

2.2.6 X-ray radiative transfer

LICORICE can deal with the ray tracing of soft X-ray continuum (E ≤ 2 k eV) as

well as UV continuum. The main effect of X-rays on the gas is heating rather than

ionization. We included only soft X-rays because X-ray heating is dominated by

soft X-rays, as harder X-rays have a mean free path comparable to the Hubble scale

(Pritchard & Furlanetto, 2007). Here are some differences of the X-ray radiative

transfer compared to the UV continuum.
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Figure 2.3: Schematic representation of the different time steps of LICORICE.

Finite velocity of light

For the UV continuum transfer, an infinite velocity of light is assumed because the

photon mean free path is usually much shorter than the typical simulation box size

(10-100 comoving Mpc/h) and the photon content in a photon packet attenuates

quickly down to the limit (N l
γ < 10−4Nγ) within a regular time step of radiative

transfer ∆treg.

On the other hand, X-rays have a mean free path comparable with the simulation

box size so they can travel several times the simulation box (under periodic boundary

conditions) until the number of photons is attenuated below the limit. The comoving

mean free path of an X-ray with energy E is (Furlanetto et al 2006),

λX ≈ 4.9x
−1/3
HI

(

1 + z

15

)−2(
E

300 eV

)3

Mpc. (2.25)

Therefore, applying the same assumption of infinite velocity to X-ray photons causes

incorrect results. We used the real velocity of light for X-rays, so they travel a distance

c∆treg for each time step of the radiative transfer, ∆treg. We save these photons for

the next time step of radiative transfer. When the photon packet loses ∼ 95% of its

initial number of photons, we stop the propagation. The 95% limit is higher than the



46 CHAPTER 2. NUMERICAL CODE - LICORICE

limit of the UV continuum (N l
γ < 10−4Nγ) for the sake of computational cost due to

the long mean free path of X-rays.

Redshifting frequency

Since the X-ray photons can propagate over several box sizes during several tens of

Myr, the X-ray frequency can redshift considerably between emission and absorption.

The cross-section of photoionization has a strong frequency dependence, so we have

to redshift the frequency of the photons. At each radiative transfer time step ∆treg,

we update the frequency of all the X-ray photon packets,

ν(t+ ∆treg) =
a(t)

a(t+ ∆treg)
ν(t), (2.26)

where a(t) is the expansion factor of the Universe.

Secondary heating and ionization

Since X-ray photons have much more energy than the ionization potential, a fraction

of a primary electron’s energy is deposited as heat, secondary ionization, and H/He

excitation depending on the local ionization fraction. The corresponding generic

interactions are Coulomb collisions with thermal electrons, collisional ionization of

H0, He0 or He+, and collisional excitation of H0, He0 or He+. Therefore secondary

heating becomes larger with increasing ionization fraction of the background. We

used the fitting formulae of Shull & van Steenberg (1985) to account for this effect.

For example, according to their numerical work, a primary electron of 2keV creates

over 24 secondary electrons (17% of its initial energy), deposits 64% of its energy

as heat, and leaves the remainder as H I excitation (15%), and He I excitation or

ionization (4%) for a local ionization fraction x = 0.1.

2.3 Lyman line transfer

The last part of LICORICE, which deals with the Ly-α line radiative transfer, shares

is main features with the second part, the Monte Carlo approach and the adaptive

grid. The methods for resonant line scattering were presented in Semelin et al. (2007).

The implementation is similar to those of other existing codes. (e.g. Zheng & Miralda-

Escudé (2002); Cantalupo et al. (2005); Dijkstra et al. (2006); Verhamme et al. (2006);

Tasitsiomi (2006)). Necessary improvements have been implemented in our code.
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2.3.1 The optical depth

The neutral hydrogen atoms absorb Lyman series photons as well as the ionizing pho-

tons, but absorbed Lyman series photons are re-emitted immediately by the sponta-

neous emission, also considered as scattering. The current version of LICORICE has

only the Ly-α line; upper Lyman series lines will be included in a future work.

Similar to the ionizing photon case, a Ly-α photon traveling through the inter-

galactic medium has a probability Pα(τα) = 1−e−τα of being scattered after traveling

through an optical depth τα from its emission point. The optical depth of Ly-α

scattering can be expressed as;

τα =

∫ l

0

∫ +∞

−∞

ds du‖ nH0 p(u‖) σα

(

ν

(

1 −
vmacro
‖ + u‖

c

))

, (2.27)

where ν is the photon frequency in the global rest frame and nH0 is the local number

density of neutral hydrogen. u‖ is the scattering atom thermal velocity along the

incoming photons’s direction in the moving reference frame of the fluid, p(u‖) is the

normalized probability distribution for u‖, v
macro
‖ is the gas macroscopic velocity along

the incoming photons’s direction in the global rest frame, and c is the speed of light.

σα(ν ′) is the Ly-α scattering cross section of a photon with frequency ν ′ in the atom

rest frame. An approximate expression of the Ly-α scattering cross section is given

in Peebles (1993) :

σα = f12
πe2

mec

∆νL/2π

(ν − ν0)2 + (∆νL/2)2
(2.28)

where f12 = 0.4162 is the Ly-α oscillator strength, ν0 = 2.466 × 1015 Hz is the line

center frequency and ∆νL = 9.936 × 107 Hz is the natural line width. The function

p(u‖) usually results from the thermal distribution of the atoms velocity:

p(u‖) =
1√
πvth

exp

(

−
u2
‖

v2
th

)

with vth =

√

2kBT

mp
. (2.29)

With the help of the dimensionless parameter x, the relative frequency shift, and b,

the natural to Doppler line width ratio:

x =
ν − ν0

∆νD
with ∆νD =

vth

c
ν0 ,

b =
∆νL

2∆νD
, (2.30)

we can express the optical depth increment in the fluid rest frame in a compact way :

dτ = ds nHI
f12

√
πe2

mec∆D
H(b, x), (2.31)
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where H is the Voigt function defined as :

H(b, x) =
b

π

∫ +∞

−∞

e−y2

(x− y)2 + b2
dy. (2.32)

2.3.2 Hubble Expansion

The Ly-α thermal line width is equivalent to the Hubble flow redshift over only a

few 10 comoving kpc during the epoch of reionization. This scale is usually much

smaller than the size of the cells in simulations, so we have to consider the full effect

of expansion when computing the optical depth within a cell. We use the frequency

in the local comoving frame as the reference frequency and include only peculiar

velocities in Doppler shifts. Within a cell, the outgoing local comoving frequency νout

at time tout is given by the general formula :

νout =
a(νin)

a(νout)
νin , (2.33)

where a(t) is the expansion factor of the universe, νin is the incoming local frequency

at time tin. Between the incoming and outgoing comoving frequency in the cell, we

interpolate linearly along the path in a cell. This formulation naturally account for

the retarded time.

2.3.3 Scattering off atoms

The recoil effect has been shown to be negligible in most astrophysical situation by

several authors Zheng & Miralda-Escudé (2002); Tasitsiomi (2006), etc. When the

photon scatters off an atom, the frequency ν of the photon will change due to the

various contributions to the atom velocity,

νatom = ν

(

1 − vmacro + u

c
· ki

)

, (2.34)

where u is the thermal velocity of the atom, vm is the macroscopic velocity of the

gas and ki is the direction of the incoming photon. Then we compute the direction

of the photon after scattering. The change of the frequency due to the Hubble flow

is already included through the Eq.(2.33).

2.3.4 Propagation

The grid for the propagation of photons is built in the same way as shown in Fig.

2.1. The density (RT cell density) and velocity (vm) fields are then interpolated from
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the particle distribution to the RT cell.

We send individual photon packets from the source along a direction chosen at

random. Then we follow them from scattering to scattering and from RT cell to RT

cell, until they exit the simulation box or the frequency is redshifted to the red side

of Ly-α. The photon emitted or scattered undergoes the following processes:

• Step 1 : Draw randomly the new photon direction.

• Step 2 : Compute the photon comoving frame frequency, either from the scat-

tering atom rest frame frequency, or from the source spectrum.

• Step 3 : Draw a variable p from a uniform distribution between [0,1]. The

photon will travel an optical depth τ = −ln(p) to the next scattering event.

• Step 4 : Increment optical depth with the current cell contribution. Determine

if scattering occurs in this cell. If yes go to step 5, if no, pass on to next cell

and repeat step 4

• Step 5 : Draw scattering atom thermal velocity, and compute frequency in the

scattering atom rest frame. Go back to step 1.

2.3.5 Acceleration scheme

A Ly-α photon which travels through the Universe average density at z ∼ 10 faces

an optical depth of τ ∼ 106 (Gunn & Peterson, 1965; Loeb & Rybicki, 1999). To

compute ∼ 106 scatterings for each photon is impossible because up to ∼ 109 photon

packets are used for a simulation. The usual method is the core-skipping scheme

(Avery & House, 1968; Ahn et al., 2002). A photon entering the core of the line is

systematically shifted out when it next scatters off a thermal atom. This scheme

reduces the number of scatterings and CPU cost by several orders of magnitude while

preserving the shape of the emerging spectrum.

However, when we do not need to compute the emerging spectrum but we need to

know only where the scatterings occur, the acceleration scheme can be more drastic.

For example, we are interested in Pα, the average number of scatterings per atom

per second, for computing the 21cm emission. The photon propagates until the local

comoving frequency is shifted within 10 thermal line widths of the line center, in the

blue wing, at a location x0. Then we consider that the ∼ 106 scatterings that this

photon is bound to undergo all occur at x0. At 10 thermal linewidths off the center,

the mean free path of the photons is less than 1 kpc and much shorter than 1 pc in

the core of the line. We can neglect the spatial diffusion while the photon remains

within the 10 linewidth frequency range.
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2.3.6 Further improvements for future

Colored photon packet

Current version of LICORICE uses monochromatic photon packets, but this approach

has several drawbacks due to the nature of Monte Carlo sampling. Photon packets

with high frequency have long mean free paths so they propagate beyond the ionizing

front. It results unphysical spikes and anisotropic ionization front. Using colored

photon packets is a solution to overcome this effect.

If we consider only the photoionization of hydrogen, the method described in Susa

& Umemura (2000) is very effective to deal with colored photon packet. The optical

depth is rewritten in terms of the optical depth at Lyman limit, τνL
,

τν = τνL
(νL/ν)

3, (2.35)

because the photoionization cross-section is σν ≃ σνL
(νL/ν)

3. The specific intensity,

Iν is expressed as,

Iν = I in
ν exp [−τν ] , (2.36)

where I in
ν is the initial value. We can write the photoionization rate, kabs

HI , and the

UV heating rate, ΓHI in terms of an integration as,

kabs
HI =

∫ ∞

νL

Iν
hν
σν dν

Γabs
HI =

∫ ∞

νL

Iν
hν

(hσν − hσνL
) dν. (2.37)

Therefore, if we tabulate two integrations in Eq. 2.37 as a function of the total value

of the optical depth τ and use it during the photon packet propagation, we can easily

compute kabs
HI and ΓHI without introducing a vector on photon packets.

However, this method can not be used to helium reionization, since the photoion-

ization cross-section is more complicated, and we have to introduce a vector on photon

packets as Maselli et al. (2009). In any case, Monte Carlo ray-tracing needs sufficient

sampling of angle as well as frequency, so adapting the HEALPix algorithm (Górski

et al., 2002) will be also helpful for further improvement of LICORICE.

Recombination radiation

The recombination radiation is important for the reionization scenario since it is

related to the clumping factor and the effect of minihalos. LICORICE does not have

recombination radiation yet to speed up the code and we use case B recombination

rate to be consistent with this approximation. However, recombination rate can be
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implemented straightforwardly in the Monte Carlo ray-tracing. It will be included to

the code with other increasing efficiency and performance.

Higher Lyman series radiation

A photon redshifting into a higher Lyman series are absorbed immediately and re-

emitted. Typically, a Lyn photon is rapidly cascaded down to the lower energy state.

Thus coupling from the direct scattering of Lyn photons is unimportant relative to

Ly-α photons (Pritchard & Furlanetto, 2006). However, the cascade process from

Lyn photons can make Ly-α photons. (Pritchard & Furlanetto, 2006) found that the

1/3 of Lyn photons are cascade through Ly-α.

Including radiative transfer of higher Lyn series to LICORICE is not complicated.

We can adjust them without losing much computing time and efficiency. Higher

Lyman series radiation will be included in near future to LICORICE.

2.4 Radiative Transfer Comparison Test

With increasing computational power, we now are able to deal with many astrophys-

ical and cosmological radiative transfer problems. A cosmological radiative transfer

code comparison project is proposed by Iliev et al. (2006). The aim of this project

is to understand which algorithms (including various flavours of ray-tracing and mo-

ment schemes) are suitable for a given non-trivial problem as well as to validate each

code by comparing the results with other codes. Currently 13 independent RT codes

are participating in this project and 8 test problems have been done. The first 5 tests

are for radiative transfer in a static density field, and results are published in Iliev et

al. (2006). 3 additional tests are for the coupled gas dynamical and radiative transfer

evolution, (Iliev et al.,submitted). LICORICE shows good agreement with the results

of several tests appearing in the comparison project I, and we are also participating

in the second project.

2.4.1 Static density field cases

A. Isothermal HII region expansion

This test is the classical problem of an H II region expansion in a uniform gas around

a single ionizing source (Strömgren, 1939; Spitzer, 1978). A steady, monochromatic

(hν = 13.6 eV) source emits Ṅγ ionizing photons per unit time which propagate

through an initially neutral gas, with uniform density and hydrogen number density

nH.
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For this test, the temperature is fixed at T = 104 K. Under this condition, if we

assume that the ionization front is sharp, there is a well-known analytical solution

for the evolution of the I-front radius, rI , given by

rI(t) = rs [1 − exp(−t/trec)]
1/3 , (2.38)

where

rs =

[

3Ṅγ

4παB(T )2

]1/3

, (2.39)

where αB is the case B recombination coefficient (see Appendix) and

trec = [αB(T )nH ]−1 , (2.40)

is the definition of the recombination time. The H II region initially expands quickly

and then slows considerably as the evolution time approaches the recombination time

t ∼ trec. After a few recombination times, the I-front stops at a radius rI = rs and in

absence of gas motions remains static thereafter.

Initial conditions : The numerical parameters used in the test are:

• Box dimension : L = 6.6 kpc

• Gas number density : nH = 10−3 cm−3

• Initial ionization fraction (given by collisional equilibrium) : x = 1.2 × 10−3

• Ionizing photon production rates: Ṅγ = 5 × 1048 photons s−1

• Monochromatic frequency : hν = 13.6 eV

• Position of the source : center of the box

• Recombination time trec = 3.86 × 1015s = 122.4 Myr

• Temperature : T = 104 K

• Analytic radius Strömgren : rs = 5.4 kpc

• Simulation time : tsim = 500 Myr ≈ 4trec

• I-front position is defined by a 50 % neutral fraction .
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Figure 2.4: The line plots used in Iliev et al. (2006a) (top). [HII expansion in an
uniform gas at fixed temperature] The evolution of the position and velocity of the
I-front (left). The evolution of the I-front position for LICORICE (right).

Results In Fig. 2.4, we show the evolution of the I-front position with respect to

the analytical solution. The maximum excess rate of rnum/ranalyt is less than 5%

throughout the simulation time. All other codes compared in Iliev et al. (2006a)

in Fig. 2.4 never varied by more than 5% from the analytical solution. Considering

that the 11 other codes in Iliev et al. (2006a) have 1283 grid resolution, LICORICE

used 1283 particles, uniformly distributed in the simulation box. We placed the

source at the center of the box size 2L = 13.3 kpc and we set the Nmax = 8 (8

particles in a RT cell) which results in the effective RT grid resolution of 643 for

one quadrant. LICORICE shows very satisfactory results with only 1/4 at the linear

spatial resolution of other codes.
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B. H II region expansion with evolving temperature

This test solves essentially the same problem as the previous one, but the ionizing

source is now assumed to have a 105 K black-body spectrum and the gas temper-

ature varies due to heating and cooling processes. Contrary to the previous test,

disagreements appear among the different codes compared in Iliev et al. (2006a) in

this multi-frequency approach and an analytic solution does not exist.

Initial condition and result

The test geometry and gas density are the same as in the previous test. The ionizing

source has a 105 K black-body spectrum and the gas is initially fully neutral and

has a temperature of T = 100 K. The global evolution of the I-front is presented

in Fig. 2.5. Even if there exists no analytical solution, we compared the I-front

position with the analytical solution of the previous test. LICORICE shows good

agreement with other codes. The numerical I-front is slower than analytic solution

of the homogeneous temperature case until t ≈ trec. This is to be expected due

to the initial temperature of T = 100K and the inverse temperature dependence of

the recombination coefficient. The gas at T = 100K consumes more photons than

at T = 104K. However, the numerical I-front starts to catch up with the analytical

solution around t ≈ trec and then the difference becomes ever larger. This is also

due to the temperature of the ionized bubble being higher than T = 104K, which

consumes less photons because of a lower recombination rate.

In Fig. 2.6 we show the spherically-averaged radial profiles of the neutral (1 − x)

and ionized fraction (x) during the slowing-down phase at t = 100 Myr. All codes do

not show perfect agreement, but LICORICE gives results similar to CRASH, RSPH,

ART and C2-Ray, which are based on a ray-tracing method.

The corresponding spherically-averaged radial temperature profiles at t ≈ trec is

shown in Fig. 2.7. LICORICE agrees well with CRASH, ART and RSPH in the

spectral hardening region ahead of I-front, where the gas is preheated due to hard

photons.

C. I-front trapping

This test examines the propagation of a plane-parallel I-front and its trapping by a

dense, uniform, and spherical clump. Clumping is known to have a significant effect

on the penetration and escape of radiation from an inhomogeneous medium (Boisse,

1990). The inclusion of clumpiness introduces several parameters into the calculation,

such as the overdensity of the clumps, and the spatial correlation between the clumps

and the ionizing sources. Therefore succeeding at this clumping test is required for

all codes which will simulate the epoch of reionization.
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Figure 2.5: [H II region expansion in an uniform gas with varying temperature] The
evolution of position and velocity of I-front(left). The evolution of the I-front position
of LICORICE(right).

From the numerical point of view, we are especially interested in this test because it

deals with an over-dense region which puts the adaptive grid to the rest. We distribute

more particles inside the clump instead of attributing more massive particles to this

region. Therefore we construct more RT cells and can have a high resolution with

only 40% of the number of particles used in Iliev et al. (2006a).

Initial conditions A constant ionizing photon flux hits the y = 0 side of the

simulation box and the center of the clump is located at (xc, yc, zc) = (5, 3.3, 3.3) kpc

of the (6.6kpc)3 box as shown in Fig 2.8. The density and temperature of the clump

and background are chosen so that they are in pressure equilibrium. Knowing that

the Strömgren radius rs is obtained from

F =

∫ rs

0

dl nenHαβ(T ) , (2.41)

for a uniform-density clump the above equation reduces to

ls =
F

αHn
2
H

, (2.42)

where F is the flux of ionizing photons. Let us define the Strömgren length ls(r) at

impact parameter (Strömgren radius) r from the clump center using Eq.(2.41). We

then can define the Strömgren number for the clump as L ≡ 2rclump/ls, where rclump
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Figure 2.6: [H II region expansion in an uniform gas with varying temperature] :
Spherically-averaged ionized fraction x and neutral fraction 1 − x profiles at time
t = 100 Myr.

is the clump radius and l(0) is the Stromgren length at zero impact parameter r. If

Ls > 1 the clump is able to trap the I-front, while if Ls < 1, the clump is unable to

trap. We obtain ls ≈ 0.78(T/104)3/4 kpc, and Ls ≈ 2.05(T/104)3/4; thus along the

axis of symmetry the I-front should be trapped approximately at the center of the

clump for T = 104 K.

The numerical parameters for this test are :

• Spectrum : black-body radiation with effective temperature Teff = 105 K

• Constant ionizing photon flux : F = 106 s−1 cm−2

• Hydrogen number density of the background: nout = 2 × 10−4 cm−3

• Initial temperature of the background : Tout,init = 8000 K

• Initial temperature of inside the clump : Tin,init = 40 K

• nH inside the clump : nclumlp = 200nout = 0.04 cm−3

• Box size : L = 6.6 kpc

• Radius of the clump : rclump = 0.8 kpc

• Center of the clump : (xc, yc, zc) = (5, 3.3, 3.3) kpc

• Evolution time : 15 Myr
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Figure 2.7: [H II region expansion in an uniform gas with varying temperature] :
Spherically-averaged ionized temperature profiles at time t = 100 Myr.

Results In Fig. 2.9 we show the ionized and neutral fraction profiles along the

axis of symmetry during the slow-down due to recombination at t = 3 Myr, about

one recombination time in the clump. Only the region inside and around the clump

is plotted in order to show details. There are some differences in the position of

the I-front and the neutral fraction profiles behind the I-front among the codes, but

LICORICE shows results close to CRASH, C2-Ray and Coral. In the pre-ionization

region, LICORICE has a little bit higher ionization fraction, similar to RSPH. The

reason for this can be seen in the corresponding temperature profiles (Fig. 2.10).

LICORICE obtains a slightly higher temperature in pre-ionization region, resulting

in a lower recombination rate. The temperatures in the post-front region of the clump

otherwise agree quite well.

As we expect from the Ls > 1 value in Eq.(2.42), the clump traps the I-front at

the end of simulation (t = 15 Myr). (see Fig. 2.11) The I-front position and ionization

fraction in pre-ionized region are quite similar to the results of the other codes.
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Figure 2.8: Image of HI fraction and temperature cut through the simulation volume
at midplane at time t = 1 Myr and t = 15 Myr.



2.4. RADIATIVE TRANSFER COMPARISON TEST 59

Figure 2.9: [I-front trapping in dense clump] : Line cuts of the ionized and neutral
fraction along the axis of symmetry through the center of the clump at times t = 3
Myr.

Figure 2.10: [I-front trapping in dense clump] : Line cuts of the temperature along
the axis of symmetry through the center of the clump at times t = 3 Myr.
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Figure 2.11: [I-front trapping in dense clump] : Line cuts of the ionized and neutral
fraction along the axis of symmetry through the center of the clump at times t = 15
Myr.
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2.4.2 Radiative-hydrodynamics cases

The next three tests deal with the radiative transfer coupled with hydrodynamics.

Such dynamics with radiative feedback is very complex and there is no approximate

analytic solution to validate the codes. An alternative validation procedure is to com-

pare different numerical methods on common problems. The Cosmological Radiative

Transfer Code Comparison Project II compares 10 independent RT codes on these

problems. LICORICE participates in this project. We present a brief result of this

comparison test here.

The first radiative-hydrodynamic test (Test 5) is the classical problem of expan-

sion of HII region in an initially-uniform gas. 8 different codes (Capreole+C2-ray,

HART, RSPH, ZEUS-MP, RH1D, LICORICE, Flash-HC and Enzo) are used in this

test, and all the codes show good agreement. The main differences originate from the

different handling of the energy equation and the hard photons with long mean free

paths. LICORICE, using frequency sampling, finds a larger pre-heated region than

several other codes. An effective pre-heating makes a weaker shock leading the I-front,

and a lower number density which results in faster moving I-front. The codes using

multifrequency show a double-peaked feature in the radially averaged profile of the

density and Mach number. This is due to the preheating of the dense shocked neutral

gas by hard photons. It shows that multifrequency photon transport is necessary to

capture the correct structure of I-front and shocks.

The second radiative-hydrodynamic test (Test 6) is the propagation of an I-front

created by a point source at the center of a spherically-symmetric, steeply-decreasing

power law density profile(1/r2) with a small flat central core. The 1/r2 density profile

approximates those of galactic molecular cloud cores or cosmological minihalos at high

redshift. 8 codes (Capreole+C2-ray, TVD+C2-ray, HART, RSPH, ZEUS-MP, RH1D,

LICORICE, Flash-HC) participate in this test, and show agreement in terms of the

position of the I-front and the shock, the HII size, density and temperature. However,

some instabilities occur for several codes. LICORICE shows visible instabilities in the

ionized fractions, temperatures, densities, and Mach numbers. It seems that these

instabilities are numerical, due to both the SPH method and the corner effects of

the Cartesian grid. LICORICE’s irregular morphology of the shell is due to spurious

fluctuations in the density field, where the local particle number changes sharply.

This is a well-known feature of SPH. A grainy structure of the Mach number shown

in Test 5 also originate from the properties of the SPH method, because of the low

resolution in the evacuated interior of the H II regions.

The third radiative-hydrodynamic test (Test 7) is for the photoevaporating dense

clump. A plane-parallel I-front encounters a uniform spherical clump in a constant

background density field. As the heated and ionized gas is evaporated and expands to-
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wards the gas, the trapped I-front slowly consumes the clump until it photoevaporates

completely. 6 codes (Capreole+C2-ray, RSPH, ZEUS-MP, LICORICE, Flach-HC and

Coral) participate in this test and show good agreement both on the I-front position

and its profile. The treatment of the energy equation and the hard photons create

differences between the codes, but the differences remain small. The temperature

profiles agree well but the amplitude varies by up to 50%. This large variation does

not affect later-time evolution however. Mach numbers show similar trends, with

growing differences during the evolution, but does not affect largely the later-time

evolution.
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2.5 Performance

Currently the dynamical part of the code is parallelized for both shared and dis-

tributed memory architectures using OpenMP and MPI. The two radiative transfer

parts (continuum and Lyman line) are Parallelized with OpenMP only. The contin-

uum part needs about 250 CPU hours and 10 Go of shared memory for a typical run

for reionization (∼ 100 snapshots, 2×2563 particles). The Lyman line part consumes

about ∼ 500 CPU hours and 10 Go shared memory for the same typical run. Now

using the Vargas machine at IDRIS (Institut du Développement et des Ressource en

Informatique Scientifique , the CNRS computing center) which possesses 256 Go of

shared memory on a single node, simulations with 2 × 5123 particles are possible.
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Chapter 3

The simulated 21 cm signal I

3.1 Physics of the 21 cm signal

3.1.1 Basic equations

Radiative transfer equation

In the Rayleigh-Jeans limit (hν ≪ kT ), the equation of radiative transfer of the 21-

cm line along a line of sight through a cloud in the local thermodynamic equilibrium

(LTE) can be expressed as,

Iν(τν) = Iν(0)e−τν +
2kTν2

c2
(

1 − e−τν
)

. (3.1)

The first term of Eq.(3.1) describes the attenuating specific intensity from emitter

to observer, and the second term is related to the emissivity which is assumed to be

constant along the line of sight. If we define the brightness temperature as TB ≡ c2

2kν2 Iν
, the equation becomes,

TB(τν) = TB(0)e−τν + (1 − e−τν )T , (3.2)

where TB(0) is the temperature of the background source. The received signal is given

by,

TB(τν) − TB(0) = (T − TB(0))(1 − e−τν ). (3.3)

For the 21cm transition, the excitation temperature T is the spin temperature Ts,

and TB(0) is the Cosmic Microwave Background Temperature. The spin temperature

is determined by the population of hyperfine levels,

n1

n0

=
g1

g0

exp

(

−E10

kTs

)

, (3.4)

101
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where g1 and g0 are the statistical weights of each level and E10 is the energy gap

between the two hyperfine levels corresponding to F = 1 −→ F = 0.

Optical depth

The 21 cm emission is related to the hyperfine transition in the ground state of neutral

hydrogen. The optical depth is

τν =

∫

ds
3c2A10

8πν2
(1 − e−E10/kBTs)φ(ν)n0

≈ 3c2A10

8πν2

(

hν

kBTs

)(

NHI

4

)

φ(ν) , (3.5)

where NHI is the column density of HI and the factor 1/4 is the fraction of HI atoms

in the hyperfine singlet state. A10 is the Einstein coefficient for spontaneous emis-

sion. φ(ν) is the line profile (defined so that
∫

dνφ(ν) = 1) includes natural, ther-

mal, and pressure broadening, as well as bulk motion. If we call ∆ν the full-width

at half maximum(FWHM) (or ∆v if we express it as the radial velocity), we have

φ(ν0) ≈ 1/∆ν = c/(ν0∆v). The most important application for the velocity broad-

ening is the Hubble flow. In a region of linear dimension s, the velocity broadening

is approximately ∆v ∼ sH(z) and φ(ν0) ∼ c/[ν0sH(z)]. The column density is

NHI = xHInH(z)s. Therefore the optical depth at the 21 cm line center can be ex-

pressed as,

τν0
=

3

32π

hc3A10

kBTsν2
0

xHI nH

(1 + z)(dv‖/dr‖)

≈ 0.0092 (1 + δ) (1 + z)3/2xHI

Ts

[

H(z)/(1 + z)

dv‖/dr‖

]

, (3.6)

where (1 + δ) is the fractional overdensity of baryons and dv‖/dr‖ is the gradient of

the proper velocity along the line of sight, including the Hubble expansion.

The 21 cm line transition

Eq.(3.2) indicates that if the brightness temperature of the medium (T ) is hotter than

that of the background (TB(0)), the signal (∝ TB(τν) − TB(0)) appears in emission,

while in absorption on the contrary. The differential brightness temperature observed



3.1. PHYSICS OF THE 21 CM SIGNAL 103

from the Earth will be

δTb =
Ts − Tcmb

1 + z
(1 − e−τν0 ) ≈ Ts − Tcmb

1 + z
τν0

≈ 28.1 xHI(1 + δ)

(

1 + z

10

)1/2 [

1 − Tcmb

Ts

] [

H(z)/(1 + z)

dv‖/dr‖

]

mK . (3.7)

If Ts ≫ Tcmb, δTb of Eq.(3.7) saturates to 28.1 mK. If Ts ≪ Tcmb it can be arbitrarily

large and negative.

3.1.2 The spin temperature

The spin temperature (or excitation temperature) of the 21 cm transition is affected

by i) the absorption of CMB photons, ii) collisions (with other hydrogen atoms, free

electrons, and protons) and iii) scattering of Lyman-α photons. The equilibrium spin

temperature is then determined by

n1(C10 + P10 + A10 +B10ICMB) = n0(C01 + P01 +B01ICMB) , (3.8)

where C10 and P10 is the de-excitation rates from collisions and Ly-α scattering and

C01 and P01 are the corresponding excitation rates. A10, B10 and B01 are the usual

Einstein coefficients and ICMB is the energy flux of CMB photons. In the Rayleigh-

Jeans approximation, the equilibrium spin temperature can be written as (Field,

1959)

T−1
s =

T−1
cmb + xcT

−1
K + xαT

−1
c

1 + xc + xα

(3.9)

where xc and xα are coupling coefficient for collisions and Lyman-α scattering and

TK is the gas kinetic temperature.

Normally the interaction with CMB photons couples the spin temperature to

the CMB temperature in a very short time scale T∗/(TcmbA10) ≈ 5 × 104 yr, and

Ts ≈ Tcmb makes the signal δTb invisible. Two other processes, collisions and UV

photon scattering, makes the 21 cm transition detectable.

Collisional coupling

Large values of the coupling coefficient xc in Eq.(3.9) can decouple the spin temper-

ature from the CMB temperature. A more detailed expression for xc is

xc ≡
T∗

A10Tcmb
(CH + Cp + Ce) , (3.10)
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where T∗ = hν0

kB
= 0.068 K and CH , Cp and Ce are the de-excitation rates due to

collisions with neutral atoms, protons and electrons. We need xc ∼ 1 in order to

decouple the spin temperature from CMB temperature which means baryon over

density δb > 5 [(1 + z)/20]−2 in the absence of Ly-α scattering. This condition is

fulfilled in the early universe beyond a redshift of 20 or in the virialized mini halos or

filamentary structures.

The Wouthuysen-Field Effect

The coupling process by UV photons scattering is known as the Wouthuysen-Field

effect (WFE). An atom initially in the n = 1 0S1/2 singlet state moves to the n =

2 1P1/2 n = 1 1S1/2 state by spontaneous decay. Similarly, a triplet atom can de-

excitate indirectly to a singlet atom via n = 2 1P1/2 or 1P3/2 state. The efficiency of

the effect is determined by the shape of the radiation spectrum near Lyman-α. Thus

we define the color temperature Tc of the radiation field,

1

kBTc
= −d ln nν

dhν
, (3.11)

where nν is the photon occupation number at frequency ν. Since the medium at

the redshift of interest is extremely optically thick, a large number of (∼ 106) Lyα

scattering brings the Lyα profile close to a blackbody spectrum of temperature TK

near the line center, so Tc → TK .

In Eq.(3.9) xα indicates how Ts is coupled to TK .

xα =
P10

A10

T∗
Tcmb

, (3.12)

where P10 is the 1 → 0 transition rate via Lyα and T∗ = E10/kB. P10 can be replaced

by the total rate Pα,

Pα =

∫

dΩ

∫

Iν
hν
σνdν , (3.13)

at which Lyα photons are scattered by an H atom, P10 = 4Pα/27 (Field, 1959).

3.2 Lyman-alpha radiative transfer during the EoR

Summary

The effect of fluctuations in the Lyman-α flux on the spin temperature during the

early epoch of reionization has not been fully considered yet. Barkana & Loeb (2005)

or Furlanetto et al. (2006) remark that Lyman-α fluctuations can produce additional

fluctuations on the 21-cm signal and the intensity of the absorption phase has the
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potential to be stronger than the emission since the absorption phase has no satu-

ration limit. To fully account for these Lyman-α fluctuations, in other words the

inhomogeneous Wouthuysen-Field effect, we need to know the local number of Lyα

scatterings. In the following paper paper we introduce the numerical method im-

plemented in LICORICE for the Lyman-α line radiative transfer. All cosmological

aspects are included, redshifting photons, retarded time etc. Three validation tests

show good agreement with analytic solutions in simple cases. The Lyα cross section

is so large that photons can be scattered ∼ 106 times in the hydrogen medium at

z ∼ 10, therefore computing all these scatterings is almost impossible. Fortunately,

the fact that we do not need to know the emerging spectrum but only the position

where the scattering occurs permits a large acceleration factor. We found that Ly-

man α flux does not follow an ∼ 1/r2 profile around a single source because of wing

scattering, and an even stronger effect is obtained when we introduce fluctuations in

the density of gas surrounding the source.
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3.3 The simulated 21 cm signal during the EoR

Summary

We present the simulated 21 cm signal during the Epoch of reionization including

the contribution of Ly-α fluctuations. We post-processed N-body and SPH hydro-

dynamic cosmological simulations with radiative transfer, and the results are further

post-processed with Ly-α radiative transfer. Two simulations, each with 16.7 million

dark matter and the same number of baryons particles in a volume of (20Mpc/h)3

and (100Mpc/h)3 have been performed. We extracted 130 snapshots from the dy-

namic simulation done with the GADGET2 code, from the redshift z ∼ 40 to z ∼ 5.5.

Sources are self-consistently formed among the baryon particles in the SPH hydro-

dynamic simulation. We considered only stellar sources with a Salpeter IMF (mass

range 1-100M⊙), roughly intermediate between PopII and PopIII stars. The first

source appears at redshift z ∼ 12 and the IGM is almost reionized at redshift around

z ∼ 6, which is consistent with SDSS quasar absorption spectra (Fan et al., 2006).

The integrated Thomson optical depths for the two simulations are also within 1-

σ of the WMAP3 value. We computed the differential brightness temperature of

the 21 cm signal using several assumptions, i) the spin temperature is much higher

than the CMB temperature, ii) the spin temperature is strongly coupled to kinetic

temperature of the gas, iii) the spin temperature is computed with an homogeneous

Ly-α flux, and iv) the spin temperature is computed with the local Ly-α flux. We

found that the brightness temperature shows up to 50% difference even between the

assumption iii) and iv), and the Ly-α flux is not always strong enough to couple the

spin temperature and kinetic temperature. In addition, we can observe the signal

in absorption with high intensity during the early reionization while assumption i)

always predicts the signal in emission. The inhomogeneous Ly-α fluctuation changes

the overall amplitude of the 21-cm signal, and adds its own fluctuations to the power

spectrum.
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Chapter 4

The simulated 21 cm signal II

Stars are considered as the main photoionizing source during the reionization. How-

ever even small quantities of X-rays from various type of sources (e.g. quasars, X

binaries, SN remnants etc) can affect the evolution of the gas temperature. With a

much smaller photoionizing cross section, X-rays penetrate the ionization front farther

than UV photons and raise the temperature in the neutral voids. Glover & Brand

(2003) show that a modest number of X-ray sources can heat the temperature of the

IGM by several tens of K using a homogeneous analytic model.

Pritchard & Furlanetto (2007) find that X-rays heat the gas more strongly around

the sources rather than heating the gas homogeneously. Moreover, high-redshift

sources are highly clustered and these fluctuating X-ray fluxes leave their own imprint

on the 21 cm power spectrum.

We used a more refined source model for this study including X-rays. In addition,

we did ray-tracing for these X-rays to investigate their inhomogeneous effect on the

21cm power spectrum.

We also study the effect of Helium reionization on the 21-cm signal and compare

with the case of hydrogen only reionization.

4.1 Source Model

The numerical methods used in this study are quite similar to those presented in

Baek et al. (2009) (hereafter Paper I) The dynamical simulations have been run with

GADGET2 (Springel, 2005) and post-processed with UV continuum radiative trans-

fer further processed with Ly-α transfer using LICORICE. The same cosmological

parameters and number of particles are used and we refer the reader to Paper I for

details related to the numerical method and parameters. The main improvement on

the previous work is using a more realistic source model including soft X-rays. We

present the source model below.

137
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4.1.1 Star Formation Rate

Unlike in the previous work, we computed the star formation in the radiative transfer

part of LICORICE. LICORICE uses the classical recipe that mimics a Schmidt law:

dρ∗
dt

=
ρg

t∗
, (4.1)

where t∗ is defined by :

t∗ = t0∗

(

ρ

ρth

)

. (4.2)

We have set the parameters t∗ and ρth so that the evolution of the global star fraction

follows the S20 simulation (20h−1 Mpc) in Paper I. All simulations in this study have

a 100h−1 Mpc box size. Following the above equations, a gas particle whose local

density exceeds the threshold (ρ > 5 ρctirical) increases its star fraction, f∗.

Since the first stars at the epoch of reionization are very massive, they have very

short life time and their luminosity is closely related to the star formation rate.

The Lyman-Werner band emission is dominated by massive, short-lived OB stars

and declines rapidly once star formation comes to an end (Glover & Brand 2003).

Consequently we computed the increase in the amount of star fraction, ∆f∗, between

two consecutive snapshots for each particle. If ∆f∗ > 0.01 we considered the particle

as a source, and computed total luminosity emitted from massmgas∆f∗. If the particle

reaches ∆f∗ = 1, we turn off the source.

The first source appears earlier than in an previous work, since a particle with the

star fraction ∆f∗ > 0.01 are considered as a source. The number of particles whose

star fraction ∆f∗ < 0.01 is not significant except the end of simulations.

4.1.2 Luminosity and SED of the stellar sources

All baryon particles have the same mass of 9.5× 108M⊙. The amount of young stars

in a particle, mgas∆f∗, corresponds to a star cluster of a dwarf galaxy so an IMF

should be taken into account. We choose a Salpeter IMF, with masses in the range

1.6M⊙ − 120M⊙. Then we compute the total luminosity and the spectral energy

distribution (SED) for a star particle. We interpolated linearly the data in Meynet

& Maeder (2005); Hansen & Kawaler (1994) to obtain the total luminosity, effective

temperature and life time of massive star of low metalicity as a function of star mass

(see Tab. 4.1).

Then we obtained the averaged value of total luminosity, the SED and the life time

of the source by integrating over the different bins of mass. The total luminosity and

the life time depending on the spectral band are given in tab. 4.2 and the resulting

SED is plotted in Fig. 4.1.
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mass [M⊙] log(L/LM⊙
) log(Teff) tlife[Myr]

120 6.3 4.7 3
60 5.8 4.6 4.5
40 5.6 4.5 6
30 5.2 4.5 7
20 4.8 4.45 10
15 4.65 4.4 14
12 4.2 4.37 20
9 3.8 4.3 34

5.9 2.92 4.18 120
2.9 1.73 3.97 700
1.6 0.81 3.85 3000

Table 4.1: Physical properties of low metalicity (Z = 0.004Z⊙) MS stars

Energy band 10.24 eV 6 E < 13.6 eV E > 13.6 eV

Luminosity[erg/s] 6.32 × 1044 2.14 × 1045

Life time[Myr] 20.36 8.03

Table 4.2: Averaged luminosities and life times of our source model depending on the
energy band.

4.1.3 X-ray source model

X-rays can have a significant effect on the 21 cm brightness temperature. The X-

ray photons, having a smaller ionizing cross-section, can penetrate neutral hydrogen

further than UV photons and heat the gas above the cosmic microwave background

temperature. This X-ray heating effect on the IGM is often assumed to be homoge-

neous because of X-rays’ long mean free path. In reality, the X-ray flux is stronger

around the sources and the inhomogeneous X-ray flux can bring on extra fluctuations

for the 21 cm brightness temperature. We choose QSO type sources as the main

X-ray sources and use ray-tracing for X-ray photons. This enables us to investigate

the effect of inhomogeneous X-ray heating on the signal.

Luminosity

First, we need to determine the total luminosity and the number density of X-ray

sources. We simply divided the total luminosity, Ltot, of the source particle into a

stellar contribution, Lstar, and a QSO contribution, LQSO. We follow Glover & Brand

(2003) to determine the fraction LQSO of Ltot. Therefore, LQSO depends on the star

formation rate, since Ltot itself is proportional to the increment of the star fraction

between two snapshots of the dynamic simulation.

One reason for this approach is that X-ray binaries and supernova remnants con-
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Figure 4.1: Normalized spectral intensity of our source model.

tribute to X-ray sources as well as quasars and they are strongly related to the star

formation rate. Following the work of Glover & Brand (2003), we took 0.1% of Ltot as

the fiducial X-ray source luminosity, LQSO. However, considering that they assumed

a simple and empirically motivated model we have also run simulations with different

values LQSO, 1% and 10% of Ltot. The quasar luminosity fraction less than 0.1% is

not of interest to us, since its heating effect is negligible.

Soft X-rays

First, we have to choose the photon energy range since hard X-ray photons have a

huge mean free path which costs a lot for ray-tracing computation. The comoving

mean free path of an X-ray with energy E is (Furlanetto, 2006)

λX = 4.9x
−1/3
HI

(

1 + z

15

)−2(
E

300eV

)3

Mpc. (4.3)

All photons with energy below E ∼ 2[(1 + z)/15]1/2x
1/3
HI keV are absorbed within

a Hubble length and the E−3 dependence of the cross-section means that heating

is dominated by soft X-rays, which do fluctuate on small scales (Furlanetto 2006).

Therefore, we used an energy range for X-ray photons from 0.1keV to 2keV. The

photons with energy higher than 2keV have a large mean free path so that their

propagating time is comparable to the simulation time. They are not absorbed until
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the end of simulation at z ≈ 6. Furthermore, the fraction of ionizing photon over

2keV is small. 99% percent of LQSO is included in the energy band from 0.1keV to

2keV, which is the soft X-ray range.

QSO spectral Index

We compute the specific luminosity within the band 0.1keV to 2keV using a power-law

with index α. We assume a power law spectrum form

Lν = k

(

ν

ν0

)−α

, (4.4)

where k is a normalization constant so that

LQSO =

∫ ν2

ν1

Lν dν, (4.5)

where hν1 = 0.1 keV and hν1 = 2 keV. The amount of X-ray heating is sensitive to

the spectrum of QSOs but there exists a large observational uncertainty in the mean

and distribution of α. The power index α has been measured by Telfer et al. (2002)

to be ≈ 1.6, but with a large Gaussian standard deviation of 0.86. Recently Scott

et al. (2004) derived an average value of α = 0.6 from a sample of FUSE and HST

quasars. We choose α = 1.6 as our fiducial case, and used α = 0.6 for comparison.

Secondary Ionization

X-rays deposit energy in the IGM by photoionization through three channels. The

primary electron from hydrogen and helium atom distributes its energy by 1) colli-

sional ionization, producing secondary electrons, 2) collisional excitation of H and He

and 3) Coulomb collision with thermal electrons. We used the fitting formula in Shull

& van Steenberg (1985) to compute the fraction of secondary ionization and heating.

(see Fig. 4.2)

4.2 Simulations

4.2.1 Initial condition

The dynamic simulations have been run using a modified version of the parallel

TreeSPH (Springel 2005). All initial conditions are equal to the S100 simulation

of Paper I. They have the linear box size of 100 Mpch−1 and the same mass resolu-

tion. The cosmological parameters are those of the concordance ΛCDM flat universe

based on WMAP3 data (Spergel et al., 2007). There is only one difference between



142 CHAPTER 4. THE SIMULATED 21 CM SIGNAL II

Figure 4.2: Fittig formula and coefficients from Shull & van Steenberg (1985). x is
ionization fraction. Form 1 is for the fraction of energy (E0) deposited as heat, Form
2 is for the fractional energies going into H and He excitation or ionization.

the S100 simulation of Paper I and this work. We do not use the source formation

provided by Gadget2, but re-compute it with LICORICE during the radiative trans-

fer process. We compute the star formation rate using the density difference between

two consecutive snapshots.

We post-processed radiative transfer simulations for 7 different models. The dif-

ferent parameters for each model are listed on table 4.3. Our first case, S1 simulation,

assumes only stellar type sources. S2 and S3 simulations both contain helium while

the other simulations have been run with only hydrogen. S2 contains only the stellar

type sources whereas S3 includes quasar type sources. Both the fourth (S4) and fifth

(S5) cases use 0.1% of the total luminosity for the quasar type sources, but they

use different quasar spectral index : α = 1.6 and α = 0.6 (Eq.1.8). The S6 and S7

cases use 1% and 10% of the total luminosity for the quasar type sources, both with

α = 1.6.

4.2.2 Global history of reionization

The mass weighted (< xH >mass) and volume weighted (< xH >vol) average ionization

fractions of S1 and S2 are shown in Fig. 4.3. The global evolution of the ionization

fraction depends mostly on the content (He or H only) of the IGM rather than the

type of sources. All simulations with only hydrogen (S4, S5, S6 and S7) are very close

to the evolution of S1, and S3 (Helium) is very similar to the case of S2.
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Medel Helium Lstar LQSO spectral index

S1 No 100 % 0 % -
S2 Yes 100 % 0 % -
S3 Yes 99.9 % 0.1 % α=1.6
S4 No 99.9 % 0.1 % α=1.6
S5 No 99.9 % 0.1 % α=0.6
S6 No 99 % 1 % α=1.6
S7 No 90 % 10 % α=1.6

Table 4.3: Simulation parameters and different models

Figure 4.3: The mass weighted and volume weighted averaged ionization fraction.

The first source appears at z ≈ 14 which is earlier than in the S100 simulation of

Paper I, since we consider a particle as a source if the new star fraction ∆f∗ > 0.01.

S1 reaches the end of reionization a little bit ealier (∆z ≈ 0.25) than S2. The number

of emitted photons are equal for both simulations, but S2 has less absorbers than

S1 (about 80%) since S2 contains Helium which occupies 25% of the IGM in mass.

Even if the helium atoms can absorb two photons, almost all the helium atoms of

IGM remain as He+ until the end of reionization z ≈ 6, because the photoionzation

potential for He+ is 54.4eV, which is much higher than H+ (13.6 eV) and He0 (24.6

eV). Thus simulations with helium shows fast evolution of the HII region, because

including Helium keeping the same mass density for the IGM decreases the number

density and the absorption probability only depends on the number density of the

absorbers.

Maps of the ionization fraction of hydrogen and kinetic temperature of gas of all
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Figure 4.4: Maps of the ionization fraction for the seven simulations when < xH >mass

of S1 simulation is equal to 0.5 (z = 7.00). The color is presented in logarithmic scale
and the slice thickness is 1.2 comoving Mpc.
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Figure 4.5: Maps of the kinetic temperature for the seven simulations when <
xH >mass of S1 simulation is equal to 0.5 (z = 7.00). The color is presented in
logarithmic scale and the slice thickness is 1.2 comoving Mpc.
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7 models are presented in Fig. 4.4 and Fig. 4.5. All maps are presented for a slice

thickness of 1.2 comoving h−1Mpc at a redshift when the mass weighted ionization

fraction of S1 (S2) is 0.5 (0.6).

The global morphology of reionization is more similar to the S20 case of Paper I

than S100. In order to calibrate the source formation of S100 on S20, S100 removed

the threshold of density. It caused some degree of source formation in voids. The

source formation of this work is more realistic, sources are highly clustered and the

distribution of the HII bubbles is more inhomogeneous than in the S100 simulation

and show coherent structure on scales up to 50 h−1 Mpc.

4.3 Helium reionization

We have run two simulations with Helium, S2 and S3. S2 has only stellar type

sources, while S3 uses 0.1% of Ltotal for the quasar type sources. The cross-sections

for ionization (H,He,He+) are calculated using the fits of Verner et al. (1996).

The main noticeable result of models using Helium is the fast evolution of the

HII region with respect to hydrogen reionization. The initial ionization fraction of

hydrogen is given by RECFAST (Seager et al., 1999) as xH+=1.5×10−4 while xHe+ and

xHe++ are set to zero.

Figure 4.6: The volume weighted and mass weighted averaged ionization fraction of
HII, HeII and HeIII.

Fig. 4.6 shows the evolution of the averaged ionization fraction. The evolution

of < xHe+ > follows < xH+ > with decreasing gaps between them and reaches the
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end of reionization a little bit later than < xH+ >. The ionizing potential of neutral

helium (24.6 eV) is 2 times larger than hydrogen (13.6 eV), and the emitted number

of photons above 24.6 eV are less than the photons above 13.6 eV (see Fig. 4.1).

Therefore helium reionized later than hydrogen.

However < xHe++ > remains almost negligible during the whole simulation time.

In all three species, the volume averaged value is smaller than the mass averaged

value, since highly ionized regions of identical mass, close to the sources, are denser

and occupy a smaller volume. The difference of these two averaged values is largest

for the < xHe++ > case. Since a small fraction of < xHe++ > appears only around the

sources which are embedded in dense regions. (see also the Fig. 4.7)

Figure 4.7: Maps of the ionization fraction of < xH+ >, < xH+ >,< xHe++ > and the
kinetic temperature TK when the < xH > of S2 is equal to 0.5 (at redshift z = 7.13).
All color scales are the same as in Fig. 4.4 and Fig. 4.5

.

The second noticeable result of Helium reionization is the slightly lower kinetic

temperature of the ionized region. We can see this difference in Fig. 4.5 by comparing
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(S1,S2) or (S3,S4). First, it can be explained by that higher ionization potential of

helium (hνHe ≈ 24.6eV ; hνHe+ ≈ 54.4 eV) than that of hydrogen (hνH ≈ 13.6

eV). He and He+ need more energy to be ionized and only the remaining energy is

converted into the gas heating. In addition, the photoionizing cross section of He is

σHe ∝ ν−2( hν > 24.6 eV) while that of hydrogen is σHe ∝ ν−3( hν > 13.6 eV). Thus

the helium prefers energetic photons for being photoionized, leaving less energy for

heating.

On the other hand, we averaged the gas temperature of S2, S3 and S4 in the void

where the ionization fraction is xH < 0.001 at z = 7.00 (maps shown in Fig. 4.5).

The averaged temperature in the void is 1.72 K, 3.21 K and 4.06 K for S2,S3 and

S4. We can explain the higher temperature of S3 with respect to S2 as the effect of

X-ray heating in the void. Both S3 and S4 use X-rays, and we can explain the higher

temperature of S4 (only hydrogen) compared to S3 (with helium) by the larger cross

section of helium ionization for energetic photons.

4.4 QSO index

As we discussed in the above section 4.1, there is the large observational uncertainty

in the mean and distribution of quasar spectral index α. Our fiducial model assumes

α = 1.6. Fig. 4.8 shows the spectral intensity of the different quasar spectral index.

Figure 4.8: Normalized spectral intensity of stellar and quasar type sources. Inte-
grated energy of quasar type sources are 0.1% of that of stellar type source.
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As shown in Fig. 4.4, S4 and S5 shows almost the same ionization fraction. S4

uses a QSO index of α = 1.6 and S5 uses α = 0.6. Since the total emitted energy

is fixed, the X-ray photons of S5 are more energetic and S5 has a smaller number

of photons. However, the difference in the number of photons is negligible and the

ionization fraction as well as the propagation of the ionization fronts do not show

noticeable differences.

On the other hand, the gas temperature for S5 in the voids is slightly higher than

for S4 (see Fig. 4.5). S5 has more energetic X-ray photons which can penetrate the

ionization fronts and heat the neutral voids. However, the temperature in the neutral

voids of S5 is not always higher than S4. We computed the evolution of the gas

temperature in the void for two cases in Fig. 4.9. At each snapshot, we made the list

of particles whose ionization fraction is simultaneously less than 0.01 in both cases,

and averaged for each simulation.

Figure 4.9: The evolution of the gas temperature in the void.

From the beginning of the reionization z ≈ 14, the temperature of S4 is slightly

higher than S5 until z ≈ 9. The temperature curves cross around z ≈ 9, S5 begins to

dominate S4 with an increasing gap between them.

This can be explained by the long mean free path of energetic photons. In both

cases, quasar type sources emit the same energy, but S4 emits softer photons while

S5 emits harder photons. Softer photons are absorbed quickly while harder photons

are not absorbed quickly because of their longer mean free path. At the beginning,

S4 absorbs more photons than S5, and that is why its temperature is higher than S5.
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During the simulation time, harder photons are redshifted along the long path.

Around z ≈ 9, harder photons emitted at the beginning of the simulation start to be

absorbed and heat the gas.

Therefore, we can conclude that using the harder quasar spectrum index increases

the gas temperature in the void but it takes time. The amount of the additional

heating is not large.

4.5 Luminosity of the QSO

The main goal of this study is to investigate the effect of X-ray heating on the 21-

cm signal. We have run several simulations varying the luminosity of X-rays, LQSO,

for a fixed total luminosity. We find that the global evolution of ionization fraction

and HII regions are quite similar for all simulations, but the gas temperature in the

void varies a lot depending on the LQSO. In order to follow the evolution of the gas

temperature of neutral hydrogen in the void, we find the particles whose ionization

fraction are simultaneously less than 0.01 for S1, S4, S5, S6 and S7. We plotted the

evolution against the CMB temperature in Fig. 4.10.

Figure 4.10: The evolution of gas temperature in the void.

S4 and S5, which use 0.1% of the total energy for LQSO show similar curves.

The temperature of all simulations in Fig. 4.10 decreases because of the adiabatic

expansion until z ≈ 12. After, S7 starts to increase first. Our fiducial model was

S4, using 0.1% of the total energy for LQSO, but the temperature in the voids of S4
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is always under the CMB temperature. Even for S7, the gas temperature of neutral

hydrogen in the void is still under the CMB temperature until z ≈ 9. This means

that the X-ray heating needs time to heat the IGM above CMB temperature, and the

21 cm signal can be observed in absorption during the early epoch of reionization.

4.6 The 21-cm signal

We have run three Lyman-α simulations for S1, S4 and S7 as a further post-treatment

to obtain the 21-cm signal. With the local Lyman-α flux obtained in the simulations,

we recompute the kinetic temperature in order to include Lyman-α heating. We

implement Lyman-alpha heating only for the particles whose ionization fraction is

less than 10−3, otherwise photo heating dominates over the Lyman-α heating.

We use the following formula from Furlanetto & Pritchard (2006) for the Lyman-

alpha heating :

dTk

dt
|Lyman =

0.8

T
1/3
k

xα

Sα
H(z) with Sα ∼

(

1 − 0.7√
Tk

)

. (4.6)

We suppose that the thermal evolution of the particles in the coolest regions (xH <

10−3) depends only on the adiabatic expansion, Lyman-α heating and X-ray heating

(for S4 and S7). Radiative cooling remains negligible in this region. So the variation

of temperature between two snapshots becomes,

dTk

dt
= ∆TLyman + ∆Tadiabatic + ∆TX−ray. (4.7)

∆TX−ray is estimated by

∆TX−ray = ∆TRT − ∆T ′
adiabatic, (4.8)

where ∆TRT is the temperature difference between two snapshot from the UV radia-

tive transfer simulation, and ∆T ′
adiabatic is due to adiabatic expansion in the dynamical

simulation.

The S20 and S100 simulations in Paper I show a moderate increase of the tem-

perature due to Lyman heating, a few K. However, the new source model in this

work has a stronger luminosity in the Lyman band (Ly-α < E < Ly-limit) than in

the previous work (compare the spectral intensity in Fig.3 of PaperI and in Fig. 4.1).

The ratio of the integrated luminosity in the Lyman band with respect to the ionizing

band, LLyman/Lion, is ∼ 10 times larger than the previous one, since we consider now

the finite life time of stars, which results in strong Lyman heating for a normalized

ionizing flux. In addition, Lyman-α flux is overestimated in this work, since we com-
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pressed the total energy (10.24eV ≤ E < 13.6eV) emitted during the averaged life

time (20.36 Myr, see Tab. 4.2) into the time between two snapshots (6-10 Myr).

Figure 4.11: The evolution of neutral gas temperature (xH < 10−3).

Fig. 4.11 shows the evolution of the neutral gas temperature with and without Ly-

α heating. S7 does not have a sufficient sample of particles with xH < 10−3 at z < 8,

so we stop the curve. Lyman-α heating is negligible until redshift z ∼ 10.5, but then

it increases rapidly above the CMB temperature. At z ∼ 7, where the averaged ion-

ization fraction is 0.5, the Lyman-α heating dominates over the X-ray heating which

makes the X-ray effects negligible. The differential brightness temperature maps are

shown in Fig. 4.12. Maps in the left column present the signal when < xα >mass=1,

which we call the Wouthuysen-Field coupling redshift (hereafter WFCR), and maps

in the right column present the signal when < xH >mass=0.5, which we call the half

reionization redshift (HRR). At the WFCR(z ∼ 11.64), neither X-ray heating nor

Lyman-α heating are inefficient, and all maps show a similar pattern. However, if

we compare these maps (S1 and S4) at WFCR with the signal of Paper I (Fig.12 of

Paper I), we see a stronger absorption signal around HII bubbles. Since the ratio of

the luminosity, LLyman/Lion, is much larger than in the previous work, we find larger

halos of Lyman-α coupled regions, which we call Lyman-α halos. The spin temper-

ature inside the Lyman-α halo is highly coupled to the gas temperature. If the HII

bubble is smaller than the Lyman-α halo, the region outside of HII bubble but inside

Lyman-α halo have a signal in strong absorption, where the spin temperature is very

low. On the other hand, the signal of S7 at WFCR does not show such a strong
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absorption around the sources, since X-ray heating already increased the gas temper-

ature in these regions. Thus it may be possible to constrain the spectral property of

the sources (LLyman/Lion and LX−rays/Lion ) using the average radial profile of δTb

around the sources.

Maps in the right column of Fig. 4.12 show the differential brightness temperature

at the HRR. At this redshift, Lyman-α heating is so strong that the spin temperature

is higher than the CMB temperature. The high spin temperature begin to saturate

the term 1 − Tcmb

Ts
of Eq.(3.7), and turns the 21-cm signal into emission. Lyman-α

heating dominates over the X-ray heating, so the X-ray effect on the signal (S4) is

not noticeable with respect to S1, which does not have X-ray sources. However, the

X-ray luminosity for S7 is 1000 times larger than for S4, and it heats the neutral gas

even more. The X-ray heating of S7 increases the value of the term 1 − Tcmb

Ts
by 20%

with respect to S4, so it amplifies the intensity of the emission.

We averaged the differential brightness signal over the simulation box and present

the result as a function of redshift in Fig. 4.13. S1 and S4 have the maximum inten-

sity in absorption when the averaged ionization fraction is ∼ 0.01 at z ∼ 10. The

maximum intensity (|δTb|) and the averaged ionization fraction at the corresponding

redshift is coherent with the S100 simulation of Paper I. At this redshift, Lyman-α

heating is still negligible. Later, Lyman-α heating becomes much more important

than the X-ray heating. Even with the strong X-ray and the Lyman-α heating of S7,

the averaged signal still shows a strong absorption down to ∼ −150 mK.
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Figure 4.12: Left column : Maps of the differential brightness temperature when <
xα >= 1 (z = 11.64). Right column : Maps of the differential brightness temperature
when < xH >= 0.5 (z = 7.00). The color is presented in linear scale and the slice
thickness is 2 comoving Mpc.
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Figure 4.13: The evolution of the averaged 21-cm signal.
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Chapter 5

Galaxy formation with LICORICE

The formation and evolution of galaxies are very complex processes. Among others,

the thermal evolution of the gas is important for structure formation. Cooling and

heating of the IGM lead to the condensation of gas in the dark matter potential wells

where it forms stars and galactic disks. Including all these physical processes self-

consistently in the simulations is very expensive in terms of computational costs and

memory, so they are usually treated with semi-analytical methods.

We intend to model the formation and evolution of galaxies in a cosmological

context through hydrodynamic radiative transfer simulations using LICORICE. Our

aim in this work is to evaluate the exact state of the ionization fraction and tem-

perature of the gas with radiative hydrodynamic simulations. Then we compare the

thermal evolution of gas and structure formation for different simulations with and

without radiative feedback. The work is still in progress, but I present some results

and prospects here.

5.1 Initial conditions

The goal is to explore the physics of primordial galaxies (z ∼ 3), considering radia-

tive feedback on hydrodynamics. To resolve galactic disks, we need at least ∼ 104

baryon particles. Mayer et al. (2008) argue that high mass and spatial resolution is a

necessary condition in order to obtain large observable spiral disks avoiding spurious

dissipation of the angular momentum. In addition, cosmological simulations of disk

formation must follow the nonlinear development of structures in a large volume, of

several tens of Mpc to properly compute the tidal torques that generate the angular

momentum of the galaxy sized halos. However, radiative hydrodynamical simulations

are very expensive in terms of CPU time and memory if they have to satisfy simul-

taneously the two above conditions. Therefore, we use the zooming technique with 4

layers of mass resolutions in the initial conditions as shown in Fig. 5.1. The zooming
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Medel xH Computation Radiative transfer

G1 No No
G2 Yes No
G3 Yes Yes

Table 5.1: Simulation parameters and different models

technique is presented by Navarro & White (1994).

Figure 5.1: Initial particle distribution at z ∼ 42 using the public Grafic-2
code.(Bertschinger, 2001)

It results in about 2.5 millions of baryon and dark matter particles for a 20 h−1

Mpc cubic box. The magenta particles in Fig. 5.1 are distributed with 643 resolu-

tion, red particles with 1283, green particles with 2563 and blue particles with 5123

resolution giving the highest mass resolution of 1.8 × 106 M⊙ per particle. The cos-

mological parameters are the same as in the previous work, using the WMAP3 data

from Spergel et al. (2007). Simulations start at redshift z ∼ 40 and continue until

the first large disks are formed at about redshift z ∼ 3. Three different simulations

are listed in Tab. 5.1.

G1 assumes that all gas particles are in equilibrium state for the collisional ioniza-
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tion. In the absence of UV photons, xH depends only on the gas temperature. Then

cooling rates are obtained from xH and the temperature. G2 computes the xH without

the collisional equilibrium assumption. From the initial ionization fraction at z ∼ 40

given by RECFAST (Seager et al., 1999), xH is recomputed with Eq.(2.18). Usually,

hydrodynamic simulations without radiative transfer, e.g. Gadget2 (Springel, 2005),

assume collisional ionization equilibrium. We can test the assumption by comparing

the results of G1 and G2. G3 computes the xH and includes radiative transfer in

order to study the 3D radiative feedback on galaxy formation. G3 has not been done

yet, but will be finished in the near future.

5.2 Cooling rate and collisional equilibrium

Not all simulations have been done yet, and there remain some tests to do, but we

find some interesting preliminary results especially for the cooling rate of primordial

gas. We define the characteristic time of ionization and cooling as

τion =
xH

dxH

dt

, τcool =
T

(

dT
dt

)

cool

, (5.1)

where
(

dT
dt

)

cool
means the temperature variation by cooling per unit time interval. We

compute the ratio between two characteristic times, τion

τcoll
for various pairs of (T, xH)

and present the results in Fig. 5.2. The ratio is expressed in different colors in

logarithmic scale with 6 different contours. Both τion and τcoll are proportional to the

density nH , so the ratio τion

τcoll
is independent of the density.

As shown in Fig. 5.2, the particles which are in the relevant range of (T, xH) have

very high ratio of τion

τcoll
. That means the ionization fraction varies slowly compared

to the temperature, and is easily out of equilibrium when the temperature changes

suddenly in a hydro shock for example.

Once the ionization fraction is out of equilibrium, the cooling rate increases a lot

with respect to the equilibrium case.

Fig. 5.3 shows how the cooling rate changes depending on the ionization fraction.

The black curve is the hydrogen atomic cooling rate of simulations with ionization

fraction in equilibrium, xeq and the blue curve is the same rate for the ionization

fraction, xH = 0.9xH,eq. The blue curve is much higher than the cooling rate with

metal cooling of Sutherland & Dopita (1993). Therefore, the cooling effect might be

underestimated under the assumption of collisional equilibrium of xeq. If we include

radiative transfer, τion can be reduced since dxH

dt
becomes large through photoioniza-

tion. It also changes the cooling rate and gas temperature. Therefore, in order to

properly follow the thermal evolution of the gas, we have to include both ionization
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Figure 5.2: τion

τcoll
ratio for various pairs of (T, xH).

equation and radiative transfer into simulations.

5.3 Snapshot of the simulation

Fig. 5.4 is a snapshot of the G2 simulation at redshift z = 4.8. We see the filament

structure in the center with high resolution. The resolution gets worse going outward

from the center. We recenter the simulation box at the densest region of the particle

distribution.

Fig. 5.5 is temperature maps of G1 and G2 at z = 3.3. Both maps are zoomed by

4. G2 temperature in halos or filaments is lower than G1 because of strong cooling

rate with ionization fractions out of equilibrium. Once again, including photoheating

could modify the picture.

5.4 Discussion and prospects

We find that the cooling rate of the gas strongly increases when out of equilibrium

ionization is taken into account. The characteristic time scale of ionization is larger

than that of cooling, so a large part of gas particles (∼ 30−40%) are out of equilibrium

for collisional ionization. This affects the thermal evolution and accretion rate of the

gas.

However, the photoionization process can reduce the characteristic time scale of

ionization and the cooling rate and accretion rate can be different with radiative
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Figure 5.3: Various cooling rate.

transfer. We will compare the different thermal evolution with the G3 simulation in

a near future.
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Figure 5.4: The number density (comoving) map of G2 at z = 4.8. The right map is
zoom by 2 at the center of the left map.

Figure 5.5: The temperature maps of G1 and G2 at z = 3.3.
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Conclusion

One of the principal tasks during my thesis was to study the epoch of reionization

with numerical simulations, where radiative transfer is an essential tool. First, the

work was started by developing a 3D ray-tracing module for the LICORICE code.

We implemented the Monte Carlo scheme, introduced by Maselli et al. (2003), into

an adaptive grid. The Monte Carlo method has the advantage of being able to handle

various physical processes. The method is relevant to study the 21 cm signal from the

epoch of reionization, since many physical processes contribute to the 21 cm signal.

However, it is relatively slower than other methods due to the slow decrease of the

statistical errors from random sampling, so good implementation and optimization

are continuously required for LICORICE.

We reproduced the tests described in the Cosmological Radiative Transfer Code

Comparison Project by Iliev et al. (2006a), and LICORICE shows good agreement

with the other codes. Then we improved LICORICE by participating in the second

comparison project(Iliev et al, in prep) for radiative hydrodynamic problems.

We have performed simulations of cosmic reionization by post-processing N-body

and SPH hydrodynamic simulations. Unlike other works (e.g. Iliev et al. (2006b);

Trac & Cen (2007); McQuinn et al. (2007b); Zahn et al. (2007) etc.), we did not

assume a constant baryon fraction Ωb/Ωm for the baryon density field. The baryons

are tracers of the dark matter on large linear scales and the gravitation is the main

driving force of structure formation. On a small scale however, where gravitational

collapse occurs and star forms, the hydrodynamic pressure becomes important and the

dynamic gets even more complex with the influence of radiative cooling and heating.

In order to satisfy the two requirements of the simulations of reionization : high

mass resolution and large volume simulations, we used two different box sizes. High

mass resolution is required to resolve the halos down to the scale of ∼ 108M⊙, where

the majority of photoionizing sources are formed at high redshift. Moreover, high

resolution is necessary to obtain realistic, non-spherical ionized regions arising from
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the high photon consumption by recombination in small dense clumps. The minimum

mass of resolved halos in S20 is ∼ 4 × 108M⊙, which allows for a convincing star

formation treatment. The lower mass resolution of the S100 simulation delays the

beginning of reionization because the star formation rate depends non linearly on

the numerical resolution. To correct the star formation rate of the large volume

simulation, we calibrate the source formation history of S100 on S20 by boosting the

formation efficiency. As expected, S20 consumes about 5 times more photoionizing

photons until the end of reionization. However, S100 shows HII regions on large scales

(∼ 50 h−1Mpc) which can not be obtained in the S20 simulation.

Including X-ray sources does not change a lot the evolution and global morphol-

ogy of HII regions due to the weak X-ray luminosity compared to the stellar sources.

However, X-rays can play an important role for the physical state of the gas in the

voids. X-rays travel in neutral hydrogen with a very large mean free path, several

hundreds of comoving Mpc, sometimes comparable to the Hubble length. They pen-

etrate into the neutral gas regions in the voids and change the temperature of the

gas. The S4 simulation contains X-ray sources and shows an increment of ∼ 3 K with

respect to S1 which contains only the stellar sources, when the average ionization

fraction is 0.5. The X-ray luminosity of S4 is based on the work by Glover & Brand

(2003), 0.1% of the total luminosity. S7 which includes 10% of the total luminosity as

X-rays heats efficiently the temperature of neutral gas, but the averaged temperature

is still less than the CMB temperature until z ∼ 9.

To obtain the 21-cm signal, we further post-processed the simulations of reion-

zation with Lyman α ray-tracing. The effect of Ly-α scattering on the 21-cm signal

has not been fully considered until now. The Ly-α flux was assumed to be strong

enough and homogeneous during the whole epoch of reionization. We find that the

Ly-α flux is not homogeneous and the coupling is weak during the early phase of

reionization. The fluctuation in the Lyman-α flux can imprint additional power on

the power spectrum of the 21-cm signal and change the overall amplitude of the 21-cm

signal.

The spectrum of the sources used in Baek et al. (2009) increases moderately the

temperature in the void regions by Lyman-α heating, but the second spectrum used

in following work changed significantly the amount of Lyman-α heating. The new

spectrum was averaged, taking into account both the IMF and the variation of the

source life time with mass, which results in a higher luminosity between Lyman-limit

and Lyman-α. The Lyman-α heating dominates over the X-ray heating in the S4 case,

but it still takes time to heat the gas above the CMB temperature, which occurs at

redshit z ∼ 8. Combined with the various initial mass functions, the study of the

Lyman-α effect on the reionization will give constraints on the properties of the source

of the EoR. Even with the strong X-ray and Lyman-α heating of the S7 simulation,
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we found a signal in strong absorption during the early phase of reionization.

Shock heating from the cosmological structure formation is ignored in the cur-

rent work, but it has the potential to affect the 21-cm signal by increasing the gas

temperature above the CMB temperature. It is not sure whether shocks are strong

enough in the filaments of the neutral regions to affect the 21-cm signal. Mini-halos

(∼ 104 − 108 M⊙) form very early during the EoR and are dense and warm enough

from shock heating during virialization to emit the 21 cm signal, but Furlanetto &

Oh (2006) find that the contribution of mini-halos will not dominate, because of the

limited resolution of instrumentation. However, shock heating is worth investigating

with coupled radiative hydrodynamic simulations with higher mass resolution.

In spite of the physics encoded in the 21-cm signal, observational challenges such as

foreground contaminations, ionosphere effects, terrestrial interferences are important

and the technical strategies should be fully examined. Just as the CMB observations

constrained a lot the basic cosmological parameters which are necessary to understand

structure formation, we hope that the 21-cm signal will reveal many unknowns of the

high-redshift Universe. For example, what is the nature of the first sources and how

are they formed, how do they evolve, how do their feedback affect the IGM, etc.

Through the radiative transfer of LICORICE coupled with its dynamic part, we

can study various interesting problems of astrophysics and cosmology. Formation

and evolution of galaxy with radiative feedback on hydrodynamics is one example.

Galaxy formation is a very complex process, and many other processes are potentially

of importance. Until now, photoionization and radiative cooling/heating have usually

been included as a semi-analytic way because of high computational cost of radiative

transfer simulations. Now three-dimensional radiative transfer with hydrodynamics

at cosmological scale is the cutting edge of numerical astrophysics, and will be used to

study structure formation in order to re-examine several problems of standard ΛCDM

cosmology, such as the missing angular momentum problem and the missing satellite

problem.
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Appendix A

Cross-sections and rate coefficients

Cross-sections

The photoionization cross-sections σ(E) are given by the fitting formula from Verner

et al. (1996) :

σ(E) = σ0F (y) Mb , x =
E

E0

− y0 , y =
√

x2 + y2
1 ,

F (y) =
[

(x− 1)2 + y2
w

]

y0.5P−5.5(1 +
√

t/ta)
−P , (A.1)

where E is photon energy in eV, and σ0, E0, yw, ya, P , y0, and y1 are the fit param-

eters(1 Mb = 10−18cm2, see Tab. A.1).

Ion Eth [eV ] Emax [eV ] E0 [eV ] σ0 [Mb] ya P yw y0 y1

H I 1.360E+1 5.000E+4 4.298E-1 5.475E+4 3.288E+1 2.963E+0 0.000E+0 0.000E+0 0.000E+0
He I 2.459E+1 5.000E+4 1.361E+1 9.492E+2 1.469E+0 3.188E+0 2.039E+0 4.434E-1 2.136E+0
He II 5.442E+1 5.000E+4 1.720E+0 1.369E+4 3.288E+1 2.693E+0 0.000E+0 0.000E+0 0.000E+0

Table A.1: Fit parameters for photoionizatin cross-subsections

Recombination Rate1 [cm3s−1]

• Case A :αH0(T ) = 8.40 × 10−11T−1/2
(

T
103

)−0.2 ×
[

1 +
(

T
106

)0.7
]−1

(Cen, 1992)

• Case B :αH0(T ) = 2.59 × 10−13(T/104)−3/4 (Spitzer, 1978)

• αHe0(T ) = 1.50 × 10−10T−0.6353 (Cen, 1992)

• αHe+(T ) = 3.36 × 10−10T−1/2

(

T

103

)−0.2

×
[

1 +

(

T

106

)0.7
]−1

(Cen, 1992)

1H0 denotes the neutral hydrogen and He0 denotes the neutral helium
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Collisional ionization rates [cm3s−1]

• γH0(T ) = 5.85 × 10−11T 1/2

[

1 +

(

T

105

)1/2
]−1

e−157809.1/T (Cen, 1992)

• γHe0(T ) = 2.38 × 10−11T 1/2

[

1 +

(

T

105

)1/2
]−1

e−285335.4/T (Cen, 1992)

• γHe+(T ) = 5.68 × 10−12T 1/2

[

1 +

(

T

105

)1/2
]−1

e−631515/T (Cen, 1992)

Collisional ionization cooling [erg cm3s−1]

• ζH0(T ) = 1.27 × 10−21T 1/2

[

1 +

(

T

105

)1/2
]−1

× e−157809.1/T (Cen, 1992)

• ζHe0(T ) = 9.38 × 10−22T 1/2

[

1 +

(

T

105

)1/2
]−1

× e−285335.4/T (Cen, 1992)

• ζHe+(T ) = 4.95 × 10−22T 1/2

[

1 +

(

T

105

)1/2
]−1

× e−631515/T (Cen, 1992)

Recombination cooling [erg cm3s−1]

• ηH0(T ) = 8.70 × 10−27T 1/2

(

T

103

)−0.2

×
[

1 +

(

T

106

)0.7
]−1

(Cen, 1992)

• ηHe0(T ) = 1.55 × 10−26T 0.3647 (Cen, 1992)

• ηHe+(T ) = 3.48 × 10−26T 1/2

(

T

103

)−0.2

×
[

1 +

(

T

106

)0.7
]−1

(Cen, 1992)

Collisional excitation cooling

• ψH0(T ) = 7.5 × 10−19

[

1 +

(

T

105

)1/2
]−1

× e−118348/T [erg cm3s−1] (Cen, 1992)

• ψHe0(T ) = 5.54×10−17T−0.397

[

1 +

(

T

105

)1/2
]−1

×e−473638/T [erg cm3s−1] (Cen,

1992)
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• ψHe+(T ) = 9.10×10−27T−0.1687

[

1 +

(

T

105

)1/2
]−1

×e−13179/T [erg cm6s−1] (Cen,

1992)

Bremsstrahlung cooling [erg cm3s−1]

β(T ) = 1.42 × 10−27T 1/2[nH+ + nHe+ + nHe++]ne (Black, 1981)

Compton cooling/heating [erg cm3s−1]

̟(T ) = 1.017 × 10−37T 4
γ [T − Tγ ]ne
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