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Abstract

Web services are in the mainstream of information technology, paving way for inter

and across organizational application integration. Individual fine-grained services

may need to be orchestrated into more coarse-grained value added processes and Web

services composition is highly active and widely studied research direction. In the

literature, a number of approaches have been proposed to handle different aspects

at different stages of composition process life-cycle, that includes composition pro-

cess design, verification and execution time monitoring. The traditional approaches

however focus only on some stages of process life-cycle and little work however has

been done in integrating these related dimensions using a unified formalism.

At the process design stage, the proposed modeling approaches are mostly

procedural and they over-constrain the process making it rigid and assuming the

design choices that may not be present in the requirements but only added to

specify the process flow. For the process verification, the traditional approaches

require to map the process to some formal logic and then verify the process.

However, this lack of integration results in a complex model and it may not always

possible to have a complete transformation from one modeling approach to other.

Further, with the addition of non-functional (such as security and temporal)

requirements the transformation becomes even more complex and challenging.

Then, the traditional approaches for composition process monitoring while in

execution, build upon composition frameworks that are highly procedural, such

as WS-BPEL, an this in-turn poses two major limitations. First, they limit the

benefits of any event-based monitoring approach as the events are not part of

the composition framework and functional and non-functional properties are not

expressed in terms of events and their effects. Secondly the use of procedural

approach for process specification does not bridge the gap between organization

and situation in a way that it is very difficult to learn from run-time viola-

tions and to change the process instance (or more importantly process model)

at execution time, and it does not allow for a reasoning approach allowing for

effects calculation and recovery actions such as re-planning or alternate path finding.

The objective of our thesis is thus to handle the process modeling, design-time

verification, execution-time monitoring and recovery in an integrated and declar-

ative way. Declarative approach results in a highly flexible composition process that

may be needed to cater for dynamically changing situations while integration sim-

plifies the approach by using the same formalism for composition design, verification

and monitoring. The use of declarative and integrated approach further allows to

have recovery actions such as re-planning (to cater for monitored violations during

process execution) which are difficult to achieve using traditional approaches. In

this thesis, we have proposed an integrated declarative event-oriented framework,

called DISC (Declarative Integrated Self-healing web services Composition), that

serves as a unified framework to bridge the gap between the process design, verifi-

cation and monitoring and thus allowing for self-healing Web services composition.
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The proposed framework allows for a composition design that is declarative and

can accommodate various aspects such as partial or complete process choreography

and exceptions, data relationships and constraints, Web services dynamic binding,

compliance regulations, security or temporal requirements or other non-functional

aspects. We have based the composition design on event-calculus and defined pat-

terns for specifying the functional and non-functional aspects using event-calculus

for process specification, instead on relying on different formalisms or extensions for

specifying different aspects as required by traditional approaches such as WS-BPEL.

For the process design-time verification we have proposed a symbolic model

checking approach using satisfiability reasoning. The need for the satisfiability solv-

ing for process verification stems from the fact the state space of a declarative

process can be significantly large, as the process is only partially defined and all

the transitions may not have been explicitly defined (in contrast to procedural ap-

proaches), and thus it makes it easier to do the symbolic model checking instead

of using explicit representation of state transition graphs and/or using the binary

decision diagrams. Further, as the conflict clauses returned by the SAT solver can

be very large, we have proposed filtering criteria to reduce the clauses and defined

patterns for identifying the nature of conflicts.

For the execution-time monitoring (and recovery from any monitored violations)

we have proposed an event-based message-level monitoring approach that allows to

reason about the events and does not require to define and extract events from pro-

cess specification, as the events are first class objects of both design and monitoring

frameworks. As the proposed monitoring approach builds upon event-calculus based

composition design, it allows for the specification of monitoring properties that are

based on both functional and non-functional (such as temporal, security or their

combinations) requirements. These properties are expressed as event-calculus ax-

ioms and can be added to the process specification both during process design and

during the process execution. The proposed monitoring approach both allows for

KPI’s measurement (that may be needed for process evaluation or result in proac-

tive detection of any violations) and the detection of violations once they happen.

Different levels of detection are provided such as detection to the process execution

plan, detection to the violations based-on any properties and events added during

process execution and others.
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Introduction

Contents

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
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1.2.1 Declarative composition design . . . . . . . . . . . . . . . . . 6

1.2.2 SAT-based process verification . . . . . . . . . . . . . . . . . 6

1.2.3 Event-based process monitoring . . . . . . . . . . . . . . . . . 7

1.2.4 Implementation architecture . . . . . . . . . . . . . . . . . . . 8
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Web services are in the mainstream of information technology, paving way for

inter and across organizational application integration. They can be defined as the

software systems designed to support interoperable machine-to-machine interaction

over a network1. Their definition highlights one of their core objectives, interop-

erable machine-to-machine interaction. Thus, the Web services allow heterogenous

systems based on heterogenous platforms to not only communicate but to expose

their operation to the rest of the world using Web services. In addition, the Web

services can also be used to implement reusable application-components, such as

currency conversion, weather reports and others.

Figure 1.1: Basic elements of a Web service

Web Services have three basic elements (Figure-1.1): their description specified

using the Web Services Description Language (WSDL) which is a W3C standard

and an XML-based language for locating and describing Web services, a directory

1http://www.w3.org/TR/ws-gloss/
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service where companies can register and search for Web services (or more specifi-

cally their interfaces described by WSDL) called Universal Description, Discovery

and Integration (UDDI) and a communication protocol to access the services which

can be either a standardized XML-based communication protocol called (SOAP)

or Representational state transfer (REST).

Figure 1.2: Web services composition process life-cycle

The Web services are autonomous and they only present an interface that allows

other systems to use the operations provided by them and internal implementation

of these operations is hidden to the outside world. Further, high-level languages such

as WS-BPEL and specifications such as WS-CDL and WS-Coordination extend the

service concept by providing a method of defining and supporting orchestration

(composition) of fine-grained services into more coarse-grained value added pro-

cesses. The Web services composition process has different life-cycle stages, first the

process designer needs to model the composition process by using the fine-grained

services to define new added-value processes (Figure-1.2-1). Then the composi-

tion process needs to be verified to identify any anomalies and conflicts (such as

deadlocks) in the process specification (Figure-1.2-2) and once the process has been

verified it is executed (Figure-1.2-3). Then, as the Web services are autonomous and

only expose their interfaces, composition process is based on design level service con-

tracts and the actual execution of composition process may result in the violation of

the design-level services contracts due to errors such as network or service failures,

change in implementation or other unforeseen situation. This highlights the need

to monitor and detect the errors and react accordingly to cater for them. The reac-

tion may also require to update the composition design to cater for the monitored

violation and to find alternatives (Figure-1.2-4).
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1.1. Motivation

1.1 Motivation

The motivation of our work stems from the process modeling, design-time verifica-

tion, execution-time monitoring and recovery in an integrated and declarative way

to cater for dynamically changing situations (for instance, crisis handling or the

logistics processes). The situations these processes are dealing with are complex,

ambiguous, highly dynamic and characterized by temporal and security constraints,

coordination of multiple services and multiple data sources, with varying degrees

of reliability and in different formats. Information that was treated at time t may

be superseded by new information at time t+1. The process to handle such a

situation thus needs to be highly flexible, may only be partially defined and is re-

quired to be self-healing and self-adaptive to handle continuously changing situation.

Web services composition is highly active and widely studied research direction

and in the literature, a number of approaches have been proposed that handle

different stages of process life-cycle. However, the traditional approaches have two

major short-comings; first these approaches focus only on some (not all) stages of

process life-cycle and this lack of integration results in a complex model such as

mapping the WS-BPEL based process specification to a particular automata with

guards, and using SPIN model checker [Fu 2004] for verification, WS-BPEL to timed

automata and using UPPAAL model checker [Guermouche 2009b] for checking

temporal properties. Further, the lack of integration leads to the approaches that

does not allow (unless with complex mappings) to learn from the run-time failures

to provide the recovery actions, such as re-planning or alternative path finding,

to recover from the monitored run-time violations based on current state of the

process. Then, the second shortcoming of proposed approaches is that they aim to

build on top of the traditional approaches (such as WS-BPEL, OWL-S ) which focus

on the control flow of the composition using a procedural approach and as pointed

out in [van der Aalst 2006] they over constrain the composition process making

it rigid and not able to handle the dynamically changing situations. Further, the

focus on data, temporal, security and other non-functional requirements is not

thoroughly investigated and adding these aspects makes the composition even

more complex, as again they are proposed as a new layer on the top of existing

WS-BPEL based processes.

The proliferation of partial solutions, the lack of expressiveness and simplicity

to handle both functional and non-functional aspects, the lack of integration, the

lack of recovery actions and the lack of flexibility mark the motivation for our work.

1.2 Thesis objectives and main contributions

The objective of our thesis is to investigate a non-procedural approach for Web

services composition that integrates different stages of the process life-cycle in an

unified and declarative way. Declarative approach results in a highly flexible com-

5



Chapter 1. Introduction

position process that may be needed to cater for dynamically changing situations

while integration simplifies the approach by using the similar formalism for com-

position design, verification and monitoring. The use of declarative and integrated

approach further allows to have recovery actions such as re-planning (to cater for

monitored violations during process execution) which are difficult to achieve using

traditional approaches.

In this thesis, we have proposed an integrated declarative event-oriented frame-

work, called DISC (Declarative Integrated Self-healing web services Composition),

that serves as a unified framework to bridge the gap between the process design, ver-

ification and monitoring and thus allowing for self-healing Web services composition.

Below we briefly discuss our main contributions.

1.2.1 Declarative composition design

The proposed framework allows for a composition design that is declarative and

can accommodate various aspects such as partial or complete process choreography

and exceptions, data relationships and constraints, Web services dynamic binding,

compliance regulations, security or temporal requirements or other non-functional

aspects. We have based the composition design on event-calculus and defined pat-

terns for specifying the functional and non-functional aspects using event-calculus

for process specification, instead on relying on different formalisms or extensions for

specifying different aspects as required by traditional approaches such as WS-BPEL.

The use of event-calculus as the modeling formalism allows for integrating

the existing work on composition design [Cicekli 2000], composition monitoring

[Mahbub 2004], authorization [Bandara 2003, Gaaloul 2010], and work on model-

ing other related aspects. The proposed models in the thesis thus can be further

modified and extended and our framework acts as a bridging agent between com-

position design, verification and monitoring. Further, there have been some ap-

proaches that attempt to translate WS-BPEL based process to event-calculus for

verification [Fdhila 2008] and also LTL based declarative process to event calcu-

lus [Kowalski 1986a], that justify the expressiveness of event calculus for process

specification.

1.2.2 SAT-based process verification

For the process design-time verification we have proposed a symbolic model checking

approach using satisfiability reasoning. The need for the satisfiability solving for

process verification stems from multiple sources. First, as the composition process

may be declarative and partially defined by only specifying the constraints that

mark the boundary of the solution to the composition process and the objective

is to find solution(s) that respect those constraints (and which is connectivity

verification property), satisfiability solving can thus be used to solve the problem

by encoding it as a satisfiability problem, representing the constraints.

6
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Further, the state space of a declarative process can be significantly large, as the

process is only partially defined and all the transitions may not have been explicitly

defined (in contrast to procedural approaches), and thus it makes it easier to do

the symbolic model checking instead of using explicit representation of state transi-

tion graphs and/or using the binary decision diagrams. The verification properties

can include the connectivity, compatibility and behavioral correctness (safety and

liveness properties) and the proposed approach allows for both model checking the

verification properties and for identifying and resolving the conflicts in the process

specifications a result of process verification. Further, as the conflict clauses re-

turned by the SAT solver can be very large, we have proposed filtering criteria to

reduce the clauses and defined patterns for identifying the nature of conflicts.

1.2.3 Event-based process monitoring

For the execution-time monitoring (and recovery from any monitored violations)

we have proposed an event-based message-level monitoring approach that allows

to reason about the events and does not require to define and extract events

from process specification, as the events are first class objects of both design

and monitoring framework. As the proposed monitoring approach builds upon

event-calculus based composition design, it allows for the specification of mon-

itoring properties that are based on both functional and non-functional (such

as temporal, security or their combinations) requirements. These properties are

expressed as event-calculus axioms and can be added to the process specification

both during process design and during the process execution. The proposed

monitoring approach both allows for KPI’s measurement2 (that may be needed

for process evaluation or result in proactive detection of any violations) and

the detection of violations once they happen. Different levels of detection are

provided such as detection to the process execution plan, detection to the viola-

tions based on any properties and events added during process execution and others.

Further, the web services composition problem is traditionally considered as a

planning task, given a goal the planner can give a set of plans leading to the goal.

However, in case of run-time monitoring we already have a plan to execute and in

case of violation it is important to compute the side-effects this violation has on the

overall process execution. Our approach is based on event calculus and the use of

event calculus is twofold, at design "abduction reasoning" can be used to find a set

of plans, and at the execution time "deduction reasoning" can be used to calculate

the effect of run-time violations. This also allows to cater for the "ripple effect" any

violation has on the process execution, and for proactive detection of any possible

violation that is bound to happen later in the process execution, as a result of current

detected violation. In addition, once a violation is detected and a recovery solution

2We will collectively use the term KPI’s measurement in the paper, however it can signify

monitoring the resource utilization, SLA’s fulfillment, or some domain specific KPIs that may be

required to measure the performance or to fulfill some domain specific monitoring requirements.

7
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(for instance re-planning) is sought, the proposed approach allows both to find a

new solution based on the current process state (thus specifying what steps should

be taken now to recover from the violation and hence termed forward recovery)

or to backtrack to some previous activity (if possible) and try to find a new from

there. Then, any recovery solution takes care of the functional and non-functional

properties associated with the process, when performing recovery.

1.2.4 Implementation architecture

The proposed event-calculus models presented in this work are mentioned using the

discrete event calculus language [Mueller 2006] and they can be directly used for

reasoning purposes. We have proposed an implementation architecture and imple-

mented a Java-based application that allows to abstract the event-calculus mod-

els to the end-user. It facilitates the composition design process by providing a

user-friendly interface for specifying composition design (including entities and con-

trol/data flow between them) and allows to automatically generate the correspond-

ing event-calculus models, invokes the reasoner and shows the results returned by

the reasoner.

The proposed approach uses the DECReasoner as the event-calculus reasoner,

however as we discussed in [Zahoor 2010a, Zahoor 2010b] the event-calculus to SAT

encoding process provided by the reasoner, does not scale well. We have thus modi-

fied the DECReasoner code to gain substantial performance improvement as evident

in performance evaluation results (Section-9.4). Further, we have presented a real

world crisis management case-study and discussed how a process-based approach can

be beneficial. For process verification, we extended DECReasoner [Mueller 2006] to

include zchaff as a solver and then using zverify to find the unsatisfiable core. This

also serves as an example of extensibility of the proposed framework as different

reasoners can be used to analyze the same SAT-based encoding.

1.3 Thesis Structure

The rest of the thesis is organized as follows: first we will briefly discuss the context

and background needed to understand the problem domain, explicitly formalize the

problem and present the motivating example in Chapter-2. Further in Chapter-3,

we will discuss the related work, focusing on the traditional approaches proposed in

the literature deal for composition process design, verification and monitoring. We

will also provide a detailed synthesis highlighting the limitations these approaches

have in terms of being procedural, lack of expressivity and lack of integration.

Then, in Chapter-4 we will discuss the proposed event-calculus based composi-

tion design by first presenting the event-calculus models for different components

that constitute the composition design. We will then discuss the event-calculus

based models for specifying different control/data flow constructs in Chapter-5 and

will then extend the composition process design in Chapter-6, for the incorporation

8
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of non-functional (such as temporal and security) requirements. We will organize

the models in a pattern-based approach and we will specify the generic patterns for

specifying different functional and non-functional properties and this will allow to

re-use the patterns for the process specification.

Then we will discuss the proposed symbolic model checking approach using sat-

isfiability reasoning for composition process verification, Chapter-7, and the event-

based monitoring (and recovery) in Chapter-8. We will then discuss the implemen-

tation details in Chapter-9 presenting the architecture, the ECWS tool, the changes

to the DECReasoner encoding process to improve performance and detailed perfor-

mance evaluation results based on the motivation example. Finally we will discuss

the limitations of the proposed approach, future perspectives to conclude the thesis

in Chapter-10.
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Context and problem definition
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2.1 Context

In this section we will briefly discuss the different concepts and background knowl-

edge needed for understanding the problem domain. We will first discuss how the

Web services can be defined using the Web Services Description Language (WSDL)

and how they can be accessed using the (SOAP) communication protocol. Fur-

ther, we will briefly discuss the Service-Oriented Architecture (SOA). Then, we will

discuss the Business Process Modeling Notation (BPMN) for defining and the Busi-

ness Process Execution Language (WS-BPEL) for implementing the orchestration

of Web services into added value processes. Further, we will also briefly discuss

the background needed and motivation for using the event-calculus as the modeling

formalism.
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2.1.1 Web Services Description Language (WSDL)

Web Services Description Language (WSDL) is used to describe a Web service and

it specifies the location of the service and the operations the service exposes to the

rest of the world. The service description using WSDL takes the form of an XML

document and WSDL uses following major elements: <types> specify the data

types while the <message> element specify the messages used by the web service.

The <portType> element is used to specify the operations a Web service provided

while the <binding> element specifies the communication protocols used by the

service. A skeleton WSDL document1 for service description is shown below:

Structure of a WSDL document

<definitions>

<types> definition of data types used by the Web service. </types>
<message> definition of messages used by the Web service. </message>
<portType> definition of a port type supported by the Web service. </portType>
<binding> definition of a service binding. </binding>

</definitions>

2.1.2 The SOAP communication protocol

SOAP is a XML-based standardized platform and language independent commu-

nication protocol that allows for communication between applications over the

internet. SOAP was designed to allows communication between applications over

HTTP, instead of Remote Procedure Calls (RPC) between objects. A SOAP

message is a XML document containing the following elements: an Envelope

element that identifies the XML document as a SOAP message, a Header element

that contains header information, a Body element that contains call and response

information and a Fault element containing errors and status information. A

Skeleton SOAP message2 is shown below:

Skeleton SOAP Message

<?xml version=1.0?>

<soap:Envelope>
The SOAP Envelope element is the root element of a SOAP message and defines the XML document
as a SOAP message.

1http://www.w3schools.com/wsdl/wsdl_intro.asp
2http://www.w3schools.com/wsdl/wsdl_intro.asp
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<soap:Header>
The optional SOAP Header element (which should be first child of envelope element, if present)
contains application-specific information (like authentication etc.) about the SOAP message.
</soap:Header>

<soap:Body>
The required SOAP Body element contains the actual SOAP message intended for the ultimate
endpoint of the message.

<soap:Fault>
The optional SOAP Fault element is used to indicate error messages and can only appear once in
a SOAP message.

</soap:Fault>
</soap:Body>
</soap:Envelope>

2.1.3 Service-Oriented Architecture (SOA)

Web services can also be used to implement a Service Oriented Architecture (SOA)

which is defined to be a flexible set of design principles for system development, that

rely on the use of services to support the development of distributed, interoperable

and agile applications3. The vision associated with the SOA is to separate functions

into services, which are autonomous, platform independent and are accessible over

a network. As the Web services are autonomous, independent of platforms and

programming languages and are accessible over Internet, they can make functional

building-blocks of SOA.

Further, the SOA allows users to combine and reuse the services to create new

applications and for the Web services, high-level languages such as WS-BPEL and

specifications such as WS-CDL and WS-Coordination can be used for the orches-

tration of fine-grained services into more coarse-grained business services. Before

going into details of WS-BPEL for Web services composition process orchestration,

we will briefly discuss the Business Process Modeling Notation (BPMN ) that can be

used to model the composition process at an abstract level and the BPMN diagrams

can then be converted into WS-BPEL for their execution.

2.1.4 Business Process Modeling Notation (BPMN)

The Business Process Modeling Notation (BPMN ) is a graphical notation for speci-

fying business processes based on a flowcharting technique. The BPMN is intended

to be a standard notation that is understandable by business analysts who create the

processes, the technical developers responsible for implementing the processes, and

the business managers who monitor and manage the processes. Process modeling

using BPMN is simple and intuitive and it has a small set of of graphical elements

that are categorized into following categories4:

3http://en.wikipedia.org/wiki/Service-oriented_architecture
4http://en.wikipedia.org/wiki/Business_Process_Model_and_Notation
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• Flow Objects including Events (that specify something that happens), Activ-

ities (that specify the kind of work which must be done) and Gateways (that

represent forking and merging of paths).

• Connecting Objects which include Sequence Flow (which shows in which order

the activities will be performed), Message Flow (that represent what messages

flow) and Association (which is used to associate an Artifact to flow objects).

• Swimlanes which include Pool (which represents participants in a process)

and Lanes (that are used to organize and categorize activities within a pool

according to function or role).

• Artifacts including Data Object (representing input/output data of an activ-

ity), Group (to group different activities) and Annotations.

Figure 2.1: A simple BPMN process from the BPMN specification

A simple BPMN process with two activities, taken from the BPMN specifica-

tion, is shown in Figure-2.1. As the primary objective of BPMN includes to bridge

the gap between different stake-holders including business analysts and developers

responsible for implementing the process, the BPMN specification includes an infor-

mal and partial mapping from BPMN to WS-BPEL, a more detailed mapping has

been implemented in a number of tools such as BPMN2BPEL. However, any such

mapping is partial and it is possible that some BPMN models cannot be translated

into WS-BPEL. Further, the problem of synchronization of BPMN diagrams and

WS-BPEL so that any modification to one is propagated to the other, is even more

complicated.

2.1.5 Business Process Execution Language (WS-BPEL)

Web Services Business Process Execution Language (WS-BPEL) is an XML based

programming language to specify the orchestration of fine-grained services into more

coarse-grained value added processes. As the WS-BPEL is an XML-based program-

ming language, it has three basic components: Programming logic that is defined
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using WS-BPEL itself, Data types from XSD (XML Schema Definition) and In-

put/Output specified using the WSDL. A sample WS-BPEL process is shown below:

Skeleton WS-BPEL Message

<?xml version="1.0" encoding="UTF-8"?>
<process xmlns="http://schemas.xmlsoap.org/ws/2003/03/business-process/" ... >

<import importType="http://schemas.xmlsoap.org/wsdl/" location="" ... />

<partnerLinks>
<partnerLink name="..." partnerLinkType="..." partnerRole="..."/>
</partnerLinks>

<variables>
<variable ... />
</variables>

<invoke partnerLink="..." operation="..." inputVariable="..." />
</process>

2.1.6 Event-calculus

In order to model the composition design, our approach relies on the Event Calculus

(EC) [Kowalski 1986a]. Event Calculus is a logic programming formalism for

representing events and their side-effects and can infer "what is true when" given

"what happens when" and "what actions do" (see figure 2.2). The "what is true

when" part both represents the state of the world, called initial situation and the

objective or goal. The "what actions do" part states the effects of the actions. The

"what happens when" part is a narrative of events.

What happens when

What actions do

What is true when
Event calculus 

axioms

Figure 2.2: Event calculus components

The EC comprises the following elements: A is the set of events (or actions),

F is the set of fluents (fluents are reified5), T is the set of time points, and X is a

set of objects related to the particular context. In EC, events are the core concept

that triggers changes to the world. A fluent is anything whose value is subject to

change over time. EC uses predicates to specify actions and their effects. Basic

event-calculus predicates used for modeling the proposed framework are:

• Initiates(e, f, t) - fluent f holds after timepoint t if event e happens at t.

• Terminates(e, f, t) - fluent f does not hold after timepoint t if event e happens at t.

5Fluents can be quantified over and can appear as the arguments to predicates.

17



Chapter 2. Context and problem definition

• Happens(e, t) is true iff event e happens at timepoint t.

• HoldsAt(f, t) is true iff fluent f holds at timepoint t.

• Initially(f) - fluent f holds from time 0.

• Clipped(t1, f, t2) - fluent f was terminated during time interval [t1, t2].

• Declipped(t1, f, t2) - fluent f was initiated during time interval [t1, t2].

The choice of using EC as the modeling formalism is motivated by several rea-

sons. First, EC integrates an explicit time structure (this is not the case in the

situation calculus) independent of any sequence of events (possibly concurrent).

Then, given the composition design specified in the EC, a reasoner can be used to

instantiate the composition design. Further, EC is very interesting as the same log-

ical representation can be used for verification at both design time (static analysis)

and runtime (dynamic analysis and monitoring). Further, it allows for a number of

reasoning tasks that can be broadly categorized into deductive, abductive and in-

ductive tasks. In reference to our proposal, at composition design stage "abduction

reasoning" can be used to find a set of plans or to identify any conflicts and at the

composition monitoring stage, "deduction reasoning" can be used to calculate the

effect of run-time violations. This leads to bridging the gap between composition

design, verification and monitoring as the same framework is used with different

reasoning approaches (see figure 2.3 for the mapping of event-calculus to the pro-

posed framework). In addition, the use of event-calculus results in an extensible

approach as the proposed models can be modified and extended in order to model

other related aspects.

Figure 2.3: Event-calculus for the proposed framework

The event calculus models presented in this thesis are modeled using the discrete

event-calculus language [Mueller 2006]. All the variables (such as service, time) are

universally quantified and in case of existential quantification, it is represent with

variable name within curly brackets, {variablename}. Further, for spacing issues we

will abbreviate some words and the abbreviated words would be used in models and

any such abbreviation would be explicitly mentioned before presenting the model.
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Further, we will use the DECReasoner6 as the event-calculus reasoner. The DE-

CReasoner is a program for performing automated commonsense reasoning using

the discrete event calculus. It supports different reasoning modes (as required by

the proposed approach) including deduction, abduction, model finding and others.

It also supports the commonsense law of inertia, conditional effects of events, release

from the commonsense law of inertia, indirect effects of events, state constraints,

causal constraints and other aspects allowing to model real-world domains. In or-

der to use the DECReasoner, domain description (specified using Discrete Event

Calculus Reasoner language) that includes an axiomatization describing domains of

interest, observations of world properties at various times, and a narrative of known

event occurrences is placed in a file. The DECReasoner is then invoked for the do-

main description and it firsts transforms the domain description into a satisfiability

(SAT) problem. It then invokes a SAT solver, which produces zero or more solutions

and resulting solutions are decoded and displayed to the user.

2.2 Motivating example

Before formalizing the problem statement, let us now briefly discuss the motivating

example that we will use as a base for describing various aspects of the proposed

approach discussed in this thesis.

2.2.1 Overview

For the motivating example, we consider a composition process being setup to

semi-automate the disaster plan for the Australian National Herbarium (ANH),

Canberra7. The choice of the motivating example stems from multiple objectives.

First, it highlights the need for a process based approach to respond to a crisis

situation, which is normally defined informally in the document form. A formal

approach will allow to thus verify the recovery process to identify any possible

conflicts and anomalies in process specification. Further, the composition process

to handle such a situation is highly dynamic and possibly partially defined,

is characterized by temporal constraints, coordination of multiple services and

multiple data sources, and require the composition process to be self-healing and

flexible to adapt to continuously changing environment.

The possible threats to the ANH collection include threats from fire and water

and it is suggested that the risks due to bush-fire and lightening strikes are very real

due to its location at the base of Black Mountain and close proximity to bushland.

The immediate response to handle any fire-based disaster situation (for simplicity,

we will only consider the fire-based disaster situation) includes evacuating the

building in response to the fire alarm and it is suggested that re-entry of the

building(s) and recovery may not commence until the ACT Fire Brigade and

6http://decreasoner.sourceforge.net/
7http://www.anbg.gov.au/cpbr/disaster-plan/
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any other Emergency Service that may be in attendance have given permission.

Further, the recovery should not commence until after a plan has been developed

for conducting the recovery. The disaster plan suggests a role-based approach

and different user groups have been assigned different roles for disaster handling

including the Collections Recovery Coordinator (CRR), the Facilities Coordinator

(FC) and the Salvage Controllers (SC).

The role of collection recovery coordinator (CRR) include the overall manage-

ment of recovery process such as ensuring security, lighting, and delegating the

task of notifying staff to assist in the recovery operation, staff (and any volunteers)

management and logging of hours worked. Further the disaster plan suggests that

the CRR should nominate someone to deal with media enquiries. In addition,

the CRR should ask someone to contact the Bureau of Meteorology to obtain

a updated local forecast which may determine the course of action to be taken

(continuing storms may require SES to rig tarpaulins over the damaged area). CRR

should also monitor progress and adjust plans (to cater for bottlenecks, complaints

from salvage workers, the effect of the environmental conditions and others) as

appropriate. The communication with insurance company and progress update

to senior management is also required. Then, the task of facilities coordinator

(FC) is to ensure that the recovery Teams have the proper equipment needed to

clean, salvage and stabilize the damaged collection materials. Further, the Salvage

Controller (SC) is responsible for initial cleanup, salvaging, sorting and stabilization

of damaged collection materials by creating recovery teams.

Before going further, let us briefly review the tasks assigned to CRR and if a

process-based approach can be beneficial. First, a lot of tasks have been assigned

to CRR and the tasks of assigning shifts and recording the hours worked by staff

and volunteers would be very difficult to handle manually. Then it is suggested that

someone should notify the staff, someone should contact meteorology department

and someone should handle media inquires, how that someone is chosen is left to the

choice of CRR. In contrast, using a process-based approach the tasks for allocating

user shifts can be automated, a service-based approach to handling media inquires

can be provided, meteorology department Web service can be contacted for getting

the local forecast and re-adjusting the plans and the task of notifying users can be

automated. Further the insurance department Web service can also be contacted.

2.2.2 Case Study: Recovery of priority items at ANH

For this case-study we consider an unfortunate fire-incident as a result of lightning

strike and the recovery of the items for priority salvage and treatment at ANH.

These items include the Type specimens and as a result of fire, they may get

smoke-damaged and the recovery plan suggest to either freeze or transfer them to

some other location. The recovery process however cannot begin, unless the fire
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has been (partially) contained and emergency staff is given permission to enter the

premises and a plan for recovery has been developed by the CRR in collaboration

with FC and SC. Now we will briefly describe the process by first highlighting

different entities that constitute the composition process and then the control/data

flow, temporal and security constraints for the process. Different entities for the

motivating example include:

Web services: The composition process can invoke different Web services

such as once the fire-alarms are activated, the composition process contacts

the Web services provided by different emergency services such as fire-brigade

(FireBrigadeWS ), police (PoliceWS ), ambulance (AmbulanceWS ) and also invokes

a service to call emergency handling staff (CallEmergencyStaff ). Further, the

meteorology department (MetDepartmentWS ) and insurance company Web service

(InsuranceWS ) can also be invoked by the composition process, instead of relying

on CRR to designate someone to contact them. Further, it is important to contact

the meteorology department Web service as soon as possible to get the timely

updates needed for planning.

Conditions: Conditional invocation of different Web services (or activities) is mod-

eled using conditions such as the arrival of disaster handling staff (CRR/FC/SC)

is modeled as conditions Has(CRR/FC/SC)Arrived. The help from a professional

conservator to provide advice on-site to help the SC and recovery teams in

sorting material may be needed. We consider the service to call emergency staff

(CallEmergencyStaff ) also contacts the conservator and his arrival is modeled

by the condition, HasConservatorArrived. The decision to seek external help (if

needed) is modeled as condition IsExternalHelpNeeded). Further, the fire-alarm

resulting in composition process invocation, can also be only a false-alarm and it is

modeled as a condition called NotAFalseAlarm.

Activities: Different activities represent the task carried out by the recovery

teams such as at the arrival of fire brigade staff, the fire containment starts which

is modeled as an activity FireContainment). Then the task to examine the nature

and extent of damage is modeled as an activity called ExamineDisasterSite, the

task to plan the recovery is modeled as the activity PlanRecovery. The FC/SC

collaborate for the recovery of priority items, and the recovery task is modeled by

an activity called, RecoverPriorityItems.

The process is however likely to change, with new activities can be added once

the process is in execution. We now specify the control/data flow for the composition

process by identifying dependencies that exists between different entities discussed

above. We will also present the composition process modeling, using the flow chart

like general notation.

• The fire-alarm can also be only a false-alarm , so if the CRR is available at site
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Figure 2.4: Motivating example - CRR available at site

(modeled as a condition, IsCRRAvailable), he can verify if it is not the case

(modeled as a condition NotAFalseAlarm) and invoke the emergency services

if needed, Figure-2.4.

• However, if the CRR is not available, the composition process can invoke

the services CallEmergencyStaff and FireBrigadeWS itself, and once the fire-

brigade reaches site (HasFireBrigadeArrived is true), they can verify if it is

not just a false alarm (NotAFalseAlarm). The FireContainment activity can

only start if the fire-brigade staff has decided that it is not just a false alarm

(NotAFalseAlarm). Further, once the CRR reaches the site he can decide to in-

voke other emergency services than CallEmergencyStaff and FireBrigadeWS,

if needed. The composition process model from Figure-2.4 can thus be updated

as shown in 2.5.

Figure 2.5: Motivating example - CRR not available at site

• Activity for examining the disaster site (ExamineDisasterSite) cannot be

started unless the CRR has reached the site and FireContainment activity

is finished. Then, for deciding on the recovery Plan (PlanRecovery activity)

and deciding on if external help is needed (IsExternalHelpNeeded) , CRR, FC

and SC should have reached the site. However PlanRecovery activity can

be started once the CRR is there (and others may not have yet reached the

site) but to finish the planning process, approval from all three is needed.

Further, the priority items recovery (RecoverPriorityItems) activity cannot be

22



2.2. Motivating example

started unless the FireContainment activity has finished and recovery has been

planned (PlanRecovery activity finishes). The updated composition model is

shown in Figure-2.6.

Let us now briefly discuss different temporal and security constraints associated

with different services and activities in the composition process, and the constraints

associated with the overall goal for the composition process. These temporal and

security constraints are only tentative and are likely to change during process exe-

cution, for instance the time needed for fire-containment cannot be determined in

advance and is dependent on nature and extent of fire.

Figure 2.6: Motivating example - a procedural approach

• The smoke damaged, wet specimens should be treated as soon as possible and

any delay of more than an hour may result in deterioration of the specimens.

This serves as the composition process goal to ideally have the RecoverPrior-

ityItems activity finished before one hour.

• It is estimated that the time needed for ambulance, fire-brigade and police to

reach the site can be probably 15 minutes. However, these are only estimated

delays and the arrival time for emergency services can vary based on factors

such as weather, time and others.

• The arrival time for the staff (CRR/FC/SC/Conservator) varies, however it

is estimated that it may take between 15-25 minutes for the staff to reach the

site.

• Only once the fire-brigade reaches the site, the time required for (possibly

partial) fire-containment can be somewhat estimated.

• The emergency Web services (FireBrigadeWS, PoliceWS and others) should

only be invoked by the CRR, however if the CRR is not available (emergency
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situation in non-working hours), the process automatically invokes FireBri-

gadeWS and CallEmergencyStaffWS and wait for CRR arrival for invoking

other services.

2.3 Problem definition

In this section we will provide an overview of the problem being solved in this

thesis and leave the detailed synthesis for limitations of traditional approaches, for

Chapter-3. We will discuss the problem by first discussing the lack of integration

and limitations of traditional approaches at each composition process life-cycle stage

and then will discuss the motivating example highlighting the challenges it poses.

2.3.1 Lack of integration

Web services composition is highly active and widely studied research direction and

in the literature a number of approaches have been proposed to handle different

aspect related to the composition process at different stages of composition process

life-cycle. The traditional approaches focus only on some stages of process life-cycle

and this lack of integration results in a complex model such as mapping the WS-

BPEL based process specification to a particular automata with guards, and using

SPIN model checker [Fu 2004] for verification, WS-BPEL to timed automata and

using UPPAAL model checker [Guermouche 2009b] for checking temporal proper-

ties. Further, it is not always possible to have a complete transformation from one

modeling approach to other and with the addition of non-functional (such as se-

curity and temporal) requirements the transformation becomes even more complex

and challenging. In addition, the lack of integration leads to the approaches that

does not allow to learn from the run-time failures to provide the recovery actions,

such as re-planning or alternative path finding.

2.3.2 Procedural composition model

A process model is called procedural when it contains explicit and complete infor-

mation about the flow of the process but only implicitly keeps track of why these

design choices have been made and if they are indeed part of the requirements or

merely assumed for specifying the process flow [Goedertier 2008]. Although specify-

ing exact and complete flow adds a lot to the control over the composition process,

however as there is tradeoff between the control and flexibility, this control comes

at the expense of process flexibility and thus making the process rigid to adapt to

continuously changing situations and possibly not even conforming to the process

specification requirements. On the other hand, a process is termed as declara-

tive when it models the minimal (and only specified) requirements that mark the

boundary of the process and any suitable execution plan which meets the specified

requirements is sought.
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The proposed graph-based composition modeling approaches are mostly proce-

dural and although the graph-based approaches tend to be simpler and intuitive

for the process modeler for the composition design, they over-constrain the process

assuming the design choices that may not be present in the requirements but only

added to specify the process flow. The paradigm change from procedural to declar-

ative process modeling was advocated in [Pesic 2006] by introducing the ConDec

language for declarative process modeling. However, we believe that the traditional

AI planning (and so as rule-based) approaches for composition process modeling

are declarative and they have advantages in terms of expressibility, flexibility and

adaptability and dynamism as they are more expressive based and are based on for-

mal logic and flexible as only constraints that mark the boundary of the process are

specified. Further, the declarative approaches allow for specifying more workflow

patterns than the procedural ones.

Figure 2.7:

As an example let us consider a simple process with three activities ActivityA,

ActivityB and ActivityC. The only requirement regarding the control flow for the

composition process is that the all the activities should not be started in parallel. A

procedural approach will require enumerating all the possible combinations such as

the few shown in the Figure-2.7. In contrast a declarative approach will only specify

the constraint (such as if ActivityA has started then neither ActivityB nor ActivityC

can start at the same time) which will serve as a boundary for any solution to the

composition process, without explicitly enforcing a solution.

2.3.3 Verification

The proposed approaches for the composition verification, in general, require map-

ping the process (mostly defined using procedural approaches such as WS-BPEL)

to some formal logic (such as petri-nets, automata or process logic) and then us-

ing model checkers to verify the composition process. This transformation based

approach has two major limitations, first the proposed verification approaches are
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based on traditional procedural approaches and as we will detail in the Chapter-3,

procedural approaches have less expressibility, flexibility and adaptability and dy-

namism as compared to the declarative ones. Further, the limited expressibility

makes it difficult to verify the non-functional properties (such as temporal, security

requirements or more importantly their combinations) associated with the compo-

sition process as for first, it is difficult to specify the non-functional properties using

the traditional approaches such as WS-BPEL and a number of approaches have

been proposed as an extension to WS-BPEL for specifying non-functional aspects

and then it is not trivial (if possible) to add formal semantics to them for their

verification.

Specifying the exact and complete sequence of activities to be performed for the

composition process, as required by the traditional procedural approaches, however

does make it possible to use proposed automata or Petri-nets based approaches for

design-time verification of composition process. In contrast, for the declarative ap-

proaches the process may be only partially defined and thus this makes it difficult to

use traditional approaches for the process verification as the transition system for a

declarative process can be very large. Further, the design-time verification should be

coupled with execution-time monitoring and complexity of these approaches make

them difficult to use for verifying the functional and non-functional constraints as-

sociated with the process while handle process change or recovery.

2.3.4 Event-based monitoring

Traditional approaches for the composition monitoring are proposed as an extension

to some particular run-time and are tightly coupled and limited to it. In contrast

the use of an event-based approach works on the message-level and thus is un-

obtrusive, independent of run-time and allows for integration of other systems and

processes, as discussed in [Moser 2010]. Then, the traditional monitoring approaches

[Barbon 2006a, Baresi 2009, Mahbub 2004] build upon composition frameworks that

are highly procedural, such as WS-BPEL, an this in-turn poses two major limita-

tions. First, they limit the benefits of any event-based monitoring approach as the

events are not part of the composition framework and functional and non-functional

properties are not expressed in terms of events and their effects. Secondly the use

of procedural approach for process specification does not bridge the gap between

organization and situation in a way that it is very difficult to learn from run-time

violations and to change the process instance (or more importantly process model)

at execution time, and it does not allow for a reasoning approach allowing for effects

calculation and recovery actions such as re-planning or alternate path finding as we

discussed in [Zahoor 2010a].

2.3.5 Synthesis for the motivating example

Let us briefly review the motivating example and discuss the limitations and chal-

lenges the traditional approaches pose while modeling such a composition process.
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We first consider the composition model specification that is traditionally specified

using the workflow based approaches such as BPMN and later mapped to WS-BPEL

for process execution. Figure-2.6 shows an attempt to model the composition pro-

cess using a general flow chart based notation, focusing on only entities and the

control flow between them. As evident from the model, the composition process

is very complicated and the semantics are not clear leading to many interpretation

for the single process. Adding temporal, security and other constraints will further

complicate the model and with the increase of entities and their interactions, it

would be difficult and time consuming even to have a proper visual representation

for the process model.

Figure 2.8: Motivating example - a declarative approach

In contrast the proposed declarative approach allows user to specify the con-

straints (including control/data flow, security, temporal and others) from an in-

dividual service or activity perspective (see Figure-2.8). This allows to specify the

composition process in a flexible way without over-constraining the process and only

specifying the constraints that are part of the problem (and not added for merely

process modeling). These constraints mark the boundary of any acceptable solution

and a reasoner can then be used to connect these process fragments, respecting the

associated constraints.

Further, the successful execution of the process is challenging provided highly

dynamic and continuously changing situation. For instance, the time-taken by the

fire-brigade and emergency staff to reach the site can be somewhat defined and es-

timated but the time-taken for the fire-containment process itself is highly relative.

Then, it may not be possible to define all the monitoring properties during compo-

sition design and even if the design-level constraints are respected, the occurrence of

external events during process execution can have impacts on the process execution.

2.4 Summary

In this chapter, we have first briefly discussed different concepts and background

knowledge needed for understanding the problem domain in Section-2.1. We have

discussed how the Web services can be defined using the Web Services Description

Language (WSDL) and how they can be accessed using the Simple Object Access

Protocol (SOAP). Further, we will discuss the Service-Oriented Architecture (SOA).
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Then, we will discuss the Business Process Modeling Notation (BPMN) for defining

and the Business Process Execution Language (WS-BPEL) for implementing the

orchestration of Web services into added value processes. Further, we have also

briefly discussed the background needed and motivation for using the event-calculus

as the modeling formalism.

Then we have presented the motivating example in Section-2.2, that we will use

as a base for describing various aspects of the proposed approach discussed in this

thesis. For the motivating example, we have considered a composition process being

setup to semi-automate the disaster plan for the Australian National Herbarium

(ANH), Canberra. We have presented the motivation for choosing the disaster-plan

as the motivating example and expressed the example in detail highlighting different

components, control/data flow and security and temporal constraints amongst the

components.

Further, in Section-2.3 we have have formally presented the problem that is

being considered in this thesis and identified limitations of proposed approaches in

the literature in terms of having lack of integration and limitations and rigidness of

having procedural composition model. We have also discussed the challenges and

motivation for design time verification and event-based execution time monitoring of

declarative process and how the lack of integration makes it difficult to have recovery

actions such as re-planning once a violation is detected during process execution.
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The event-based approach for Web services composition presented in this thesis both

aims to integrate different stages of process life-cycle, Figure-1.2, and advocates the

use of declarative event-based approach at different stages. In this chapter, we will

therefore briefly discuss the proposed approaches in the literature for handling each

(or some) of process life cycle stages.

3.1 Composition process modeling

The composition process modeling is the first and most important stage of the

composition process life cycle, Figure-3.1. The objective of composition process

modeling is to provide high-level specification independent from its implementation

that should be easily understandable by process modeler who create the process,

the developers responsible for implementing the process, and the business managers

who monitor and manage the process.

In the literature, different approaches for the composition process modeling have

been proposed having their strengths and weaknesses in terms of ease of usage
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Figure 3.1: Web services composition process design

and expressibility of the modeling language. Further, as it is important to have

a process model properly defined, verified, and refined before being implemented,

different approaches offer varying level of complexity for model-checking the com-

position process. The proposed approaches for the composition process modeling

can be broadly categorized into Workflow based composition and AI planning based

approaches, as discussed in [Rao 2004a] or similarly as either graph-based or rule-

based approaches as discussed in [Lu 2007]. In this section, we will first briefly

discuss the proposed graph (workflow) and AI planning based approaches and then

the proposed approaches for incorporating non-functional (security and temporal)

requirements. Then, we will provide a detailed synthesis highlighting the challenges

posed by and the short-comings of the traditional approaches for modeling services

composition.

3.1.1 Graph based modeling approaches

The graph (or workflow) based process modeling approaches allow for the speci-

fication of process definition in an intuitive and easy way using graphical process

models based on graph theory or variants. Activities within the process are

represented as nodes and control flow and data dependencies between activities

is defined using transitions or arcs between activities. However, graph-based

process models can include arbitrariness and lack strictness allowing for different

interpretation of same process models (or multiple models for the same process

requirements). As a result, many graph-based models have their origin in Petri

net theory (or on different variants of Petri nets to provide extra expressibility

and functionality) including High Level Petri nets [Ellis 1993], Low Level Petri

nets [Wikarski 1996], and Colored Petri nets [Merz 1994], a detailed discussion can

be found in [Janssens 2000]. Petri nets based approaches have the advantage of

providing the formal semantics despite the graphical nature of the process and that

in-turn allows for analyzing and verifying the properties such as deadlocks.
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The proposed graph-based process modeling approaches includes the Business

Process Modeling Notation (BPMN) which provides a graphical notation for

specifying business processes using a flowcharting technique very similar to activity

diagrams from Unified Modeling Language (UML). BPMN aims to serve as a

standard notation that is understandable by all business stakeholders and allows to

bridge the gap between business process design and implementation. The proposed

modeling approaches also includes [Sadiq 1999] in which authors propose to divide

the workflow modeling into structure, data, execution, temporal, and transactional

partitions for workflow modeling. The authors have also proposed the FlowMake

modeling tool which allows to partition a workflow into several graph layers, instead

of modeling all the workflow constraints on a single graph. The proposed approach

also allows to verify the syntactic correctness of the process specifications by using

a graph-reduction algorithm.

ADEPTflex [Reichert 1998] is also a graph-based modeling approach which

allows ad hoc changes to process schema. The authors have proposed a complete

and minimal set of change operations which that support users in modifying the

structure of a workflow instance during its execution, while preserving structural

correctness and consistency. The tool uses the correctness properties defined by the

ADEPT to determine whether some specific change can be applied (or possibly re-

jected, if properties are violated) to the workflow instance. ActivityFlow [Liu 1997]

provides a uniform workflow specification interface to describe different types of

workflows and aims to increase the flexibility of workflow processes in accommo-

dating changes. It also allows declarative and incremental flow specification and

to reason about correctness and security of complex activities irrespective of their

underlying implementation details. YAWL (Yet Another Workflow Language) is a

Petri net based workflow language extended with additional features to facilitate

the modeling of complex workflow and providing direct support for several patterns

that are difficult to deal with using (colored) Petri net. It supports specification of

the control flow and the data perspective of business processes and is supported by

a software system that includes an execution engine, a graphical editor and worklist

handler.

In terms of Web services composition and binding Web services to the activities

in a graph (or workflow) based process model, proposed approaches can be classified

as the static and dynamic workflow approaches as proposed in [Rao 2004a]. The

static approaches require the process modeler to define an abstract process model

using the graph-based modeling approaches as discussed above. Then the enact-

ment and binding of Web services to the activities in the process model is handled

either manually by defining the concrete Web service to be used to fulfill the ac-

tivity or by automatic selection and discovery of Web service instances based on

specified criteria by the process modeler. On the other hand, the dynamic workflow

approaches [Casati 2000b, Schuster 2000] aim to both create the process model and

selects atomic services automatically based on several constraints specified by the
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process modeler, including the dependency and control flow for the atomic services,

the user’s preferences and others. Further, in terms of implementing the business

process and for its execution, the Web Services Business Process Execution Lan-

guage (WS-BPEL) is the most commonly used approach.

3.1.2 AI Planning based composition model

A large number of approaches for the composition of Web services are based on AI

(Artificial Intelligence) planning. The planning is a complex problem which has

been investigated extensively by AI research, and it can be defined as a "kind of

problem solving, where an agent uses its beliefs about available actions and their

consequences, in order to identify a solution over an abstract set of possible plans"

[Russell 1995]. In general, a planning problem includes the description of the

possible actions which may be executed and their effects (a domain theory) in some

formal language, the description of the initial state of the world and the description

of the desired goal. The planner attempts to find a sequence of actions leading

from an initial situation to the goal state. A planning problem can be formalized

as a five-tuple (S, S0, G,A, Γ), where S is the set of all possible states of the world,

S0 denotes the initial situation (or state), G denotes the goal state the planner

attempts to reach, A is the set of actions the planner can perform in attempting

to change from one state to another and eventually leading to goal state, and the

relation Γ defines the precondition and effects for the execution of each action.

A planning problem includes domain formalization to provide a domain theory

that represents the semantics of the actions and the proposed formalisms for specify-

ing the domain theory can be broadly categorized as classical logics and extra-logical

domain theories [Peer 2005]. The logical approaches include the situation calculus

[Mccarthy 1963, Levesque 1998, Pirri 1999], event calculus [Kowalski 1986b] or

the modal logics, as discussed by [Giacomo 1995, Giordano 1998, Castilho 1999].

However despite the advantages of these pure logic based approaches, such as

precise semantics, the AI planning community has traditionally used formalisms

based on STRIPS [Fikes 1971] notation, whose precise logical semantics have

been a subject of debate. The ADL language [Pednault 1994] was then pro-

posed to narrow the gap between the semantically ambiguous STRIPS and the

declarative situation calculus and later Planning Domain Definition Language

(PDDL) [Ghallab 1998] was developed to serve as a standard domain (and

problem) specification language. Then, the basic planning paradigms include

State-Space based Planning [McDermott 1996, Bonet 2001, Hoffmann 2001],

Graph Based Planning [Blum 1997, Koehler 1997, Fox 2011], Partial Order

Refinement Planning [Tate 1977, Penberthy 1992, Younes 2003], Planning as

Satisfiability [Kautz 1992, Berardi 2003] and Planning as Logic Programming

[Subrahmanian 1995, Shanahan 2000]. Other approaches have also been explored

that aim to provide the planing agent with domain or task dependent control

knowledge in order to achieve good performance in real world domains. Planning
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techniques that allow to incorporate and exploit domain or task-dependent control

knowledge can be broadly categorizes into Hierarchical Task Network Planning

, High-level Program Execution, Planning As Model Checking and Temporal

Planning.

The interest in AI community for using AI planning for the Web services compo-

sition stems from the use of OWL-S (previously called DAML-S) for the semantically

annotated Web services. "OWL-S is an ontology, within the OWL-based framework

of the Semantic Web, for describing Semantic Web Services. It will enable users and

software agents to automatically discover, invoke, compose, and monitor Web re-

sources offering services, under specified constraints" 1. The OWL-S ontology has

three main parts: the service profile, the process model and the grounding. The

process model includes the sets of inputs, outputs, pre-conditions and results of

the service execution and this allows to translate the OWL-S based service descrip-

tion to a planning problem. Regarding the proposed AI planning based approaches

for the Web services composition, we will first discuss the two different categories

of approaches that aim to provide the planing agent with domain or task depen-

dent control knowledge and then will briefly discuss the other AI-planning based

approaches.

3.1.2.1 Golog and situation calculus

The classical approaches to planning require the planner to search a (possibly

very large) space of possibilities to identify solution to the planning problem. An

alternative approach is high-level program execution which transform the planning

task to identify a sequence of actions which constitutes a legal execution of a

given high level program. The Golog (alGOL in LOGic) [Levesque 1997] is such

a high-level language. It is based on the situation calculus (a logical language for

reasoning about action and change, [Mccarthy 1963, Levesque 1998, Pirri 1999])

providing a set of extra-logical constructs such as test actions, sequence, while

loops and others. Golog based planning problems can be carried out by logic tools

such as theorem provers. A variant of Golog capable of dealing with concurrency is

ConGolog (Concurrent Golog) [Giacomo 2000].

In [McIlraith 2002] the authors advocate the use of a modified and extended

version of ConGolog for the Web Service composition. The proposed approach

is based on the notion of generic procedures and customizing user constraints and

authors argue that the Web services composition can be viewed as customizations of

reusable, Golog based high-level generic procedures instead of classical AI planning

problem. As an example, the authors discuss the generic procedure to make travel

plans and how it can be customized. Further, authors propose to archive generic

procedures in sharable (DAML-S) ontologies so that multiple users can access and

customize them. The authors have also proposed an implementation framework

1http://en.wikipedia.org/wiki/OWL-S
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and suggest that their approach does not change the complexity of Web services

composition, in contrast to traditional planning based approaches, and the proposed

approach has the potential to reduce the search space, making it computationally

advantageous. Further, in [Narayanan 2002b], a formal transformation from OWL-S

to situation calculus and Golog is discussed and thus OWL-S processes can serve

as specification of desired processes and the atomic and complex actions offered by

Web services. The composition problem would then be to find an execution of a

Golog program that satisfies the properties defined in the goal and are associated

with the process.

3.1.2.2 Hierarchical Task Network (HTN) planning

Hierarchical Task Network (HTN) planning provides hierarchical abstraction to

deal with the complex real world planning domains and was first introduced in

the early Abstrips [Sacerdoti 1974] planner and in [Erol 1994] authors provide its

formal semantics. HTN planning creates plans by task decomposition and assumes

a set of operators (as similar to other planning systems) which are called primitive

tasks. In addition, it also supports a set of methods, where each method specifies

how to decompose some task into a set of subtasks. There are three types of goals

in HTN planning as discussed in [Erol 1994]; goal tasks which are the properties

of the goal state, the primitive tasks, and compound tasks that specify desired

changes involving several goal tasks and primitive tasks.

An approach for using the HTN planning for the Web Services composition was

proposed in [Sirin 2004] using the SHOP2 system [Nau 1999]. SHOP2 is a domain-

independent planning system based on ordered task composition having the property

that it plans for tasks in the same order in which they will be executed which can

reduce the complexity of the planning process. The authors describe how SHOP2

can be used with OWL-S Web Service descriptions and provide a sound and com-

plete algorithm to translate OWL-S service descriptions to a SHOP2 domain. The

authors discuss that the OWL-S processes are pre-defined descriptions of actions to

be carried out to get a certain task done as similar to HTN networks, and the con-

cept of task decomposition in HTN planning is similar to the concept of composite

process decomposition in OWL-S process ontology. The OWL-S composite pro-

cesses serves as an input to a planner, which describes how to compose a sequence

of single step actions and thus the goal of automated Web services composition is

find a collection of atomic process instances which form an execution sequence for

given composite process.

3.1.2.3 Other AI-planning based approaches

The strong interest from the AI community in Web services composition has lead

to a number of AI-planning based approaches for the Web services composition. In

this section we will briefly discuss some of the proposed approaches. In, SWORD
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[Ponnekanti 2002] authors uses Entity-Relation (ER) model to specify the Web ser-

vices. A Web service is represented in the form of a Horn rule that denotes the

postconditions are achieve if the preconditions are true. They are specified in a

world model that consists of entities and relationships among entities. To create a

composite service, the requester only needs to specify the initial and final states for

the composite service, then the plan generation can be achieved automatically us-

ing a rule-based expert system. In [McDermott 2002] authors introduce value of an

action, which persists and which is not treated as a truth literal and which enables

to distinguish the information transformation and the state change produced by the

execution of the service. The input/output parameters for a service are considered

to be reusable, thus the data values can be duplicated for the execution of multiple

services. For instance, data values such as session IDs once established after some

initial service invocations can then be re-used.

In [Sirin 2002] authors present a service selection approach based on OWL rea-

soner. The functionalities (parameters) are presented by OWL classes and OWL

reasoner is applied to match the services, by checking if the output parameter of

one service is the same OWL class or subclass of an input parameter of another

service. The resulting matched services can also be ordered based on the distance

between the two types in the ontology tree increases. In case of multiple-matches,

it is further possible to filter the services based on the non-functional attributes. In

[Medjahed 2003], authors propose a set of composability rules to determine whether

two services are compatible and correspondingly composable. The composability

rules include the syntactic rules (operation modes, binding protocols) and the se-

mantic rules which may include checking the message, operation semantic, qualita-

tive and soundness composability of the interacting Web services. The overall Web

services composition approach first requires to specify the high-level description of

the composition process using a language called Composite Service Specification

Language(CSSL). Then, using the composability rules it is possible to generate

composition plans that conform to specifications. In case of more than one plan,

a particular plan is selected based on parameters such as rank, cost, and others.

Then, the description of the composite service is automatically generated.

Further, various composition approaches rely on the theorem proving, as in

[Waldinger 2000] authors elaborates an approach based on automated deduction

and program synthesis. Available services and user requirements are described

in a first-order language and then the Snark theorem prover is used and service

composition descriptions are extracted from particular proofs. In [Sven 2002], au-

thors apply a deductive approach for the synthesis of programs from specifications

called Structural Synthesis of Program (SSP) for automated service composition.

In [Rao 2003, Rao 2004b] authors introduces a method for automatic composition

of semantic Web services using Linear Logic theorem proving.

35



Chapter 3. State of the art

3.1.3 Modeling non-functional requirements

In terms of modeling the non-functional requirements, a number of approaches

have been proposed that extend and build upon the traditional approaches

to model the non functional aspects. In this thesis, we will focus on the

temporal and security aspects and as the Web services are autonomous,

having local (temporal and security) constraints and as the composition pro-

cess may have some global (temporal and security) constraints, the need to

represent and compute an ordering satisfying the associated constraints is

evident. The proposed approaches for incorporating temporal aspects in-

clude [Guermouche 2009a, Bordeaux 2004a, Ponge 2007, Benatallah 2005]. In

[Kazhamiakin 2006], authors introduced a formalism called WSTTS to capture

timed behavior of Web services and then using this formalism for model-checking

WS-BPEL processes. In the planning domain, in [Tsamardinos 2003] authors

proposed Conditional Temporal Problem (CTP) formalism that allows for the

construction of conditional plans that satisfy complex temporal constraints. The

approaches also include ISDL [Quartel 2004] which uses time attributes to represent

properties. In order to verify the timed properties authors proposed converting

the WS-BPEL process specification to timed automata and using UPPAAL model

checker [Guermouche 2009b].

Further, there have been many approaches that aim to handle the security

aspects in the Web services composition [Menzel 2009, Basin 2006, Garcia 2008,

Souza 2009] however, as similar to the approaches for incorporating the temporal

aspects, they focus on only part of the problem. The approaches that deal with the

representation of the security aspects and aim to incorporate the security require-

ments into the business process definition include [Menzel 2009, Neubauer 2008,

Rodríguez 2007]. Further, there have been approaches that aim to incorporate

security requirements in the executable composition [Basin 2006, Garcia 2008,

Chollet 2008] or their enforcement at execution time [Song 2006, Menzel 2009].

However, in [Souza 2009] authors proposed to use a formalism that allows for in-

corporating security aspects at different levels of abstraction and has important

contributions in terms of identification of security requirements in the services com-

position.

3.1.4 Synthesis

Let us first briefly discuss the design principles for the process modeling before

evaluating the proposed approaches discussed earlier. A process model is called

procedural when it contains explicit and complete information about the flow of

the process however, only implicitly keeps track of why these design choices have

been made and if they are indeed part of the requirements or merely assumed for

specifying the process flow [Goedertier 2008]. Although this adds a lot to the control

over the composition process, however as there is tradeoff between the control and

36



3.1. Composition process modeling

flexibility, this control comes at the expense of process flexibility and thus making

the process rigid to adapt to continuously changing situations and possibly not

even conforming to the process specification requirements. On the other hand, a

process is termed as declarative when it models the minimal (and only specified)

requirements that mark the boundary of the process and any suitable execution

plan which meets the specified requirements is sought. For a declarative business

process [Pesic 2006] concerns are made explicit, execution mechanism is goal driven

instead of state driven and a declarative model allows for both design and run-time

process modification. A detailed discussion about the declarative and procedu-

ral design approaches for the process specification can be found in [Goedertier 2008].

The graph-based composition modeling approaches are mostly procedural

and although the graph-based approaches tend to be simpler and intuitive for

the process modeler for the composition design, they over-constrain the process

assuming the design choices that may not be present in the requirements but only

added to specify the process flow. A typical example of such an approach is Business

Process Modeling Notation (BPMN) and even of there is no dependency between

the activities the process modeler is required to specify the process flow (possibly

only using the sequence construct) that will result in over-constraining the process.

A comparative analysis of proposed graph-based and rule-based approaches in

terms of their expressibility, flexibility and adaptability, dynamism and complexity

can be found in [Lu 2007] and the authors suggest that the rule-based approaches

are able to express structure, data, execution, as well as temporal requirements

and can model more Workflow patterns than the graph-based approaches. Further,

rule-based approaches are indeed more flexible as they allow for the incomplete

specification for task dependency and they provide better adaptability and dy-

namism support as the rule expressions can be revised at runtime to cater for the

ad-hoc changes to process logic. However, one drawback the rule-based approaches

is that they are harder to model as they have no visual appeal and modeling

languages have a logical syntax and required some expertise when modeling.

The paradigm change from procedural to declarative process modeling was ad-

vocated in [Pesic 2006] by introducing the ConDec language for declarative pro-

cess modeling. However, we believe that the traditional AI planning (and so as

rule-based) approaches for composition process modeling are declarative and the

advantages in terms of expressibility, flexibility and adaptability and dynamism we

discussed above for the rule-based approaches can be generalized to declarative ap-

proaches as they are more expressive based and are based on formal logic and flexible

as only constraints that mark the boundary of the process are specified.

Further, the traditional AI planning approaches such as Golog [McIlraith 2002]

or HTN [Sirin 2004] based approaches are strongly related to OWL-S based process

descriptions and the authors have proposed the formal semantics of OWL-S pro-

cesses in situation-calculus considering how OWL-S processes can be transformed

into situation calculus. This approach although very practical, limits the expressive-
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ness of formalism as objective is to transform from OWL-S to situation calculus and

not building about a formal design that can model OWL-S processes and also allows

to model complex orchestrations, i.e. those in which we need to express not only

functional but also non-functional requirements such as cardinality constraints (one

or more execution), existence constraints, negative relationships between services,

temporal and security requirements on services. Further, the need of verifying the

composition process before execution and monitoring the process while in execution

to cater and recover from unforeseen situation by finding alternatives is critical for

the Web services composition. We believe that using a formal approach not only

results in a highly expressive design approach but can also allow for the integration

of different process life cycle stages using the same formalism. Further, it allows for

formal verification of the composition process and allows for recovery actions such

as re-planning or alternative path finding to cater for violations monitored during

process execution.

3.2 Process verification

The traditional graph-based approaches for modeling the composition process, dis-

cussed in the previous section, are very intuitive and make it easier to model the

processes however this ease is coupled with lack of strictness and the process speci-

fication includes arbitrariness allowing different interpretations for a single process.

As a result a number of approaches have been approaches to define strict seman-

tics to the processes in order to formally verify them and the composition process

verification is highly active and widely studied research direction, Figure-3.2.

Figure 3.2: Web services composition process verification

The approaches for formal verification of the composition process can be broadly

categorized into automata, Petri nets and process-algebra based approaches as dis-

cussed in [Morimoto 2008]. In this section, we will briefly discuss each category of

the proposed approaches for the composition process verification.
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3.2.1 Automata based approaches

Automata are base model of formal specifications for systems [Hopcroft 2001]. An

automaton consists of a set of states and transition rules specify how to move from

one state to another and can be regarded as a graph where nodes represent the

states, the arcs between the nodes represent the transition from one state to another

and labels on the arcs represent what actions cause the transition. Numerous

approaches have been proposed to verify the Web services composition process

using the automata based approaches and in general, automata based approaches

require to first convert the composition process model (specified using WS-BPEL,

WS-CDL) to automata. Then, proposed approaches require to convert the au-

tomata to XML formats to be used with model-checkers such as SPIN and UPPAAL.

In [Fu 2004], authors have extended the guarded automata model to allow the

use of local XML variables and developed a tool which translates WS-BPEL web

services to extended guarded automata model. These guarded automata can then

be translated into Promela (Process or Protocol Meta Language) for the SPIN

model checker [Holzmann 2004] to verify the properties (specified using Linear

Time Temporal Logic) of composite web services specified in WS-BPEL and that

communicate through asynchronous XML messages. In [Guermouche 2009b], au-

thors propose a formal framework for analyzing the compatibility of a choreography

in which the Web services support asynchronous timed communications. Timed

properties are modeled as the standard clocks of standard timed automata and

authors propose a set of required abstractions that allow to use the UPPAAL model

checker to handle timed asynchronous services.

In [Díaz 2005], authors discuss how to translate Web services with time restric-

tions (described by WS-BPEL/WS-CDL) into a timed automata orchestration and

then subsequently verify them by using the UPPAAL model checker2. The au-

thors present an extensive Travel Reservation System case-study for discussing the

translation and verification process using timed-automata. Further, in [Dong 2006]

authors use the composition process specified using an approach called Orc, which

has precise semantics and is proposed to support a structured way of orchestrating

services. The authors define Timed Automata semantics for the Orc language and

discuss how the Orc models are translated into timed-automata that can be verified

using the UPPAAL model.

3.2.2 Petri net based approaches

Petri net is a framework to model concurrent systems and has an easily under-

standable graphical notation. As the traditional graph-based composition process

modeling approaches can include arbitrariness and lack strictness allowing for dif-

ferent interpretation of same process models (or multiple models for the same pro-

2http://www.uppaal.com/
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cess requirements), numerous modeling approaches have their origin in Petri net

theory (or on different variants of Petri nets to provide extra expressibility and

functionality) including High Level Petri nets [Ellis 1993], Low Level Petri nets

[Wikarski 1996], and Colored Petri nets [Merz 1994], a detailed discussion can be

found in [Janssens 2000]. In addition, different approaches investigate the use of

Petri net for the composition process verification and in general the focus is how to

translate business process diagrams into Petri net and once the translation has been

done, a variety of Petri net based tools can be used for process verification however

as discussed in [Morimoto 2008] various BPMN components such as gateways, event

triggers, loop activities, are difficult to translate into Petri net.

The proposed Petri net base approaches include [Dijkman 2007] in which authors

shows how to correspond BPMN constructs into labeled Petri net by providing a

mapping from a subset of BPMN elements to Petri nets. The authors have also im-

plemented the proposed framework however, the proposed mapping does not fully

deal with some of BPMN constructs such as parallel multi-instance activities and

OR-join gateways that highlight the limitations of Petri nets. In [Narayanan 2002a],

the authors define the semantics of relation WS-BPEL and OWL-S in terms of situ-

ation calculus and they formalize business processes in Petri net, and have developed

a tool to describe and automatically verify composition of business processes. In

[Hamadi 2003], authors have proposed a Petri net-based algebra for composing Web

services. The authors have provided a direct mapping from each composition op-

erator to a Petri net construction and have claimed that any service composition

expressed using the algebra constructs can be translated into a Petri net represen-

tation that also allows for the process verification.

In [Yi 2004], authors have proposed a Petri net-based design and verification

framework that allows for both visualize and verify existing WS-BPEL processes

and also provides support for creating new WS-BPEL processes. The framework

enables the use of verification techniques at the design time and the generated WS-

BPEL specification skeleton is thus verified process model. In [Zhang 2004], authors

introduce a Petri net-based architectural description language called WS-Net, which

is executable and incorporates the semantics of Colored Petri net and also supports

the verification and monitoring of web services. WS-Net describes each Web services

component in interface, interconnection and interoperation layers and the proposed

approach requires manually transferring the WSDL specifications into the WS-Net

specifications which the authors suggested is not trivial. Further, in [Hinz 2005]

authors propose formal Petri net semantics for WS-BPEL processes which covers

both standard behavior of WS-BPEL as well as the exceptional behavior such as

faults, events and compensation, exception handling and compensations. In addi-

tion, the authors have implemented the proposed approach as a parser which can

automatically convert WS-BPEL specification into the input language of the Petri

net model checking tool LoLA to analyze the composition process.
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3.2.3 Process Algebras based approaches

The process algebras are a family of approaches (including CSP, CCS, ACP, ambient

calculus, fusion calculus, PEPA and LOTOS) for formally modeling the concurrent

systems. They provide support for both specifying the high-level description of

interactions, communications, and synchronizations between processes and algebraic

laws that allow specified process descriptions to be analyzed. They also provide

support for on bisimulation analysis (formal reasoning about equivalences between

processes) which can be helpful to verify whether a service can substitute another

service or the redundancy of a service [Bordeaux 2004b].

Proposed process-algebraic based approaches for Web services composition in-

clude [Salaün 2004], in which authors discuss the application of process algebras

to, compose, and verify business processes. The authors have shown an example

in which they use CCS to specify and compose business processes and the use of

Concurrency Workbench3 to verify the composition process. In [Ferrara 2004], the

authors have proposed correspondence between WS-BPEL and LOTOS (including

compensations and exception handling) and enables the verification of temporal

properties with the CADP model checker.

3.2.4 Synthesis

The proposed approaches for the composition verification discussed in this section,

in general, require mapping the process (mostly defined using procedural approaches

such as WS-BPEL) to some formal logic (such as Petri nets, automata or process

logic) and then using model checkers to verify the composition process. This

transformation based approach has two major limitations. First, the proposed

verification approaches are based on traditional procedural approaches and proce-

dural approaches have less expressibility, flexibility and adaptability and dynamism

as compared to the declarative ones. Further, the limited expressibility makes it

difficult to verify the non-functional properties (such as temporal, security require-

ments or more importantly their combinations) associated with the composition

process as for first, it is difficult to specify the non-functional properties using

the traditional approaches such as WS-BPEL and a number of approaches have

been proposed as an extension to WS-BPEL for specifying non-functional aspects

and then it is not trivial (is possible) to add formal semantics to them for their

verification.

Specifying the exact and complete sequence of activities to be performed for the

composition process, as required by the traditional procedural approaches, however

does make it possible to use proposed automata or Petri nets based approaches for

design-time verification of composition process. However, with the declarative ap-

proaches the process may be only partially defined and thus this makes it difficult to

use traditional approaches for the process verification as the transition system for a

3http://www.cs.sunysb.edu/ cwb/
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declarative process can be very large. Further, the design-time verification should be

coupled with execution-time monitoring and complexity of these approaches make

them difficult to use for verifying the functional and non-functional constraints as-

sociated with the process while handle process change or recovery.

3.3 Process monitoring and recovery

The need to monitor the Web services composition process during execution stems

from two major objectives. At one hand continuously monitoring the resource

utilization, SLA’s violation, or some domain specific Key Performance Indicators

(KPI’s) may be required to measure the performance or to fulfill some domain spe-

cific monitoring requirements. Then, as the Web services are autonomous and only

expose their interfaces, composition process is based on design level service con-

tracts and the actual execution of composition process may result in the violation of

the design-level services contracts due to errors such as network or service failures,

change in implementation or other unforeseen situation. This highlights the need to

detect the errors and react accordingly to cater for them, Figure-3.3.

Figure 3.3: Process monitoring and recovery

The reaction may include to calculate the effect the violation has on the overall

process execution and then to recover from it. Composition monitoring thus involves

two related problems, how to effectively monitor the composition process in order to

identify anomalies or for KPI’s measurement and then once the violation is detected

how to recover from the violation. In this section we will first briefly discuss the

proposed approaches that focus on how to monitor the composition process and then

the approaches that allow (possibly only partial) recovery. However, it is not always

possibly to fully distinguish these related problems and approaches for monitoring

may also handle process recovery and vice-versa.
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3.3.1 Process monitoring

For the run-time monitoring of the composition process a number of approaches

can be classified as assertion based approaches, as discussed in [Moser 2010]. In

[Sun 2009], authors have proposed a monitoring approach based on Aspect-Oriented

Programming (AOP) in order to verify the requirements specified using WS-Policy.

In [Wu 2008], authors also present an AOP-based approach for identifying patterns

(and to trigger corresponding actions) for the instances of WS-BPEL processes.

In [Baresi 2005, Baresi 2011], authors have proposed a constraint language for the

supervision of WS-BPEL processes called WSCoL. The approach builds upon WS-

BPEL and the monitoring properties are specified as assertions on the WS-BPEL

code. The authors then propose to use Aspect-Oriented Programming (AOP) to

check the assertions wile the process is in execution. In [Baresi 2010], authors further

extend their approach by separating data collection, aggregation and computation

from the actual analysis. They have thus proposed a general monitoring language

called SECMOL.

Then a number of approaches aim to monitor the temporal aspects in the Web

services composition, in [Kallel 2009] authors propose an approach based on formal

language called XTUS-Automata and in [Barbon 2006b], authors propose RTML

(Runtime Monitoring Specification Language) and their approach translates moni-

toring information to Java code for monitoring.

In contrast to assertion based approaches, some event-based approaches have

also been proposed [Moser 2010] and instead of using some language to define as-

sertions, event-based approaches use CEP techniques to operate on event-streams,

detect patterns and take corresponding actions, and combine events based on CEP

operators such as temporal aspects. CEP techniques are very powerful because they

operate on event streams (i.e., the monitoring data) and CEP operators are non in-

trusive. In [Suntinger 2008] authors propose a visualization approach to visualize

complex event streams of historical information and allows to detect and analyze

patterns. In [Beeri 2008] authors propose a query language allowing to visually

design monitoring tasks.

3.3.2 Recovery

Traditional approaches for the Web services composition monitoring and recovery

has roots in the exception handling approach provided by the Workflow manage-

ment systems. For instance, in WS-BPEL different types of fault/event/message

handlers and corresponding actions to be taken (based on the process state

and ad hoc implementations of exception management) can be specified. Ex-

ception handling in general is an active and highly studied problem in WfMS

has been and different types of exception handling mechanism are proposed

[Russell 2006, Weske 2007, Vanhatalo 2007, Vanhatalo 2008]. However, most of

them define handlers to be invoked under given conditions and provide support

to handle given types of exceptions.
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Regarding the proposed approaches for exception handling, in [Vanhatalo 2007,

Vanhatalo 2008] authors propose an approach to not only identify the errors in work-

flow models but also how the work flow models can be re-factored to support (par-

tial) recovery from the identified errors. The SARN (Self-Adaptive Recovery Net)

[Hamadi 2003] proposes a Petri net-based model and in [Cao 2005] authors propose

a mobile-agent-based approach to handling exceptions. Pattern-based approaches

have also been proposed as in [Russell 2006] authors present a pattern-based classi-

fication framework for exception handling while in [Casati 2000a, Casati 1999] pro-

pose exceptions handling based on predefined patterns derived from executions his-

tory.

As discussed earlier, the service based approaches in general build upon the

exception handling approaches provided by the Workflow management systems

(Wfms) to provide support for exceptions and handlers in service-based approaches.

The motivation comes from the similarities in the Workflow based approaches and

graph-based approaches fro composition process definition. In [Verma 2005] authors

have presented an approach for elevating autonomic computing to the process level

and have discuss the application of different self-* properties (self configuring, self

healing, self optimizing and self aware) for Autonomic Web Processes (AWPs). In

SCENE [Colombo 2006], the authors discuss that the problem to dynamically recon-

figure composition processes needs to be addressed by having a flexible runtime plat-

form and by having an expressive composition language that support constraints for

the definition of rules for activating repair actions (e.g., alternative services, rebind-

ing, and process termination). Authors partially address these issues by proposing a

language for composition design that extends the standard WS-BPEL language with

rules. In [Baresi 2007] authors enrich the WS-BPEL specification to propose self-

healing processes by using supervision rules to annotate WS-BPEL processes and

to react and recover (proposed recovery approaches include programmable,flexible,

and extensible solution) in case of monitored violations.

The workflow based approaches discussed earlier propose an exception handling

based solution to process monitoring and recovery. The AI planning based ap-

proaches on the other hand allow for plan revision, adaptation, and re-planning

techniques to handle exceptions and process recovery.

3.3.3 Synthesis

Traditional approaches for the composition monitoring are proposed as an exten-

sion to some particular run-time and are tightly coupled and limited to it. In

contrast the use of an event-based approach works on the message-level and thus

is unobtrusive, independent of run-time and allows for integration of other systems

and processes, as discussed in [Moser 2010]. Then, the traditional monitoring

approaches [Barbon 2006a, Baresi 2009, Mahbub 2004] build upon composition

frameworks that are highly procedural, such as WS-BPEL, and this in-turn

poses two major limitations. First, they limit the benefits of any event-based

monitoring approach as the events are not part of the composition framework and
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functional and non-functional properties are not expressed in terms of events and

their effects. Secondly the use of procedural approach for process specification

does not bridge the gap between organization and situation in a way that it

is very difficult to learn from run-time violations and to change the process

instance (or more importantly process model) at execution time, and it does not

allow for a reasoning approach allowing for effects calculation and recovery ac-

tions such as re-planning or alternate path finding as we discussed in [Zahoor 2010a].

In [Moser 2010] authors proposed an event based monitoring approach that

works on the message-level and thus is unobtrusive, independent of run-time and

that highlights the need and motivation for using an event-based monitoring frame-

work. However the approach aims to extract and define events from procedural

process specification, while our approach builds on an event-based framework and

events are first class objects in both composition design and monitoring framework.

This allows to reason about events during execution and allows for effects calcula-

tion and different types of recovery actions. In [Kowalski 1986a] authors attempt

to add monitoring directives to a declarative approach but still the approach lacks

expressiveness and does not allow for recovery actions. Our work can be compared

to PAWS framework [Ardagna 2007], in which authors propose to add annotations

to the WS-BPEL process to handle services replacement in case of run-time failure.

However, as the approach is based on WS-BPEL and is procedural, it allows for lim-

ited recovery options (such as service replacement and not re-planning or alternative

path finding) and effects calculation once a violation is detected. In [Friedrich 2010]

authors proposed a model based approach for repair by exploiting information about

the causes of process and deriving repair strategies based on process structure, how-

ever the approach builds upon WS-BPEL and PAWS and thus does not allow to

reason about monitoring properties and allowing for effects calculation and different

recovery schemes.

3.4 Summary

The proposed event-based approach for Web services composition presented in this

thesis both aims to integrate different stages of process life-cycle, Figure-1.2, and

advocates the use of declarative event-based approach at different stages. In this

chapter, we have thus discussed categories of proposed approaches in the literature

for each process life cycle stage and provided a detailed synthesis for the limitations

they pose.

For the composition design, different approaches have been proposed having

their strengths and weaknesses in terms of ease of usage and expressibility of the

modeling language. Further, as it is important to have a process model properly

defined, verified, and refined before being implemented, different approaches offer

varying level of complexity for model-checking the composition process. The pro-
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posed approaches for the composition process modeling can be broadly categorized

into Workflow based composition and AI planning based approaches, as discussed in

[Rao 2004a] or similarly as either graph-based or rule-based approaches as discussed

in [Lu 2007].

The proposed graph-based composition modeling approaches are mostly proce-

dural and although the graph-based approaches tend to be simpler and intuitive

for the process modeler for the composition design, they over-constrain the process

assuming the design choices that may not be present in the requirements but only

added to specify the process flow. A comparative analysis of proposed graph-based

and rule-based approaches in terms of their expressibility, flexibility and adaptabil-

ity, dynamism and complexity can be found in [Lu 2007] and the authors suggest

that the rule-based approaches (and so as declarative approaches) are able to ex-

press structure, data, execution, as well as temporal requirements and can model

more Workflow patterns than the graph-based approaches. Further, rule-based ap-

proaches are indeed more flexible as they allow for the incomplete specification for

task dependency and they provide better adaptability and dynamism support as the

rule expressions can be revised at runtime to cater for the ad-hoc changes to process

logic. However, one drawback the rule-based approaches is that they are harder to

model as they have no visual appeal and modeling languages have a logical syntax

and required some expertise when modeling. The paradigm change from procedural

to declarative process modeling was advocated in [Pesic 2006] by introducing the

ConDec language however we believe that the traditional AI planning (and so as

rule-based) approaches for composition process modeling are declarative.

Further, the traditional AI planning approaches such as Golog [McIlraith 2002]

or HTN [Sirin 2004] based approaches are strongly related to OWL-S based

process descriptions and the authors have proposed the formal semantics of

OWL-S processes in situation-calculus considering how OWL-S processes can

be transformed into situation calculus. This approach although very practical,

limits the expressiveness of formalism as objective is to transform from OWL-S

to situation calculus and not building about a formal design that can model

OWL-S processes and also allows to model complex orchestrations, i.e. those in

which we need to express not only functional but also non-functional requirements

such as cardinality constraints (one or more execution), existence constraints, neg-

ative relationships between services, temporal and security requirements on services.

For the composition process verification, some seminal work on categorizing

the verification properties and defining correctness of the composition process can

be found in [Röglinger 2009].The authors have categorized the verification prop-

erties in application dependent and application independent categories and have

also classified them as structural or behavioral correctness categories. The ap-

proaches for formal verification of the composition process can be broadly catego-

rized into automata, Petri nets and process-algebra based approaches as discussed

in [Morimoto 2008].

The proposed approaches for the composition verification, in general, require

46



3.4. Summary

mapping the process (mostly defined using procedural approaches such as WS-

BPEL) to some formal logic (such as Petri nets, automata or process logic) and

then using model checkers to verify the composition process. This transformation

based approach has two major limitations, first the proposed verification approaches

are based on traditional procedural approaches and procedural approaches have less

expressibility, flexibility and adaptability and dynamism as compared to the declar-

ative ones. Further, the limited expressibility makes it difficult to verify the non-

functional properties (such as temporal, security requirements or more importantly

their combinations) associated with the composition process as for first, it is diffi-

cult to specify the non-functional properties using the traditional approaches such as

WS-BPEL and a number of approaches have been proposed as an extension to WS-

BPEL for specifying non-functional aspects and then it is not trivial (is possible) to

add formal semantics to them for their verification.

Further, specifying the exact and complete sequence of activities to be per-

formed for the composition process, as required by the traditional procedural

approaches, however does make it possible to use proposed automata or Petri nets

based approaches for design-time verification of composition process, however with

the declarative approaches the process may be only partially defined and thus

this makes it difficult to use traditional approaches for the process verification

as the transition system for a declarative process can be very large. Further,

the design-time verification should be coupled with execution-time monitoring

and complexity of these approaches make them difficult to use for verifying

the functional and non-functional constraints associated with the process while

handling process change or recovery.

Then, in order to monitor the composition process while in execution we have

discussed proposed approaches for two related problems; first how to effectively

monitor the composition process in order to identify anomalies or for KPI’s mea-

surement and then once the violation is detected how to recover from the violation.

Traditional approaches for the composition monitoring are proposed as an extension

to some particular run-time and are tightly coupled and limited to it. In contrast the

use of an event-based approach works on the message-level and thus is unobtrusive,

independent of run-time and allows for integration of other systems and processes,

as discussed in [Moser 2010].

In addition, the traditional monitoring approaches [Barbon 2006a, Baresi 2009,

Mahbub 2004] build upon composition frameworks that are highly procedural, such

as WS-BPEL, and this results in having two major limitations. First, they limit

the benefits of any event-based monitoring approach as the events are not part of

the composition framework and functional and non-functional properties are not

expressed in terms of events and their effects. Secondly the use of procedural ap-

proach for process specification does not bridge the gap between organization and

situation in a way that it is very difficult to learn from run-time violations and to

change the process instance (or more importantly process model) at execution time,

and it does not allow for a reasoning approach allowing for effects calculation and
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recovery actions such as re-planning or alternate path finding as we discussed in

[Zahoor 2010a]. For process recover, our work can be compared to PAWS frame-

work [Ardagna 2007], in which authors propose to add annotations to the WS-BPEL

process to handle services replacement in case of run-time failure. However, as the

approach is based on WS-BPEL and is procedural, it allows for limited recovery

options (such as service replacement and not re-planning or alternative path find-

ing) and effects calculation once a violation is detected. In [Friedrich 2010] authors

proposed a model based approach for repair by exploiting information about the

causes of process and deriving repair strategies based on process structure, however

the approach builds upon WS-BPEL and PAWS and thus does not allow to rea-

son about monitoring properties and allowing for effects calculation and different

recovery schemes.
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The composition process modeling is the first and most important stage of the

composition process life cycle, Figure-3.1. The objective of composition process

modeling is to provide high-level specification independent from its implementation

that should be easily understandable by process modeler who create the process,

the developers responsible for implementing the process, and the business managers

who monitor and manage the process. The proposed DISC framework allows for

a composition design that can accommodate various aspects such as partial or

complete process choreography and exceptions, data relationships and constraints,

Web services dynamic binding, compliance regulations, security and temporal

requirements or other non-functional aspects. The composition design (and so are

the other phases of the proposed framework) is based on event-calculus.

In this chapter, we will discuss event-calculus models for different components in

reference to the proposed framework. The various components that constitute the

composition design can be broadly divided into activity and service categories.

Activity is a general terms for any work being performed while the services include

either the Web services instances already known or abstract Web services (called

nodes) that need to be instantiated (discovered) based on some specified constraints.
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4.1 Activities

Activity is a general term for representing any work being performed1. In this

section we will discuss event-calculus models for modeling different aspects related

to activities. We will also provide an example for using the proposed event-calculus

based activity model, in order to introduce the reader to the proposed reasoning

approach.

4.1.1 Activities with states

Each activity can have an activity life-cycle as it changes states from being started

till its completion. In order to model the activities using event-calculus we can

define events that represent the actions required to start and finish the activities

and the activity state can be represented by defining event-calculus fluents. The

event-calculus formalism below models activities:

Activities (with states) - activitywithstate.e
Usage: - import activitywithstate.e and define instances of sort activitywithstate to define activities

sort activityS

fluent Started_activityS(activityS)
fluent Finished_activityS(activityS)
event Start_activityS(activityS)
event End_activityS(activityS)

Initiates(Start_activityS(activityS), Started_activityS(activityS),time).
Initiates(End_activityS(activityS), Finished_activityS(activityS),time).

Terminates(End_activityS(activityS), Started_activityS(activityS),time).

Happens(End_activityS(activityS), time) → HoldsAt(Started_activityS(activityS), time).
HoldsAt(Started_activityS(activityS), time) → !Happens(Start_activityS(activityS), time).
HoldsAt(Finished_activityS(activityS), time) → !Happens(End_activityS(activityS), time).

HoldsAt(Finished_activityS(activityS), time) → !Happens(Start_activityS(activityS), time).

!HoldsAt(Started_activityS(activityS), 0).
!HoldsAt(Finished_activityS(activityS), 0).

In the model above, we first defined an event-calculus sort named activityS and

instances of the sort will represent the actual activities2. Then, we define events

that represent the actions to change activity state and fluents that represent the

activity state. An activity state can either be Started or Finished and the events

that are responsible for state change are the Start and End events. Then, in the

event-calculus model above, we define the Initiates axioms that specify that if the

Start event happens at some time, the fluent Started holds true after that time and

thus the Initiates axioms represent the state change. Further, as a result of End

1Activities are also termed as tasks but we will use the term activity.
2As DECReasoner language does not allow upper-case alphabets in sort names, the actual

event-calculus model has a sort named activitywithstate abbreviated as activityS.
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4.1. Activities

event, the activity state changes to Finished (represented by the second Initiates

axiom) and we have also defined a Terminates axiom, which specifies that as a result

of End event, the activity state is no longer Started (and thus the fluent Started,

does not hold).

Further, we have defined some axioms to control the invocation of specified

events such as the End_activityS event should only Happen once the activity has

already been started, and the fluent Started_activityS Holds. Similarly, other

axioms specify that once the activity has Started (or Finished) the Start (and End)

events should not Happen. Finally, the last two axioms specify that the initial

condition for the fluents that they do not hold at time point 0.

4.1.2 Example

Before going further, let us briefly discuss how such an event-calculus based com-

position model can be used for reasoning by defining two instances (ActivityA and

ActivityB) of sort activityS. In the model below, we first import the event-calculus

core files (root.e and ec.e) and then we import the activitywithstate.e file which

contains the event-calculus model for activities modeling shown earlier. Then, we

define instances of sort activitywithstate that represent the activities and also the

goal for the process that is to have the activities Finished (and thus requiring the

fluent Finished_activitywithstate to hold) at time-point 2. Finally we specify the

range for time/offset and any options for the DECReasoner, in this case requiring

not to show predicates (showpred off).

Activities definition using activitywithstate.e

;including helper files
load foundations/Root.e
load foundations/EC.e
load includes/activitywithstate.e

;creating instances representing activities
activitywithstate ActivityA, ActivityB

;initial conditions for the fluents
!HoldsAt(Finished_activitywithstate(activitywithstate), 0).
;composition goal
HoldsAt(Finished_activitywithstate(activitywithstate), 2).

range time 0 2
range offset 1 1
option showpred off

Invoking the event-calculus reasoner for the above instantiated model gives

us the solution shown below. The solution returned by the reasoner shows that

if the Start_activitywithstate events happen (representing that the activities are

thus being started) at time-point 0, the fluents Started_activitywithstate hold

at time-point 1 as indicated by the + sign shown next to them at time-point
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1 (representing that the activities state has been changed to Started). Further,

once the activities have been started the End_activitywithstate events happen at

time-point 1 to have the fluents Finished_activitywithstate hold at time-point 2,

that was the specified process goal. Notice that the End_activitywithstate events

also make the fluents Started_activitywithstate does not hold as indicated by the

− sign shown next to them at time-point 2, representing the activity state is no

longer Started.

Activities definition using activitywithstate.e

Discrete Event Calculus Reasoner 1.0
loading activityS_instances.e
loading foundations/Root.e
loading foundations/EC.e
loading includes/activitywithstate.e
32 variables and 78 clauses
relsat solver
1 model
—
model 1:
0
Happens(Start_activitywithstate(ActivityA), 0).
Happens(Start_activitywithstate(ActivityB), 0).
1
+Started_activitywithstate(ActivityA).
+Started_activitywithstate(ActivityB).
Happens(End_activitywithstate(ActivityA), 1).
Happens(End_activitywithstate(ActivityB), 1).
2
-Started_activitywithstate(ActivityA).
-Started_activitywithstate(ActivityB).
+Finished_activitywithstate(ActivityA).
+Finished_activitywithstate(ActivityB).

encoding 0.0s
solution 0.0s
total 0.1s

The activity model shown in this section can be further enriched to specify

other related aspects, such as the time taken by an activity or dependency between

activities, as we will discuss later in Section-5.1.

4.1.3 Activities without intermediate states

The activities may not always need to be represented by the states and a simpler

version of the previous activity model is shown below (activitywithoutstate abbre-

viated as activityWS ):
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Activities (without states) - activitywithoutstate.e
Usage: - import activitywithoutstate.e and define instances of sort activitywithoutstate to define
activities

sort activityWS
event Start_activityWS(activityWS)
fluent Finished_activityWS(activityWS)
Initiates(Start_activityWS(activityWS), Finished_activityWS(activityWS),time).
HoldsAt(Finished_activityWS(activityWS), time) → !Happens(Start_activityWS(activityWS),
time).
!HoldsAt(Finished_activityWS(activityWS), 0).

4.1.4 Activities that can be restarted

The activity models shown so far in this section does not cater for the cardinality

constraints and thus does not allow to re-start an activity once it has finished.

However, the activities may require to be restarted (as in case of activities within

loop body) and in order to model the activities that can be restarted we enrich the

activity model as below (activitywithstaterestart abbreviated as activitySR) :

Activities (with states that can be restarted) - activitywithstaterestart.e
Usage: - import activitywithstaterestart.e and define instances of sort activitywithstaterestart to
define activities

sort activitySR

fluent Started_activitySR(activitySR)
fluent Finished_activitySR(activitySR)
event Start_activitySR(activitySR)
event End_activitySR(activitySR)

event ResetactivitySRStatus(activitySR)

Initiates(Start_activitySR(activitySR), Started_activitySR(activitySR),time).
Initiates(End_activitySR(activitySR), Finished_activitySR(activitySR),time).
Terminates(End_activitySR(activitySR), Started_activitySR(activitySR),time).

Terminates(ResetactivitySRStatus(activitySR), Started_activitySR(activitySR),time).
Terminates(ResetactivitySRStatus(activitySR), Finished_activitySR(activitySR),time).

Happens(End_activitySR(activitySR), time) → HoldsAt(Started_activitySR(activitySR), time).
Happens(ResetactivitySRStatus(activitySR), time) → HoldsAt(Finished_activitySR(activitySR),
time) .
HoldsAt(Started_activitySR(activitySR), time) → !Happens(Start_activitySR(activitySR), time).
HoldsAt(Finished_activitySR(activitySR), time) → !Happens(End_activitySR(activitySR), time).
HoldsAt(Finished_activitySR(activitySR), time) → !Happens(Start_activitySR(activitySR), time).

!HoldsAt(Started_activitySR(activitySR), 0).
!HoldsAt(Finished_activitySR(activitySR), 0).

In the model above, we have enriched the activity with states model to add

an event called ResetactivitySRStatus and have defined Terminates axioms for the

fluents, Started_activitySR and Finished_activitySR. As a result, once the Rese-

tactivitySRStatus event happens it resets the status of activity and thus allows to

re-start an activity. Further, we can also define when the ResetactivitySRStatus

event happens as we will discuss later while defining models for control flow con-

structs such as loops.
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4.2 Web services

The proposed composition design also allows to model the Web services and in this

section we will discuss event-calculus models for Web services supporting different

invocation modes (synchronous or asynchronous). As the proposed framework aims

to reason about the composition process, we will only model the core aspects related

to the Web services that are needed to be reasoned about and leaving out the details

only needed for services execution. However, proposed models can be extended to

handle other aspects, if needed.

4.2.1 Synchronous Web services invocation

In order to model the synchronous Web services invocation, we can define an

event-calculus sort called synchservice and its instances represent the Web services

used in the composition process. We can then define events to invoke the Web

services and fluents that represent if the response has been received from the

Web service. The event-calculus model below allows synchronous Web services

invocation:

Web services (synchronous invocation without delay) - synchservice.e
Usage: - import synchservice.e and define instances of sort synchservice to represent Web services

sort synchservice

fluent ResponseReceived_synchservice(synchservice)
event Invoke_synchservice(synchservice)

Initiates(Invoke_synchservice(synchservice), ResponseReceived_synchservice(synchservice),time).
HoldsAt(ResponseReceived_synchservice(synchservice), time) → !Happens(Invoke_synchservice
(synchservice),time).

!HoldsAt(ResponseReceived_synchservice(synchservice),0).

In the event-calculus model above, we define an event to specify the service invo-

cation Invoke_synchservice, a fluent ResponseReceived_synchservice, which specifies

if we have received the response message from the Web service and an Initiates ax-

iom that states if the action Invoke_synchservice, happens at some time then the

fluent ResponseReceived_synchservice continues to hold after that time. We also

define that once the service has been invoked and response received, it should not

be re-invoked again and the initial condition for the fluent that it does not hold at

time-point 0.

The synchronous Web service model discussed above is simplistic model that does

not allow for specifying the delay a Web service takes to produce response. In order

to model the response time delay for a Web service (see synchservicewithdelay.e file),

we can break down the Web service invocation event Invoke_synchservice, into two

separate events (Invoke and EndInvocation) and add corresponding fluents. Then

we can define the delay between invocation start and end events to model response

time delay.
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4.2. Web services

4.2.2 Pull-based Asynchronous invocation

The invocation mode for the Web services can be pull-based asynchronous and the

composition process can request and later "pull" the response message from the Web

service after some specified delay. In order to model the pull-based asynchronous

invocation, we can update the event-calculus model for synchronous Web services

invocation by adding events and fluents for the sending request and then pulling

the response, as shown in the model below (asynchpullservice abbreviated as APull).

Web services (Pull-based asynchronous invocation ) - asynchpullservice.e
Usage: - import asynchpullservice.e and define instances of sort asynchpullservice to represent Web
services

sort APull
fluent ResponseReceived_APull(APull)
fluent ResponseRequested_APull(APull)

event Invoke_APull(APull)
event EndInvocation_APull(APull)

Initiates(Invoke_APull(APull), ResponseRequested_APull(APull),time).
Initiates(EndInvocation_APull(APull), ResponseReceived_APull(APull),time).
Happens(EndInvocation_APull(APull), time)→ HoldsAt(ResponseRequested_APull (APull),
time).

HoldsAt(ResponseRequested_APull(APull), time) → !Happens(Invoke_APull (APull),time).
HoldsAt(ResponseReceived_APull(APull), time) → !Happens(EndInvocation_APull (APull),time).

!HoldsAt(ResponseReceived_APull(APull),0).
!HoldsAt(ResponseRequested_APull(APull),0).

4.2.3 Push-based Asynchronous invocation

The invocation mode for the Web services can also be push-based asynchronous

and the composition process can request and the response is later "pushed" by the

service provider to the composition process. In order to model the push-based asyn-

chronous invocation, we introduce the queues that can be used to store the pushed

data from the service providers and composition process can then use the data from

the queues. the event-calculus model below handles the push-based asynchronous

invocation for the Web services ((asynchpushservice abbreviated as APush)). The

process first sends the request to the Web service (as similar to the previous models,

using the event Invoke_APush) and then the response is pushed to the process

queue, PushResponse_APush, between some specified time intervals. Once the

data is available in the queues, HoldsAt(ResponsePushed_APush), the response

can then be retrieved from the process queue using the event EndInvocation_APush.
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Web services (Push-based asynchronous invocation ) - asynchpushservice.e
Usage: - import asynchpushservice.e and define instances of sort asynchpushservice to represent
Web services

sort APush

fluent ResponseReceived_APush(APush)
fluent ResponseRequested_APush(APush)
fluent ResponsePushed_APush(APush)

event Invoke_APush(APush)
event PushResponse_APush(APush)
event EndInvocation_APush(APush)

Initiates(Invoke_APush(APush),ResponseRequested_APush(APush),time).
Initiates(PushResponse_APush(APush),ResponsePushed_APush(APush),time).
Initiates(EndInvocation_APush(APush),ResponseReceived_APush(APush),time).

Happens(PushResponse_APush(APush),time)→ HoldsAt(ResponseRequested_APush(APush),time).
Happens(EndInvocation_APush(APush),time)→ HoldsAt(ResponsePushed_APush(APush),time).

HoldsAt(ResponseRequested_APush(APush), time) → !Happens(Invoke_APush(APush),time).
HoldsAt(ResponsePushed_APush(APush), time) → !Happens(PushResponse_APush(APush),time).
HoldsAt(ResponseReceived_APush(APush), time)→ !Happens(EndInvocation_APush(APush),time).

!HoldsAt(ResponseReceived_APush(APush),0).
!HoldsAt(ResponsePushed_APush(APush),0).
!HoldsAt(ResponseRequested_APush(APush),0).

4.2.4 Services re-invocation

The Web services models discussed in this section does not allow to re-invoke a

service once it has been invoked and the response has been received. In order to

handle the services re-invocation (which would be needed for defining the iteration

control construct, Section-5.4) we can add terminates axioms, that reset the

fluents representing that the service has been invoked and the response message

has been received. The event-calculus model below is for the synchronous Web

services invocation that can be re-invoked (substituting synchservicewithreinvoke

for serviceSR):
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Web services (synchronous invocation that can be re-invoked) - synchservicewithreinvoke.e
Usage: - import synchservicewithreinvoke.e and define instances of sort synchservicewithreinvoke
to represent Web services

sort serviceSR

fluent ResponseReceived_serviceSR(serviceSR)
event Invoke_serviceSR(serviceSR)
event ResetStatus_serviceSR(serviceSR)

Initiates(Invoke_serviceSR(serviceSR), ResponseReceived_serviceSR(serviceSR),time).
HoldsAt(ResponseReceived_serviceSR(serviceSR),time) → !Happens(Invoke_serviceSR (ser-
viceSR),time).
Terminates(ResetStatus_serviceSR(serviceSR), ResponseReceived_serviceSR(serviceSR),time).
Happens(ResetStatus_serviceSR(serviceSR), time) → HoldsAt(ResponseReceived_ ser-
viceSR(serviceSR), time) .

!HoldsAt(ResponseReceived_serviceSR(serviceSR),0).

4.3 Nodes

In addition to the Web service instances already known, the user can also add

abstract Web service types, called nodes, that need to be discovered and instantiated

to some concrete Web service instances based on some specified constraints. Each

node has a unique type, that specifies the type of Web services that can be discovered

and bound to the node. The constraints associated with the nodes can include

functional and non-functional properties needed for services discovery.

In order to model nodes using event-calculus, we add the sorts node and con-

straints (which specify the constraints added to a node). The IsConcrete(service)

fluent separates the concrete Web service instances (used in the composition pro-

cess) from the services in the repository and candidates for selection. The fluent

Bound(node,service) specifies if the node has been eventually bound to some service

while the fluent Resolved(node) specifies that the node has been both bound to some

service that has been invoked to get the results.

Further, we introduce the predicate, HasConst(node, constraint), which spec-

ifies the constraints added to a node and the predicate, SatisfiesConst(service,

constraint), that specifies the constraints satisfied by the service. The predicate,

HasType(service, node), specifies the type of each service and we add some events

that use the fluents discussed above. We update the service invocation axioms to

only handle the invocation for the concrete Web services (and not to invoke the

services is repository unless they are bound to some Nodes and are made concrete).

Web service nodes - nodes.e
Usage: -

sort node, constraint
fluent IsConcrete(service), Bound(node,service), Resolved(node)
predicate SatisfiesConst(service,constraint), HasConst(node,constraint), HasType(service,node)

event Resolve(node), Bind(node, service)
Happens(Invoke(service), time) → HoldsAt(IsConcrete(service), time).
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Next, we add axioms to handle node binding. These axioms satisfy that a

service is bound to a node only if it satisfies constraints and has the same type as

of the node. This binding results in service being marked concrete (and thus can

be invoked), finally once the service is bound to node and is invoked the node is

considered resolved.

Web service nodes - nodes.e
Usage: -

Initiates(Bind(node, service), Bound(node, service), time).
Initiates(Bind(node, service), IsConcrete(service), time).

HasConst(node, constraint) & !SatisfiesConst(service, constraint) → !Happens(Bind(node, ser-
vice),time).
Happens(Bind(node1, service),time) & HasType(service, node2) → node1 = node2.

Initiates(Resolve(node), Resolved(node), time).
Happens(Resolve(node),time) → {service} HoldsAt(Bound(node, service), time) & Hold-
sAt(RespRecvd(service), time).

The basic approach for handling nodes instantiation using the event calculus dis-

cussed above, requires transforming the service descriptions from service repository

into event calculus predicates and fluents, it does incur some overhead. As a result,

moving the local constraints specification and discovery outside event calculus (see

Section-7.1 for a SQWRL based approach that searches through the OWL-S based

repository using SQWRL queries) may be a better option. In this approach, the

nodes are discovered and the candidate services for a node are added to the event-

calculus with the axioms that exactly one service is executed (see [Zahoor 2009b]

for an example).

4.4 BPMN and event-calculus

In this section we will briefly discuss how the proposed event-calculus based

approach relates to the BPMN by both relating the proposed models to BPMN core

elements and also considering a mapping from core BPMN elements to the event-

calculus. The objective is twofold; at one hand this allows to provide formal-logic

semantics to the BPMN elements while on the other hand, the resulting design is

highly expressive, flexible and allows for reasoning about the BPMN elements to

identify conflicts and to compute an ordering based on (possibly) partially defined

process.

An overview of the mapping BPMN core elements in event-calculus is shown

in the table below. In general the different BPMN elements can be regarded as

event-calculus sorts (which are types) and a particular BPMN entity of some

element type can be regarded as the instance of event-calculus sort. Further, we

can also have sub-sorts in the event-calculus that allows to model hierarchy among

BPMN elements and for instance, providing roles-hierarchy in a role based access
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control system. In order to model properties of and relationships between different

elements we can correspondingly create event-calculus predicates that can than be

used to reason about them.

Element Event-calculus model
Event Instances of basic EC sort event, their trigger can be defined as axioms and

their impact can be defined by effect on fluents.
Activity Can be mapped directly to Activities model we presented in Section-4.1.
Gateway BPMN gateway constructs can be mapped to proposed Split/Join constructs,

Section-5.2.
Sequence/Message
flow

Sequence flow corresponds to the proposed dependency construct (Section-
5.1) with some difference as discuss below. Message flow can be mapped to
the proposed message flow construct discussed in Section-5.6

Association We can have a predicate HasAssociation(parameters) to define associations
for different elements.

Pool/Lane/Group We can have sorts called pool, lane, group and can use EC predicates (similar
to the association) to specify which activity belong to which pool/lane/group.

Data object/ Mes-
sage/Text

Can be mapped to the request/response data elements modeling presented in
Section-5.5.

Events are the core concept in the proposed modeling approach and in terms of

event-calculus terminology they can be regarded as the instances of basic EC sort

event, each event has a trigger and impact. Their trigger can be defined as axioms

that define the necessary conditions for the events to happen and their impact can

be defined by the effect on fluents and/or the triggering of other events. Events can

have parameters and can have multiple (combination of) impacts and triggers. In

relation to the events defined in the BPMN, we do not distinguish between start,

intermediate and end events. All the events can have impact(s) and trigger(s). In

order to mark the entry and exit point of the process we can have events named

Start and End, however in contrast to BPMN notation the End event can also have

impact(s), for instance changing the process status fluent, ProcessTerminated().

Some examples of events used in the proposed model include the events to invoke

Web services (with different synchronization modes), events to handle data flow,

temporal and security aspects and others.

Activities as proposed in BPMN notation, can be mapped directly to the

activities models we presented in Section-4.1. Regarding the control/data flow

BPMN constructs modeling using event-calculus, the sequence (message) flow

BPMN element can be mapped as specifying the (data) dependency (Section-5.1)

between different components with one major difference; in BPMN notation, a

sequence flow is used to show the order in which the activities will be performed in

a process which may or may not be based on dependency. As a result, the process

gets over-constrained and becomes highly procedural. In contrast the proposed

approach allows to specify the dependency between components if and only if, there

exists the dependency. One important advantage of the proposed approach is that

it allows to define events-based dependency and thus dependency can be specified

between any two events. This in-turn, makes it possible to specify dependency not

only on the successful completion of a component but also on the partial state of a
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component. Examples include to define the dependency on a activity being started,

in execution or on a service being invoked (and not yet completed) or on the data,

such as data has been received, expired or the reception of some particular data

values.

For the BPMN gateways, the proposed XOR Split (Section-5.2) is an Exclusive

gateway, the OR split is Inclusive gateway while the AND-Split is the Parallel

gateway. The proposed event based split is different to the BPMN event-based

gateway in a way that the split decision is based on the occurrence or absence

of the events, while the BPMN event-based gateway can be converted to a

data-based split gateway. The association BPMN construct is used to associate

information and artifacts with the data elements. In event-calculus this can be

modeled by defining a predicate called HasAssociation(artifact, activity) to define

associations for different artifacts, that can be instances of a defined sort named

artifact. Then for the Pool/Lane/Group we can have sorts called pool, lane, group

and can use EC predicates (similar to the association) to specify which activ-

ity belong to which pool/lane/group. For the Data object/Message/Text we can

have a sort object/message/text and the predicate HasDataObject(activity, object).

4.5 Example

We will now review the motivating example (Section-2.2) and discuss event-calculus

modeling for different aspects related to the example. In this section we will only

identify different components regarding the motivating example and leave the

detailed discussion about modeling the control/data flow for Chapter-5 and about

modeling the non-functional requirements for Chapter-6. The event calculus model

below lists the components regarding the motivating example:

Motivating example - Defining components

load foundations/Root.e
load foundations/EC.e
load includes/synchservice.e
load includes/activitywithstate.e
load includes/activitywithoutstate.e
synchservice FireBrigadeWS, CallStaffWS, PoliceWS, AmbulanceWS, ExternalOrgWS, Meteorolo-
gyDeptWS
activitywithstate FireContainment, ExamineSite, PlanRecovery, RecoverPriorityItems
activitywithoutstate Start, End1, End2

For modeling different components for the motivating example using proposed

event-calculus based approach we first define the generic models to be included (such

as includes/synchservice.e and others) and instances of different sorts for defining

components constituting the composition process, as shown in the model above.
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4.6 Summary

Different components that constitute the composition process can be broadly

categorized into activities and services categories. In this chapter, we have

first presented how activities (with intermediate states) can be modeled using

event-calculus and then used that activity model to present an example highlight-

ing how the model can be used for reasoning purposes. We have then presented

different sub-models for activities such as the one for activities that do not require

intermediate states and for the ones that need to be restarted (probably within a

loop-body). The table below provides an overview regarding the structure of this

chapter for modeling activities.

Activities Section for event-calculus models

Activities with states Event-calculus model is discussed in Section-4.1.1, in order to use the model
include activitywithstate.e to the event-calculus file.

Instantiated model A basic example showing how to use the activitywithstate.e for reasoning
using DECReasoner is shown in Section-4.1.2.

Without states A simplified model, where activity states are not needed is discussed in
Section-4.1.3 and corresponding include file is activitywithoutstate.e.

Activities with restart Activities that need to be restarted are modeled in Section-4.1.4 and corre-
sponding include files are activity(with/without)staterestart.e

For the Web services, we have presented event-calculus based models for Web

services supporting different synchronization modes (synchronous, push/pull based

asynchronous). We have also detailed how event-calculus based approach can be

also be used to modeling Nodes highlighting the limitations it poses and leaving

the discussion to Section-7.1 for an alternative SQWRL-based approach for Nodes.

The table below provides an overview regarding the structure of this chapter for

modeling different Web service types.

Web services Section for event-calculus models

Synchronous Web services model with synchronous invocation mode is discussed in Section-
4.2.1. Corresponding include files are synchservice(withdelay).e.

Asynchronous (pull) Pull-based asynchronous Web services invocation model is presented in
Section-4.2.2, corresponding include file is asynchpullservice.e.

Asynchronous (push) Push-based asynchronous invocation model is discussed in Section-4.2.3, cor-
responding include file is asynchpushservice.e.

Services(re-invoke) EC model for Web services that need to reinvoked (for instance within loop
body) is discussed in Section-4.2.4, corresponding include files are (asynch-
pull/asynchpush/synch)servicewithreinvoke.e

Nodes An brief discussion about the nodes is presented in Section-4.3.

The event-calculus models presented in this section are organized into generic

self-contained models added to independent event-calculus files that can be included

into process specification. For instance, in order to add some synchronous Web

services to the process specification we can simply include the file called, synchser-

vice.e, and define instances of event-calculus sort called synchservice. This generic

approach has allowed to implement a Java-based application, called ECWS, that
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can automatically generate the event-calculus models for the process specification,

we will discuss the ECWS application in Section-9.2. We have also identified differ-

ent components for the motivating example, presented in Section-2.2 and discussed

event-calculus models for representing the components.
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In this chapter we will discuss different control and data flow constructs mod-

eling using event-calculus, that specify the dependencies and control and data flow

between different components1 added to the composition design.

5.1 Dependency

The dependency construct specifies the control and/or data flow dependency be-

tween different components and requires that the dependent component should

not be started/invoked unless the component on which it is dependent, is com-

pleted/response data has been received, Figure-5.1.

Figure 5.1: The dependency construct

In order to model the dependency between different components using event-

calculus we can add the axioms to the process specification that specify that the

1We will use the generic term component that can either be a service or an activity.
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invocation/start event of the dependent component should not happen unless the

fluent representing the completion of the source component holds. We can thus

define the following generic pattern:

Pattern for specifying dependency construct
Usage: see example below

;Dependency specification without explicitly defining the delay
Happens(DEPENDENT_EVENT, time) → HoldsAt(SOURCE_FLUENT, time).

;Dependency specification with explicitly defining the delay (delay value 1 means immediately after)
Happens(SOURCE_EVENT, time) → Happens(DEPENDENT_EVENT, time+DELAY).
Happens(DEPENDENT_EVENT, time) → Happens(SOURCE_EVENT, time-DELAY).

In order to use the above pattern for dependency specification, we first need to

choose between two different patterns for dependency specification. The first pat-

tern is for dependency specification without explicitly defining the delay between the

components, Figure-5.1. As a result the dependent component is started/invoked

after some time (which is not explicitly specified) after the completion of other

component. Then the second pattern for dependency specification in the model

above, is for explicitly specifying the delay with a delay value of 1 signifying im-

mediately after. Then we need to update the source and target events/fluents in

the patterns above. For the first pattern the DEPENDENT_EVENT should be

substituted by the start/invocation event for the dependent component while the

SOURCE_FLUENT should be substituted by the fluent representing the comple-

tion/response reception of the component on which other is dependent. For the sec-

ond dependency pattern, SOURCE_EVENT specifies the completion/invocation

end event for the component on which other is dependent, while the DELAY spec-

ifies the invocation delay of dependent component after the completion of other

component.

Figure 5.2: The dependency construct - example

Before going further, let us briefly present the dependency pattern usage for

specifying that some activity, DependentActivity, is dependent on the completion

(response data received) of a service called SomeService. An intuitive representation

of dependency construct for this particular example is shown in Figure-5.2 and the

complete event-calculus axioms are shown below:
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Dependency specification patterns - Usage example

;Dependency specification without explicitly defining the delay
Happens(Start_activitywithoutstate(DependentActivity), time) → HoldsAt (ResponseRe-
ceived_synchservice (SomeService), time).
Happens(Invoke_synchservice(DependentService), time) → HoldsAt (Finished_activitywithoutstate
(SomeActivity), time).

;Dependency specification with explicitly defining the delay (delay value 1 means immediately after)
Happens(End_activitywithstate(SomeActivity), time) → Happens (Invoke_synchservice (Depen-
dentService), time+1).
Happens(Invoke_synchservice(DependentService), time) → Happens (End_activitywithstate
(SomeActivity), time-1).

One important advantage of the proposed approach is that it allows to define

events-based dependency and thus dependency can be specified between any two

events. This in-turn, makes it possible to specify dependency not only on the suc-

cessful completion of a component but also on the partial state of a component.

Examples include to define the dependency on a activity being started, in execution

or on a service being invoked (and not yet completed) or on the data, such as data

has been received, expired or the reception of some particular data values.

5.2 Split and Join

The split construct requires the parallel start/invocation of multiple components

(termed as split target) after the completion of a component (called split source),

Figure-5.3. The split construct can take three forms; the AND-Split requires

the parallel start/invocation of all components, the OR-Split requires the paral-

lel start/invocation of at-least-one of the components while the XOR-Split requires

the parallel start/invocation of exactly-one of the components specified in the split

target.

Figure 5.3: The Split construct
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An intuitive graphical representation of the structure of event-calculus axioms

for specifying the split-construct is shown in Figure-5.3 and below we present the

complete event-calculus based patterns for the specification of the split construct

with different modes:

Pattern for specifying split construct with different modes

;the AND-Split
Happens(SOURCE_EVENT, time) → Happens(DEPENDENT_EVENT_1, time+DELAY) &
Happens(DEPENDENT_EVENT_2, time+DELAY) & ...
Happens(DEPENDENT_EVENT_1, time) | Happens(DEPENDENT_EVENT_2, time) | ... →

Happens(SOURCE_EVENT, time-DELAY).

;the OR-Split
Happens(SOURCE_EVENT, time) → Happens(DEPENDENT_EVENT_1, time+DELAY) |
Happens(DEPENDENT_EVENT_2, time+DELAY) | ...
Happens(DEPENDENT_EVENT_1, time) | Happens(DEPENDENT_EVENT_2, time) | ... →

Happens(SOURCE_EVENT, time-DELAY).

;the XOR-Split
Happens(SOURCE_EVENT, time) → Happens(DEPENDENT_EVENT_1, time+DELAY) |
Happens(DEPENDENT_EVENT_2, time+DELAY) | ...
Happens(DEPENDENT_EVENT_1, time) | Happens(DEPENDENT_EVENT_2, time) | ... →

Happens(SOURCE_EVENT, time-DELAY).
Happens(DEPENDENT_EVENT_1, time) → !Happens(DEPENDENT_EVENT_2, time) & ...
Happens(DEPENDENT_EVENT_2, time) → !Happens(DEPENDENT_EVENT_1, time) & ...

The event-calculus patterns for split construct presented above, is for the

control-split however in general, the split-decision can also be based on data values

or the occurrence of some event. In order to model the event-calculus patterns

for data-values based split we need to have notions for conditions that can be

evaluated to true are false. The conditions construct is defined later in Section-5.3

and we leave the discussion for data-based split scheme to Section-5.3. The split

decision can also be based on the occurrence of some event and below we discuss

the event-calculus patterns for event-based split scheme:

Pattern for specifying event-based (AND/OR)split construct

Happens(SOURCE_EVENT, time) & Happens(CONDITIONAL_EVENT, time) → Hap-
pens(DEPENDENT_EVENT_1, time+DELAY) (&,|) Happens(DEPENDENT_EVENT_2,
time+DELAY) (&,|) ...

Happens(DEPENDENT_EVENT_1, time) | Happens(DEPENDENT_EVENT_2, time) | ...
→ Happens(SOURCE_EVENT, time-DELAY) & Happens(CONDITIONAL_EVENT, time-
DELAY).

In the model above, we update the patterns for specifying the split construct

and added the axiom to split iff CONDITIONAL_EVENT happens. As discussed

earlier, one important aspect of the proposed approach is that it allows to define

constructs (such as the split construct) not only on the successful completion of a

component but also on the partial state of a component. In general, the constructs

68



5.3. Conditions

such as split are thus defined in terms of events and any specified target events can

happen in parallel after the occurrence of the source event.

Further, the join construct handles the control aggregation after the parallel

invocation of components using the split construct discussed above and requires

the components (to which control was splitted) to complete before the start/invoke

of the component after the join construct. Different aggregation schemes can be

used that can be used requiring all/exactly-one/at-least-one/subset of components

to complete. The join construct can be modeled using event-calculus by defining

dependency (using the patterns for the dependency construct defined earlier) for the

component following the join construct on (all/exactly-one/at-least-one/subset-of )

components to which control was routed using the split construct.

5.3 Conditions

In order to handle the conditional invocation of components, we introduce the

condition construct that signifies a data-based condition that can be evaluated to

be either true or false and other events can be based on conditions evaluation. In

order to model conditions we can define an event-calculus sort called condition,

whose instances represent the conditions to be evaluated. Then to abstract the

condition evaluation process, we can define two events called EvaluateCondition-

True(condition) and EvaluateConditionFalse(condition), and the corresponding

fluents named ConditionTrue(condition) and ConditionFalse(condition), that

represent if the condition is evaluated to true or false. Further, we add an axiom

that specifies, either the condition is evaluated to true or false and not both. The

event-calculus model below is used for defining conditions:
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Conditions specification using event-calculus - condition.e
Usage: import condition.e and define instances of sort condition to represent conditions

sort condition

event EvalConditionTrue(condition)
event EvalConditionFalse(condition)

fluent ConditionTrue(condition)
fluent ConditionFalse(condition)

Initiates(EvalConditionTrue(condition), ConditionTrue(condition),time).
Initiates(EvalConditionFalse(condition), ConditionFalse(condition),time).

HoldsAt(ConditionTrue(condition), time) → !Happens(EvalConditionTrue(condition), time) &
!Happens(EvalConditionFalse(condition), time).
HoldsAt(ConditionFalse(condition), time) → !Happens(EvalConditionFalse(condition), time) &
!Happens(EvalConditionTrue(condition), time).

Happens(EvalConditionTrue(condition), time) → !Happens(EvalConditionFalse(condition), time).
Happens(EvalConditionFalse(condition), time) → !Happens(EvalConditionTrue(condition), time).

!HoldsAt(ConditionTrue(condition), 0).
!HoldsAt(ConditionFalse(condition), 0).

The conditions model defined above can then also be used to define data-based

split scheme mentioned in Section-5.2 where the decision to split the control should

be based on the evaluation of some particular condition. An intuitive graphical

representation of the structure of event-calculus axioms for specifying the data-

based split scheme is shown in Figure-5.4.

Figure 5.4: The data-based split construct

In the model below, we update the patterns for specifying the split construct

and add the axiom to split iff CONDITION_TRUE_EVENT (or condition false

event, if needed) happens.
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Pattern for specifying data-based (AND/OR/XOR)split construct

Happens(SOURCE_EVENT, time) & Happens(CONDITION_TRUE_EVENT, time) → Hap-
pens(DEPENDENT_EVENT_1, time+DELAY) (&,|) Happens(DEPENDENT_EVENT_2,
time+DELAY) (&,|) ...

Happens(DEPENDENT_EVENT_1, time) | Happens(DEPENDENT_EVENT_2, time) | ...
→ Happens(SOURCE_EVENT, time-DELAY) & Happens(CONDITION_TRUE_EVENT, time-
DELAY).

5.4 Iteration

Iteration construct requires a set of components (termed as loop-body) to be invoked

continuously until some condition (termed as loop-exit-condition) does not holds. In

order to model the iteration construct using the proposed framework, we can first

define dependency (using the dependency construct discussed earlier) amongst the

components included in the loop-body and finally specifying the dependency for the

loop-exit-condition on the last component included in the loop body. Further, we

can define an event-calculus axiom to either exit the loop (if the condition holds)

or to re-start the first component in the loop-body if the condition does not hold,

Figure-5.5.

Figure 5.5: Patterns for specifying Iteration construct

One important requirement for the iteration construct is that all the compo-

nents (and conditions including loop exit condition) included in the loop-body

should be possible to be restarted/reinvoked (and thus the event-calculus models

added to the process specification, should be appropriate ones). Further, once

the loop-exit-condition does not hold and requiring iteration, the status of all the

components should be reset. The event-calculus model below specifies the patterns

for specifying iteration construct:
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Pattern for specifying iteration construct

Happens(LOOP_EXIT_CONDITION_FALSE_EVENT, time) → Happens(START_EVENT,
time+DELAY)
Happens(LOOP_EXIT_CONDITION_FALSE_EVENT, time) → Happens(RESET_EVENT_1,
time+DELAY) & Happens(RESET_EVENT_2, time+DELAY) ...

Happens(RESET_EVENT_1, time) | Happens(RESET_EVENT_2, time) ... → Hap-
pens(LOOP_EXIT_CONDITION_FALSE_EVENT, time-DELAY)

5.5 Request/Response data

The Web services and activities models presented earlier in this chapter do not

cater for request and response data (and their properties) that are associated with

different components, for instance input/output parameters of some service. In

order to model request and response data we introduce new sorts named requestdata

and responsedata, respectively. The instances of these sorts then represent the

request and response data elements.

Then, in order to associate these data elements to the components they belong,

for instance specifying the search_query input data element (instance of sort

requestdata) belongs to the Search synchronous Web service (instance of sort

synchservice) we have explored two approaches. First, we can define a predicate

called HasInput(synchservice, requestdata) and we can specify the predicate for

individual instances, HasInput(Search, search_query), and then we can use this

predicate in axioms. However, we believe that this approach results in complex

axioms which may increase the problem size (and the time taken for event-calculus

to SAT encoding process). The other approach requires to specify some data based

properties (such as data availability, validity, confidentiality and others) in form of

event-calculus axioms and fluents that need to be evaluated for the request and

response data. Then, we can associate these data-based events and fluents to the

service/activity based events. Below we present the model for the request data

(response data model is very much similar):
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Request data for Web services - requestdata.e
Usage: - import requestdata.e and define instances of sort requestdata to represent request data

sort requestdata

event Validate_requestdata(requestdata)
event Encrypt_requestdata(requestdata)
fluent IsValid_requestdata(requestdata)
fluent IsEncrypted_requestdata(requestdata)
Initiates(Validate_requestdata(requestdata), IsValid_requestdata(requestdata),time).
Initiates(Encrypt_requestdata(requestdata), IsEncrypted_requestdata(requestdata),time).

HoldsAt(IsValid_requestdata(requestdata), time) → !Happens(Validate_requestdata (request-
data),time).
HoldsAt(IsEncrypted_requestdata(requestdata), time) → !Happens(Encrypt_requestdata (request-
data),time).

!HoldsAt(IsEncrypted_requestdata(requestdata),0).
!HoldsAt(IsValid_requestdata(requestdata),0).

In order to use the model we need to import the model to the specification and

then define instances of the sort requestdata. Further, we need to specify when

the properties are evaluated for each data element, for instance the request data

associated with a service needs to be encrypted before the request is to be made.

5.6 Message flow

In order to model the message flow between different components, we can also

define an event-calculus sort called messagedata and its instances represent the

data elements that need to be transferred between components. Then each

messagedata has a source component, from which the data being sent, and a

target component which is the receiver of the data. These can be abstracted by

defining events Send_messagedataReceive_messagedata and corresponding fluents

Sent_messagedataReceived_messagedata. Finally we can define axioms to specify

that the Send_messagedata event happens when the source component starts (or

is in any intermediate state) and the Receive_messagedata event happens when

the target component starts (or is in any intermediate state). The event-calculus

model below handles message flow between components (messagedata abbreviated

as msgdata):
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Message-flow specification using event-calculus - messagedata.e
Usage: import messagedata.e and create instances of sort messagedata

sort msgdata

event Validate_msgdata(msgdata)
event Send_msgdata(msgdata)
event Receive_msgdata(msgdata)

fluent IsValid_msgdata(msgdata)
fluent Sent_msgdata(msgdata)
fluent Received_msgdata(msgdata)

Initiates(Validate_msgdata(msgdata), IsValid_msgdata(msgdata),time).
Initiates(Send_msgdata(msgdata), Sent_msgdata(msgdata),time).
Initiates(Receive_msgdata(msgdata), Received_msgdata(msgdata),time).

HoldsAt(IsValid_msgdata(msgdata),time) → !Happens(Validate_msgdata(msgdata),time).
HoldsAt(Sent_msgdata(msgdata), time) → !Happens(Send_msgdata(msgdata),time).
HoldsAt(Received_msgdata(msgdata), time) → !Happens(Receive_msgdata(msgdata),time).
Happens(Validate_msgdata(msgdata),time) → HoldsAt(Received_msgdata(msgdata), time).

!HoldsAt(IsValid_msgdata(msgdata),0).
!HoldsAt(Sent_msgdata(msgdata),0).
!HoldsAt(Received_msgdata(msgdata),0).

5.7 Example

We will now review the motivating example (Section-2.2) and discuss event-calculus

modeling for different control/data flow aspects related to the example. As

discussed earlier in Section-2.3.5, we will consider process fragments modeling from

an individual component perspective and later in Chapter-7 we will discuss process

instantiation that aims to find a solution by connecting these fragments. We

identified different components for the motivating example in Section-4.5 and as

the invocation of different components depend on some conditions to be evaluated,

we also add some conditions to the process specification as shown in the model below:

Motivating example - Defining conditions

...
load includes/condition.e
condition Is(CRR/SC/FC)Available, Has(CRR/SC/FC/FB)Arrived, FalseAlarmCheckByCRR,
FalseAlarmCheckByFB, HasConservatorArrived, IsExternalHelpNeeded

Figure 5.6: Motivating example - Process start fragment

Regrading the control/data flow requirements for the motivating example,

we first specify that at the start of the process we need to first check if the
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CRR/FC/SC are available, Figure-5.6. The first axiom in the model below is for

checking CRR availability and we have omitted the axioms for FC/SC availability

as they are very similar. Further, if CRR is available at the site he can check that if

it is not the false alarm, the second axioms. In the model below we will abbreviate

Start_activitywithoutstate as Start_AWS and EvalCondition(True/False) as

EvalCond(True/False).

Motivating example - Checking if CRR is available, if so check for the FalseAlarm

;at start check condition
Happens(Start_AWS(Start), time) → Happens(EvalCondTrue(IsCRRAvailable), time) | Hap-
pens(EvalCondFalse(IsCRRAvailable), time).

;check if it is a false alarm only if CRR is available
Happens(EvalCondTrue (FalseAlarmCheckByCRR), time) | Happens(EvalCondFalse (FalseAlarm-
CheckByCRR),time) → HoldsAt (ConditionTrue (IsCRRAvailable),time).

Figure 5.7: Motivating example - Invocation of FireBrigadeWS and CallStaffWS

Next, in the model below we specify to end the process if CRR is available and

he decides that it is a false alarm (the first axiom) and if not the case invoke the

FireBrigadeWS and CallStaffWS Web services, Figure-5.7. These services can also

be invoked automatically if the CRR is not there and the last two axioms in the

model below handle this requirement.

Motivating example - If FalseAlarm end process, otherwise invoke services

;if indeed it is a false alarm then exit
Happens(Start_AWS(End1), time) → HoldsAt(ConditionTrue (FalseAlarmCheckByCRR),time).

;two cases for the invocation of FireBrigadeWS
Happens(Invoke_synchservice(FireBrigadeWS), time) → HoldsAt(ConditionFalse (FalseAlarm-
CheckByCRR),time) | HoldsAt (ConditionFalse(IsCRRAvailable),time).

;two cases for the invocation of CallStaffWS
Happens(Invoke_synchservice(CallStaffWS), time) → HoldsAt(ConditionFalse (FalseAlarmCheck-
ByCRR),time) | HoldsAt (ConditionFalse(IsCRRAvailable),time).

Then, the CRR if available can invoke other services as well but as we are

discussing event-calculus models from individual components point of view and in
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terms of security requirements for the process CRR should always be available for

invoking other emergency services. There are two cases, is he already available as

modeled above or either he is not there and once the CallStaffWS service is invoked

he is there after some delay, Figure-5.8. In the model below we handle the arrival

of CRR once the CallStaffWS is invoked and only if he is not already there at the site.

Motivating example - If CRR not available, he is there after CallStaffWS is invoked

Happens(EvalCondTrue(HasCRRArrived), time) | Happens(EvalCondFalse(HasCRRArrived),
time) → HoldsAt(ResRecvd_synchservice (CallStaffWS),time) & !HoldsAt(ConditionTrue (IsCR-
RAvailable),time).

Figure 5.8: Motivating example - Invocation of other emergency services

We can have similar model as shown above for SC and FC. Then, once CRR

has reached the site (or was already there) he can invoke other emergency services,

Figure-5.8, as modeled below.

Motivating example - Other emergency services invocation

Happens(Invoke_synchservice(PoliceWS), time) → HoldsAt(ConditionFalse (FalseAlarmCheckBy-
CRR),time) | HoldsAt(ConditionTrue (HasCRRArrived),time).

Happens(Invoke_synchservice(AmbulanceWS), time) → HoldsAt(ConditionFalse( FalseAlarm-
CheckByCRR),time) | HoldsAt(ConditionTrue (HasCRRArrived),time).

Happens(Invoke_synchservice(MeteorologyDeptWS), time) → HoldsAt(ConditionFalse
(FalseAlarmCheckByCRR),time) | HoldsAt(ConditionTrue (HasCRRArrived),time).

Now moving to other part of the process, Figure-5.9, the fire-brigade arrives

after the FireBrigadeWS is invoked and the condition that HasFBArrived is thus

evaluated after the request to the FireBrigadeWS has been made. The first axiom

in the model below handles this behavior and once the fire brigade arrives they

can check also check if it is just a false alarm (or the scale of fire does not need

containment), if so the process ends. The last two axioms in the model below

handle this requirement:
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Motivating example - Fire-brigade arrival and checking if fire indeed needs containment

Happens(EvalCondTrue(HasFBArrived), time) | Happens(EvalCondFalse(HasFBArrived), time) →

HoldsAt(RespRecvd_synchservice(FireBrigadeWS),time).

Happens(EvalCondTrue(FalseAlarmCheckByFB), time) | Happens(EvalCondFalse (FalseAlarm-
CheckByFB), time) → HoldsAt(ConditionTrue(HasFBArrived),time).

Happens(Start_activitywithoutstate(End2), time) → HoldsAt(ConditionTrue (FalseAlarmCheck-
ByFB),time).

Figure 5.9: Motivating example - FireContainement and ExamineSite activities

Further, once the fire-brigade arrives and they decide it is not a false alarm,

the fire containment starts, the first axiom in the model below handle this re-

quirement. Then, once the fire-containment finishes and once the CRR has ar-

rived (or was already there), examine site activity starts. The last axiom in the

model below handle this requirement, Start/End_activitywithstate abbreviated as

Start/End_activityWS ).

Motivating example - Fire-containment and ExamineSite

Happens(Start_activityWS(FireContainment), time) → HoldsAt(ConditionFalse (FalseAlarm-
CheckByFB),time).

Happens(Start_activityWS(ExamineSite), time) → HoldsAt(Finished_activitywithstate (FireCon-
tainment), time) & (HoldsAt(ConditionTrue (HasCRRArrived),time) | HoldsAt(ConditionTrue (Is-
CRRAvailable),time)).

Once the site has been examined, it is decided whether external help is needed

and if so, the ExternalOrgWS is invoked (the first two axioms in the model below).

Then, the activity to plan recovery can only be started if the decision on external

help is taken and once CRR, SC and FC are all available at the site (either they

were already there at the site or have reached the site once the CallStaffWS has

been invoked), Figure-5.10. The last axiom (only shown for CRR but also contains

conditions for SC/FC) in the event-calculus model below handles this requirement.
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Motivating example - External help decision and Plan recovery activity

Happens(EvalCondTrue(IsExternalHelpNeeded), time) | Happens(EvalCondFalse (IsExternalHelp-
Needed), time) → HoldsAt(Finished_activityWS(ExamineSite), time).

Happens(Invoke_synchservice(ExternalOrgWS), time) → HoldsAt(ConditionTrue (IsExternalHelp-
Needed),time).

Happens(Start_activityWS(PlanRecovery), time) → (HoldsAt(RespRecvd_synchservice (Ex-
ternalOrgWS), time) | HoldsAt(ConditionFalse(IsExternalHelpNeeded),time)) & (Hold-
sAt(ConditionTrue(HasCRRArrived),time) | HoldsAt(ConditionTrue(IsCRRAvailable),time))
& ... conditions for SC/FC.

Figure 5.10: Motivating example - PlanRecovery and RecoverPriorityItems activities

Finally the activity for the recovery of the priority items (RecoverPriorityItems)

can start once the planning has finished, Figure-5.10. In the model below, we also

specify the composition goal that is to have the items recovered 90 minutes after

the start of the process.

Motivating example - Recover items activity and the composition goal

Happens(Start_activityWS(RecoverPriorityItems),time) → HoldsAt(Finished_activityWS (Plan-
Recovery),time).

; composition goal
HoldsAt(Finished_activitywithstate(RecoverPriorityItems), 90).

5.8 Summary

In this chapter we have discussed the event-calculus based patterns for specifying

different control/data flow constructs, such as Dependency, Split/Join and different

Split/Join Schemes, Conditional invocation/start of components, Iteration and data

flow between different components. The table below provides an overview regarding

the structure of this chapter.
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Construct Section for event-calculus model

Dependency Event-calculus based patterns for specifying dependency between two compo-
nents is discussed in Section-5.1.

Split & Join Patterns for Split and Join constructs (including different split/join schemes)
is presented in Section-5.2.

Conditions Event-calculus model for specifying conditions is discussed in Section-5.3 and
corresponding include file is condition.e.

Iteration Patterns for specifying iteration construct is discussed in Section-5.4.

Data Event-calculus model for specifying request/response data is discussed in
Section-5.5, corresponding files are request.e and response.e.

Messages EC model for specifying the message transfer between two components includ-
ing patterns for its usage is discussed in Section-5.6, corresponding include
file is messagedata.e.

We have also discussed the control/data flow specification for the motivating

example, Section-2.2, and discussed how the proposed patterns can be used to spec-

ify the control/data flow between different components identified for the motivating

example. This pattern based approach has allowed us to implement a Java-based ap-

plication, called ECWS, that can automatically generate the event-calculus models

for the process specification, we will discuss the ECWS application in Section-9.2.
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In this chapter we will discuss how the proposed approach allows to model dif-

ferent security and temporal aspects related to the composition process. We will

first discuss patterns for specifying temporal requirements and then will discuss

how the event-calculus models for specifying different security requirements for the

composition process.

6.1 Modeling temporal aspects

Using event-calculus as the modeling formalism also allows to specify the temporal

constraints for the composition process. The temporal constraints can either be

local to a component (such as specifying the time it takes for a service to produce

response) or they can be imposed by the composition process on the participating

components (such as specifying the delay between the invocation of two services).

Further, the temporal constraints can be either control based (such as specifying the

delay between the successive invocation of component) or they can be data-based

temporal constraints (such as data validity constraints).
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6.1.1 Response time

The response time temporal constraint specifies the time it takes for a component

to finish execution, such as the time taken for Web service to produce response once

a request is made or the time it takes for an activity to be completed. The choice

of event-based approach allows to specify delay between events and for instance,

makes it possible to specify the time it takes for an activity to get started/finished

or the time spent during execution. The response time is a local constraint and

is specified by the participating components requiring the composition process to

cater for this constraint in finding the solution to the composition process. The

event-calculus pattern below can be used to specify the response-time constraint:

Pattern for specifying response-time temporal constraint

Happens(START_EVENT, time) → Happens(END_EVENT, time+RESPONSE_DELAY).
Happens(END_EVENT, time) → Happens(START_EVENT, time-RESPONSE_DELAY).

In the model above, the START_EVENT represents the component start event

(such as ) and the END_EVENT represents the end event for the same compo-

nent. Finally the RESPONSE_DELAY represents the response-time delay for the

component.

6.1.2 Restart/Refresh

The temporal constraints also include the restart constraint which requires a

component to be restarted/reinovked after a fixed time, for instance re-invoking

some backup service after a fixed delay. The restart constraint when applied to

data flow, requires the data to be re-fetched (by re-invoking service/task) once it

expires and is called data refresh constraint. Below we present the patterns for

specifying the restart/refresh temporal constraint using event-calculus.

Pattern for specifying restart/refresh temporal constraint

Happens(SOURCE_EVENT, time) → Happens(RESTART_EVENT, time+DELAY).
Happens(DATA_EXPIRY_EVENT, time) → Happens(REFRESH_EVENT, time+DELAY).

In the model above, the first pattern is for specifying the restart constraint

while the other one is for the data refresh temporal constraint. For the restart

constraint, the SOURCE_EVENT represents the event after which the component

should be restarted (for instance, some condition RequiresBackup being true). Then

for the refresh constraint the DATA_EXPIRY_EVENT represents the data expiry

event after which the component should be restarted to fetch the data. One im-

portant requirement for the restart/refresh constraint is that the component should

support restart and its status has been reset once the SOURCE_EVENT or the

DATA_EXPIRY_EVENT happens.
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6.1.3 Invocation time-frame and delay

The invocation timeframe constraint requires a service to be invoked (task to be

started) within a fixed timeframe. The specified time-frame can either be absolute

time or the time that has been passed after any particular event and serves as

a boundary for the times in which service/task can be invoked. As an example,

consider the service to backup records should start between some specific time

interval or it can be specified that the backup service should be invoked after the

data has been updated. Further it is also possible to specify the exact time at which

the service/task should be invoked. In terms of data flow, the timeframe constraint

requires that the some particular data data is available (at-least/only) between

the specified time-frame. Below we model different types of invocation time frame

constraints; the first axiom models the control flow based invocation time-frame

constraint. Then, the other axiom model the component invocation/start at exact

time-point:

Pattern for specifying invocation time-frame and delay temporal constraints

Happens(COMPONENT_START_EVENT,time) → time>IntervalStartTime &
time<IntervalEndTime.
Happens(SOME_EVENT, SomeExactTimepoint).

The execution delay constraint requires that the successive invocations of the

service must be delayed by some time (possibly to prevent overloading a service).

This constraint can also be specified to specify the invocation delay between multiple

services, such as some backup service must be invoked some time after the service

that has changed the data.

6.1.4 Allen’s Interval Algebra

Allen’s Interval Algebra is a calculus for temporal reasoning that was introduced

by James F. Allen in 1983. The calculus defines possible relations between time

intervals and provides a composition table that can be used as a basis for reasoning

about temporal descriptions of events1.

The base relations for the Allen’s interval algebra can be mapped and applied

to the proposed framework and below we discuss the patters for specifying these

relations using event-calculus:

1http://en.wikipedia.org/wiki/Allen’s_Interval_Algebra
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Figure 6.1: Base relations (after, meets, overlaps) for Allen’s Interval Algebra

Patterns for specifying base relations of Allen’s interval algebra
Usage:

COMP_A after COMP_B
Happens(EVENT_B, time) → Happens(EVENT_A, time+DELAY).
Happens(EVENT_A, time) → Happens(EVENT_B, time-DELAY).

COMP_A meets COMP_B
Happens(EVENT_B, time) → Happens(EVENT_A, time).
Happens(EVENT_A, time) → Happens(EVENT_B, time).

COMP_A overlaps COMP_B
Happens(EVENT_B, time) → Happens(EVENT_A, time-OVERLAP_DELAY).
Happens(EVENT_A, time) → Happens(EVENT_B, time+OVERLAP_DELAY).

The patterns above are for after/meets/overlaps relations proposed in the

Allen’s interval algebra, Figure-6.1. EVENT_A is the start event of component

COMP_A and EVENT_B is the end event of the component COMP_B. For

the after relation the DELAY specifies the delay time between the start of the

components and for the meets relation there is no DELAY, as COMP_A starts

at the same time as COMP_B finishes. Further, in case of the overlaps relation,

the delay is called the OVERLAP_DELAY which specifies the time in which both

components are in concurrent execution.

Patterns for specifying base relations of Allen’s interval algebra
Usage:

COMP_A starts COMP_B
Happens(EVENT_A, time) → Happens(EVENT_B, time).

COMP_A ends COMP_B
Happens(EVENT_A, time) → Happens(EVENT_B, time).

The patterns above are for starts/ends relations proposed in the Allen’s interval

algebra, Figure-6.2. For the starts (ends) relation EVENT_A is the start (end)

event of component COMP_A and EVENT_B is the start (end) event of the

component COMP_B.
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Figure 6.2: Base relations (starts, ends) for Allen’s Interval Algebra

Patterns for specifying base relations of Allen’s interval algebra
Usage:

COMP_A during(starts after and finishes before) COMP_B
Happens(EVENT_B_START, time) → Happens(EVENT_A_START, time+START_DELAY).
Happens(EVENT_A_START, time) → Happens(EVENT_B_START, time+START_DELAY).

Happens(EVENT_B_END, time) → Happens(EVENT_A_END, time-END_DELAY).
Happens(EVENT_A_END, time) → Happens(EVENT_B_END, time+END_DELAY).

The patterns above are for during and equals relations proposed in the Allen’s

interval algebra, Figure-6.3. EVENT_A_START and EVENT_A_END are the

start/end events of the component COMP_A while EVENT_B_START and

EVENT_B_END are start/end events of the component COMP_B. For the during

relation, the START_DELAY specifies after how much time the COMP_A should

start after starting COMP_B and END_DELAY specifies before how much time

is should finish before COMP_B finishes. The equals relation uses the same axioms

as for the during relation, without specifying the delay (or having delay equals 0).

Figure 6.3: Base relations (during, equals) for Allen’s Interval Algebra
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6.1.5 Modeling time-units

The event-calculus models presented above discuss the events that happens and

fluents that hold at a particular time-point. However, in order to model the Web

services with temporal constraints in different time-units, as synchronous services

take seconds while the asynchronous can take minutes and longer, we need to add

semantics to the event-calculus time-points. This will allow us to treat time-points

as the actual time and thus specifying that an event happens at event-calculus

time-point 1, can signify that the event happens at one second/minute and so

on. The possible solutions to this problem include to convert all the time-units

to some common time-unit (such as seconds), however in reference to proposed

implementation architecture which attempt to convert the composition process to a

SAT based problem and then invokes a SAT based solver, this choice is unfeasible.

A smaller common time-unit such as seconds, and converting all other units to

seconds (10 minutes means 600 seconds) will increase the resulting SAT encoding

size and thus is not feasible. On the other hand, converting all the units to a higher

common format such as minutes will not allow to reason about the smaller time

units, such as seconds, as for the implementation DECReasoner is discrete.

As an alternative, we pre-process the time-units associated with different par-

ticipating services to first convert all the time-units to a common format such as

seconds. Then, an order is sought based on the time they take and finally that order

is used to redefine the time they take. A solution is then sought with the updated

constraints using the reasoner and the solution is then post-processed to update the

time-units associated with each service.

6.2 Modeling security aspects

The choice of event-calculus as the modeling formalism also allows to handle the

security requirements in the composition process. Some initial work on modeling

security policies using event-calculus and to reason about them can be found in

[Bandara 2003]. In section, we will first briefly discuss some of the security require-

ments for the composition process and then we will discuss the different levels at

which the security aspects can be incorporated in the services composition. Then,

we will discuss how the proposed framework allows to model these requirements at

different interaction levels.

6.2.1 Security requirements

The different security requirements for the composition process, are shown in the

table below[Souza 2009]:
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Requirement Description

Authentication requires to identify the user requesting a critical resource and thus allowing
only the legitimate users have access to the critical information.

Authorization requires to identify what operations the user is allowed to perform and if the
user is allowed to access the critical resource they are requesting.

Confidentiality security property requires that the critical information, such as credit card and
other personal information, should be encrypted and protected from unautho-
rized access.

Data integrity security property requires that the sensitive data (such as personal informa-
tion of a user) has to be verified for data corruption (such as tampering of
data between the sender and receiver) before usage.

Data retention property associates a time-to-live (TTL) information with the data requiring
it to be deleted after a certain time.

Auditing property requires that all the operations performed by the composition process
should be logged and are available for auditing (if needed).

Non-
repudiation

property requires that any user performing an operation (such as access-
ing critical information) can not later deny that action and thus the non-
repudiation requires support from authentication, integrity and auditing pro-
cess.

6.2.2 Interaction levels

The above mentioned security requirements can be handled at different interaction

levels for the participating Web services in the composition process. At the trans-

port layer, existing Web tier technology such as SSL can be used to handle security

requirements such as SSL encrypted connections for confidentiality and to avoid

data interception. Then at the message level, security data can be added to the

SOAP header fields to be then handled by the SOAP server. Further, the security

requirements can further be handled at the application level by using the application

specific encryption, authorization checks and others.

The proposed framework allows to model the security requirements at different inter-

action levels for Web services. Below we briefly discuss the event-calculus modeling

for the different security requirements identified earlier, and for each requirement

we will discuss the event-calculus modeling for different interaction levels.

6.2.3 Data confidentiality, retention and integrity

Confidentiality security property requires that the critical information, such as

credit card and other personal information, should be encrypted and protected

from unauthorized access. At the transport layer, confidentiality can be achieved

by using, for instance, SSL encrypted connections. Then at the message level, XML

Encryption specification can be used while at the application layer some application

level encryption schemes can be used. Using event-calculus, the confidentiality

requirement can be modeled at different interaction levels and we discussed earlier

the event-calculus models for specifying properties such as encryption for the

request/response data. In general, we can define event-calculus events/fluents that

abstract the encryption at different levels and then define axioms that specify when

a particular encryption level is used. In the event-calculus model below we first

attempt to model the transport level data confidentiality and then present the
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pattern to handle the application-level confidentiality requirement:

Confidentiality - Transport and Application level

event UseEncryptedSSLConnection()
fluent EncryptedSSLConnectionUsed()
Initiates(UseEncryptedSSLConnection(), EncryptedSSLConnectionUsed(),time).
!HoldsAt(EncryptedSSLConnectionUsed(), 0).

Happens(COMPONENT_START_EVENT, time) → HoldsAt(IsEncrypted_requestdata
(SOME_DATA_ELEMENT), time).

Before going further, let us briefly discuss how the proposed modeling ap-

proach can be used to reason about the confidentiality requirement. First, as the

confidentiality can b handled at different levels and an application may opt to

choose one particular encryption level and thus not opting for encryption levels.

Then, for the application level encryption we can have axioms that the data

should not be used once decrypted and should not be transferred to other services

before encryption. Further, we can use the reasoner to perform a compatibility

analysis of services that support different encryption schemes, for instance if a

service is using some particular application level encryption scheme then we need to

identify if some other service consuming data from that service can decrypt the data.

The data retention requirement associates a time-to-live (TTL) information

with the data requiring it to be deleted after a certain time and we earlier modeled

the request/response data that can be expired. The data retention property

can thus be defined as defining the axioms that specify the delay between the

request/response messages and their expiry. The event-calculus model below

presents the pattern to be used to specify the data invalidity (responsedata) in this

case after some event.

Data Retention

Happens(SOME_EVENT, time) → Happens(Invalidate_responsedata(SOME_DATA_ELEMENT),
time).

Further, the data integrity property requires that the sensitive data (such

as personal information of a user) has to be verified for data corruption (such as

tampering of data between the sender and receiver) before usage. Using event-

calculus, the data integrity requirement can be modeled at different interaction

levels and we discussed earlier the event-calculus models for specifying properties

such as checking data validity for the request/response data and they serve as an

example for the application-level data integrity model. In general, we can define

event-calculus events/fluents the data validation at different levels and then define

axioms that specify when a particular validation is performed.
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6.2.4 Authentication/Authorization

The authentication property requires that only appropriate users have access to

the sensitive or critical information held by the services while the authorization

access control restricts the access to resources to only the authorized users.

As similar to the event-calculus models for confidentiality and integrity, we can

define events and fluents to model the authentication and authorization at different

interaction levels, as shown below:

Access control
Usage: Specify users by defining instances of sort user, then use axioms to specify the
access required by each event.

sort user
event AuthorizeUser(user)
event RevokeAuthorization(user)
fluent UserAuthorized(user)

Initiates(AuthorizeUser(user), UserAuthorized(user), time).
Terminates(RevokeAuthorization(user), UserAuthorized(user), time).

Happens(RevokeAuthorization(user), time) → HoldsAt(UserAuthorized(user), time).
HoldsAt(UserAuthorized(user), time) → !Happens(AuthorizeUser(user),time).

!HoldsAt(UserAuthorized(user),0).

In order to use the authorization model mentioned above, we can use a set of

patterns as below.

Access control usage patterns

Happens(SOME_EVENT, time) → Happens(AuthorizeUser(SOME_USER), time-DELAY).
Happens(AuthorizeUser(SOME_USER), time) → Happens(SOME_EVENT, time+DELAY) |
Happens(SOME_OTHER_EVENT, time+DELAY)É list of all events that user is authorized to
perform.

Happens(AuthorizeUser(SOME_USER), time) -> Happens(RevokeAuthorization(SOME_USER),
time+DELAY).

Further, the Auditing property requires that all the operations performed by

the composition process should be logged and are available for auditing (if needed).

In relation to the proposed event-calculus modeling approach, an event called Cre-

ateLog() can be used that should be invoked after each event to log the process

state.

6.2.5 Dynamic Task Delegation

Task delegation presents one of the business process security leitmotifs. It defines

a mechanism that bridges the gap between both workflow and access control

systems. There are two important issues relating to delegation, namely allowing

task delegation to complete, and having a secure delegation within a workflow.

Delegation completion and authorization enforcement are specified under specific
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constraints. Constraints are defined from the delegation context implying the

presence of a fixed set of delegation events to control the delegation execution.

We have proposed an approach that aims to reason about delegation events

to specify delegation policies dynamically[Gaaloul 2010]. To that end, we present

an event-based task delegation model to monitor the delegation process. We then

identify relevant events for authorization enforcement to specify delegation poli-

cies. Moreover, we propose a technique that automates delegation policies using

event-calculus to control the delegation execution and increase the compliance of all

delegation changes in the global policy.

6.3 Example

We will now review the motivating example (Section-2.2) and discuss event-calculus

modeling for different temporal and security requirements associated with the pro-

cess. We identified different components for the motivating example in Section-4.5

and different conditions and control/data flow specification for the composition pro-

cess in Section-5.7. In this section, we will further enrich the model by adding

different temporal and security requirements.

For the temporal constraints, we first specify the exact delay between the invoca-

tion/start of two components. This is necessary as only specifying the dependency

using the first dependency pattern, Section-5.1, would not enforce to invoke the

dependent component immediately after the source component. However, this can

be enforced using the second dependency pattern, Section-5.1, with DELAY having

value 1. As an example we first review the control flow specification at the start of

the process that we need to first check if the CRR/FC/SC are available and if CRR

is available he can check if its just the false alarm. In the model below, the first

axiom specifies the dependency to check the false alarm only if CRR is available.

However it does not specify if indeed the CRR is available, when (after how much

delay) the check for false alarm should be made. The last two axioms handle this

behavior and are based on second dependency pattern as discussed in Section-5.1.

The delay value in this case is 1 specifying immediately after, and we an have sim-

ilar axioms for other dependent components which are omitted from the process

specification.

Motivating example - Delay for checking the false alarm

Happens(EvalCondTrue(IsCRRAvailable), time) → Happens(EvalCondTrue(FalseAlarmCheckByCRR),
time+1) | Happens(EvalCondFalse (FalseAlarmCheckByCRR), time+1).
Happens(EvalCondTrue(FalseAlarmCheckByCRR), time) | Hap-
pens(EvalCondFalse(FalseAlarmCheckByCRR), time) → Happens(EvalCondTrue (IsCRRA-
vailable), time-1).

The delay value can be further modified to specify delay between different

components and conditions such as in the model below we handle the temporal

requirement that CRR arrives 15 minutes after the CallStaffWS has been invoked.
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Motivating example - If CRR not available, he arrives 15 minutes after CallStaffWS
is invoked

Happens(Invoke_synchservice(CallStaffWS), time) & !HoldsAt(ConditionTrue(IsCRRAvailable),time)
→ Happens(EvalCondTrue(HasCRRArrived), time+15) | Hap-
pens(EvalCondFalse(HasCRRArrived), time+15).
Happens(EvalCondTrue(HasCRRArrived), time) | Happens(EvalCondFalse(HasCRRArrived),
time) → Happens(Invoke_synchservice(CallStaffWS), time-15) & !Hold-
sAt(ConditionTrue(IsCRRAvailable),time).

We can have similar model as shown above for SC and FC, with their arrival

time being planned to be 25 minutes after the invocation of CallStaffWS. Similarly,

the fire-brigade arrives 15 minutes after the FireBrigadeWS is invoked and the

condition that HasFBArrived is thus evaluated 15 minutes after the request to the

FireBrigadeWS has been made.

The same pattern can be used to specify the response-time for a component

such as once the fire-brigade arrives and they decide it is not a false alarm, the fire

containment starts which may take 20 minutes (theses are only estimates and the

actual containment time can be different depending upon for instance the scale of

the fire). Th eevent-calclus model below specifies this temporal requirement:

ent finishes and once the CRR has arrived (or was already there), examine site

activity starts. The last axiom in the model below handle this requirement and the

examine site activity make take 10 minutes, we have omitted the axioms for speci-

fying temporal constraint as they very similar to the second and third axioms in the

model below (Start/End_activitywithstate abbreviated as Start/End_activityWS).

Motivating example - Fire-containment (with temporal constraint) and ExamineSite

Happens(Start_activityWS(FireContainment), time) → Happens(End_activityWS (FireContain-
ment), time+20).
Happens(End_activityWS(FireContainment), time) → Happens(Start_activityWS (FireContain-
ment), time-20).

Further, we consider that the PlanRecovery activity may take 15 minutes

(again only just an estimate) and the activity for the recovery of the priority items

(RecoverPriorityItems) can start once the planning is done and it may take 20

minutes to recover the items. In the model below, we also specify the composi-

tion goal that is to have the items recovered 90 minutes after the start of the process.

Motivating example - the composition goal

; composition goal
HoldsAt(Finished_activitywithstate(RecoverPriorityItems), 90).

In terms of security requirements for the composition process we here consider

a component (activity/service) based access control scheme. While modeling the

control/data flow for the composition process we modeled the arrival/availability of
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emergency staff as conditions and defined axioms that enforce their availability for

certain components to be started/invoked. As an example, we considered that the

emergency services can either be invoked by CRR (with exception of some services

which can be invoked automatically by the composition process). Then for checking

a false-alarm either CRR should be there or fire-brigade has reached the site. For

planning all the emergency staff (CRR/FC/SC) and others should be there. We will

discuss how the security requirements can be updated and modified during process

execution, later in Section-8.4.

6.4 Summary

In this chapter we have discuss how the proposed approach allows to model different

security and temporal aspects related to the composition process. We have first

discussed patterns for specifying temporal requirements, such as response-time,

restart/refresh and ordering relations for the components based on the base-

relations for the Allen’s interval algebra. The table below provides an overview

regarding the structure of this chapter, for event-calculus models for specifying

different temporal requirements:

Temporal patterns Section for event-calculus model

Response time Event-calculus based pattern for specifying the time taken by components to
finish execution is discussed in Section-6.1.1.

Restart/Refresh Pattern for specifying components re-invocation (either after some specific
time or based on data invalidity) is presented in Section-6.1.2.

Time frame EC Pattern for specifying the time frame allowed for a component’s execution
is presented in Section-6.1.3.

Interval algebra Patterns based on base relations of Allen’s interval algebra are discussed in
Section-6.1.4.

Time units An approach to cater different time-units used for specifying temporal aspects
for different components is discussed in Section-6.1.5.

Further, we have also presented different security requirements for the Web ser-

vices composition problem and different Web services interaction levels at which

they can be handled. We have then discussed how the proposed event-calculus

based approach can be used for specifying different security requirements for the

composition process, at different interaction levels. Then, we have discussed event-

calculus models for specifying different temporal and security requirements for the

motivating example, by using the patterns presented in this chapter. The generic

pattern based approach has allowed to implement a Java-based application, called

ECWS, that can automatically generate the event-calculus models for the process

specification (including the temporal and security requirements and we will discuss

the ECWS application in Section-9.2.
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The proposed components for the process specification, as discussed in Section-

4.3, also include the Nodes that need to be discovered and instantiated to some

concrete Web services based on some specified constraints. In this chapter we will

first discuss the proposed SQWRL based nodes instantiation approach by also pro-

viding a brief background for the SQWRL. Then, as the proposed declarative event-

calculus based composition process specification may only be partially defined (in

terms of process fragments) and may contain conflicts or inconsistencies, we will also

discuss the process instantiation which aims to find a solution for possibly partially

defined composition process, connecting different process fragments respecting any

functional and non-functional aspects associated with the process. Further, if there

are some conflicts in the composition design and/or the specified constraints are

too strict, this leads to empty solution set and we will then discuss the proposed

approach for the verification of the composition process to identify any conflicts or

hard constraints. Finally, we will discuss the proposed approach for composition

process monitoring and recovery, while in execution.
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7.1 Nodes instantiation

The nodes instantiation phase aims to find candidate services for the specified

nodes in the composition process. Below we discuss a SQWRL based approach

[Zahoor 2009b] to handle nodes instantiation which uses SQWRL queries to search

through the OWL-S based repository for Web services that satisfy the constraints

associated with the nodes. The nodes are thus resolved using the SQWRL based

approach and are added to the event-calculus based process description. Before

going into the details of the proposed approach, we briefly discuss some background

about the OWL-S and the SQWRL.

7.1.1 Background

OWL-S is a OWL-based Web service ontology providing constructs for describing

a Web service in terms of a service profile (which describes what a service provides

and allows service classification using ServiceCategory attribute and specification

of non-functional properties using ServiceParameter attribute), the process model

(which describes how the service works) and the service grounding (which specifies

concrete details such as message formats, network addresses used and others).

The Semantic Web Rule Language (SWRL) is intended to be the rule language

for the semantic web. The SWRL rules are written in terms of OWL classes,

properties and individuals. SWRL also provides a set of core built-ins for strings

manipulation, basic mathematical operations and others. It also allows to extend

the core built-ins to add user defined built-ins. An example of a SWRL rule to

express that a person with a older female sibling has a older sister can be written as:

SWRL example)

Person(?p) ∧ hasAge(?p, ?pAge) ∧ hasSibling(?p,?s) ∧ Woman(?s)
∧ hasAge(?s, ?sAge) ∧ swrlb:greaterThan(?sAge, ?pAge) → hasOlderSister(?p,?s)

In the rule above, Person is a class with a sub-class named Woman and hasSi-

bling and hasOlderSister are OWL properties with domain and range of the class

Person. The rule also uses the hasAge property (with domain as Person and range

of primitive datatype Integer) and the SWRL builtin (swrlb:greaterThan) to add

hasOlderSister property to all individuals who have older female siblings. The Se-

mantic Query-Enhanced Web Rule Language (SQWRL) adds querying capabilities

to SWRL by providing primitives to select, count and perform other operations on

the results of a SWRL rule. Finally, SQWRL queries (and so as SWRL rules) require

a rule-solver and for that we have used the JESS rule-solver.

7.1.2 The proposed approach

The proposed SQWRL based approach requires the services descriptions of the

candidate services to be specified using OWL-S, which include the specification
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of the non-functional properties using the approach specified in DAML1 examples.

However, our proposal can also adapt the various QoS extensions to the OWL-

S such as QoS-MO [Tondello 2008], QoSOnt [Dobson 2005] and other approaches

that extend OWL-S for specifying QoS properties. Then, the SQWRL queries are

used to search through the OWL-S service model to get the services which match

the associated local constraints as shown in the example below.

Nodes instantiation using SQWRL

service:Service(?someServiceName) ∧ service:presents(?someServiceName,
?someServiceProfile) ∧ profile:serviceCategory(?someServiceProfile,
?someServiceCategory) ∧ profile:code(?someServiceCategory, ?categoryCode)
∧ swrlb:equal(?categoryCode, ) ∧

profile:serviceParameter(?someServiceProfile,?SomeServiceParameter)∧
profile:sParameter(?SomeServiceParameter, SomeParameterValue) ∧ ...
other constraints
→sqwrl:select(?someServiceName)

The query first selects the candidate services for a particular node based on

the Web service classification code specified in the serviceCategory attribute of the

service profile. We have used NAICS2 categorization for the Web services. So the

initial part of the query will select only the services that have the same type as

specified in the local constraints for the node. Next, we filter for the non-functional

constraints, specified using the ServiceParameter, such as reliability.

The node instantiation result may be a collection of Web service and in case

of a loosely constrained node, the result set can be very large. Our proposal

thus aims to choose the best matched Web service based on some user-specified

criteria such as the quality rating for the Web services, by assuming that some

trusted third-party has quality ratings assigned to services. This choice can also

be based on some other non-functional requirements or the user can also manually

select the best matched (or suited) Web service. Once the candidate services and

the best matched (or suited) Web service have been identified using the SQWRL

based approach they are added to event calculus as other service instances with

one exception, axioms are added to event calculus model for invoking only the

best matched service from the candidate services and for not invoking the other

candidates. The event-calculus pattern below can be used to handle this behavior:

Pattern for specifying candidate services after nodes instantiation )

;for all candidate services other than selected Web service
Happens(Invoke_synchservice (ALL_CANDIDATES),time).

An important aspect regarding nodes is how to deal with dependencies amongst

nodes with a node being dependent on some other node and thus requiring to cater

1http://www.daml.org/services/owl-s/1.1/examples.html
2http://www.census.gov/eos/www/naics/
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for this dependency while instantiating nodes. In this case, if the instantiation

result set for a node is empty and if the worksWith relation is unsatisfied, we need

to backtrack to the results of dependent node to select some other instantiation

solution and then proceed to finding solution for the current node. The process

continues until all backtrack solutions have been explored.

7.1.3 The worksWith dependency

We consider that a service worksWith some other service using the modified form

of the composability rules discussed in [Narayanan 2002a]. These rules consider

the syntactic and semantic properties of Web services. Syntactic rules include the

rules for operation modes (one-way, request-response. . . ), and the rules for binding

protocols and data formats of interacting services. The Semantic rules include the

message composability rule which defines that two Web services are composable only

if the output message of one service is compatible with the input message of another

service. In case of semantic Web services described using OWL-S, it is important to

consider that the input and output parameters are defined in the domain ontology

as specifying them as datatypes add very little to semantics ([Redavid 2008] has

a detailed discussion). Further, the operation semantic composability defines the

compatibility between the domains, categories and purposes of two services while

the qualitative composability defines the requester’s preferences regarding the quality

of operations for the composite service. Then, the composition soundness considers

whether a composition of services is reasonable, see [Narayanan 2002a] for details.

7.1.4 Backtracking and propagation

The backtracking process involves finding an alternative to some previously chosen

node instantiation solution. Backtracking is needed when the worksWith relation

for some node is unsatisfied resulting in empty result set. Once the backtracking

process execution terminates, resulting in a newly chosen solution (instance), the

composition solution must be recomputed and may require the propagation of newly

chosen solution. This would likely be the case when a (partial) solution to the

composition process has already been determined and backtracking to some higher

node (in hierarchal order) may result in propagating the new solution. Further,

propagation may also be needed when the user fine tunes the solution by manually

selecting some other Web service after the instantiation process. The propagation

process will require recomputing the composition and this may result in significant

overhead to re-instantiate the service nodes. Our proposal aims to re-instantiate

only the Web service nodes that have dependency on the node to backtrack (either

a worksWith dependency or a data dependency).
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7.2 Process instantiation

Once all the nodes added to the composition process have been resolved and se-

lected services are added to the event-calculus based composition design, an event-

calculus reasoner can be used to instantiate the composition process to find a so-

lution respecting all the functional and non-functional constraints associated with

the process. The solution returned by the reasoner states what events happen at

which time-points and also shows the effects those events have on the fluents, and

the instantiated solution serves as a plan for process execution. As similar to the

nodes instantiation, the process instantiation phase may result in a number of so-

lutions in the case of loosely constrained process. A particular solution from the

set is chosen for execution based on either user-choice or based on some criteria

such as overall-cost and others. In reference to temporal properties, one criteria for

solution-selection is minimal time requiring to find a solution specifying to complete

the execution process in minimal possible time. Below we highlight guidelines that

help enforcing this criteria:

• For all the services having no dependency, they should be invoked at the start

of the process (concurrently if possible).

• Asynchronous services should be invoked (if possible) before the synchronous

ones and invoking them at the start will help invoking the synchronous ones

while the response is yet to be received from asynchronous ones.

• For the services having dependency on some other services, they should be

invoked as soon as the dependency is resolved.

7.2.1 Example

Figure 7.1: Instantiated model for the motivating example
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Let us now review the motivating example and invoking the DECReasoner for

the event-calculus model for the motivating example presented in Section-2.2, gives

us a set of solutions including the one shown below (Condition abbreviated as Cond,

activity(with/without)state abbreviated as activity(S/WS) and Invoke_synchservice

abbreviated as Invoke) :

Instantiation (solution finding) for the motivating example

0
Happens(EvalCondTrue(IsCRRAvailable/IsFCAvailable/IsSCAvailable), 0).
Happens(Start_activityWS(Start), 0).
1
+CondTrue(IsCRRAvailable/IsFCAvailable/IsFCAvailable). +Finished_activityWS(Start).
Happens(EvalCondFalse(FalseAlarmCheckByCRR), 1).
2
+CondFalse(FalseAlarmCheckByCRR).
Happens(Invoke(AmbulanceWS/CallStaffWS/FireBrigadeWS/MeteorologyDeptWS/PoliceWS), 2).
3
+RespReceived_serv(AmbulanceWS/CallStaffWS/FireBrigadeWS/MeteorologyDeptWS/PoliceWS).
4
...
17
Happens(EvalCondTrue(HasFBArrived), 17).
18
+CondTrue(HasFBArrived). Happens(EvalCondFalse(FalseAlarmCheckByFB), 18).
19
+CondFalse(FalseAlarmCheckByFB). Happens(Start_activityS(FireContainment), 19).
20
+Started_activityS(FireContainment).
21
...
39
Happens(End_activityS(FireContainment), 39).
40
-Started_activityS(FireContainment). +Finished_activityS(FireContainment).
Happens(Start_activityS(ExamineSite), 40).
41
+Started_activityS(ExamineSite).
42
...
45
Happens(End_activityS(ExamineSite), 45).
46
-Started_activityS(ExamineSite). +Finished_activityS(ExamineSite).
Happens(EvalCondTrue(IsExternalHelpNeeded), 46).
47
+CondTrue(IsExternalHelpNeeded). Happens(Invoke(ExternalOrgWS), 47).
48
+ResponseReceived_serv(ExternalOrgWS). Happens(Start_activityS(PlanRecovery), 48).
49
+Started_activityS(PlanRecovery).
50
...
63
Happens(End_activityS(PlanRecovery), 63).
64
-Started_activityS(PlanRecovery). +Finished_activityS(PlanRecovery).
Happens(Start_activityS(RecoverPriorityItems), 64).
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65
+Started_activityS(RecoverPriorityItems).
66
...
84
Happens(End_activityS(RecoverPriorityItems), 84).
85
-Started_activityS(RecoverPriorityItems). +Finished_activityS(RecoverPriorityItems).

7.3 Process verification

If there are some conflicts in the composition design and/or the specified constraints

are too strict, this leads to empty solution set and requires to verify the composition

process. In this section, we will first discuss the motivation for the proposed SAT

based symbolic model checking approach and then will discuss some of the properties

that can be verified using the proposed approach. Further, as the conflict clauses

returned by the SAT solver can be very large, we will also discuss the proposed

filtering criteria to reduce the clauses to identify the nature of conflicts.

7.3.1 Motivation

Traditional approaches for the Web services composition rely on a workflow-based

approach where the process is modeled using approaches such as BPMN and

are later translated to approaches such as WS-BPEL for their execution. The

traditional approaches for modeling the composition process are very intuitive

and make it easier to model the processes however this ease is coupled with lack

of strictness and the process specification includes arbitrariness allowing different

interpretations for a single process. As a result a number of approaches have been

approaches to define strict semantics to the processes in order to formally verify

them.

Further, the traditional workflow-based approaches for the Web services

composition are highly procedural as they over-constrain the composition pro-

cess making it rigid and difficult to handle dynamically changing situation .

In contrast some declarative approaches have been proposed in the literature

[Zahoor 2010a, van der Aalst 2006] that require the specification of constraints that

mark the boundary of any solution to the composition process and any solution

that respects the constraints associated with the composition process is consid-

ered a valid solution. In addition, the traditional approaches in general require

mapping the process (defined using procedural approaches such as WS-BPEL)

to some formal logic and then verifying the process and this makes it difficult to

verify the non-functional properties (such as temporal and security requirements)

associated with the composition process as for first, it is difficult to specify the

non-functional properties using the traditional approaches such as BPEL and

a number of approaches have been proposed as an extension to WS-BPEL for

specifying non-functional aspects and then to add formal semantics to them for
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their verification.

Specifying the exact and complete sequence of activities to be performed for the

composition process, as required by the traditional procedural approaches, however

does make it possible to use proposed automata or petri-nets based approaches

for design-time verification of composition process. However with the declaratives

approaches the process may be only partially defined and thus this makes it difficult

to use traditional approaches for the process verification as the transition system

for a declarative process can be very large as all the transitions have not been

explicitly defined (as by traditional procedural approaches). This motivates the

use of symbolic model checking using satisfiability solving for process verification,

instead of using explicit representation of state transition graphs and/or using the

binary decision diagrams. The verification properties can include the connectivity,

compatibility and behavioral correctness (safety and liveness properties) and the

proposed approach allows for both model checking the verification properties and

for identifying and resolving the conflicts in the process specification as a result of

process.

7.3.2 Verification properties

The proliferation of proposed approaches for composition process verification

has lead to numerous verification properties that are dependent on some specific

case-study [Röglinger 2009] such as the fitness property [Rozinat 2008] requires to

identify if the behavior of a composition process conforms to its implementation,

the usability verification property as proposed by [Schlingloff 2005, Martens 2005]

requires the composition process to terminate properly, syntactic compatibility

[Martens 2005] requires to identify if Web services can be composed (and thus

are compatible) with respect to their interfaces, while the semantic compatibility

requires to identify if the composition of Web services satisfies usability.

Some seminal work on categorizing the verification properties and defining cor-

rectness of the composition process can be found in [Röglinger 2009].The authors

have categorized the verification properties in application dependent and applica-

tion independent categories and have also classified them as structural or behavioral

correctness categories. Structural correctness requires that for each operation by

which a composition process is defined and exposes its functionality to other Web

services interface there is at least one identically named operation in participating

component Web services interface that matches with respect to number, sequence,

and types of parameters. Structural correctness can be verified by comparing the

WSDL-based interfaces of participating Web services and the invocation statements

WS-BPEL process specification or if the Web services are semantically annotated,

operations also need to be matched with respect to input and output parameters.

Structural correctness serves as the pre-requisite for verifying the behavioral

correctness of the composition process which requires that the sequences of
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messages to conform to the specified safety and liveness properties [Ouaknine 2005].

Safety claims must not be violated while the liveness claims must always hold

[Holzmann 2004]. Further, in terms of composition process verification there is

need to classify the behavioral claims into application-independent (generic issues

like mutual exclusion and deadlock freedom) and application-dependent (based on

specific use-cases ) categories [Röglinger 2009].

7.3.3 The proposed approach

For the proposed approach, the verification properties are added to the process

specification (in terms of event-calculus axioms) and then the reasoner is invoked for

instantiating the process, which indeed is the connectivity verification property. As

the composition process is (possibly) partially defined the basic verification objective

is to verify that if a solution exists that respects all the associated functional and

non-functional constraints for the process. In other words, we must ensure that the

fragments of (possibly) partially defined process can be connected in a way that the

orchestration is compatible with the constraints associated with the composition

process.

Connectivity and computability can ensure that there exists a solution to

composition process and is indeed a necessary condition for defining the cor-

rectness of the process. A connected process may represent a solution but as

the objective of the proposed approach is to handle dynamicity, process change

and the ability to self-heal and adapt to continuously changing situation by

finding alternatives based on current process state, the connectivity itself cannot

be considered as a sufficient condition. We can thus augment the verification

properties to also include the behavioral properties, such as the liveness and

safety properties. Connectivity and computability can ensure the safety properties,

for the initial solutions returned, as the process is connected and solution is

returned only if safety claims hold, while the liveness properties can ensure that

the alternatives to the solutions returned (if needed to cater for process change

during execution) can still hold the safety claims or not or which claims are violated.

The violations to verification properties, hard constraints or incorrect process

specification leads to conflicts that need to be identified and resolved. The

conflicts in process specifications can be broadly categorized into the syntactic

and semantic categories. The syntactic conflicts result due to erroneous process

specification and not following the syntactic rules for process specification using

Discrete Event-Calculus Language, such as not following the naming conventions

for instances, events or fluents definition. The DCReasoner allows to identify the

syntactic errors providing error description that can be used to rectify the syntactic

errors.

The semantic conflicts result from the process specification including deadlocks,
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hard and conflicting constraints. The specified composition goal (to hold at spec-

ified time-point) may not be possible to achieve if the dependency between two

components cannot be respected, within the specified time-frame. For instance, it

may be the case that starting two activities in parallel can achieve some specified

goal however executing them in sequence can lead to failure. The conflicts can be

based on local temporal constraints, such as the response-time for different compo-

nents can be higher to achieve the specified goal at specified time-point. Further

the conflicts can appear also due to the temporal constraints specified between dif-

ferent components, by the composition process. Further, the conflicts can be based

on security constraints associated with the composition process such as the SoD

constraint requiring prohibition to invoke of a service if another service had been

executed, possibly combined with temporal conditions (e.g. the ban lasts only two

hours), access control aspects such as the permission/prohibition to invoke a service

given a role.

7.3.4 Filtering the unsatisfiable-core

The event-calculus to SAT encoding can be very large especially with the increase

in time-points/free variables in axioms and with the complexity of the composition

process. As a result the set of un-satisfiable clauses (termed as unsatisfiable core)

can be very large and we thus propose to filter the unsatisfiable core, but before going

into the details of the filtering approach we first briefly discuss the event-calculus

to SAT encoding process.

The event-calculus to SAT encoding process is detailed in [Mueller 2006] and it

works by first applying syntactic transformations to all the input formulas contain-

ing the predicate symbols such as Initiates, Terminates, Releases, or Trajectory to

reduce resulting SAT problem size and the transformed formulas are added to the

conjunction of problem formulas. Then, conjunction of any problem formulas not

modified by syntactic transformations are also added and the Happens predicates

are completed in the conjunction of problem formulas. Further, in order to enforce

the commonsense law of inertia, explanation closure frame axioms from Initiates,

Terminates, and Releases axioms are added to the conjunction of problem formu-

las. Then, the conjunction of problem formulas are transformed into a propositional

calculus formula and finally ground atoms are mapped to the variables of the sat-

isfiability problem. A detailed discussion with corresponding example can be found

in [Mueller 2006].

In order to filter the unsatisfiable core, we propose to only consider the encoded

clauses added for formula axioms (that specify the control/data flow, temporal, se-

curity or other constraints for the particular problem). This allows us to ignore

the encoded clauses added for the frame and completion axioms, encoding of Initi-

ates/Terminates symbols, initial conditions for fluents, the composition goal and the

initial conditions for Releases axioms. The use of pattern based approach, further

allows to ignore the encoding of generic axioms needed to model the services and

activities.
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7.3.5 Example

The instantiated model for the composition design as presented in Section-7.2.1

shows that the composition problem does have a solution and it satisfies the

connectivity and safety properties associated with the process. However, the

process can also be augmented with liveness properties to explore other paths and

cases. As an example we consider the case of adding the liveness property that the

emergency staff is not there and reaches at the site once the CallStaffWS has been

invoked, as shown below:

Motivating example verification - adding liveness properties

{time} Happens(EvalConditionFalse(Is(SC/FC/CRR)Available), time).

The event-calculus axiom shown requires the reasoner to consider that the

condition to check the availability of the emergency staff should not hold at any

time-point (notice the existential quantification of the time variable). It is also

possible to modify and further constrain other aspects such as modifying the

time taken by fire-containment and others to conduct a design-time analysis for

the composition process. The result returned by the reasoner with the addition

of the liveness property is shown below (Condition abbreviated as Cond, activ-

ity(with/without)state abbreviated as activity(S/WS) and Invoke_synchservice

abbreviated as Invoke):

Figure 7.2: Liveness properties verification for the motivating example
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Liveness properties verification: instantiated model

0
Happens(Start_activityWS(Start), 0).
Happens(EvalCondFalse(IsCRRAvailable/IsFCAvailable/IsSCAvailable), 0).
1
+CondFalse(IsCRRAvailable/IsFCAvailable/IsFCAvailable). +Finished_activityWS(Start).
Happens(Invoke(CallStaffWS), 1). Happens(Invoke(FireBrigadeWS), 1).
2
+RespRecvd(CallStaffWS).
+RespRecvd(FireBrigadeWS).
...
16
Happens(EvalCondTrue(HasCRRArrived), 16). Happens(EvalCondTrue(HasFBArrived), 16).
17
+CondTrue(Has(CRR/FB)Arrived). Happens(EvalCondFalse(FalseAlarmCheckByFB), 17).
Happens(Invoke(AmbulanceWS/MeteorologyDeptWS/PoliceWS), 17).
18
+CondFalse(FalseAlarmCheckByFB).
+RespRecvd(AmbulanceWS/MeteorologyDeptWS/PoliceWS).
Happens(Start_activityS(FireContainment), 18).
19
+Started_activityS(FireContainment).
...
26
Happens(EvalCondTrue(HasFCArrived/HasSCArrived), 26).
27
+CondTrue(HasFCArrived). +CondTrue(HasSCArrived).
...
38
Happens(End_activityS(FireContainment), 38).
39
-Started_activityS(FireContainment). +Finished_activityS(FireContainment).
Happens(Start_activityS(ExamineSite), 39).
40 +Started_activityS(ExamineSite).
...
44
Happens(End_activityS(ExamineSite), 44).
45
-Started_activityS(ExamineSite). +Finished_activityS(ExamineSite).
Happens(EvalCondTrue(IsExternalHelpNeeded), 45).
46
+CondTrue(IsExternalHelpNeeded). Happens(Invoke(ExternalOrgWS), 46).
47
+RespRecvd(ExternalOrgWS). Happens(Start_activityS(PlanRecovery), 47).
48
+Started_activityS(PlanRecovery). ...
62
Happens(End_activityS(PlanRecovery), 62).
63
-Started_activityS(PlanRecovery). +Finished_activityS(PlanRecovery).
Happens(Start_activityS(RecoverPriorityItems), 63).
64
+Started_activityS(RecoverPriorityItems).
...
83
Happens(End_activityS(RecoverPriorityItems), 83).
84
-Started_activityS(RecoverPriorityItems). +Finished_activityS(RecoverPriorityItems).

Further, in order to demonstrate the process verification in case of a conflict

in process specification and corresponding filtering of the unsatisfiable-core, we
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first consider a simple example with two synchronous services, AmbulanceWS and

PoliceWS that need to be invoked (in parallel at time-point 0) to have response

from at time-point 1. However, we intentionally add a conflicting axiom to have the

activity PoliceWS dependent on service AmbulanceWS. The event-calculus model

for the composition process is shown below (Invoke_synchservice abbreviated

from actual model as Invoke and ResponseReceived_synchservice abbreviated as

RespRecvd):

Process specification with a conflict

load includes/synchservice.e
synchservice AmbulanceWS, PoliceWS

;the conflicting axiom
Happens(Invoke(PoliceWS), time) → HoldsAt(RespRecvd(AmbulanceWS), time).
HoldsAt(RespRecvd(synchservice), 1).

Invoking the SAT-solver for the process verification gives us a set of unsatis-

fiable clauses, as shown below. The unsatisfiable core returned by the reasoner

contains 7 clauses for a very simple composition process and with the increase in

problem complexity and size, the unsatisfiable core can be very large. However, the

proposed filtering on the unsatisfiable core can be very effective for reducing the size.

Unsatisfiable-core for the example

7 unsatisfied clauses:
-10 0: (!ReleasedAt(RespRecvd(PoliceWS), 0)).
-8 0: (!HoldsAt(RespRecvd(PoliceWS), 0)).
-7 0: (!HoldsAt(RespRecvd(AmbulanceWS), 0)).

4 6 8 -5 0: (Happens(Invoke(PoliceWS), 0) | ReleasedAt(RespRecvd(PoliceWS), 1) |
HoldsAt(RespRecvd(PoliceWS), 0) | !HoldsAt(RespRecvd(PoliceWS), 1)). 5 0: Hold-
sAt(RespRecvd(PoliceWS), 1).

7 -4 0: (HoldsAt(RespRecvd(AmbulanceWS), 0) | !Happens(Invoke(PoliceWS), 0)).
10 -6 0: (ReleasedAt(RespRecvd(PoliceWS), 0) | !ReleasedAt(RespRecvd(PoliceWS), 1)).

For the above mentioned unsatisfiable core, the clauses 4 6 8 -5 0 and 10 -6 0

are the frame axioms so they can be ignored. Then the axioms -10 0, -8 0 and -7

0 are the initial conditions for the fluents and initial conditions for the ReleasedAt.

Further, the axiom 5 0 is the composition goal and the only clause left is 7 -4 0:

(HoldsAt(RespRecvd(AmbulanceWS), 0) | !Happens(Invoke(PoliceWS), 0)). This

clause is transformed form of the dependency axiom in the process specification

requiring PoliceWS to started if the AmbulanceWS has finished and this clause is

causing the conflict because respecting the dependency, it is not possible to achieve

the composition goal. However, removing the dependency will allow services to be

invoked in parallel and thus achieve the composition goal.

The unsatisfiable core for the simple example contained only 7 conflict clauses

and they were filtered to have only one clause. The conflict clause is in fact based

on the proposed patterns for specifying the dependency amongst components, as

discussed in Section-5.1 and the use of pattern based approach thus further allows
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us to concentrate only on specific kind of clauses, once the unsatisfiable core has

been filtered. Let us now move to the motivating example and introduce a cyclic

dependency between the conditions to check CRR availability and the condition to

check if there is a false alarm, as shown in the model below:

Motivating example with deadlock

;check if it is a false alarm only if CRR is available
Happens(EvalCondTrue(FalseAlarmCheckByCRR), time) | Happens(EvalCondFalse (FalseAlarm-
CheckByCRR), time) → HoldsAt(CondTrue(IsCRRAvailable),time).

;the conflicting axiom - deadlock
Happens(EvalCondTrue(IsCRRAvailable), time) | Happens(EvalCondFalse(IsCRRAvailable), time)
→ HoldsAt(CondTrue(FalseAlarmCheckByCRR),time).

Invoking the SAT-solver for the process verification gives us a set of unsatisfiable

clauses as shown below:

Unsatisfiable-core for the motivating example with deadlock

5 unsatisfied clauses: -11125 0: (!HoldsAt(CondTrue(FalseAlarmCheckByCRR), 0)).
4215 0: Happens(Start_activityWS(Start), 0).
5118 8118 -4215 0: (Happens(EvalCondTrue(IsCRRAvailable), 0) | Happens(EvalCondFalse (Is-
CRRAvailable), 0) | !Happens(Start_activityWS(Start), 0)).

11125 -5118 0: (HoldsAt(CondTrue(FalseAlarmCheckByCRR), 0) | !Happens (Eval-
CondTrue(IsCRRAvailable), 0)).
11125 -8118 0: (HoldsAt(CondTrue(FalseAlarmCheckByCRR), 0) | !Hap-
pens(EvalCondFalse (IsCRRAvailable), 0)).

Analyzing the unsatisfiable core for the above example and focusing only on

the clauses for dependency pattern (the last two clauses), we can identify that

they are the transformed clauses for the newly added axiom causing the deadlock,

Happens(EvalCondTrue(IsCRRAvailable), time) | Happens(EvalCondFalse (IsCR-

RAvailable), time) → HoldsAt(CondTrue(FalseAlarmCheckByCRR),time). The

unsatisfiable core, however is not always very small and may contain a number of

clauses. As an example now we add a conflicting goal to the process specification

as shown below:

Motivating example specification with conflicting goals

HoldsAt(Finished_activitywithstate(RecoverPriorityItems), 90).
HoldsAt(Finished_activitywithoutstate(End2), 90).

Invoking the SAT-solver for the process verification gives us a large set of

2002 unsatisfiable clauses primarily because of grounding of the clauses to all

the time-points. However, by filtering, ignoring multiple groundings for the same

conflict clause and only focusing on the conflict clauses for specifying dependency

pattern, we narrow the unsatisfiable core to following clauses:
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Filtered unsatisfiable-core for the motivating example with conflicting goal

2 -6921 0: HoldsAt(RespRecvd(FireBrigadeWS),1) | !Happens(EvalCondTrue(HasFBArrived),1).
1808 -3019 0: HoldsAt(Started_actS(FireContainment),1)|!Happens(End_actS(FireContainment),1)
1817 -3028 0: HoldsAt(Started_actS(RecoverPriorityItems),1)|!Happens(End_actS (RecoverPrior-
ityItems), 1).
1814 -3025 0: HoldsAt(Started_actS(PlanRecovery),1) | !Happens(End_actS (PlanRecovery), 1)
4216 -4215 0: HoldsAt(Finished_actS(Start),1) | !Happens(Start_actWS(Start),0).

11118 11121 -1822 0: HoldsAt(CondTrue(IsCRRAvailable), 0) | HoldsAt(CondTrue (HasCRRAr-
rived), 0) | !Happens(Start_activityS(ExamineSite), 1).
11120 11122 -1813 0: HoldsAt(CondTrue(IsSCAvailable), 0) | HoldsAt(CondTrue(HasSCArrived),
0) | !Happens(Start_activityS(PlanRecovery), 0).
11128 11135 -1 0: HoldsAt(CondFalse(IsCRRAvailable), 0) | HoldsAt(CondFalse( FalseAlarm-
CheckByCRR), 0) | !Happens(Invoke(FireBrigadeWS), 0).

7518 -4230 0: Happens(EvalCondTrue(FalseAlarmCheckByFB),0) | !Happens
(Start_activityWS(End2),1).
11124 -10518 0: HoldsAt(CondTrue(HasFBArrived),0) | !Happens(EvalCondFalse (FalseAlarm-
CheckByFB),0).
4212 -7818 0: HoldsAt(Finished_activityS(ExamineSite),0) | !Happens(EvalCondTrue (IsExternal-
HelpNeeded),0).

11126 -4221 0: HoldsAt(CondTrue(FalseAlarmCheckByFB), 0) | !Hap-
pens(Start_activityWS(End2), 0).

11136 -1807 0: HoldsAt(CondFalse(FalseAlarmCheckByFB), 0) | !Hap-
pens(Start_activityS(FireContainment), 0).

From the filtered unsatisfiable core mentioned above, the last two axioms specify

that in order to have the conflicting goal achieved, the condition FalseAlarmCheck-

ByFB should be both evaluated to true and false and this highlights the conflict in

specification.

7.4 Summary

The proposed components for the process specification, as discussed in Section-4.3,

also include the Nodes that need to be discovered and instantiated to some concrete

Web services based on some specified constraints. In this chapter, we have first

discussed a SQWRL based nodes instantiation approach by also providing a brief

background for the SQWRL. The choice of using SQWRL based approach is based

upon the observation that the event-calculus based approach for nodes instantiation

may incur some over-head, as we discussed in Section-4.3, and an external approach,

where nodes are resolved and candidates Web services are added to the process

specification before instantiating the process seems more efficient.

Then, as the proposed declarative event-calculus based composition process spec-

ification may only be partially defined (in terms of process fragments) and may con-

tain conflicts or inconsistencies, we have discussed the process instantiation which

aims to find a solution for possibly partially defined composition process, connect-

ing different process fragments respecting any functional and non-functional aspects

associated with the process. Further, if there are some conflicts in the composition

design and/or the specified constraints are too strict, this leads to empty solution
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set and we have discussed the proposed SAT approach for the verification of the

composition process to identify any conflicts or hard constraints. Further, the set

of conflict clauses returned by the SAT solver (called unsatisfiable-core) can be very

large and we have discussed the filtering criteria based on the patterns and the

structure of conflict clauses. Further, we have also reviewed the motivating example

and discussed process instantiation and verification for the motivating example.
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The instantiated solution(s) returned by the reasoner serves as a plan for the

process execution by mapping different events and axioms defined for specifying

the composition process to actual actions to be taken by process run-time. For

instance, the defined events to invoke services can be mapped to actual service

invocation calls by the process run-time. Further, once the process is in execution

the need to monitor the Web services composition process during execution stems

from two major objectives. At one hand continuously monitoring the resource

utilization, SLA’s violation, or some domain specific Key Performance Indicators

(KPI’s) may be required to measure the performance or to fulfill some domain

specific monitoring requirements. Then, as the Web services are autonomous

and only expose their interfaces, composition process is based on design level

service contracts and the actual execution of composition process may result in

the violation of the design-level services contracts due to errors such as network

or service failures, change in implementation or other unforeseen situation. This

highlights the need to detect the errors and react accordingly to cater for them.

The reaction may include to calculate the effect the violation has on the overall

process execution and then to recover from it.

The proposed event-based monitoring framework [Zahoor 2011] allows to specify

and reason about the monitoring properties during composition process execution.

The composition process is specified using the event-calculus and is then used to

instantiate, verify and execute the composition process (see Figure 8.1-➀). The

instantiation phase involves finding a solution to the composition process using

the event calculus reasoner and the instantiated plan is then executed using the

execution engine (see Figure 8.1-➁).
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Figure 8.1: Proposed monitoring framework

The proposed monitoring framework (see Figure 8.1-➂) works during the com-

position process execution and is divided into three phases. The specification phase

requires the user to specify the functional and non-functional properties that needs

to be monitored to identify anomalies or needed for KPI’s measurement. Then, the

detection and effects calculation phase is both responsible for detecting any viola-

tions based on the specified properties and to calculate the side-effects the detected

violation has on the overall process. Then, the response phase uses the user-specified

actions to respond to the monitored property. In the sections to follow, we will first

discuss the monitoring properties specification in Section-8.1 and then will discuss

how the detection and effects calculation works once a violation is detected, in

Section-8.2. Then, we will discuss the possible response actions to cater for the

monitoring properties, in Section-8.3.

8.1 Properties specification

The specification phase requires the user to specify the functional and non-functional

properties that needs to be monitored to identify anomalies or needs for KPI’s mea-

surement. The properties that need to be monitored are added to process description

either at the process design (if they are already known, Figure-8.1-➀) or they can

be added to the process specification at the execution time. In the later case the

process specification is updated and an updated instantiated solution is sought, in

order to verify any conflicts and to get an updated execution plan as a result of

process change during execution (see Figure 8.1–3➝1 ).

Properties that can be monitored include the functional aspects such as moni-

toring the invocation and execution order or they can be based on non functional

aspects such as temporal aspects requiring to monitor the response time for a ser-

vice, delay between successive invocations of the service or monitoring invocation

time-frame for a service. Further, the properties can also be based on data such as
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monitoring the data availability, validity and expiry or based on the security proper-

ties such as monitoring the data integrity, confidentiality, access-control. The choice

of highly expressive event-calculus formalism even allows to combine the properties

related to temporal, security and other aspects such as monitoring the data validity

and access control within specific time frame which may be needed for instance,

during dynamic task delegation (see [Gaaloul 2010] for details).

8.2 Detection and effects calculation

8.2.1 Detection

The detection of the violations can be handled at different levels using the proposed

framework. At a basic level we first consider the violations to the execution plan,

which is handled by maintaining an event repository which keeps track of all the

messages exchanged between the composition process and the participating services

during process execution. This repository is then used to find any mismatch be-

tween the temporal ordering of actual events and the ones mentioned in the initial

instantiated plan. Using the basic detection technique, it is possible to find viola-

tions to the execution plan or the invocation and execution order of the services.

However such a detection level may not be useful in detecting data values based or

other low-level violations, as using the event-calculus, the process is modeled at an

abstract level. This can be handled by also abstracting the processing of verifying

the data values and other low level service details by using event-calculus fluents.

For instance, we can have a fluent ResponseValid(SomeService) and an event called

ValidateResponse(SomeService), and whenever data is received from a service we

check for its validity. Then, if the data is not considered valid, based on application

level checks on data, the fluent ResponseValid(SomeService) does not hold and in-

turn results in a mismatch between the initial instantiated plan and actual service

execution. The detection phase may thus require the execution engine support (for

instance checking data validity, see Figure 8.1-➁).

Then, in order to detect the monitoring properties added at the execution time

(e.g. based on external events not there in the initial instantiated plan), the "abduc-

tion reasoning" mode can be used by adding the newly added events and monitoring

properties to the process model and re-invoking the reasoner. In case of no conflict

and violation, the reasoner returns an updated plan based on the added events and

monitoring axioms. However, if there is some conflict based on addition of new

events or if the newly added monitoring property is not satisfied, the reasoner re-

turns a set of unsatisfied clauses highlighting the error. The detection phase may

thus also require the reasoner support (see Figure 8.1–3➝1 ).

8.2.2 Effects calculation

Once a violation to some monitoring property is detected, the effects calculation

phase is responsible for calculating the side-effects this violation has on the over-
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all process flow. This allows to prioritize the violations based on their impact and

it may be possible to ignore some violations, for instance if the response time de-

lay for a service has no effect on the overall process goal and other functional and

non-functional properties associated with the composition process. As the proposed

approach allows to reason about the composition process and as the approach is

based on event-calculus with different reasoning modes, the effects calculation is

achieved by adding the partial plan with the violation to the initial plan and re-

invoking the reasoner. Although the process may seem similar to the detection of

monitoring properties added at the execution-time, there is one major difference;

instead of using the "abduction reasoning" we use "deduction reasoning" in the

effects calculation phase. This may further allow to foresee any anomalies which

may not be evident now but may happen later in the process execution. The ef-

fects calculation phase thus requires the support from the event-calculus reasoner

to perform deductive reasoning (see Figure 8.1–3➝1 ).

8.3 Response

The response for the monitoring properties may involve some domain specific actions

to cater for or measure the KPI’s and other parameters (such as logging, performance

evaluation) needed for the successful process execution. Then, in order to cater for

the monitoring violations detected at the execution time, different recovery actions

can be used in-order to recover from the violation. These actions may include to

ignore the violation, terminate the process, re-invoke or substitute the service, find

an alternative solution based on current process state or backtrack to some previous

state and then seek an alternative solution and others. Below we briefly discuss the

alternative-path as a recovery action as it highlights the need for a reasoning-based

approach.

The recovery process is handled by adding the current process state (with the

violation) and re-invoking the reasoner to perform abductive reasoning for the goal.

However, it is not always possible to recover from a violation AND respecting the

associated constraints and composition goal. As a result, some constraints may

require to be relaxed and the proposed approach allows to identify the conflicting

clauses and hard-constraint if a recovery solution is not possible. The proposed

approach thus preserves all the functional and non-functional constraints associated

with the composition process (unless needed to be relaxed) while performing recov-

ery. Further, the proposed approach allows both to find a new solution based on

the current process state (thus specifying what steps should be taken now to recover

from the violation and hence termed forward recovery) or to backtrack to some pre-

vious activity (if possible) and try to find a new from there. The response phase

may require the execution run-time support (for instance actions such as logging,

KPI’s measurement, see Figure 8.1–3➝2 ) and may also require the support from

the DECReasoner in order to do abductive reasoning for actions such as finding

alternatives (see Figure 8.1–3➝1 ).
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8.4 Example

For the motivating example, we consider that the event-calculus based composition

process specification has been instantiated, as discussed in Section-7.2.1, and

different solutions and cases have been explored, as discussed in Section-7.3.5. One

particular instantiated solution (or a set of solutions based on initial context) is

then chosen for execution and for this example, we consider that the initial solution

requiring CRR/FC/SC to be there, Section-7.2.1 is chosen for execution. The

solution returned by the reasoner states what event happen at which time-point

and corresponding world-state representing the effects of events. The event-calculus

Happens axioms thus can serve as the plan to execute the process and the table

below represents the execution plan for the motivating example:

Execution plan for the motivating example

Happens(Start_activityWS(Start), 0).
Happens(EvalCondTrue(IsCRRAvailable/IsFCAvailable/IsSCAvailable), 0).
Happens(EvalCondFalse(FalseAlarmCheckByCRR), 1).
Happens(Invoke(AmbulanceWS/CallStaffWS/FireBrigadeWS/MeteorologyDeptWS/PoliceWS), 2).
Happens(EvalCondTrue(HasFBArrived), 17).

Happens(EvalCondFalse(FalseAlarmCheckByFB), 18).
Happens(Start_activityS(FireContainment), 19).
Happens(End_activityS(FireContainment), 39).
Happens(Start_activityS(ExamineSite), 40).
...

According to execution plan shown above, at the start of process the availability

of emergency staff is checked and thus as the result of an unfortunate fire incident

once the fire-alarms are activated (or composition process needs to be started

manually), the availability of emergency staff is checked. The execution plan further

requires all CRR/SC/FC to be there however as mentioned earlier this plan is

based on the solution returned by the reasoner for the design-level contracts. Let us

consider that at the execution time, it is the case that only CRR is there and other

emergency staff is absent. This would result in a mismatch from the execution plan

and a violation is thus detected. In order to cater for the violation (and to get an

updated execution plan) the process specification needs to be updated by adding

the violation and re-invoking the reasoner. The updated composition process is

shown below:

Updated process specification to cater for monitored violation

Process specification ...
Happens(EvalConditionTrue(IsCRRAvailable), 0).
Happens(EvalConditionFalse(IsFCAvailable), 0).
Happens(EvalConditionFalse(IsSCAvailable), 0).

Invoking the reasoner gives us a new solution (as similar to the one discussed

in Section-7.3.5) suggesting that as the FC/SC are not available, they can still be
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there once the CallStaffWS is invoked. The solution re-computation to cater for

violation to the execution plan is repeated for all the violations to the execution

plan such as the time taken for the fire-containment, arrival time for the emergency

staff and so on. Further at any time during process execution, the process can

be updated to have the components and constraints to be added, modified and

removed. For instance, let us consider a new requirement to be added to the

process (once it is known that the FC/SC are not there) that the arrival time of

staff members (SC/FC) should be logged. In order to add the logging monitoring

property, we can define multiple activities for logging each staff member, such as

LogSCArrival and LogFCArrival. Then we can add axiom that whenever the arrival

condition for some staff member holds true, we start the corresponding logging

activity. The event-calculus model below should be added to process specification

for the logging, activitywithoutstate abbreviated as activity_WS :

Process change while in execution - adding logging property

activity_WS LogFCArrival, LogSCArrival
Happens(Start_activityWS(Log(FC/SC)Arrival), time) → HoldsAt(CondTrue(Has(FC/SC) Ar-
rived), time).

Then, the reasoner needs to be re-invoked to have an updated solution to cater

for the newly added requirement and the result returned by the reasoner (shown

below) shows that at the arrival of the FC and SC the corresponding logging

activities need to be started.

Updated instantiated solution to cater for process change

...
27
Happens(EvalCondTrue(Has(FC/SC)Arrived), 27). 28
+ConditionTrue(HasFCArrived). +ConditionTrue(HasSCArrived).
Happens(Start_activityWS(Log(FC/SC)Arrival), 28).
29
+Finished_activityWS(Log(FC/SC)Arrival).
30
...

In order to further elaborate the process change while in execution we consider

a new security requirement added to the composition process specification once

the ExamineSite activity is started. It is required that the recovery process for

the items should be only be handled by a professional conservator. In order to

handle this requirement, we can create a new condition representing that the

Conservator has been arrived (HasConservatorArrived) and lets assume that the

conservator arrives 20 minutes after the ExternalOrgWS has been invoked. The

process specification is updated as follows:
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Process change while in execution

condition HasCONSArrived
Happens(EvalCondTrue(HasCONSArrived), time) | Happens(EvalCondFalse(HasCONSArrived),
time) → HoldsAt(RespRecvd_synchservice(ExternalOrgWS),time).

Happens(Invoke_synchservice(ExternalOrgWS), time) → Happens(EvalCondTrue(HasCONSArrived),
time+20) | Happens(EvalCondFalse(HasCONSArrived), time+20).
Happens(EvalCondTrue(HasCONSArrived), time) | Happens(EvalCondFalse(HasCONSArrived),
time) → Happens(Invoke_synchservice(ExternalOrgWS), time-20).

Happens(Start_activityWS(RecoverPriorityItems),time) → HoldsAt(Finished_activityWS (Plan-
Recovery),time) & HoldsAt (CondTrue(HasCONSArrived),time).

The last axiom in the model above updates the invocation axiom for the

RecoverPriorityItems activity and enforces that the conservator should be there

before the start of the RecoverPriorityItems activity. Changing the process

specification will again require re-instantiating the process and in order to get an

updated solution we update the composition process to include the events that

have already happened (the partial execution plan), and models for newly added

security requirement and re-invoke the reasoner. The updated model is shown below:

Updated instantiated solution to cater for process change

...
Happens(EvalCondTrue(IsExternalHelpNeeded), 46).
47
+CondTrue(IsExternalHelpNeeded). Happens(Invoke(ExternalOrgWS), 47).
48
+ResponseReceived(ExternalOrgWS).
...
62
Happens(EvalCondTrue(HasCONSArrived), 62).
63
+CondTrue(HasCONSArrived). Happens(End_activityS(PlanRecovery), 63).
64
-Started_activityS(PlanRecovery). +Finished_activityS(PlanRecovery).
Happens(Start_activityS(RecoverPriorityItems), 64).
65
+Started_activityS(RecoverPriorityItems).
...
84
Happens(End_activityS(RecoverPriorityItems), 84).
85
-Started_activityS(RecoverPriorityItems). +Finished_activityS(RecoverPriorityItems).

8.5 Summary

In this chapter, we have discussed the proposed approach for monitoring Web

services composition process while in execution. The proposed monitoring

framework [Zahoor 2011] is event-based and allows to specify and reason about

the monitoring properties during composition process execution. The proposed

monitoring framework (see Figure 8.1-➂) is divided into three phases and in this
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chapter we have first discussed the specification phase which requires the user to

specify the functional and non-functional properties that needs to be monitored to

identify anomalies or needed for KPI’s measurement.

Further, we have discussed the detection and effects calculation phase which is

both responsible for detecting any violations based on the specified properties and

to calculate the side-effects the detected violation has on the overall process. Then,

we have discussed the response phase which uses the user-specified actions to re-

spond to the monitored property. We have also discussed the monitoring properties

specification, detection, effects calculation and recovery for the motivating example.
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The event-calculus models for the proposed framework are specified using the

discrete event calculus language [Mueller 2006] and all the models mentioned earlier

can be directly used for reasoning purposes. In this chapter we will first discuss

overall architecture for the proposed approach. We will then present the ECWS

tool and enhancement to the DECReasoner for process verification and optimizing

the encoding process, in the sections to follow. In the last section, we will detail the

performance evaluation results.

9.1 Overview

As discussed earlier, the DECReasoner is a program for performing automated com-

monsense reasoning using the discrete event calculus [Mueller 2006]. It supports

different reasoning modes (as required by the proposed approach) including deduc-

tion, abduction, model finding and others. The tool is open-source and thus we were

able to modify the source code to enhance the SAT encoding process and include

zchaff/zverify_df solvers support for the process verification.

The event-calculus based composition model and DECReasoner can reason

about the Web services composition process at an abstract level. In order to

have a concrete solution we propose the following implementation architecture,

Figure-9.1. The composition process starts when the user specifies the composition

design, using a Java based application called ECWS, allowing to drag and drop

components and provide constraints. Then, the Java-based application translates

the composition design to event calculus based model in following phases:

The pre-processing phase discovers and binds the Web service nodes to con-

crete Web services instances using the SQWRL based approach, we discussed in
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Figure 9.1: Implementation architecture

[Zahoor 2009b]. The nodes instantiation process itself can be purely event-calculus

based as we discussed earlier, but due to performance issues we propose to use

the pre-processing phase. The pre-processing phase may also involve handling the

time-units of different participating components as we discussed in Section-6.1.5

and allowing the user to select one particular service from the candidate services

returned as a result of nodes instantiation.

The translation phase follows which does the event calculus translation using

the following guidelines. For all the services (and other components), corresponding

include files are added to resulting output file (along with general files root.e and

ec.e). Then for specifying control/data flow, temporal and security requirements

corresponding patterns are used and resulting axioms are added to the event-calculus

model.

The DECReasoner is then invoked to process the file, during the process in-

stantiation phase, to either provide possible solutions or detect conflicts. In case of

conflicts the verification phase attempts to identify the conflicts and may require to

updated the composition design to resolve the conflicts or hard constraints and to

re-invoke the reasoner. In case of multiple solutions, the user can be given option to

select one particular solution which is then used by the Java application to perform

the actual services execution. The semantics of different events (such as invoke) can

be roughly mapped to WS-BPEL for execution and while the process is in execution,

an event repository data structure is maintained at the Java application layer. This

repository is updated with every service call and response reception and is com-

pared to the initial solution returned by the reasoner at each step for the process

monitoring. In case of a violation/recovery actions, event calculus translated file is

updated and sent to reasoner.
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9.2 Composition design using ECWS

In order to abstract the event-calculus models from the process-designer and

automate the composition process specification, verification and monitoring, we

have implemented a Java-based application, called ECWS, that provides a user

friendly interface for specifying the composition design, Figure-9.2. The application

has three different sections, the left one listing components (Web services), the

right one allows to specify the control/data flow amongst components and the

middle one showing process specification and any results obtained.

Figure 9.2: The ECWS application for composition design

The components section includes the Web services already added and options

to add or remove more services, Figure-9.3. Instances of already known services

can be added to (or removed from) the process specification section and once added

they can be dragged and moved around. The control/data flow section includes

options to specify the dependency amongst services and update any conditions if

conditional invocation is sought, Figure-9.3. The dependencies can be added and

removed and specifying multiple services to be dependent on some particular service,

will result in a Split and ECWS will show a dialog box allowing user to specify the

Split scheme (AND/OR based split, Section-5.2). The process specification section

is also updated to reflect any dependencies added between services.

Then on the bottom left of the components section, is the GENERATE button

that will generate event-calculus models for the specification and will automatically

invoke the DECReasoner to reason about the generated even-calculus models. The

resulting models returned by the DECReasoner are then displayed to the user both

in the RAW form and by parsing them and aligning them with a time-modeling

approach which shows the models using a graphical interface, Figure-9.4.

The proposed ECWS application for the process specification is still in early
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Figure 9.3: Adding a new service and specifying dependency between Web services

phases and only serves as a proof of concept prototype. Although it can handle

partial process specification, can automatically generate event-calculus models and

can directly invoke the reasoner and parse the results returned, it does not handle

process verification and monitoring.

Figure 9.4: Displaying result after invoking DECReasoner

9.3 Enhancements to DECReasoner

As discussed earlier, in order to use the DECReasoner domain description (specified

using Discrete Event Calculus Reasoner language) that includes an axiomatization

describing domains of interest, observations of world properties at various times, and

a narrative of known event occurrences is placed in a file. The DECReasoner is then

invoked for the domain description and it firsts transforms the domain description

into a satisfiability (SAT) problem. It then invokes a SAT solver (relsat), which

produces zero or more solutions and resulting solutions are decoded and displayed

to the user.
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9.3.1 Process verification using zchaff/zverify_df

However, if relsat solver produces no models (as a result of some conflict in the

process specification), the DECReasoner then invokes the walksat solver first with

the -target parameter having value 1 and then (if previous run fails) with -target

parameter having 2. If the walksat run fails again, the DECReasoner gives up

without providing any solution. If the invocation of walksat solver does return a

set of unsatisfiable clauses it is suggested that one or two unsatisfied clauses may

be helpful for debugging while three or more unsatisfied clauses tend to be less

useful [Mueller 2006]. Further it is suggested that as the walksat is stochastic, it

is possible to get a different set of unsatisfiable clauses on different runs and by

looking at different sets of unsatisfiable clauses would be helpful in debugging the

process model.

However, we believe that this approach may be somewhat helpful for simpler

models however it is not possible to use this as a verification approach as neither

walksat is always able to identify unsatisfiable core, nor the size of unsatisfiable

core is small enough to be manually observed. As a result we have modified the

DECReasoner code to have zchaff/zverify_df as the solver to use for the process

verification. Zchaff is an implementation of the Chaff algorithm and won the Best

Complete Solver in both industrial and handmade bench-mark categories for SAT

2002 Competition. It is also integrated with the BlackBox AI planner, NuSMV

model checker and others. The output from zchaff can also be used by zverify_df

tool to get a set of unsatisfiable clauses that can be used for the process verification.

The modified verification approach thus first invokes the zchaff solver instead

of walksat and the output from the zchaff is passed to zverify_df for identifying

a set of unsatisfiable clauses. These unsatisfiable clauses can be then filtered, as

discussed in Section-7.3.4 and we have also modified the encoding process to log

that which clauses represent the frame axioms (and others) and this information

can help to automate the filtering process.

9.3.2 Event-calculus to SAT encoding

Then, one important limitation of DECReasoner is the time taken for event-calculus

to SAT encoding which increases exponentially with the increase in time-points

and introducing complex axioms involving multiple free variables, as we discussed

in [Zahoor 2010a, Zahoor 2010b]. As the proposed approach requires invoking

the reasoner multiple times (instantiation, monitoring and recovery) the encoding

process can thus be bottleneck. In this work, we have thus modified the encoding

process by two approaches. First, the process encoding is done only once during

the instantiation phase of the DISC framework and encoding for any subsequent

changes to the process description, such as during process execution or during
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effects calculation phase of the proposed monitoring framework, is added to the

initial process encoding.

Further, we have thoroughly analyzed and modified the c language code for the

encoding process to improve performance. Profiling the encoding process (using

Shark) helped us identify that the strcmp function is proving to be bottleneck

once an element is sought from the hash table. On further investigation, we

identified that the hashing function (DictHash) is not that efficient as it tries

to calculate the hash-value based on first 6 characters of the input symbols.

However, the structure of input symbols (in general) is such that only last few

characters differ from other symbols. This results in a lot of collisions/chaining

and subsequent use of strcmp takes all the time. By just changing the hash

function to calculate the hash based on last 6 characters of the input symbol we

can avoid a lot of hashing conflicts and this improves performance. The updated

hash function is shown below and we also discussed the proposed changes with

Erik T. Mueller, who is responsible for initial implementation of DECReasoner at

IBM and the changes can now be downloaded from DECReasoner official Website 1.

int DictHash(Dict *d,char *symbol)

{

unsigned char s[6];

size_t len;

len=(size_t)strlen(symbol);

memset(s,0,6);

if (len > 6) {

memcpy(s,symbol+(len-6),6);

} else {

memcpy(s,symbol,(size_t)len);

}

return (int)(((s[1]+s[5]+(s[0]+s[4])*(long)256) +

(s[3]+s[2]*(long)256)*(long)481) % d->size);

}

9.4 Performance evaluation

In this section we will detail the performance evaluation results for the motivating

example. The tests were conducted on a MacBook Pro Core 2 Duo 2.53 Ghz and 4GB

RAM running Mac OS-X 10.6. The DEC reasoner version 1.0 and the SAT reasoner,

relsat-2.0 were used for reasoning. In order to complicate the composition process to

highlight the performance of different solvers for process instantiation/verification

and the effect of proposed modifications to the event-calculus to SAT encoding

process, we consider two cases.

The first one further complicates the motivating example by increasing the

number of components (and conditions) and adding the same control/data flow

constructs and temporal and security constraints for the newly added components

1http://decreasoner.sourceforge.net/
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Figure 9.5: Problem size increase with the number of components

(and conditions). The corresponding increase in the problem complexity and state

space (as we discussed for motivating the use of SAT-solver for process verification

in Section-7.3.1) is evident from Figure-9.5, with Y-axis showing the number of

variables and clauses in the SAT encoding for the motivating example while the

X-axis showing the number of components.

The performance evaluation results, Figure-9.5 show that the increase in number

of components results in increase in problem size and so as the state space needed

to model check the composition process. Further, we consider the time taken for

process instantiation (solution computation using relsat solver) and the effect of pro-

posed modifications to the encoding process in Figure-9.6, with X-axis representing

the number of components and the Y-axis representing the time in seconds. The

performance results indicate that the motivating example requires 7.6 seconds for

encoding the problem into a SAT problem (the original encoding approach) and only

0.3 seconds for solution finding using relsat solver. However, the original encoding

process does not scale well with the increase in problem size (by adding components)

while the modified encoding process (based on the changes we proposed in Section-

9.3.2) performs considerably better. The solution computation using the relsat is

very efficient.

Next, we consider the performance evaluation results for the process verification

using zchaff/zverify_df solver, Figure-9.6 with X-axis representing the number of

components and the Y-axis representing the time in seconds. The results indicate

the zchaff/zverify_df to be very efficient but this observation stems from the fact

that the zchaff/zverify_df only tries to find the minimal unsatisfiable-core, which

stays small even with the addition of more-components.

The composition process can also be complicated by adding the number of
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Figure 9.6: Encoding/solution time with increase in number of components
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Figure 9.7: Unsatisfiable-core computation using zchaff/zverify_df

time-points for the process specification and next we consider the performance

evaluation results for the motivating example, with the increase in time-points.

As with the case with the increase in number of components, the performance

evaluation results, Figure-9.8, indicate that the increase in number of time-points

results in increase in problem size and so as the state space needed to model check

the composition process.

The performance evaluation results for the time taken for process instantiation

(solution computation using relsat solver) and the effect of proposed modifications
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Figure 9.8: Problem size increase with the number of time-points

to the encoding process, with increase in the time-points are shown in in Figure-9.9,

with X-axis representing the time-points and the Y-axis representing the time in

seconds. The performance results indicate (as similar to Figure-9.6) that the the

modified encoding process (based on the changes we proposed in Section-9.3.2) per-

forms considerably better than the original encoding process and again the solution

computation using the relsat is very efficient.
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In this thesis, we have presented an event-based declarative and integrated ap-

proach called DISC that aims to bridge the gap between composition design, ver-

ification and monitoring. In this chapter will first review the problem description

and then will briefly discuss the proposed approach focusing on use of event-calculus

for specifying composition design, and the proposed approach for design-time ver-

ification and execution time monitoring and recovery. Further, we will discuss the

known limitations of the proposed approach and the future perspectives.

10.1 Problem description

Web services are defined as the software systems designed to support interoperable

machine-to-machine interaction over a network1 and they are in the mainstream of

information technology, paving way for inter and across organizational application

integration. Individual services may need to be composed to satisfy user needs and

thus high-level languages such as WS-BPEL and specifications such as WS-CDL

and WS-Coordination extend the service concept by providing a method of defining

and supporting orchestration (composition) of fine-grained services into more

coarse-grained value added processes. The Web services composition process has

different life-cycle stages, first the process designer needs to model the composition

process by using the fine-grained services to define new added-value processes.

Then the composition process needs to be verified to identify any anomalies and

1http://www.w3.org/TR/ws-gloss/
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conflicts (such as deadlocks) in the process specification and once the process

has been verified it is executed. Further, as the Web services are autonomous

and only expose their interfaces, composition process is based on design level

service contracts and the actual execution of composition process may result in

the violation of the design-level services contracts due to errors such as network

or service failures, change in implementation or other unforeseen situation. This

highlights the need to monitor and detect the errors and react accordingly to cater

for them.

The significance of Web services and composition of Web services into

value-added process has led to a number of proposed approaches that aim to

handle different aspects related to Web services composition at different life-cycle

stages. However, the proposed approaches are procedural (and rigid to handle

dynamically changing situations) and focus on some stage(s) of the composition

process life-cycle. The proliferation of partial solutions, the lack of expressiveness

and simplicity to handle both functional and non-functional aspects, the lack of

integration, the lack of recovery actions and the lack of flexibility thus mark the

motivation for our work. Below we briefly discuss the limitations of the proposed

approaches:

Lack of integration - The traditional approaches focus only on some stages of

process life-cycle and this lack of integration results in a complex model such as

at design-time first using BPMN/WS-BPEL for the process specification. Then

transforming the process specification to a particular automata with guards, and

using SPIN model checker [Fu 2004] for process verification, and finally using

some event-based approach for process monitoring while in execution. The lack of

integration not only results in a complex model but it is not always possible to

have a complete transformation from one modeling approach to other and with

the addition of non-functional (such as security and temporal) requirements the

transformation becomes even more complex and challenging. In addition, the

lack of integration leads to the approaches that does not allow to learn from the

run-time failures to provide the recovery actions such as re-planning.

Procedural composition model - A process model is called procedural when it

contains explicit and complete information about the flow of the process but only

implicitly keeps track of why these design choices have been made and if they are

indeed part of the requirements or merely assumed for specifying the process flow

[Goedertier 2008]. Although this adds a lot to the control over the composition

process, however as there is tradeoff between the control and flexibility, this control

comes at the expense of process flexibility and thus making the process rigid to

adapt to continuously changing situations and possibly not even conforming to the

process specification requirements. On the other hand, a process is termed as declar-

ative when it models the minimal (and only specified) requirements that mark the

boundary of the process and any suitable execution plan which meets the specified
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requirements is sought.

The proposed graph-based composition modeling approaches are mostly proce-

dural and although the graph-based approaches tend to be simpler and intuitive

for the process modeler for the composition design, they over-constrain the process

assuming the design choices that may not be present in the requirements but

only added to specify the process flow. The paradigm change from procedural

to declarative process modeling was advocated in [Pesic 2006] by introducing the

ConDec language for declarative process modeling. However, we believe that the

traditional AI planning (and so as rule-based) approaches for composition process

modeling are declarative and they have advantages in terms of expressibility,

flexibility and adaptability and dynamism as they are more expressive based and

are based on formal logic and flexible as only constraints that mark the boundary

of the process are specified. Further, the declarative approaches allow for specifying

more workflow patterns than the procedural ones.

Verification - The proposed approaches for the composition verification, in general,

require mapping the process (mostly defined using procedural approaches such as

BPEL) to some formal logic (such as petri-nets, automata or process logic) and then

using model checkers to verify the composition process. This transformation based

approach has two major limitations, first the proposed verification approaches are

based on traditional procedural approaches and as we detailed in the Chapter-3,

procedural approaches have less expressibility, flexibility and adaptability and dy-

namism as compared to the declarative ones. Further, the limited expressibility

makes it difficult to verify the non-functional properties (such as temporal, security

requirements or more importantly their combinations) associated with the compo-

sition process as for first, it is difficult to specify the non-functional properties using

the traditional approaches such as BPEL and a number of approaches have been

proposed as an extension to BPEL for specifying non-functional aspects and then it

is not trivial (is possible) to add formal semantics to them for their verification.

Specifying the exact and complete sequence of activities to be performed for the

composition process, as required by the traditional procedural approaches, however

does make it possible to use proposed automata or petri-nets based approaches

for design-time verification of composition process, however with the declaratives

approaches the process may be only partially defined and thus this makes it

difficult to use traditional approaches for the process verification as the transition

system for a declarative process can be very large. Further, the design-time

verification should be coupled with execution-time monitoring and complexity

of these approaches make them difficult to use for verifying the functional and

non-functional constraints associated with the process while handle process change

or recovery.

Event-based monitoring - Traditional approaches for the composition monitoring

are proposed as an extension to some particular run-time and are tightly coupled

and limited to it. In contrast the use of an event-based approach works on the
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message-level and thus is unobtrusive, independent of run-time and allows for in-

tegration of other systems and processes, as discussed in [Moser 2010]. Then, the

traditional monitoring approaches [Barbon 2006a, Baresi 2009, Mahbub 2004] build

upon composition frameworks that are highly procedural, such as BPEL, and this

in-turn poses two major limitations. First, they limit the benefits of any event-based

monitoring approach as the events are not part of the composition framework and

functional and non-functional properties are not expressed in terms of events and

their effects. Secondly the use of procedural approach for process specification does

not bridge the gap between organization and situation in a way that it is very diffi-

cult to learn from run-time violations and to change the process instance (or more

importantly process model) at execution time, and it does not allow for a reasoning

approach allowing for effects calculation and recovery actions such as re-planning or

alternate path finding as we discussed in [Zahoor 2010a].

10.2 The proposed approach

The motivation of our work stems from the process modeling, design-time verifica-

tion, execution-time monitoring and recovery in an integrated and declarative way

to cater for dynamically changing situations (for instance, crisis handling or the

logistics processes) and we have presented a real-world crisis handling process in

Section-2.2.

The objective of our thesis is thus to handle the process modeling, design-time

verification, execution-time monitoring and recovery in an integrated and declar-

ative way. Declarative approach results in a highly flexible composition process that

may be needed to cater for dynamically changing situations while integration simpli-

fies the approach by using the similar formalism for composition design, verification

and monitoring. The use of declarative and integrated approach further allows to

have recovery actions such as re-planning (to cater for monitored violations during

process execution) which are difficult to achieve using traditional approaches. In

this thesis, we have proposed an integrated declarative event-oriented framework,

called DISC (Declarative Integrated Self-healing web services Composition), that

serves as a unified framework to bridge the gap between the process design, verifi-

cation and monitoring and thus allowing for self-healing Web services composition.

In the sections to follow, we will briefly discuss the proposed approach.

10.3 Declarative composition design

The composition process modeling is the first and most important stage of the

composition process life cycle. The objective of composition process modeling is to

provide high-level specification independent from its implementation that should

be easily understandable.
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The proposed framework allows for a composition design that is declarative and

can accommodate various aspects such as partial or complete process choreography

and exceptions, data relationships and constraints, Web services dynamic binding,

compliance regulations, security or temporal requirements or other non-functional

aspects. We have based the composition design on event-calculus and defined pat-

terns for specifying the functional and non-functional aspects using event-calculus

for process specification, instead on relying on different formalisms or extensions for

specifying different aspects as required by traditional approaches such as WS-BPEL.

In this section we will first provide an overview of different components modeling us-

ing event-calculus. Further, we will discuss patterns for specifying control and data

flow between them and will also provide an overview for modeling non functional

(temporal and security) requirements modeling using event-calculus.

10.3.1 Components

The various components that constitute the composition design can be broadly

divided into activity and service categories, Section-4. Activity is a general

terms for any work being performed while the services include either the Web

services instances already known or abstract Web services (called nodes) that

need to be discovered based on some specified constraints. Detailed event-

calculus based models for different activity types can be found in Section-4.1 and

the table below provides pointers to different related sections for modeling activities.

Activities Section for event-calculus models

Activities with states Event-calculus model is discussed in Section-4.1.1, in order to use the model
include activitywithstate.e to the event-calculus file.

Instantiated model A basic example showing how to use the activitywithstate.e for reasoning
using DECReasoner is shown in Section-4.1.2.

Without states A simplified model, where activity states are not needed is discussed in
Section-4.1.3 and corresponding include file is activitywithoutstate.e.

Activities with restart Activities that need to be restarted are modeled in Section-4.1.4 and corre-
sponding include files are activity(with/without)staterestart.e

Then, detailed event-calculus models for Web services supporting different

invocation modes (synchronous, asynchronous) can be found in Section-4.2 and the

table below provides pointers to different related sections for modeling different

Web service types.

Web services Section for event-calculus models

Synchronous Web services model with synchronous invocation mode is discussed in Section-
4.2.1. Corresponding include files are synchservice(withdelay).e.

Asynchronous (pull) Pull-based asynchronous Web services invocation model is presented in
Section-4.2.2, corresponding include file is asynchpullservice.e.

Asynchronous (push) Push-based asynchronous invocation model is discussed in Section-4.2.3, cor-
responding include file is asynchpushservice.e.

Services(re-invoke) EC model for Web services that need to reinvoked (for instance within loop
body) is discussed in Section-4.2.4, corresponding include files are (asynch-
pull/asynchpush/synch)servicewithreinvoke.e

Nodes A brief discussion about the nodes is presented in Section-4.3.
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10.3.2 Control/Data flow specification

We have presented a pattern-based approach for specifying the control/data flow

between different components and detailed discussion about patterns and their

usage for different constructs can be found in Section-5. The table below provides

pointers to different related sections for modeling different control and data flow

constructs.

Construct Section for event-calculus model

Dependency Event-calculus based patterns for specifying dependency between two compo-
nents is discussed in Section-5.1.

Split & Join Patterns for Split and Join constructs (including different split/join schemes)
is presented in Section-5.2.

Conditions Event-calculus model for specifying conditions is discussed in Section-5.3 and
corresponding include file is condition.e.

Iteration Patterns for specifying iteration construct is discussed in Section-5.4.

Data Event-calculus model for specifying request/response data is discussed in
Section-5.5, corresponding files are request.e and response.e.

Messages EC model for specifying the message transfer between two components includ-
ing patterns for its usage is discussed in Section-5.6, corresponding include
file is messagedata.e.

10.3.3 Temporal and security aspects

Using event-calculus as the modeling formalism also allows to specify the temporal

constraints for the composition process, Section-6.1. The temporal constraints can

either be local to a component (such as specifying the time it takes for a service

to produce response) or they can be imposed by the composition process on the

participating components (such as specifying the delay between the invocation of

two services). Further, the temporal constraints can be either control based (such

as specifying the delay between the successive invocation of component) or they

can be data-based temporal constraints (such as data validity constraints). The

table below provides pointers to different related sections for modeling different

patterns of temporal requirements.

Temporal patterns Section for event-calculus model

Response time Event-calculus based pattern for specifying the time taken by components to
finish execution is discussed in Section-6.1.1.

Restart/Refresh Pattern for specifying components re-invocation (either after some specific
time or based on data invalidity) is presented in Section-6.1.2.

Time frame EC Pattern for specifying the time frame allowed for a component’s execution
is presented in Section-6.1.3.

Interval algebra Patterns based on base relations of Allen’s interval algebra are discussed in
Section-6.1.4.

Time units An approach to cater different time-units used for specifying temporal aspects
for different components is discussed in Section-6.1.5.
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The choice of event-calculus as the modeling formalism also allows to handle

the security requirements in the composition process. An overview about different

security requirements for the composition process can be found in Section-6.2.1.

Further, the security requirements can be handled at different interaction levels for

the participating Web services in the composition process. The table below provides

pointers to different related sections for modeling different security requirements.

Security requirement Section for event-calculus model

Data confidentiality, retention and in-
tegrity

Event-calculus based patterns and brief for specifying data
confidentiality, retention and integrity is discussed in Section-
6.2.3.

Authentication/ Authorization Patterns for specifying Authentication/Authorization is pre-
sented in Section-6.2.4.

Dynamic Task Delegation A brief overview of the event-calculus based approach for dy-
namic task delegation is discussed in Section-6.2.5.

10.4 Process verification and monitoring

For the process design-time verification we have proposed a symbolic model checking

approach using satisfiability reasoning. The need for the satisfiability solving for

process verification stems from multiple sources; first as the composition process

may be declarative and partially defined by only specifying the constraints that

mark the boundary of the solution to the composition process and the objective is to

find solution(s) that respect those constraints (and which is connectivity verification

property), satisfiability solving can thus be used to solve the problem by encoding

it as a satisfiability problem, representing the constraints.

Further, the state space of a declarative process can be significantly large, as

the process is only partially defined and all the transitions may not have been

explicitly defined (in contrast to procedural approaches), and thus it makes it

easier to do the symbolic model checking instead of using explicit representation of

state transition graphs and/or using the binary decision diagrams. The verification

properties can include the connectivity, compatibility and behavioral correctness

(safety and liveness properties) and the proposed approach allows for both model

checking the verification properties and for identifying and resolving the conflicts

in the process specifications a result of process verification. Further, as the conflict

clauses returned by the SAT solver can be very large, we have proposed filtering cri-

teria to reduce the clauses and defined patterns for identifying the nature of conflicts.

For the execution-time monitoring (and recovery from any monitored violations)

we have proposed an event-based message-level monitoring approach that allows to

reason about the events and does not require to define and extract events from pro-

cess specification, as the events are first class objects of both design and monitoring

frameworks. As the proposed monitoring approach builds upon event-calculus based

composition design, it allows for the specification of monitoring properties that are
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based on both functional and non-functional (such as temporal, security or their

combinations) requirements. These properties are expressed as event-calculus ax-

ioms and can be added to the process specification both during process design and

during the process execution. The proposed monitoring approach both allows for

KPI’s measurement(that may be needed for process evaluation or result in proac-

tive detection of any violations) and the detection of violations once they happen.

Different levels of detection are provided such as detection to the process execution

plan, detection to the violations based-on any properties and events added during

process execution and others.

Further, the web services composition problem is traditionally considered as a

planning task, given a goal the planner can give a set of plans leading to the goal.

However, in case of run-time monitoring we already have a plan to execute and in

case of violation it is important to compute the side-effects this violation has on the

overall process execution. Our approach is based on event calculus and the use of

event calculus is twofold, at design "abduction reasoning" can be used to find a set

of plans, and at the execution time "deduction reasoning" can be used to calculate

the effect of run-time violations. This also allows to cater for the "ripple effect" any

violation has on the process execution, and for proactive detection of any possible

violation that is bound to happen later in the process execution, as a result of current

detected violation. In addition, once a violation is detected and a recovery solution

(for instance re-planning) is sought, the proposed approach allows both to find a

new solution based on the current process state (thus specifying what steps should

be taken now to recover from the violation and hence termed forward recovery)

or to backtrack to some previous activity (if possible) and try to find a new from

there. Then, any recovery solution takes care of the functional and non-functional

properties associated with the process, when performing recovery.

10.5 Implementation architecture

The proposed event-calculus models presented in this work are mentioned using the

discrete event calculus language [Mueller 2006] and they can be directly used for

reasoning purposes. We have proposed an implementation architecture and imple-

mented a Java-based application that allows to abstract the event-calculus mod-

els to the end-user. It facilitates the composition design process by providing a

user-friendly interface for specifying composition design (including entities and con-

trol/data flow between them) and allows to automatically generate the correspond-

ing event-calculus models, invokes the reasoner and shows the results returned by

the reasoner.

The proposed approach uses the DECReasoner as the event-calculus reasoner,

however as we discussed in [Zahoor 2010a, Zahoor 2010b] the event-calculus to SAT

encoding process provided by the reasoner, does not scale well. We have thus modi-

fied the DECReasoner code to gain substantial performance improvement as evident

in performance evaluation results, Section-9.4. Further, we have presented a real
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world crisis management case-study and discussed how a process-based approach can

be beneficial. For process verification, we extended DECReasoner [Mueller 2006] to

include zchaff as a solver and then using zverify to find the unsatisfiable core. This

also serves as an example of extensibility of the proposed framework as different

reasoners can be used to analyze the same SAT-based encoding.

10.6 Perspectives and limitations

Regarding the limitations of the approach presented in this thesis, one observation is

regarding the abstraction level chosen for modeling Web services and activities. We

have extensively modeled different components at an abstract level and although the

models presented are very expressive, they may need to be modified and updated

for modeling some concrete low-level details (if needed to be reasoned about). As

the proposed approach is extensible and is based on expressive event-calculus, the

proposed models can thus be modified and new ones can be added to handle other

requirements.

Then, the proposed ECWS tool for the process specification is in early phases

and only serves as a proof of concept prototype. Although it can handle partial pro-

cess specification, can automatically generate event-calculus models and can directly

invoke the reasoner and parse the results returned, it does not handle process ver-

ification and monitoring. Further, regarding the changes to the DECReasoner, the

modified event-calculus to SAT encoding does improve the time taken for encoding

(as discussed in Section-9.3.2 and as evident from the performance evaluation re-

sults, Section-9.4) however the encoding can further be improved by calculating the

hash values based on both first and last characters of the input symbol. Regarding

the process verification, we have modified the DECReasoner to use zchaff/zverify as

the solver to use when performing verification, however the current implementation

should be modified by adding an option to DECReasoner to override the default

use of Walksat solver. Further, the proposed filtering approach has not yet been

automated and requires manually matching the process logs with conflicts clauses

to filter the unsatisfiable core.

Regarding the future perspectives, we would like to have a complete imple-

mentation for the ECWS tool for declarative process specification, verification and

monitoring. Further, the proposed models can be updated to cover other aspects

regarding the services composition, such as compatibility analysis and automatic

Web services composition. The use of event-calculus as the modeling formalism not

only allows for expressiveness to model different related concepts but also allows to

combine them, such as we mentioned in the thesis that the security and temporal

aspects can be combined to have for instance, access control policies defined for

specific time intervals as needed for dynamic task delegation. Thus any extension

to the models presented in this work will allow to use the base models for specifying

different functional and non-functional properties. The use of a pattern-based ap-

proach, where different event-calculus models are organized into self-contained and
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independent files, further aids to reuse and extend the proposed models.
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