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Résumé

Les phénomenes de diffraction et de diffusion des ondes jouent un role important dans I'interprétation
de la coda des sismogrammes. Par conséquent, une compréhension approfondie des mécanismes
de diffraction et de leurs influences sur la propagation des ondes est une étape fondamentale vers
Iidentification des propriétés statistiques d’un milieu aléatoire. Cette these porte sur la diffrac-
tion des ondes élastiques dans des milieux aléatoirement hétérogenes avec un comportement local
isotrope. On s’intéresse au régime ou: La longueur d’onde est du méme ordre de grandeur que
la longueur de corrélation, la longueur d’onde est petite comparé a la distance de propagation
(haute-fréquence) et 'amplitude des fluctuations est petite. Une approche cinétique basée sur
les équations de tranfert radiatif des ondes élastiques est adoptée. La premiere partie de cette
these décrit une analyse détaillée de I'influence de la structure de corrélation sur les parametres
de diffraction et sur I’établissement d’un régime de diffusion. La seconde partie présente les sim-
ulations éléments spectraux a grande échelle des ondes élastiques afin d’observer numériquement
I’apparition d’un régime d’équipartition. Des analyses théoriques ainsi que des simulations mon-
trent également une nouvelle approche pour I'identification des propriétés statistiques du milieu.

Mots-clés : Propagation des ondes élastiques, Equations de transfert radiatif, Milieux aléatoires,
Structure de corrélation isotrope, Parametres de diffraction, Régime d’équipartition



Abstract

Scattering and diffusion phenomena play a crucial role in the interpretation of the coda part of
seismograms. Consequently, a profound understanding of scattering mechanisms and their effects
on wave propagation is a fundamental step towards the identification of the statistical properties
of random media. The focus of this work is on the scattering of elastic waves in a randomly het-
erogeneous media with locally isotropic material behavior. The weakly heterogeneous regime is
considered, in which the wave length is similar to the correlation length, the wave length is small
compared to the propagation length (high frequency) and the amplitude of the heterogeneities is
small. A kinetic framework based on the transport equations of elastic waves is adopted. The
first part of the thesis describes a detailed analysis of the influence of the correlation structure on
the scattering parameters and on the arising of the diffusion regime. The second part presents
large scale spectral element simulations of elastic waves to observe numerically the onset of the
equipartitioning regime. The theoretical analyses and simulations also reveal a novel approach to
identify local properties of the heterogeneous medium.

Keywords : Elastic wave propagation, Radiative transfer equations, Random media, [sotropic
correlation structure, Scattering parameters, Equipartitioning regime
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Introduction

Identifying the mechanical parameters of different layers of the Earth is a central questions for
many researchers. The applications range from academic understanding of the interior of the
Earth to more industrially-oriented questions related to oil exploration or COs and nuclear waste
sequestration. Figure 1 shows a typical seismic exploration which consists of the identification
of some desired zones or layers of interest in geological media using the back-propagated surface
wave fields. Figure 2 illustrates the typical kind of signals that are used for such identification
problems. They typically start with a so-called ballistic or coherent part, with the arrival of the
direct compressional (P) wave, direct shear (S) wave and the surface waves (Love and Rayleigh).
These coherent waves are followed by a continuous wave train with decaying amplitudes which is
called the coda. However, this coda is usually disregarded in classical identification techniques,
and the exploration engineers concentrate on the coherent signal rather.

Seismic exploration
film record

Recording of reflected waves

Earthquakes
(sources of seismic waves
N
\ y:

limestone

salt water

Figure 1: Seismic exploration (left) and Seismic tomography using the recorder wavefield on surface of the Earth
(der Hilst et al., 2007) (right).

Aki (1969) and Aki and Chouet (1975) investigated the incoherent coda waves and found that
they originate from the multiple scattering of waves in the non-homogeneous structure of the
Earth. As a result, the coda waves are a signature of the heterogeneities in the Earth. Another
indication of the existence of these heterogeneities can be read in the well-log data obtained in the
Earth’s crust and in results of seismic reflection experiments. The latter reveal that the crust is
heterogeneous on scales of a few kilometers to tens of kilometers (Sato et al., 2012). The existence
of these heterogeneities makes the classical identification problem ill-posed as the number of pa-
rameters to be inverted for grows rapidly. However, the objective of the identification problem in



such a heterogeneous medium is not necessarily to identify precisely the value of the parameters at
a specific location. One may be content with statistical descriptors of these parameters rather than
point-wise values. For instance, an oil engineer might be able to detect an area where rocks are
prone to contain oil by measuring the amplitude of the fluctuations (variance) of the mechanical
parameter field in that area.

To account for the intrinsic spatial variability of the geological medium, as well as uncertainties
on their values, we concentrate in this thesis on random models of the soil. The properties of the
propagation medium, such as density and elastic moduli, are modeled using random functions of
space with given statistical properties, and realizations of the medium can be produced based on
that probabilistic model. Note, however, that we only consider single large realizations, and no sta-
tistical averaging is performed between samples. We are particularly interested in this work in the
onset of the diffusion regime at long lapse times. This regime is characterized by a scalar diffusion
equation that can be precisely derived through an asymptotic analysis of the wave equation. Our
interest in this regime arises from the observation that the behavior of the envelope of the coda
waves is compatible with such a diffusion equation. Aki and Chouet (1975) found that the decay
rate of the amplitude of this envelope (the so-called coda quality factor @.) is largely independent
from the nature of the initial source, which makes it a convenient parameter for identification
problems. The radiative transfer theory and asymptotic analysis indeed predicts a Q factor which
should only depend on statistical properties of the medium, and not on the details of the source.

Four key parameters influence the scattering of elastic waves in the regime we are interested
in:

(i) The ratio between the correlation length and the wavelength,

)
(ii) The ratio between the mean values of P and S wave velocities,

(iii) The amplitude of fluctuation of the mechanical parameters (covariance matrix),

(iv) The spatial correlation model.

The first objective of this thesis is to describe quantitatively the influence of each of these on
the scattering phenomena and on the onset of the diffusion regime. It should be noted that the
radiative transfer theory for elastic waves is more complex than for other wave types. Indeed, it
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Figure 2: A typical seismogram generated by an earthquake



has to take into account the 2 polarizations of S waves and the mode conversion between P and S
waves during scattering events. Most works, in particular in geophysics, concentrate therefore on
acoustic approximations, where the P and S waves do not interact (see Zeng (1993), Nakahara and
Yoshimoto (2011) and Sato et al. (2012) for example). We consider in this work fully the vectorial
nature of the equation. We will however consider only isotropic materials, for simplicity. Also, we
will focus particularly on the spatial correlation model, since its influence has been regarded in less
detail in the literature. The assessment of its influence, respective to that of the other parameters,
should help state in the future whether it can be chosen at will or whether it should be identified
explicitly. As it is a function, while the other parameters are scalars, such a possibility would
simplify strongly the identification process.

The second objective of this work is to construct a numerical model to reproduce the onset of
the diffusion regime. The interest lies in the possibility (i) to test situations in which the theory
is not fully developed or (ii) to quantify precisely the limits of different asymptotic regimes. In-
deed, asymptotic analysis is only stated in terms of orders of magnitude of certain ratios. There
is obviously a range of values of these ratios when the asymptotic analysis is valid, but it is not
indicated by the analysis itself. This is however an important parameter in practice. The theory
of radiative transfer is fully developed for full spaces and can be extended to include surface waves
in the case of a half space. However, no results exist for complex topographies, basins or actual
surface configurations. Such a numerical tool allows to investigate these cases. The construction
of this numerical model will be presented in this document, and validated with respect to known
theoretical results. Its limits will be clearly specified. In particular, the issue of numerical cost will
be discussed at length. This cost is related to the size of the domains that have to be simulated
before diffusion sets in for most materials.

The third objective of this document will be to propose a preliminary identification process of
the spatial correlation of a random medium. This identification is based on measures of the curl
and divergence of the displacement field at the surface of a random medium. Time has not allowed
to investigate further this identification process but first numerical results will be presented and
discussed.

The first chapter introduces a bibliographical study of wave scattering, random media and
radiative transfer theory. The second chapter discusses our first objective of evaluating the influence
of the correlation structure of the random parameters. All scattering parameters (differential,
forward and total scattering coefficients, for PP, PS and SS transformations) as well as the diffusion
coefficients are discussed. In the third and last chapter, the numerical model is introduced (second
objective). The validation and limitations are described in successive sections. The chapter closes
with the preliminary identification results (third objective).



Chapter 1

Wave propagation in random media -
State of the art

The study of wave propagation in inhomogeneous media has been applied since longtime in mate-
rial characterization (Kulkarni et al. (1994), Liu and Turner (2008)), nondestructive testing (Smith
(1987), Foley and Rehbein (2000)) and seismic wave analysis (Papanicolaou et al., 1996). Since the
studies of Aki at the beginning of 70’s, the problem of statistical identification of complex media
has seen enormous developments. It has been mentioned that the typical seismograms resulting
from earthquakes are not producible using the simplified homogeneous (piece-wise homogeneous)
models (Sato et al., 2012). Aki and Chouet (1975) stated that the coda part of seismograms is
the direct result of interactions between waves and the existing heterogeneities in the underlying
medium.

The main objective of this chapter is to provide the relevant state of the art about the analysis
of the interactions between elastic waves and the inhomogeneities or the so-called wave scattering.
A profound knowledge about the influences of these interactions can provide relevant tools to
investigate the microstructure of a variety of materials such as polycrystals, ceramics, concrete
and geological media. For this purpose, transport equations of elastic waves will be discussed.
These equations provide fundamental information about the relation between the wave energy in
phase space (directional energy) and the statistics of the underlying random medium.

1.1 Different wave types

A wave is a disturbance or oscillation that travels through space and matter, accompanied by
a transfer of energy. Mathematically, the waves are the solutions of the wave equation which is
a second order partial differential equation. Figure 1.1 depicts schematically the propagation of
different wave types which have practical applications on probing of geological media. In this work,
we will be concerned only with the case of elastic waves as well as the surface Rayleigh waves which
will be elaborated separately in Sections 1.1.1 and 1.1.2.

1.1.1 Elastic waves

The general concepts of the elastic wave propagation in three dimension will be discussed in this
section and will be subsequently used in the following parts of the dissertation. In elastic media, the

10
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Figure 1.1: Different wave types created during a typical marine survey

wave energy losses due to friction, viscosity and radiation are negligible. The elastodynamic wave
equation (equation of motion) describing the elastic wave propagation in elastic (non-dissipative)
media states the equilibrium of an open domain 2 C R3:

2

p(x )%u(x t) — V. {C(x) : e(u(x))} =0, (x,t) € Q x R* (1.1)

in which the properties of the medium p(x) and C(x), are respectively the local values of density
and the fourth-rank elastic tensor and e(u(x)) = sym(Vyu(x)) = (Viu(x) + (Viu(x))?)/2 is the
local strain tensor. In elastic media, the total energy of the medium will be always conserved as
far as the inelastic absorptions are neglected. Equation (1.1) along with its initial and boundary
conditions (radiation condition for unbounded domains) provides a unique solution u(x,t). The
vector wave field u(x,t) is the response of the medium, which is the displacement vector in each
point x at any time t. Detection and monitoring the temporal changes in media like volcanoes (Grét
et al. (2005)), oil reservoirs (Meunier et al. (2001)) and even fault zones (Brenguier et al. (2008)),
is one of the challenges of geophysicists and seismologists. Nevertheless, in this presentation we
are only concerned with time-independent media in which the temporal variation of the medium
properties is neglected. The constitutive law of the medium which relates the stress and strain
tensors 1s:

o(x) = C(x) : €(x) (1.2)

In general, the fourth-order elastic tensor C' = Cym(1 < i,j,k, 1 < 3) consists of 3* = 81
parameters. However, due to its symmetries i.e. Cyji = Cjirg = Cijie = Chaij, it can be described
with 21 independent parameters in the form of a 6 x 6 symmetrical matrix (triclinic material).
Subsequently, the Kelvin-Voigt notation can be used to rewrite the reduced form of the equation
(1.2) (see Auld (1973) for instance). The number of independent parameters in C' decreases
when some types of symmetries exist in material. The simplest case in which only 2 independent
parameters are needed to describe the stress-strain behavior of a material, is called the isotropy.
In terms of Lamé coefficients, the isotropic elasticity matrix reads:

A(x) + 2pu(x) A(x) A(x) 0 0 0
A(x) A(x) + 24(x) A(x) 0 0 0
| T e 08
0 0 0 0 wuix) 0
0 0 0 0 0 pu(x)

11



Inserting (1.3) into (1.1) results in the following equation of motion in non-dissipative isotropic
media:
0*u T

p(x)w = VAX)(V-u)+Vux) - [Va+ (Vu) ] + (A(x) +2u(x))VV -u — pu(x)V x Vu (1.4)
The gradient of the Lamé coefficients in the first two terms of the right hand side make this
equation complicated. Most of the classical synthetic seismogram computation methods like the
layered homogeneous method, neglect the contribution of these terms and use a simpler version
of equation (1.4). When the amplitude of fluctuations is small, the spatial gradient of Lamé
coefficients and the density can be neglected which results in the following form of the elastic wave
equation in an isotropic medium:

0*u(x,t)

P03 = (M) + 20(x) V(Y - u(x)) = u(0V x Valx. ) (L5)

Applying the divergence and curl operators to both sides of the equation (1.5) will give two body
wave modes in a homogeneous isotropic medium. First, taking the divergence gives:

A(v.u)_ﬁx) 62(;2' W, (k) = 22 (1.6)

Likewise, applying the curl operator to both sides of equation (1.5) results in:

AV >xw) - Uix) T 0, v =/ 22) (L.7)

where p and s subscripts respectively refer to the compressional (P) and shear (S) waves with
relative local propagation velocities of v,(x) and vs(x). These wave modes are called the quasi
P and quasi S wave modes since the equation (1.5) is an approximate form of the elastodynamic
wave equation in weakly-varying media. Pure P and S wave modes propagate in a homogeneous
isotropic medium in which the spatial variation of elastic coefficients vanishes. Equation (1.6) has
the same form as the acoustic wave equation:

[A - UQ%X) af} wt) = 0; v(x) = | X (1.8)

in which density p(x) and bulk modulus k(x) are the medium properties. A is the Laplacian
operator, v(x) is the local propagation speed which is the same as the velocity of sound waves.
It should be pointed out that since the scattering theory of acoustic waves is much simpler than
that of the elastic waves, the acoustic waves are vastly used for identification problems (see Ra-
mamoorthy et al. (2004) for instance).

A particular solution of the wave equation (1.5) in terms of harmonic plane waves reads:
u = Uexp (i(k - x — wt)) (1.9)

where ¢ = v/—1 is the imaginary unit, w is the circular frequency and k is the wave vector which
specifies the wave propagation direction. U/||U]| is the polarization direction of the wave modes,

12



i.e. the direction of the particle movements. ||U(t,x)|| and ¢(t,x) = k-x —wt are respectively the
amplitude and the phase of the wave. In a general case of a weakly-varying media characterized by
local elastic tensor Cj;x(x) and local mass density p(x) (with negligible spatial gradients), equation
(1.1) can be rewritten as the following equation in which the Einstein convention of summation
over repeated indices is assumed:
2 2
p(x)% - Cijkl(x)% 1<k 1<3 (1.10)

Replacing equation (1.9) in (1.10) results in the following so-called Christoffel equation:

' — w? I'io I'is Ui 0
Fgl FQQ — w2 F23 U2 =10 (111)
I'sy I'sy [s3 —w?| |Us 0

in which I'(k) is a second rank tensor which is often called the acoustic or the Christoffel tensor
and is defined as:

Fik: = Cijk:l/{j/{l (112)

Equation (1.11) or its equivalent compact form (I'(k) — w?I3) U = 0 shows that the polarization
vector U and T = w? are respectively the eigenvector and eigenvalue of the acoustic tensor I'(k).
As a result, the wave modes which can propagate in such a medium can be extracted using the
eigenvalues of the medium’s acoustic tensor. In the simple case of an isotropic medium with an
elastic modulus defined in equation (1.3), the acoustic tensor takes the following form:

O - N
p p
(A +2p)kT + p(k3 + K3) (A + p)rik2 (A + p)riks
- (A + p)r1k2 (A +2p)K3 + p(KT + K3) (A + 1) raks (1.13)
P (A + )1k (A + 1) kot (A +20)K5 + (KT + K3)

it can be shown that this acoustic tensor has three different wave number dependent eigenvalues:

Ty=w? = %||,~z||2 (1.14D)
Ty =uw? = %H&HQ (1.14c)

These equations are also called the dispersion relations stating the relation between the local
frequency and the wave number of each wave mode. Negative frequencies do not correspond
to any physical wave mode so that three wave modes, two of which (S modes) have the same
frequency are distinguished in a weakly-varying inhomogeneous medium with isotropic material
behavior. These P and S wave modes propagate with following local frequencies:

A(x) 4+ 2p(x)

o) [l&[| = vp(x)] ||| (1.15a)

wp(x) =

= @ K| = vs(x)||k
ws(x) = p ||| = vs(x)||5]] (1.15b)



in which the phase velocities depend only on the norm of the wave vector and not on the propa-
gation direction. It should be noted that in anisotropic media, the phase velocities become wave
vector dependent.

Three different eigenvectors or polarization directions corresponding to different wave modes
are:

U, — (I{17K2a/€3) _ K (1 16&)
' ||l ||| ’
U, = L ra k) (1.16b)

2 2
\V Ky + K3

U — (H% + H%, —K1Kg, —K1K3) (1.16¢)

3
[|Kl1v/ K5 + K3

A direct result of the equations (1.16) is that these polarization directions are mutually orthogonal
and the polarization direction of the first wave mode corresponding to a P wave type, coincides
exactly to the direction of the wave propagation k.

1.1.2 Rayleigh waves

Up to now, the emphasis has been on the propagation of the pure body waves in an unbounded
heterogeneous medium. However, in the case of crustal seismic wave propagation, the propagation
medium is limited to the Earth’s surface (physical boundaries). Moreover, as far as numerical
simulations of the seismic waves are concerned, the propagation medium has to be limited to
some boundaries (numerical boundaries) because of limited numerical sources. The existence of
these bounding surfaces like the ground free surface or the interface between two materials having
different elastic properties, will result in:

(1) Appearance of some novel wave modes such as evanescent and surface waves.

(2) Modification on the incident body waves via the reflection/transmission phenomena as well
as the wave mode conversion during scatterings on the interface. The scattering mode con-

version between body and Rayleigh waves in an inhomogeneous elastic medium has been
studied by Maeda et al. (2008).

Generally speaking, the surface Rayleigh waves are a type of guided waves propagating within
a layer near the Earth’s free surface which satisfy the traction-free boundary condition over the
entire surface 0€:

n-(C:sym(Vxu)) =0 (1.17)

In a half-space, the motion equations should be therefore coupled with equation (1.17) in which
n is the unit outward normal on the surface and the stress tensor ¢ follows the Hooke’s equation:
o= C:sym(Vxu).

The Rayleigh waves can be decomposed as a sum of P and S waves. The amplitude of these
waves decays in depth and is determined by the background velocity structure. A complete the-
oretical analysis of the Rayleigh waves is done in Aki and Richards (2002). Figure 1.2 shows
the particle motions for the fundamental Rayleigh mode in a half-space shown over one horizontal
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Figure 1.2: Particle motion of Rayleigh waves (Shearer, 2009

wavelength \,.. The amplitude decay in depth can be noticed from this figure. The main properties
of these waves are:

(1) The wavefield is composed of a longitudinal and a transverse displacement component (per-
pendicular to the free surface) which will result in an elliptical particle motion.

(2) The propagation velocity of Rayleigh waves is related to the velocity of P and S waves and is
frequency-independent in homogeneous media. However, in heterogeneous media it will be
dependent on the frequency.

The characteristic equation of the Rayleigh waves propagating in a homogeneous medium is
(see Auld (1973) for example):

K — 8K+ (24 — 16K %) K> 4 (16K~% —16) = 0 (1.18)

in which K, = v,/v, is the ratio between Rayleigh and S wave speeds. Equation (1.18) is also
known as Rayleigh equation which gives a unique Rayleigh wave speed for a linear homogeneous
elastic medium. It is important to remark that in spatially varying media, the characteristic
equation (1.18) can only be expressed in an implicit form as follows (see Foti (2000) for instance):

F [p(x), M), (%), K, ] = 0 (1.19)
which shows that the phase velocity depends on the local frequency w.

Considering a plane Rayleigh wave propagating in x direction (as shown in Figure 1.2) through
a homogeneous medium, the horizontal and vertical components of the displacement wave field
can be obtained by:

—qz 2(]5 —sz :
u, = Ak (e = R ) sin(wt — k) (1.20a)
u, =Aq (e — 2K e ¥ ) cos(wt — kx) (1.20b)
- s2 4+ k2 '
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in which A is some constant, & is the horizontal wavenumber (or the wavenumber of the Rayleigh
waves (k = w/v,)) and ¢ and s are related to K and K, via:

DR RO e

It should be noted that the Rayleigh equation (1.18) for any given K has three solutions for
K? in which only one of them results in non-imaginary values for ¢/k and s/k according to the
equations (1.21). Inserting equations (1.21) into the equations (1.20) and setting z = 0 will give
the equations of the Rayleigh plane waves on the free surface:

2 - K2 —2/T— K2\/1- %
2 - K?

K2 K?
u.(z=0)=—-Aky\/1 - KTQ 5 }(2 cos(wt — kx) (1.22Db)

in which K, is the solution of the Rayleigh equation knowing the value of K. These equations
show that over the free surface, the ratio between the major and minor axes of the ellipses created
by the Rayleigh waves is a frequency-dependent constant which depends solely on the medium
average properties. This ratio will be denoted by ¢ and will be calculated later in chapter 3.

u,(z=0)= Ak sin(wt — kx) (1.22a)

After this brief introduction about the basic concepts of the elastic and Rayleigh waves and
before starting to discuss about the scattering of elastic waves in heterogeneous media, we discuss
about the spatial variabilities in geological media in the next section.

1.2 Probabilistic modeling of a geophysical medium

1.2.1 Characteristics of a geophysical medium

Geological processes is one of the factors which can cause variations on the material properties
of the media of our interest. Besides, experimental observations also show these spatial fluctua-
tions in almost all of the medium parameters. Log well data are among the direct evidences of
the existence of spatial variations. Figure 1.3(a) shows the profiles of the variations in depth of
the P and S wave speeds (o = v,, [ = v5) as well as the medium’s mass density p in Kyushu,
Japan (Shiomi et al., 1997). The velocity profiles are assessed from measurements of travel times
of ultrasonic waves and the mass density is determined from the measurements of the gamma rays
intensities received at a borehole detector which is a function of the formation density (see Telford
et al. (1976) and Sato et al. (2012) for more discussion). An average value of K = v/3 (Poissonian
materials) is often used for geological media. Figure 1.3(b) depicts the scatter plots representing
the spatial correlations between these three parameters in some depth intervals. A strong linear
correlation is observed between P and S wave velocities whereas these two parameters are seen
to have a positive correlation with the mass density. Figure 1.3(a) also shows that in geological
media the normalized variance of the density p is significantly less than that of the phase velocities
(or equivalently the variance of the elastic moduli). Consequently, the mass density of geological
media is often considered either a constant or in a perfect positive correlation with the elastic
moduli (Figure 1.3(b) shows this correlation).
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Figure 1.3: (a) Variation of P and S-wave velocity («, §) and mass density (p) in depth. (b) Scattergrams showing
the correlations between «, 8 and p at the same depth (Shiomi et al., 1997)
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Several researches have been done to investigate the spatial variations of soil parameters as
well as to propose some strategies to take them into consideration (see Soulie et al. (1990), Cam-
bardella et al. (1994) and Gallardo (2003) for instance). Considering the medium as different layers
in which each layer is homogeneous (piecewise homogeneous medium) could be a way to model
these variations. However, it is not possible to reproduce the typical seismograms resulting from the
local earthquakes using this type of approach. Another approach is the probabilistic modeling of
the medium properties in which the random fields with given probability distributions will be used.

In the next two sections, we briefly discuss the fundamental parameters contributing in prob-
abilistic modeling of random medium parameters. The corresponding theoretical aspects are in-
troduced in Appendix C where a non-parametric probabilistic approach to model the random
elasticity matrix is elaborated.

1.2.2 Mathematical description of a random medium

The experimental estimation of the medium parameters is highly limited and can be done locally
on some limited points close to the Earth’s surface. These estimations are subjected to the mea-
surement errors. The models which are used are also another source of stochasticity. For a more
profound discussion about different types of uncertainties, especially in civil and environmental
engineering see Ang and Tang (2007). To account for these uncertainties, we can make use of the
stochastic functions with given statistical parameters to model the parameters of the propagation
medium. Thus, instead of considering a single heterogeneous medium, we imagine an ensemble of
random media with same a priori known statistical parameters such as the same statistical mean
and variance, which will be defined later in this section (see Frisch (1968) and Sato et al. (2012)
for discussion). Each of the elements of this a priori infinite set, is called a realization of the cor-
responding random medium. To compare the observed quantities with the theoretical results, one
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should take the averages over a subset of realizations with sufficiently large cardinality. It should
be noted that in this presentation, we always employ only a single realization of a sufficiently
large randomly heterogeneous medium. As we will see further in chapter 2, at long lapse times
when a diffusion regime sets in, the elastic energies depend only on the statistics of the medium
via a simple scalar diffusion equation. Furthermore, we assume that the medium statistics can be
deduced from only a single realization which results from the assumption of ergodicity of random
fields and will be discussed further in this section.

Now we will briefly elaborate on some of the basic concepts about the random fields. For a
deeper study about the theoretical aspects of random fields, see Vanmarcke (2010).

Basic concepts: Let X (x) be a scalar random field defined over physical space Q; C R® and
a probability space characterized by the triplet (A, F,P) in which A is the sample space, F is a
set of events and P is a probability measure. The random field X (x) is defined in L*(A, H'(Qy)).
A realization of the random medium is a set of the values x(x) of the random field X over the
domain ;.

Average and correlation function: The average of a scalar random field X (x)) and the
covariance or two-point correlation function of two random variables X (x®) and X (x\¥)) are
respectively defined as:

X(xV) =E{X(x")} = / X (xD) pr (X(xD)) dX (x) (1.23)
C’X(x( )7X(j)) — E{(X(x(i)) — )‘((X(i))) (X(X(j))
/R/]R (X(x(i)) _

in which p; and py are respectively the first and second order marginal distributions.

— X(x(j)))} —
X(X(i))) (X(X(j)) - X(X(j))) Do (X(X(i)),X(X(j)D dX (x®) dX (x)  (1.24)

Homogeneous, weak-sense homogeneous and isotropic random fields: A random field
is called homogeneous if all of its statistical moments are invariant by any translation of all of the
space variables. Mathematically, all of the marginal probability distributions of such random fields
should be translationally invariant (Frisch, 1968). This implies:

P (X (W 4+ 7), X(xP 4 7), -, X (x4 7)) =
P (X (xW), X (%), , X(x™)) VreR%VYmeN (1.25)
A weaker form of homogeneity happens when only the mean value and covariance function of a
random field are invariant by translation of the space variables. This type of random fields is
called weak-sense homogeneous. From this condition it can be deduced that X is a weak-sense

homogeneous random field if its mean is a constant over the whole medium, and its two-point
correlation function depends only on the distance between points, i.e.:

E{X(x")} =X vx?eq (1.26a)
Cx (X(i),X(j)) =Cx (X(i) - x(j)) vx® x0) € (1.26b)
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A random field is called isotropic if all of its statistical moments are invariant with any simultaneous
translation and rotation of all of the space variables. This implies in particular that:

Cx (X(i),x(j)) = Cy (’X(i) _ X(j)’) vx® x0) e (1.27)

Ergodic random fields: One can define the realization-dependent space average random vari-
able:

o 1
XV =— [ X(x,j)dx VjeN 1.28
Q1 V(Q1) - ( J ) J ( )
in which X(x, j) is the jth realization of the random field X, V(£2;) is the volume occupied by the
subspace ; C R? and X (7 is the sample average estimator corresponding to this realization of
the medium. When the medlum size is sufficiently large and the random field X is homogeneous,
the estimator X (] ) which is a priori a random variable, becomes independent from realizations i.e.
Xgl) Xgl and Converges to the statistical mean X. In this case, the random field X is called
ergodic. X is called mean-ergodic or mean-square ergodic in the first moment, if it converges in
mean square to X:
. \2
lim E {(XQ —X) } ~0 (1.29)
V(Q1)4)OO

The random field X is called covariance-ergodic or mean-square ergodic in the second moment,

if the estimator of the covariance, i.e.:

9 (r) = V(ill) /Q (X(x+71.j) — X(x+7)] [X(x.j) - X(x)] dx VjeN (1.30)

becomes independent from realizations and converges in mean-square sense for large medium sizes
to the two-point correlation function of the medium Cx (7) (Papoulis, 1991), i.e.:

. 2
lim E (O - ¢ ) ~0 1.31
i B | (0x(r) - G, (1) 1.31)

A random field is called ergodic, if the space-averaged moments of any order converge to the
corresponding statistical moment.

In this presentation, we assume that all the random fields X (x) which describe the propagation
medium (like density and elastic moduli) are ergodic, so that their statistical moments can be de-
duced from a single realization of a sufficiently large random medium. For instance, the statistical
mean X will be estimated using the equation (1.28) for any given realization number ;.

In general, two different types of random media can be taken into consideration: continuous
random media in which the properties vary randomly and continuously in space, and discrete
random media which contain randomly distributed obstacles such as cracks, cavities and inclusions,
embedded in a homogeneous matrix. The majority of the studies, especially in Geophysics, are
done based on discrete random media (see Sato et al. (1997), Trégoures and van Tiggelen (2002)
and Bihan and Margerin (2009) for instance). The extension of the continuous random medium
case to that of discrete random medium is straightforward and could be done by considering
the density of scatterers in discrete medium (see Turner and Weaver (1996) or Savin (2012) for
discussion).
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Figure 1.4: Left: A continuous random medium, Right: A discrete random medium consisting in point-like scatterers
(heterogeneities) embedded in a homogeneous matrix

1.2.3 Correlation structure

In this section we will look at the covariance function corresponding to the simple case of an
isotropic random field (equation (1.27)) which is solely a function of the distance between the
points. It is worth noticing that this type of correlation functions will appear in the theory of
elastic wave scattering in random media with local isotropy and will be shown in Section 1.4. The
amplitude of the fluctuations or the variance of the random field is defined as the value of the
covariance function when two points are coincident:

ox = Cx(0) (1.32)

The dimensionless correlation function or the autocorrelation function (ACF) of an isotropic

random field X is then defined as: ()
. T
Rx(r) = =

(1.33)

in which 7 is the distance between the points. Ry is also called the correlation kernel which
always satisfies |}A%X| < 1 in the case of media with finite variances. In the case of two different
scalar random fields X, Y, the adimensional cross-correlation function with isotropic structure is
similarly defined as:

C XY (T )

OX0ypPxXy

Ryy(r) = (1.34)

in which ox and oy denote the standard deviations of the corresponding random fields and pxy
is their correlation coefficient. Apart from the variance or standard deviation which are measures
of the fluctuations magnitude, the correlation functions are characterized by a length scale that is
called the correlation length /.. The latter can be imagined as the distance beyond which the values
of the random field are almost uncorrelated. It can be considered as the typical size of the random
heterogeneities. Several studies suggest that the Earth’s crust should be modeled as containing
fluctuations on a continuum of length scales from micro to macro (see Crossley and Jensen (1989)
and Pilkington and Todoeschuck (1990) for instance). As a result, more realistic stochastic models,
like fractal medium models, should include all these spatial fluctuation scales (Frankel and Clayton
(1986), Solna (2003)). As far as the identification of the statistical parameters is concerned, two
items will complexify the problem:
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e the existence of multiple scales for spatial fluctuations of parameters,

e the fact that C' is a function so that its identification is much more complex than a scalar
parameter.

In this work we will be concerned with the scales of fluctuations comparable to the wavelength in
which the interactions between the waves and the heterogeneities become more efficient. Therefore,
in this study from one hand we will consider only media with a single correlation length (to
simplify the first mentioned item) and a finite variance. Another normalization which will be
applied hereinafter is that the isotropic correlation kernel Ry is considered to be a function of the
ratio between the lag distance z = |x| and the correlation distance £.. Therefore, the correlation
function C'x reads:

Cx(2:6,) = 0% Ry (z:0,) = 0% Ry (;) (1.35)

Different definitions for /. can be found in literature (see Shinozuka and Deodatis (1988) for
example). We define /, as twice the zeroth-order moment of the function Ry (x/(.):

0o=2 / Ry (f) dx (1.36)
0 le

and we normalize the correlation models using this definition. This implies that all correlation
models will satisfy the following equations:

2/00 Ry (u) du =1 (1.37)

As we will see in chapter 2, the analytical formulas of the wave scattering will be given explicitly
in terms of the power spectra of the random heterogeneities which are defined as the Fourier
transform of the spatial correlation function C'. We adopt the following Fourier transform integral
pairs for a random function X defined from R? into R:

Oy (x) = / eI () dk (1.382)
Sx (k) = # /R 3 e kO (x)dx (1.38b)

in which Cy is the autocorrelation function (ACF) and Sx is called the power spectral density
function (PSDF) of the scalar random field X. k is the wave vector corresponding to a x — k
Fourier transform. If the correlation function C'yx is a real function, it can be shown using equations
(1.38) that S*(k) = S(k) where * denotes the complex conjugate. As a result, the PSDF and the
correlation function are always real. In the case where the correlation function has an isotropic
structure, i.e. it depends on the radial distance = = |x| rather than on the distance vector x, it
can be shown that the PSDF will also be only a function of the radial wave number k = |k| =

k2 + k2 + k2. Using the spherical coordinates, the Fourier integrals in equations (1.38a) and
(1.38b) will be simplified as:

Cx(z) =4r /000 sinc(rk)k*Sx (k)dk (1.39a)
Sx(k) = 2_717'2 /000 sinc(zk)2*Cx (z)dx (1.39b)
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in which Cx : R* — o%[—1,+1] and Sx : R* — R and sinc denotes the unnormalized sinc func-
tion. Several correlation models that are used particularly in geophysics will be discussed in chapter
2. Studying different approaches to model the medium parameters via stochastic functions is out of
the scope of this thesis. However, a non-parametric probabilistic approach based on the maximum
entropy principle to model the random fields of scalar or matrix nature is presented in Appendix C.

In the following section we will discuss about the physical phenomenon which happens when
elastic waves interact with the random heterogeneities which have been studied in this section.

1.3 Length scales and scattering regimes

The amplitude and phase of elastic waves propagating through a randomly heterogeneous medium
(||U(t,x)|| and ¢(t,x) = Kk - x — wt in equation (1.9)) are changed due to scattering. Scattering
results from the interaction of the elastic waves with the heterogeneities in the medium as it can
be seen in Figure 1.5. In this figure an inhomogeneity is illuminated by an incident plane wave
and scattered waves with different phases and amplitudes in all directions are produced.

Scattered Waves

Incident Wave \ /
/omogenei&

Figure 1.5: Schematic scattering pattern when a typical heterogeneity is illuminated by a plane wave

YvYyYVvYyy
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Scattering phenomenon plays a crucial role in seismogram interpretation. Consequently, a
profound understanding of scattering mechanism and its effects on the wave propagation regime
could be a fundamental step in the statistical identification of the medium properties. The degree of
scattering of the medium or the scattering regime of the waves depends on the ratio between some
length scales related to the medium and the waves. Theses length scales are schematically shown
in Figure 1.6 in which the propagation/observation distance L, typical size of the heterogeneities
or the correlation length /. and the dominant wave length A\ are three fundamental length scales
of interest in typical wave propagation problems. Another length scale which is shown in this
figure is the mean free path ¢,. which is the distance over which the scattering of the waves is
effective (this parameter will be defined later in this chapter). The dominant wave number could
then be defined as k = w/vg = 27/\ in which w and vy are respectively the dominant angular
frequency and a reference speed of propagation. For high-frequency seismic waves propagating in
rocks, the carrying frequency is at least 1Hz. Typical values of p, v5 and v, in geological media can
be found in Figure 1.3. The propagation distances over the Earth’s crust is about 15 to 80km. The
key adimensional parameters which allow to distinguish different scattering regimes are ¢ = k¢,
e = kL (see Fouque et al. (2007) and Margerin et al. (2000) for instance). Assuming that the
boundary effects are negligible, different scattering regimes can be classified as:
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Figure 1.6: Length scales in wave propagation problems

1. The effective medium or homogenization regime happens when ( = kf. < 1. In this low-
frequency regime the elastodynamic wave equation is the most appropriate model to describe
the wavefield evolution and a deterministic effective wave equation can describe the wave
propagation. As a result, the stochastic homogenization methods can be used (see Capdeville
et al. (2010) and Fish and Chen (2004) for applications in elastodynamics). These methods
are appropriate as long as the propagation distance is comparable to the wavelength, i.e.
e = kL ~ 1 (Savin, 2010).

2. The geometrical optics regime establishes when ( = kf. > 1. The waves will not interact
efficiently with the details of the medium so that the medium can be considered as piecewise
homogeneous. If the medium’s dispersion parameter is weak, the Born approximation can be
employed to calculate the wavefield (Born and Wolf, 1965). For example consider the scalar
Helmholtz equation (1.8) with a weakly-varying velocity random function described as:

v(x) = vo [1 + X, (x)] (1.40)

in which the zero-mean fractional velocity fluctuation X, (x) is assumed to have a relatively
low variance or equivalently a low spatial gradient. The total wave field u is written as the
sum of an incident wave field u;, and a scattered wave field .

The incident wave u;, satisfies the homogeneous Helmholtz wave equation:

1
[A - —283] Uin(x,1) =0 (1.42)
Yo
Inserting (1.40) into equation (1.8) and neglecting the terms in X? results in:
1 2 2 32Um<X, t)
|iA - U—gat:| USC(X, t) = —v—ng(X)T (143)
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in which the right hand side acts as a source term resulting from the interaction between the
incident wavefield and the heterogeneities. The weakly coupled equations (1.42) and (1.43)
can be solved analytically for simple geometries.

3. The weakly heterogeneous or stochastic scattering regime sets in when (see Ryzhik et al.
(1996), Papanicolaou et al. (1996), Bal and Ryzhik (2002) and Baydoun et al. (2014) for
instance):

(i) the amplitude of fluctuations of the medium’s mechanical properties is weak,

(ii) the wavelength is small compared to the propagation distance, i.e. € = kL > 1 (high-
frequency waves),

(iii) the scale of heterogeneities is comparable to the wavelength ( = kf, ~ 1.

In this high-frequency regime, both the random medium and the waves oscillate at similar
frequencies and consequently there will be a significant interaction between the waves and
the random heterogeneities (Aki and Richards, 2002). In this case, the transport or the
radiative transfer equations (RTE) are the appropriate models to describe the propagation
of the wave energy. In highly varying media, a localization regime could occur which means
that the energy of the waves will be locally trapped on some regions of the medium so that the
transport of the energy does not happen (see Sheng (1995), Larose et al. (2004) and Lobkis
and Weaver (2008) for example). Likewise, in highly anisotropic media as in the case of the
layered random media a localization regime could be established. The theoretical analysis of
the localization regime is out of the scope of this study. The mathematical developments of
the scattering theory of elastic waves is the subject of the Section 1.4.

These three regimes are schematically distinguished in Figure 1.7 ! which shows the variation
of the elastic diffusivity of the medium, which is one of the fundamental characteristics of the wave
propagation at long lapse times and which appears in the diffusion equation (this parameter will
be defined in chapter 2). It should be noted that the elastic diffusivity in weakly-varying media
is inversely proportional to the scattering degree of the underlying medium. This means than
lower values of this parameters corresponds to highly scattering media and vice versa. It can be
observed from this figure that for low and large values of ( = k/., the effective medium regime
and geometrical optics regime will respectively set in. Between these two regimes there is a tran-
sition phase in which the waves have the most efficient interaction with the heterogeneities so that
the wavefield becomes randomized more quickly compared to the other scattering regimes. The
degree of scattering is often considered to be proportional to the inverse of the elastic diffusivity
(see Turner and Weaver (1995) for instance). Consequently, the middle part of the Figure 1.7
corresponds to a highly scattering medium in which the elastic diffusivity has significantly lower
values compared to the other two extremes of the curve.

In the next section we introduce the scattering theory of elastic waves in a stochastic scattering
regime.

'In chapter 2, the elastic diffusivity will be plotted for different correlation models.
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Figure 1.7: Different scattering regimes in terms of the values of k/,

1.4 Stochastic scattering regime

The theory of radiative transfer of elastic waves is an approach to study the multiple scattering of
seismic waves (Chandrasekhar (1960), Weaver (1990), Zeng (1993), Sato (1994), Turner and Weaver
(1994), Ryzhik et al. (1996), Margerin et al. (2000)). The radiative transfer equations (RTE)
describe the spatio-temporal evolution of the wave vector dependent energy density of the waves as
well as their state of polarization. Chandrasekhar (1960) developed the vector transport equations
of the polarized light waves in the case of statistically isotropic media. Assuming a weakly-varying
random media with local isotropy, Weaver (1990) and Ryzhik et al. (1996) independently developed
the RTEs of elastic waves with two different approaches:

e The derivation of Weaver (1990) is based upon a diagrammatic approach, as introduced by
Frisch (1968), in which the mean wave field is governed by Dyson equation (resulting directly
from the elastodynamic wave equation). This equation is solved in spatial-Fourier domain
with the assumption of the first order smoothing (FOSA) as well as ¢ = kf, which should
be below the high-frequency geometric optics limit (Turner and Anugonda, 2001). Then,
solving the so-called Bethe-Salpeter equation results in the transport equations.

e Ryzhik et al. (1996) started with the wave equation and used asymptotic expansions to derive
the RTEs of elastic waves. Their approach will be detailed further in this chapter.

As far as the materials with locally anisotropic behavior is concerned, Turner (1999) derived the
RTEs of elastic waves in a transversely isotropic heterogeneous medium in which there is a plane
of symmetry and the elastic matrix could be specified using 5 independent parameters. Margerin
(2006) developed the elastic RTEs for the case of anisomeric random media in which the correlation
lengths depend on space direction. Recently Baydoun et al. (2014) developed the RTEs of elastic
waves for locally anisotropic material behavior and anisotropic background.

In the general case, solving analytically the RTEs of elastic waves is impossible. Margerin
et al. (2000) developed a numerical code to solve the RTEs of elastic waves using a random walk
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approach. Despite the fact that the scattering of elastic waves is intrinsically anisotropic (i.e. the
scattered directional energy density varies in different directions) even in low-frequencies (Turner,
1998), the hypothesis of isotropic scattering makes these equations more tractable and allows them
to be analytically solved. Consequently, Shang and Gao (1988) and Zeng et al. (1991) assumed
that the scattering occurs isotropically and solved the RTEs in the case of scalar waves. In fact,
the lowest term in the expansion of the scattering operator (the so-called scattering cross-section)
in RTEs of elastic waves using spherical harmonics represents the isotropic scattering. Zeng (1993)
and Sato (1994) developed these studies to the case of elastic waves but they neglected the vector
nature of elastic waves such as the effect of the polarization of shear waves. In these studies the
elastic waves are treated as scalar waves and the scattering is yet assumed to be isotropic.

In the next section, we will briefly discuss the derivation of the RTE of acoustic waves propagat-
ing in a low variance random medium with continuous heterogeneities. The same approach leads
to the RTEs of elastic waves but for the sake of simplicity, we use the case of acoustic waves to de-
rive the transport equations. The major differences is that the acoustic waves have only one wave
mode similar to the compressional mode of elastic waves, so that the effects of the polarization of S
waves and possible mode conversions between P and S waves during scattering process will not be
taken into consideration in acoustic transport equations. Subsequently, the RTEs corresponding
to the case of elastic waves will be introduced without giving the mathematical proofs.

1.4.1 Radiative transfer equation of acoustic waves

In this section, starting with the acoustic wave equations and using a multiscale expansion of the
Wigner measure of the wave field as a parameter which is closely related to the wave energy density,
the transport equation of acoustic waves will be derived. At first, the acoustic wave equation for
the pressure and velocity fields (p and v respectively) is considered as:

p(x)w + Vp(x,t) =0; v(x,0) = vy(x) (1.44a)
n(x)w +V - v(x,t)=0; p(x,0)=po(x) (1.44b)

in which p(x) and k(x) are respectively the local values of density and bulk modulus of the medium.
The acoustic tensor corresponding to the set of wave equations (1.44) has one double eigenvalue cor-
responding to the non-propagating waves, i.e. w; = wy = 0, and two simple eigenvalues w; = v|k|
and w_ = —vlk| corresponding respectively to the outgoing and incoming (which is obviously
non-physical) longitudinal acoustic waves propagating with the sound speed v(x) = 1/k(x)/p(x).
It should be noted that this wave mode is analogue to the longitudinal elastic wave mode. The
corresponding 4 x 1 eigenvectors are functions of the material properties (x, 1) and the orthonormal
propagation triplet (R, z1), z(?)) where k, z¥ and z® correspond respectively to the unit vectors
following the propagation direction and its two perpendiculars.

Let u be the 4 x 1 vector wave field containing velocity and pressure fields: u = (v,p). The
coupled system of equations (1.44) may be written as a first-order symmetric hyperbolic system:

8u (x,1) Ju(x,t)
A(x) ZDJ o =0 1 u(x0)=u(x) (1.45)
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in which A(x) = diag(p(x), p(x), p(x), k(x)) is a symmetric positive-definite matrix containing the
material properties and the matrices D/(1 < j < 3) are symmetric and independent from time
and space.

The spatial energy density £(x,t) and the energy flux F(x,t) corresponding to the solutions
of (1.45) are given by Ryzhik et al. (1996):

E0x1) = 3 (ABu(e 1) u(xt)  Flxh) =3 (Dulxs) uxt)  (146)
which satisfy the energy conservation law:
t

85;’ ) 4V Fxt) = 0 (1.47)

Assuming that the overall propagation distance L is much larger than the typical wavelength
of the initial excitation, i.e. € = % < 1, high frequency solutions of (1.45) are of our interest. The
rescaled time and space variables are thus defined as t — ¢!t and x — ¢ 'x. Hence, the rescaled
wave field u.(x,t) = u(e~'x,e7't) will satisfy:

AO@W N ij%;t) S0 ¢ u(x0) = up(x/e) (1.48)

j=1
The following paragraph presents the concept of the Wigner transform of the wave field u and

shows that in high frequencies it becomes closely related to the energy density.

Spatial Wigner transform and its properties: The spatial Wigner transform of the wave
field u(x,t) is defined on phase space (x,k) as (?):

1\? . 1 1
kt)=|— iky — Zy.t|u* —y.t)d 1.4
W(x,k,t) <2W) /Rse u(x 5 )u (X+2y, ) y (1.49)

in this case W(x,k,t) is a 4 x 4 Hermitian matrix but not necessarily positive definite. It can be
seen as the inverse Fourier transform of the (symmetrized) autocorrelation function of the wave
field u(x) (Bal, 2005). Its integral over k is always positive:

W(x, k, t)dk = u(x, t)u*(x,t) = |u(x,t)|* (1.50)

R3

Equations (1.46) along with the equation (1.50) lead to the following expressions for the energy
density € and the energy flux F in terms of the Wigner transform of the wave field:

E£(x.1) = %/R Tr (AW (x, K, £) dk : F(x,t) = %/R T (DWW ko)) dk  (L51)

The rescaled spatial Wigner transform matrix W is then defined similar to definition (1.49):

1)\* 4 1 1
W.(x,k,t) = (g) /Rg ™, (X — 58V, t) u; <X + 5y, t) dy (1.52)
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It can be shown that the high frequency limit of W, is not only Hemitian but also positive definite,
which is interesting as far as the interpretation of the Wigner transform as a measure of energy is
concerned.

The Taylor expansion of the deterministic rescaled Wigner matrix W, in terms of adimensional
parameter € reads:

Wo(x,k,t) = WO (x, k, t) + W (x, k, t) + 2WP(x, k, t) + - -- (1.53)

Let b, and b_ denote respectively the polarization directions of the outgoing and incoming acoustic
waves. it can then be shown that the high frequency limit of the Wigner measure, i.e. W may
be decomposed as:

WO(x, k) = ay (x, k, )b, (k)b (k) + a_(x, k, £)b_(k)b" (k) (1.54)

where the scalar functions a; and a_ are related as a,(x,k,t) = a_(x, —k,t) and a, satisfies a
Liouville equation which is similar to the energy conservation law in equation (1.47):

da

— 4 {w,a} =0 (1.55)

ot
in which the so-called Poisson bracket {} is defined as {f, g} = Vi f - Vxg— Vi f - Vig. Since W©
is a positive definite matrix, the positive scalar a; can be interpreted as the wave energy density
in phase space. Equation (1.55) is the RTE of acoustic waves in a homogeneous medium because
so far the medium parameters x, 1 and p are considered to be deterministic.

Insertion of randomness on medium properties and extraction of RTE: We now intro-
duce the spatial randomness on parameters x and p as:

o) = [14 VEXe (5)] 5 60 = [14 vEX ()] 5 00 = 14 vEX, (2)] (150)

in which X, X, and X, are adimensional, independent, statically isotropic and second-order
random functions with zero mean values and with correlation lengths comparable to the typical
wavelengths (since the stochastic scattering regime is of our interest). In this equation ¢ is the
same scaling factor defined early in this chapter. The magnitude of perturbations /¢, is chosen
such that the scattering effects due to the heterogeneities and the effect of the homogeneous back-
ground medium be comparable (Ryzhik et al., 1996). However, this reduction in the amplitude of
fluctuations will also prevent the waves to be in a localization regime in which the wave energy
will be trapped in finite regions so that its transport might no more be possible. In all 1D and
2D random media, the (Anderson) localization is expected. In 3D random media with strong
fluctuations, even when the heterogeneities are isotropic, a localization regime will be obtained

(see Sheng (1995), Larose et al. (2004) and Lobkis and Weaver (2008) for example).

Using the fast space variable £ = %, a multiscale expansion of random matrix-valued W, is now
introduced as:

W (Xa €7 k, t) = W(O) (X7 k, t) + \/EW(1)<X7 Ea k7 t) + €W(2) <X7 Ea k7 t) + (157>

with a high frequency asymptotic W(® which is assumed to be independent of the variable &. It
can be shown that the average value of the random matrix W, is close (in a mean-square sense)
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to the positive definite &-independent matrix W which itself could be again decomposed as in
equation (1.54), in which a, which is hereafter denoted simply by a satisfies the following transport
equation:

2k2
X 4wy =

ot /R 5 (w(le) — w(k)) (a(K) ~ a(k))

) { (kK281 = K) + 20k - K)Sullk = K1) + Sk = K} (1:58)

Since the local frequency is w(x, k) = v(x)|k|, the Poisson bracket will be {w,a} = vk - Vya —
|k|Vxv - Via. The right hand side of this equation can be rewritten in the following general form:

% {w.ah = | ok Ka(k)dk' — X(x, Ka(k) (1.59)

which is the general form of the transport equation of scalar waves having just a single wave mode.

In equation (1.58) S,,, Sy, and Sy, are the power spectra of the inhomogeneities (note that for

example S, is the PSDF of the random variable X, defined in equation (1.56) ) and k and k are
the unit wave vectors corresponding to the incident and scattered waves or vice versa. The left
hand side of equation (1.59) represents the total time derivative of the angular energy density a at
a point moving along a ray in phase space (x,k) and the right hand side represents the effects of
scattering by random heterogeneities. The first term of the latter results from the gain of energy
due to the scattering of all possible incident waves which are scattered in direction k and the second
term is related to the loss of energy resulting from the scattering of the incident wave following k
to all other directions. It can be pointed out that the left and right hand sides of equation (1.59)
take into account respectively the parameter fluctuations at slow and fast scales. The scattering
process by a localized heterogeneity is schematically shown in Figure 1.8.

<N

Incident Wave

K’
Scattered Wave

K

Inhomogeneity

Figure 1.8: Scalar wave scattering pattern
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Differential and total scattering cross-sections: In equation (1.59), the so-called differential
scattering cross-section o is given by:

w2 k|?

o(x,k, k') = 5

{0 K)28,, (1 = K]) + 20k - K) Syl — K]) + Sel — K1) } 5 (0]k] = o]

(1.60)
From equation (1.59), o can be interpreted as the rate at which an incident wave with wave vector
k' is scattered into another direction k. As it can be observed from equation (1.60), when the

material behavior is isotropic, o is solely a function of the incident wave number |k| and the cosine

of the scattering angle (cosf = (k - R/)) which is henceforth denoted by x:
Isotropic Material — o(x,k, k') = o(x, |k|, x) (1.61)

The Dirac delta function means that the wave frequency remains unchanged during scattering
process which is always true for time-independent non-dissipative media. The wave number is
conserved and therefore the differential scattering cross-section is symmetric with respect to k and
K, ie.:

o(x,k, k') = o(x,K', k) (1.62)

which is not necessarily the case for vector waves such as electromagnetic or elastic waves.

The total scattering cross section ¥ in a point x and following a direction k is defined as the
sum of differential scattering cross sections for the incident (scattered) direction k and all possible
scattered (incident) directions k':

Y(x, k) = /112{3 o(x,k, k')dk' (1.63)

o and ¥ are respectively in units of m3s~! and s~!. Physically ¥ can be interpreted as follows: If
a plane wave packet with a wave vector k is considered, its directional energy density following k
in any point x after a propagation time ¢ will be decayed with a factor of exp(—X(x, k)t) (Turner,
1998). ¥ specifies the wave attenuation due to the wave scattering.

1.4.2 Extension to the case of elastic waves

In this section, considering the particularities of elastic waves compared to the acoustic waves, we
will extend the RTE and the scattering parameters introduces in Section 1.4.1 to the case of elastic
waves. The main complexities related to the elastic waves compared to the case of acoustic waves
are:

(i) The existence of multiple wave modes resulting in potential mode conversions between P and
S waves during scattering events.

(ii) The state of polarization of S waves which can affect the transport equations.

The first complexity results in two strongly coupled transport equations for the directional
energy densities of P and S waves and the second one leads to a modification in the total time
derivative corresponding to the shear waves (LHS of the transport equation of S waves (see equa-
tion (1.68))).
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Consideration of different mode conversions: Equation (1.63) is no more true for elastic
waves in which multiple modes interact with each other during scatterings. In these cases, o and
> are matrices. If we differentiate between two S wave modes as S; and Sy, the 3 x 3 matrices
corresponding to ¢ and X are as follows:

o(P—P) oP—51) ol —5S,) YX(P—P) X(P—S) X(P—095,)
o(S1 = P) o(S1—S51) o(S1—= 5)| < |51 = P) X(S1—51) X(S1 — S)| (1.64)
0(Sy — P) o(Sy — S1) o(Sy — 52) (S — P) X(S2 — S1) X(S2 — S9)

Different entries of the scattering matrices can be grouped as follows:

YX(P— P)||X(P—51) X(P—5))

E(Sl — P) Z(Sl — Sl) E(Sl — SQ)
E(Sz — P) Z(SQ — Sl) E(Sg — Sg)

(1.65)

in which the total scattering cross-sections corresponding to different mode conversions are defined
as:

Spp = N(P — P) (1.662)
2(S — P) 0
Ypg = { . £(Ss - PJ (1.66c)

2(S1 = S1) B(Sy — So} (1.66d)

s = [2(51 S (S, — Sy)

Modifications in transport equations: For random media with locally isotropic material
behavior, Weaver (1990) and Ryzhik et al. (1996) derived the RTEs of elastic waves as the following
coupled system of equations:

p
)+ o ()
_ / opp (k, K)a? (K)dK' — Spp(k)a”(k) + / ok, K)[a* (K)]dK' — Sps(K)a?(k) (1.67)
R3 R3
Effect of P—t?)fP scattering Effect of S-to-P (left) an‘drP-to-S (right) scattering
d[a*(k s 1,8 s s
U o )+ (@ 09IN — Nia'(k)]

Vv
Effect of the polarization of S waves

= /R _oss(k, K [a’ (K)]dk' — s (k) [a” (k)] + /R osp(k, K)a? (K)dk' — Ssp(k)[a* (k)] (1.68)

N

TV TV
Effect of S-to-S scattering Effect of P-to-S (left) and S-to-P (right) scattering

where a?(k) and [a®(k)] are respectively the scalar directional energy density of compressional P
waves and the 2 x 2 coherence matrix containing the directional energy densities of the coupled
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shear S waves. This coherence matrix is similar to the energy density of electromagnetic waves
which can be described by four Stokes parameters, i.e. the intensity I, the degree of polarization
(), the plane of polarization U and the ellipticity V. We denote the S wave modes (S; and S3) by
plane waves as:

Si(t,x) = Ay (t, x) exp(iwt) (1.69a)
So(t,x) =As(t,x) exp(iwt + ip(t)) (1.69Db)
in which A; and A, are the respective amplitudes, w is the wave’s circular frequency and ¢(t) is

the phase shift between these two wave modes. The Stokes parameters are defined as (see Weaver
(1990), Turner and Weaver (1994), Margerin et al. (2000), Trégoures and van Tiggelen (2002) ):

I = (8,5} + 5,53) = (A]) + (A3) (1.70a)
Q = (S15] — 5:5;) = (A7) — (43) (1.70b)
U= (S Sy + SQS*> <2A As cos gb) (1.70¢)

in which () stands for the average over several periods. Note that the waves are unpolarized when
() = U =V = 0. The coherence matrix [a*(k)] is then defined as:

el =5 (p 18 TS ) — e (1.71)

which is Hermitian and positive definite and satisfies the Chandrasekhar’s RTE (Chandrasekhar,
1960). The extra-diagonal entries of [a®(k)] result from the polarization of S waves and they vanish
when the shear waves are depolarized which takes place in diffusion regime.

In equation (1.68) the 2 x 2 matrix N(x, k) describes the polarization effect of shear waves which
will be defined later. In equations (1.67) and (1.68), differential scattering cross-section o;;(k, k')
for 4,5 € {P,S} (with unit m?/s), is the rate at which energy of mode type j with wave vector k'
is converted to wave energy of mode type ¢ with wave vector k at the point x. It represents the
connection between material properties (Lamé parameters and density) and transport parameters
(attenuation, scattering cross-section, scattering mean free paths and diffusion constant) which
will be defined further in this chapter.

Thanks to the isotropy of the constitutive behavior (elasticity) and conservation of frequency
through mode conversion, one can parameterize the differential scattering operators as (Ryzhik
et al., 1996):

opp(k, K') = 0,,(k, k)0 (v, k| — v,K'|) (1.72a)
om&HM]ZTkaMG&kﬂﬂmM—mMD (1.72b)

osp(k, k') = 0,5 (K', k) G(K', k)0 (vs]k| — v, K']) (1.72c)
oss(k, K)[IL] = { olT(k, k)T (k, k)T(k, k) + o'F (k, kK )T'(k, kK )T'(k , k)

+%Jkkﬂﬂhkﬁ&ﬂ@+ﬂhkﬁ&ﬂ%}&mm—%MD (1.72d)

where the matrices G, T and I' will be defined in Section 1.4.3. The following self-consistency
relationship between P-to-S and S-to-P scattering cross-sections is a straightforward result from
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comparing the equations (1.72b) and (1.72¢) which can also be shown using the fact that the Green
function is symmetrical:

ops(k, k') = Tr osp(K, k) (1.73a)

The differential, total and forward scattering cross-sections of elastic waves or the scattering
parameters will be studied in the next section.

1.4.3 Scattering parameters

Differential scattering cross-sections: Let the triplet [k, 2V (k), 22 (k)] (defined in Section
1.4.1) denote respectively the orthonormal polarization directions of P and S waves in spherical
coordinates:

R sin 6 cos ¢ cos 6 cos ¢ —sing
k = | sinfsin¢ - 2W(k) = [ cosfsing . 29&K) = [ coso (1.74)
cosf —sinf 0

In equations (1.72b), (1.72¢) and (1.72d), the 2 x 2 matrices G, T and T are respectively
defined as:

Gij(k, k) = (k- 201 (k- 29 (K)) (1.75)
Tk k) = 20(k) - 29 (k') (1.76)
Tk, k) = (k- k) (29 (k) - 2D (K) + (k- 20 (K)).(K - 20 (k) (1.77)

Without any loss of generality, we assume that the incident wave is in z direction (§ = ¢ = 0 in
equation (1.74)), so that the orthonormal propagation triplets corresponding to the incident and
scattered waves can be written as:

0 1 0
k=|0] ; 2Y®=[(0] ; Pw=|1 (1.78)
1 0 0
sin 0’ cos ¢/ cos B’ cos ¢/ —sin ¢/
k' = | sin@'sin ¢’ - 2K = | cos# sin ¢’ . 2PK) = | cos¢ (1.79)
cos & —sin @’ 0

Hence, the scattering angle is " and we define xy = cos@’. In equations (1.72), the differential
scattering cross-sections opp, opg and ogp are respectively (see Weaver (1990), Ryzhik et al.
(1996), Turner (1998), Turner and Anugonda (2001) and Savin (2005) for instance):

2 2
opp(k,K) = il ffu) {(zﬁ A)QSMIk— K|+ %(R-R’V%(\k— k')
+4—‘—‘2(f<.12’)4s (k=K |)+ (k-k)25,,(k — k|
(2H+A)2 Hep PP
+L(R-1}’)sA (k —K|) + 4—H(1;-f<')35 (|k—k’|)} S(vy|k| — v, |K|) (1.80)
(Q,U‘i‘A) P (QH_‘_A) PH p p
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’ ,LL ’
7ps0c ) = 5 {28k — K )+ 4lkf* (- K8, — K )
FAIKIK (k- K) Syl = KD} (1= (k- K)?) 30, ]K | = v, k) (1.81)
: p , PR ,
s (. K) = 50 {5,k — K ) A 2l )25,k — )+ 4 (e )k )
B <. cos’¢/ 0 /
(1 — (k- k/)2) { . ¢ <in? ¢,} O(vs|k| — vk ]) (1.82)
where Sy, 1,7 € {\ p,p} are the power spectra of the underlying random medium and p, u

and )\ denote the respective average values calculated over the random medium. The differential
scattering cross-section corresponding to the S-to-S mode conversion ogg is a 2 X 2 matrix with
the following components (see equation (1.72d)):

/ ]_ /

olT(k, k) = §m§\ky2spp(|k ~k) (1.83a)
/7 1 ’

05 (I k) = ook Sy, (Jk — k) (1.83b)
/ ]_ A

otk k) = §7w§\k]25pu(]k —k|) (1.83¢)

Therefore, 055 = ot + ok + oLl has the following components:

1 : ,
055 (kK) = 570 K2 Spp(ke = K ).6 (v [k | = vs[k])

cos? ' cos? ¢ +sin® ¢’ cos ¢’ sin @’ (cos? ' — 1) (1.84)
cos ¢’ sin @’ (cos? @ — 1)  cos® @ sin® ¢’ + cos® ¢’ '

W1 , ,
oss(k k) = Smvl[k|*Sy, (k=K |).0(v[k | = vs[k])

cos® ¢ (2 cos® 0" — 1)2 +sin® ¢’ cos? @' sin ¢’ cos ¢’ (4cos* @ — 5cos? @ + 1)
sin ¢ cos ¢’ (4cos @ —5cos20' +1)  sin® ¢ (2cos2 0 — 1) 4 cos? ¢/ cos? ¢

} (1.85)

055 (k) = w0l k> Sy, (1 — K')).0(vs[k | — v|k])
cos @ (2cos? ' — 1) cos? ¢ + cos § sin” ¢/ 2cos ) (cos? 0" — 1) sin ¢’ cos ¢/ (1.86)
2cos @ (cos? 0’ — 1) sin ¢’ cos ¢’ cos @ (2cos? @ — 1) sin® ¢ + cos ' cos® ¢/ '

Total scattering cross-sections: Following equation (1.63), the corresponding wave number
dependent total scattering cross-sections are defined as:

27r
EPP(\k!)Z/ opp([kl, [K'|, x)dk" = !k\QUPP(\kIa\k'\ = |k, x)dx (1.87)
R3

p J—-1
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27T 2ot v
Ses(l) = [ ars(l I 0a =27 () [ kPans(i K] = 2 gdy (159

s s 1

1 vs “+1 2T
Ysp(k|) = /3 osp(|k|, K|, x, ¢ )dk' = — <—> / / k|*osp(k|, K| = —\k| X, ¢')d¢'dx
R Up
(1.89)
/ / / ]' +1 °n 2 / / /
Yss(lk|) = . oss(|k|, k'], x, ¢ )dk" = o k|“oss (k| |K'| = k|, x, ¢ )dd'dx  (1.90)
R sJ-o1 Jo

Integrating equations (1.80), (1.81), (1.82) and (1.84) to (1.86) respectively using equations
(1.87), (1.88), (1.89) and (1.90) gives:

B +1 7T2|k|4 QH"‘A AQ 4AH ) 4E2 .
Ypp(k|) = /_1 /P {<2E+A)ZS)\)\(G) + mx Sxu(a) + WX Sun(a)
4
FXS,(0) + 7 XSul) Sl | (191
Srs((k) = [ i (jpﬂ;ﬁkﬁ{zﬁ: 26,0(b) + 45, (b) + 4 stw(b)} (1-x2) dy
o - - (1.92)
o 2 4 p -,
Sar(id) = [ N e {50+ 525000

—1 X2—|—1
+17T?)8 4 4t -3+ 1 0
+1 3
2 0
+/ T vs|k|45’pu(a) lg 5 3} dx (1.94)
—1
in which:
2u+A [2p+ A L [ K
= |k|+/2(1 — b= k|1 = — 2= ce= k|, |1 = —2 =
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The comparison of equations (1.92) and (1.93) shows that:

Ssp(lkl) 1 (%)3

Up

(1.96)

Sps(kl) 2

in which Yg p(Z—’:|k|) is considered to be any of the diagonal entries of the corresponding matrix.

Forward scattering cross-sections: A direct result from equations (1.80), (1.81), (1.82) and
(1.83) is that the scattering of elastic waves is intrinsically anisotropic and the angle dependence of
the differential scattering cross-sections even in low-frequencies is inevitable (Turner, 1998). An-
other parameter relevant to the description of scattering preference is called the forward scattering
cross-section, which is defined as the integral of the differential scattering cross-section weighted
by the cosine of the scattering angle. Thus, it characterizes the degree of scattering in forward
direction. Its value can be negative, zero or positive respectively for backward, non-preferential
(but not necessarily isotropic) and forward scattering (Trégoures and van Tiggelen, 2002):

¥i(k) = /RS(R K)oy, (k,K)dK', i,j € {P,5} (1.97)

We will see further in Section 1.5 that this quantity appears to describe the parameters in a
diffusion regime.

Scattering mean free time (path): The attenuation of the wave energy is due to: 1) the
scattering effects due to the random heterogeneities and 2) the inelastic absorption resulting from
the dissipative nature of the underlying medium. Neglecting the effects of dissipation and dividing
both sides of the equations 1.67 and 1.68 respectively by ¥p = Xpp 4+ Xpg and Xg = Y55 + Xgp,
two terms appear that have units of time. These quantities are called respectively the scattering
mean free time of the P and S waves. In the context of the elastic waves propagating in continuous
random media, the scattering mean free time (path) is defined as the time (path) during which
the scattering of the waves is effective. In the case of scalar waves propagating in discrete random
media, this quantity describes the average distance traveled by the waves without being scattered.
For elastic waves, the scattering mean free paths and times relative to each of the wave modes
are related via the corresponding phase velocity when the background is homogeneous (see Savin
(2005) for instance). We can define:

72 = g = (olk) = 7o(i)y, (1.98)
and 1
Ts<k> = gs(k) = Ts(k)vs (199)

~ Ys(k) + Xgp(k)
In the following section, the diffusion regime will be discussed as the limit of a transport regime
at long lapse times.

1.5 Diffusion regime

In a strongly scattering medium, after long propagation paths, the energy propagation of the mul-
tiply scattered waves can be described by a simplified version of the RTEs, the so-called diffusion
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equation. A diffusive regime establishes when (1) the energy radiation is almost isotropic and (2)
energy between P and S waves is equipartitioned. The latter one is in general less stringent than
the first condition (Margerin, 2013). When only the second condition is satisfied, an equiparti-
tion regime has set in. The transport mean free time (path) of the waves 7*(I*), is the typical
time (distance) beyond which the waves will forget all their information about the source(s) or
the initial conditions. As a result, for the propagation times (distances) greater than 7*({*), the
direction of propagation of the waves becomes independent of the direction of the initial pulse and
the S waves become depolarized. These are some of the fundamental characteristics of the diffusion
regime, which is an asymptotic limit of the transport equations. In this regime, the energy density
of each mode will become independent of the propagation direction k, and will satisfy a scalar
diffusion equation which is identical to the heat conduction equation in thermal processes. For
elastic waves, the energy density of P and S waves in each point x and at any time t are defined
as the 3D integral of the corresponding directional energy densities:

Et,x) = /R3 al(t,x,k)dk; &E(t,x) = /R3 Tr[a®(t, x, k)]dk (1.100)

In diffusion regime, the energy densities in phase space will be independent of the wave vectors,
therefore:
aP(t,x, k) ~ a(t,x, |k|); [a°(t,x, k)] ~ B(t, %, k|, (1.101)

where Iy is a 2 x 2 identity matrix and It can be shown that the scalar function ¢(¢,x,|k|) =
a(t,x, |k|) = B(t, x, |k|v,/vs) satisfies the following so called diffusion equation:

0¢ _

OV [DVsd (1.102)

which is characterized by a so called diffusion constant or diffusivity D that determines the degree
of the scattering process. That is to say that lower values of D correspond to a highly scattering
medium and vice versa.

Now if we consider an incident P wave with wave vector k and a scattered S wave with
wave vector k', since the local frequency remains always constant during the scattering events,
i.e. vylk|] = vs|k|, in equilibrium (i.e. when an equipartitioning regime sets in) we will have
a(t,x, |k|) = B(t,x, |k|v,/vs). Integrating both sides of this equation over k will give us the fol-
lowing equipartitioning law (Weaver (1982, 1990), Papanicolaou et al. (1996), Ryzhik et al. (1996),
Turner (1998), Margerin (2013)):

lim gs (ta X)
t>r &, (t,x)

=2K% = L ~2 <2+:) (1.103)
(2 1

which is true for times larger than the typical transport mean free time. As a result, on the one
hand, each of the energies £, and & are individually related to the statistical properties of the
medium through the scalar diffusion equation and on the other hand, the ratio &/&, is directly
related to the first order statistics of Lamé parameters. The equipartition law was first derived
by Weaver (1982) by counting the number of normal wave modes. Weaver (1990), Ryzhik et al.
(1996) and Papanicolaou et al. (1996) then derived mathematically, based on the transport theory
of elastic waves, the law of energy partitioning between P and S wave energy densities. Margerin
et al. (2001) studied the effect of anelastic absorption on the equipartitioning of elastic waves.
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They found that even in dissipative media, in the coda part of the seismograms, the energies are
equipartitioned between P and S waves with a slight modification which rarely differs by more than
15% from the ratio predicted in full elastic media (equation 1.103). Shapiro et al. (2000) observed
the energy partitioning in the seismic coda of high-frequency local earthquakes in Mexico with the
measurements of the curl and divergence parts of the ground displacement. Thus, according to the
equation 1.103, at large lapse times the energy density ratio depends only upon the ratio between
the mean phase velocities K and not on the details of the multiple scattering neither the source
or initial conditions. For Poissonian materials, £ /&, ~ 10.4 which highlights the fact that the S
waves are dominant in diffusion. This dominance was observed by Aki (1992), using the analysis
of the seismological data.

The transport mean free paths of P and S waves are defined as distances that are required for
each wave type to travel in order to be in a diffusion regime. Derivations of the elastic diffusion
equation results in the following equations for these quantities (Margerin, 2006):

vp(Xss + Xsp — Eg) + UsXpg
(Xpp + Xps — Xpp)(Xss + Xsp — Vgg) — YpsEgp

(k) = (1.104)

and / 1
vs(Xpp + Xps — Xpp) + 0p2sp

(Xpp +Xps — Xpp)(Uss + Bsp — Xgg) — Zpgdisp
The elastic diffusivity in equation (1.102) is a weighted average of the diffusion coefficients of

individual P and S wave modes, i.e. Dp(k) = %ﬂ{) and Dg(k) = %(k))

(k) = (1.105)

1

0, t5(K)
bl =155

1 Upg}kv(k) 3
= 2K>—2~-~ 1.106
14+2K3 3 + 3 ( )

(Dp(k) +2K°Dg(k))

in which the weights are determined using the equipartition equation & = 2K3E,.

The separation of the elastic energy density ¢ into the P and S wave energy densities (£, and
&) cannot be done directly in equation (1.102) (Papanicolaou et al., 1996). However, in discrete
random media with spherically symmetric scatterers, Trégoures and van Tiggelen (2002) derived
a sophisticated form of the diffusion equation as a coupled system of equation for P and S wave

energy densities:

9 (E,(t,x) E(t,x)\ Ey(t,x)

i (£l0) e (2079) = (Foe (1-107)
where D7 and J are respectively the matrix of elastic diffusivity and the collision matrix defined
as:

1
Dy —
T 3((Spp + Zps — Zpp)(Tss + Zsp — sg) + LpgDisp)
vﬁ(zss + ESIP —Y%s) ) VpUsLlpg , (1.108)
UpUsXigp v (Xpp + Eps — Xpp)
and
1 —-L
J = Sps ( 1K3) (1.109)
-1
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The solution of the equation (1.107) in an unbounded medium shows an exponential decay of
the P and S wave energy densities toward the steady-state solution with the same rate. This decay
rate is called the global stabilization (equipartition) time 7., and is defined as the time needed to
reach the global equipartiton:

1 1

B Yps(k) + Xsp(k) N Yps(k) (1+ 5) (1.110)

Teq(K)

1.6 Summary and Conclusion

This chapter addressed the problem of the elastic wave propagation in randomly heterogeneous
media with locally isotropic material behavior. The concept of wave scattering in random media
is then introduced and the equations governing the mean wave energy densities in phase space
are derived following Ryzhik et al. (1996). The demonstrations are done only for acoustic waves
just for the sake of simplicity and the extension to the elastic waves is discussed. These transport
equations are characterized by the so-called scattering cross-sections which are functions of the
statistics of the underlying random medium. In the next chapter we will discuss in detail about
the scattering parameters and specifically we will focus on the assessment of the influence of the
correlation kernel of the random medium on the scattering parameters.
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Chapter 2

Influence of the spatial correlation
structure of an elastic random medium
on its scattering properties

A correlation model is parameterized in general by a variance and a correlation length. The
variance indicates an order of magnitude of the strength of the fluctuations and the correlation
length an order of magnitude of the distance over which the field fluctuates significantly. However,
these two numbers are not sufficient to describe completely a correlation model. Depending on
the application, it is not clear when higher order moments have a significant impact on the wave
behavior. The main objective of this chapter is to try and clarify this aspect. We therefore
introduce several classical correlation structures (exponential, power-law, Gaussian, triangular and
low-pass white noise) and study the impact of the structure on several parameters in the weakly
heterogeneous scattering regime (scattering cross-sections, diffusion parameters). This impact is
studied independently of the variance and correlation length, in order to compare the relative
influences. The asymptotic behavior of the mentioned parameters will be also investigated.

2.1 Normalizations of parameters

The objective of this section is to normalize all scattering parameters which have been introduced
in chapter 1 and represent them in terms of some adimensional parameters.

2.1.1 Phase velocity contrast parameter K

We will see further down that one of the most relevant mechanical parameter for our study is the
ratio between the space-averaged values of the phase velocities defined as:

K=—+r~ 2—1—é (2.1)
ol

Guilleminot and Soize (2013) have investigated the statistical dependence of different com-
ponents of the random elastic matrix using the maximum entropy principle. They have shown
that for isotropic materials, the bulk and shear moduli (k(x), u(x)) can be modeled as indepen-
dent, Gamma-distributed random variables. As a result, instead of considering Lamé coefficients
(A(x), u(x)), the bulk and shear moduli are considered as two independent random fields with
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Gamma distribution (see Appendix C). In this case, K can be rewritten as /4/3+ x/p. We

define the local phase velocity ratio random field as:
Ks(x) =4/ + ——= (2.2)

For the sake of simplicity, the coefficients of variation of k(x) and p(x) are considered to be
the same, i.e. 0, = J, = J. Let k(x) and u(x) be two independent Gamma random variables
with parameters (6,, o, = 1/6%) and (6,,«, = 1/6%), it can be shown that the random variable
R(x) = k(x)/u(x) follows a beta distribution of the second kind with the following probability
density:

1 7262

fr(r) = - 5 H(r) (2.3)
()™ Bla. 2) (1 + z—) :

in which H and B are respectively the Heaviside and the beta function. The latter is defined
as:

1
B(a, B) = / p* (1= p)Pldp (2.4)

0
Since 0,./0,, = K/, a first-order approximation for the mean value and standard deviation of R
can be evaluated respectively using R = ﬁi and op = %i. Using some frequently-used

values in geological media, i.e. p = 2x10° Pa, £ = 3.3191 x 10° Pa and § = 0.25, we get R = 1.77
and or = 0.26. Hence, the first-order approximation for the mean value and standard deviation

of K will be respectively K5 = \/4/3+ R = 1.76 and ok, = QJZZT% = 0.07. As a result, the

spatial variation of Ks(x) can be approximately neglected. In geological media, the isotropic elastic
material is frequently considered as a Poisson solid whose Lamé parameters are equal (A = H)7 SO

that K = v/3 will be used as a reference value in this study. Based on seismological data, the
values of K for the upper mantle range between 1.65 and 1.8. In laboratory tests under pertinent
pressure and temperature conditions for the geological layers, its values range between 1.7 and
2.3 (Sato, 1984). Note that the theoretical minimum of K is \/4/3 ~ 1.16. This value ensures
that the bulk modulus is positive but corresponds to a negative value of X. In the next section, we
briefly remind the definitions of the normalized ACF and PSDF along with some basic hypotheses
made about them.

2.1.2 Random model of the mechanical parameters

Since the statistics of the Lamé parameters appear in transport equations of elastic waves rather
than that of (k(x),u(x)), a random description of the pair of random fields (A(x), u(x)) will be
considered. As before, we model them as second-order homogeneous random fields and specify
their mean values A and p, autocorrelation functions (ACF) Ry(x — x') = E[(A(x) — M) (A\(X') —
A)] and R, (x — x') = E[(u(x) — p)(u(x’) — p)], and cross-correlation function Ry,(x — x) =
E[(A(x) — A)(u(x') — p)]. When the auto/cross-correlation functions R,, R, and R, are defined,
the calculation of the corresponding functions Ry, R, and R), is straightforward. For instance,

the cross-correlation function R), can be calculated via:

Ry (7) o?R, (1) + gJiRN<T)
2a\T) =
o2 + gaﬁ

(2.5)
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These models of correlation functions R(r) are usually introduced after normalization by the
variance o2 = R(0) and the correlation length ¢, is defined as in (1.36) of chapter 1. Assuming that
the correlation function is a function of the ratio between the lag distance r and the correlation
length ¢, i.e. R(r;{.) = R(r/{.), we define the non-dimensional correlation function as:

R(n) = — (2.6)

Note that the values of R(1) theoretically belong to the interval [—1,+1]. For the simplicity of
the presentation, we will consider from now on that all the correlation lengths are the same:

2 2 2
— Ra(r)dr = — R,(r)dr = —— Ry, (r)dr = 4., 2.7
oo L maeir= 5 [ Rar= 2 [ (2.7

as well as the normalized correlation functions:

Ra(n) = Ry.(n) = Rau(n) = R(n) (2.8)
The different correlation models therefore only differ through the variances o5 = R (0) and o7, =

R,.(0) and the correlation coefficient py, = Ry,(0)/(0r0,). Finally, we introduce the normalized
power spectral density function (PSDF) ®(() as the Fourier transform of R(n). We consider the
classical definition of the Fourier transform in spherical coordinates for isotropic functions in 3D:

B(0) = 55 | sinelcn) P Rtn)dn 29)

o2 Jy
Note that the value of the PSDF at origin is related to the second order central moment of the
non-dimensional correlation function:

1 A
P(0) = —; *R(n)d 2.10
)= 55 [ ROy (210)
and that the first central moment of the PSDF is related to the zeroth order central moment of the
non-dimensional correlation function which is constant considering the definition of the correlation
length:
1 . 1
() d¢ = — R(n) dn=— 2.11

[ @ ic= 5 [ R in= (2.11)
These last two properties will be used to investigate the asymptotic behavior of the scattering
properties of the random medium throughout this chapter.

Although the effect of density variations has been shown to be influential on the attenuation of
wave energy and therefore on its propagation regime (Turner and Anugonda, 2001), we neglect it
here because these fluctuations are small in the geophysical media that we are interested in (Sato
et al., 2012). Therefore we have:

O, =P, =,,=0 (2.12)

Since no information is available about the power spectral densities, different assumptions can be
made in order to simplify the analytical formulas in the theory of elastic wave scattering. For
example Turner (1998) used the following assumption:

NOy = 2P, = A\u®y, (2.13)
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In this work, we assume factorizable power spectral density functions which results from the
assumption that we have made in equation (2.8):

Oy =0, =P, =0 (2.14)

Obviously for the Poissonian materials (A = i) these two assumptions are equivalent.

2.1.3 Classical correlation models

We now introduce several models of correlation that have been used in geophysics Klimes (2002).
First of all, the family of exponential correlation models with a general form as e (#/)*" ig
considered in which ¢ is a constant which is determined from the normalization condition and «
describes the smoothness of the random field. Larger values of o correspond to smoother random
fields. The models corresponding to a = 0.5 or a« = 1 are of special interest, which are respectively
called the exponential and squared exponential or Gaussian correlation models. The exponential
correlation function has been used in Frankel and Clayton (1986) to explain observations of both
seismic wave scattering and travel-time variations. This correlation function as well as its PSDF
are:

~

R(n) = exp(—2n) (2.15a)

1
o(¢) = m (2.15Db)

For large wave numbers, the Gaussian correlation function tends to zero faster than exponen-
tial model so that it has a lower high-frequency content. Both the correlation function and the
corresponding PSDF have a Gaussian functional form:

A

R(n) = exp(—m1°*) (2.164a)

d(() = ! ¢
) = g3 OXP <_E> (2.16b)
The next correlation function is called the low-pass white noise and has a constant PSDF with an
upper frequency limit beyond which it vanishes. Thanks to the boundedness of the support of the
PSDF of this model, it will be interesting in our numerical simulations because the discretization
error in the wave number domain will be decreased (Ta et al., 2010). The corresponding random
field will also be smooth because of the complete suppression of the high frequency content. This
model can be written as:

3 (sin (%) — Fncos (5n))
(32n)3

o(C) = %H (37“ - g) (2.17D)

R(n) = (2.17a)

Another correlation function whose PSDF has a linearly decreasing form with an upper fre-
quency limit is called the triangular model (see Ta et al. (2010), Soize (2000)). It has therefore the

43



same numerical advantages as the media with low-pass white noise PSDF'. This model is formulated
as:

Ry = 12(2 -2 cos(27z7277)m—)4(27m) sin(27n)) (2.150)
B(C) = 873;4 (1 - %) H (27 — () (2.18D)

A fundamental difference between this model and the flat correlation model is that in this
model the derivative of the PSDF at the origin is not equal to zero. We will see further in this
chapter that some of the factors that describe the influence of the correlation kernel on the scat-
tering parameters are the values of ®(0) and ®'(0).

Finally, a so-called power-law model is introduced:

R(n) = @ (2.19a)
o(() = %exp <—2%> (2.19b)

Table 2.1 summarlzes these models in their non-dimensional form, that is to say such that
R(O) =1 and 2 [, R(n)dn = 1. The ACF and PSDF for these models are drawn in Figure 2.1.
One realization of a centered unit Gaussian random field with each of the correlation models is
also plotted in Figure 2.2 to give an idea of the difference of texture that these correlation models

imply.

Correlation Norma}ized ACF Normalized PSDF
model R(n) (ID(Q)
Exponential exp(—2n) - (1+ = )2
Power-law m -7 exp (= 2%)
Gaussian exp(—mn?) 57 €XD <_%>
Triangular 12(2_2605(2722;;(3”77) SHEDN e (1- g) H (21 — ()
Low-pass white noise B(Sin(?nzsﬁr)zcos(?n)) 9%H (37” —¢ )

Table 2.1: Definitions of the normalized correlation models.

Note that all the correlations models, except the exponential one, have a vanishing initial slope
8f{/ On(n = 0) = 0. This means that they all correspond to random fields that have almost surely
continuous trajectories. The exponential correlation corresponds to random fields that are only
mean-square continuous.

2.1.4 Normalization of differential scattering cross-section

In transport equations (1.67) and (1.68), one can parameterize the differential scattering operators
as functions of |k| and the two angles 6 = cos~*(k - k') (or scattering angle) and ¢ = cos (2@ (k) -
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Figure 2.1: Classical correlation functions (left figure) and corresponding power spectral densities (right figure),
as described in Table 2.1: exponential (blue), power-law (purple), Gaussian (red), triangular (green) and low-pass
white noise (cyan).
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Figure 2.2: One realization of a centered unit Gaussian random field with different correlation models: (a) expo-
nential, (b) power-law, (¢) Gaussian, (d) triangular, and (e) low-pass white noise. The images are L x L, where
L =20/, and £, is the correlation length.

z® (k') of the spherical representation of k’ — k:

opp(k, K')[a” (k)] = gvpécﬁpp(lklﬁcﬂ) a’ (k') o(|k| — [k|) (2.20)

osp(k, K)[a? (K)] = 20,7 s (% 9> G(¢) a?(K) 5(% —K)) (2.21)

ops(k, K)[a* (K)] = 20,Leps (K| Ce, 0) Tr (G(0)a® (') 8(K|k| — |K|) (2.22)

oss(k, k')[a* (k)] = gvsé.ﬁss(lklﬁc, 0) R(¢)L(6)[a”(K)](R(¢)T(0))" o(|k| — [Kk']) (2.23)

in which the non-dimensional functions @;; (i,j € {p,s}) include the influence of the correlation
kernel and the Dirac delta functions imply that the frequency remains unchanged during the scat-
tering phenomenon. This also shows that the differential scattering cross-sections o;; (i, j € {P, S})
have the unity of m?/s.

The incident waves are assumed to be in z direction. Hence, the orthonormal basis containing
the polarization directions of the P and two perpendicular S waves, respectively for incident and
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scattered waves, [, 2V (¢), 2®(¢)] and [é’l, z(l)(&/), 2(2)(&/)], can be written in spherical coordinates
as in the equations (1.78) and (1.79). We also have |¢ — ¢'| = 2¢sin(0/2). With the choice of
angles made above, In equations (2.21) to (2.23), the functions I'(0), G(¢) and R(¢) will be:

G(o) = [ cos? ¢ Cosgbsinqb] (2.24)

cos ¢ sin ¢ sin? ¢

cos 260 0 } (2.25)

r(e):{ 0  cosf

R(¢) = {COS ¢ —sin ﬂ (2.26)

sing coso

The analytical definitions of the non-dimensional functions 7,,((,0), 7,s((,6), and 74((, 8)
will be introduced in Section 2.2.

2.2 Influence of the correlation function on the scattering
parameters

We consider in this section the influence of the correlation function on the scattering, total scatter-
ing, and forward scattering cross sections that appear in the radiative transfer equations introduced
in chapter 1.

2.2.1 Influence on the differential scattering cross-sections

For elastic waves propagating in a weakly-varying random isotropic medium, the analytical for-
mulas for the differential scattering cross-sections are given in equations (2.20) to (2.23) in which
the influence of the correlation function is summarized in the following adimensional functions
(see Ryzhik et al. (1996) for instance):

_ 9 2 \? 9 4 2 5 4 4o 0
opp(C,0) = ¢ 1_ﬁ o3+ 73 1_ﬁ oS 90,\aup,\u+ﬁcos fo,. o @ 2Cs1n§ :

(2.27)
7ps(¢,0) = ¢* cos® O sin® fo @ (C\/l + K? — 2K cos 9) , (2.28)

and
7ss(¢,0) = (o @ (zgsin g) , (2.29)

From equations (2.27), (2.28) and (2.29) it implies that the adimensional differential scattering
cross-sections are functions of the wavenumber of the incident wave and the cosine of the scattering
angle, i.e. 0;; = 0;5(¢,x), (4,7 € {p,s} and x = cosf). Consequently, elastic wave scattering is
intrinsically anisotropic (dependent on the scattering angle) even in low frequencies (( < 1) in
which the function ® tends to be a constant ®(0). Another direct result from these equations
is that the scattering happens symmetrical about the incident axis since changing the scattering
angle # — —6 does not change the values of the differential scattering cross-section. Adding the
randomness of the medium’s density results in an asymmetrical scattering pattern. It should be
noted that analytical solutions of the transport equations can be obtained assuming that the scat-
tering process is isotropic, i.e. o = 7(¢) (Aki (1992), Zeng (1993), Sato (1994)). In Appendix
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D, we extend the analytical solutions of the transport equations of elastic waves in the case of
isotropic scattering pattern given in Sato et al. (1997) for different source types.

Now that we have introduced the analytical formulas of the differential and total scattering
cross-sections, we define the following normalization for the differential scattering cross-sections of
elastic waves:

. __734(G9)
0ij(C,0) = —z— ,
fo Oij(Ca 0) do
In general 0;; states the angular dependence of the scattering process for j-to-¢ mode conversion.
Figure 2.3 shows the polar plots of the function g;; for all different possible mode conversions. The
propagation media are the random media defined with five different correlation kernels introduced
in Table 2.1. The value of K is v/3 and the covariance matrix is composed of oy = o, = pr = 0.1.
The incident wave propagates in positive x direction and encounters the heterogeneity situated
at the center of the polar plots which represent the relative scattered energy densities with re-
spect to this incident angle. Each column corresponds to a different value of ¢. The first column
(¢ = 0.1) shows that for weak values of (, all different scattering patterns are symmetrical about
the y axis. In other words, in low frequencies the scattering process happens non-preferentially in
forward and backward directions. Nonetheless, the scattering is not isotropic (independent from
the scattering angle). P-to-P and S-to-S mode conversions occur almost in the same polarization
direction as the incident wave (positive and negative x direction). The P-to-S plot shows that the
scattered S wave energies are almost in § = w/4,3n /4,57 /4, 7r /4 directions. Since in low frequen-
cies, the influence of the correlation kernel on differential scattering cross-sections are described by
®(0), 6;; becomes independent from the correlation kernel as it can be seen also in the first column.

i,j € {p,s} (2.30)

From second and third columns it implies that, irrespective from the correlation type, increasing
the values of ( results in scattering patterns with increasing trend toward the forward scattering
for all different mode conversions. The second column (¢ = 1) shows that all models except the
low-pass white noise have a forward scattering tendency. In this case, as far as the angular dis-
tribution of the relative scattered energies corresponding to P-to-S mode conversion is concerned,
the polar plot of 6, depicts that the amount of scattered S wave energy following ¢ = 40° and
0 = 320° is almost 1 (for low-pass white noise model) to 4.5 (for exponential model) times the
scattered S wave energy following 6 = 130° and 6 = 220°.

The third column (¢ = 10) shows that the scattering angles are tending to the exact same
direction as the incident wave packet direction. This comes from the fact that higher values of (
correspond to a more homogeneous medium which results in weak degrees of scattering. It should
be pointed out that in high frequencies, the values of 7, for low-pass white noise and triangular
correlation models vanish due to the boundedness of the spectrum. That means there is no more
conversion between P and S wave energies (see Figure 2.3(f)).

2.2.2 Influence on the total scattering cross-sections

We remind from chapter 1 that the total scattering cross-section ¥;;(k) (i, € {P, S}) is defined
as the integral of the differential scattering cross-section o;;(k, k') (i, € {P,S}) over all wave
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Figure 2.3: Influence of the correlation model on the scattering probability density functions &;;(¢,6) for K = V3
and o\ = 0, = px, = 0.1: exponential (blue), power-law (purple), Gaussian (red), triangular (green) and low-pass
white noise (cyan).

vectors k. We define:

7T2 Up—
Epp(k) = -5 Ep(2[k|E) (2.31)
2Vp 3 k
Eps(k)L; = 725, (Q\kwc\/KoK> I, = 2K3Sgp (?) (2.32)
T2 Vg —

C
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where I is a 2 x 2 identity matrix and the influence of the correlation kernel on the total scattering
cross-sections is completely included in the adimensional functions X,,, ¥,s and X:

) = ¢ { (1= 2) o200+ 55 (1 22 ) 0upila©) + %0314(0} (2.31)

Tn(0) = i 12 () = 11 (O} (235)
(€)= (02 {Io(C) — BL(C) + 414(O)} (2.36)
in which .
on_ﬂé (1 —=2x%)" x®(¢x)dx (2.37)
and .
10 = K5 [ (1= 2¢)" x@ (G0 (2.38)

and where Ky = (K +1/K)/2, K1 = /(1 —1/K;)/2 and Ky = /(1 + 1/Ky)/2. The behavior of

the functions 1,,(¢) and J,(¢) is studied in Appendix A.

Using the asymptotic results for I, and J, in Appendix A, we get the low-frequency behavior
of the ¥;; (4,7 € {p, s}):

_ 2\? 4 2 4 ®(0
Yp(( K1) = {<1 - ﬁ) A+ 352 (1 - ﬁ) ONT P + 5K40“} 0 )C +0(¢%) (239

®(0) .4

Ep(C <) = gmouy ¢ 00 (2.40)
Sa(C € 1) = 222 (0)C* + () (2.41)

Two main results can be extracted from these equations:

e In low frequencies, the total scattering cross-sections increase with fourth power of the fre-
quency.

e The influence of the correlation kernel in this limit can be described by the second central
moment of the ACF or the value of the PSDF at origin ®(0) (equation (2.10)). Figure 2.4
also shows that correlation models with higher values of ®(0) have higher values of total
scattering cross-sections.

The high-frequency behavior of the P-to-P and S-to-S total scattering cross-sections is:

_ 1 22 4 2 4
pr(g > 1) = m { (1 — ﬁ) 0'3\ + ﬁ (1 - ﬁ) ONOpPau T K4 u}C + O(O (2'42>

(¢ > 1) = 5503¢" + 0(Q). (2.43)

2T 2
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In high frequencies the influence of the correlation kernel on P-to-P and S-to-S total scattering
cross-sections is the zeroth-order central moment of the ACF or equivalently the first-order central
moment of the PSDF (equation (2.11)) that is 1/(47?) based on our normalization condition for
the correlation length (equation (1.36)). In this limit, 3, and ¥, increase with second power of
frequency and as it can be seen in figure 2.4, different correlation models result in the same values
for ipp and Y,,. Contrarily, the P-S total scattering coefficient is extremely dependent on the
correlation model. For the case of power spectra with bounded support, the values of ips cancel
at a frequency (* so that the high-frequency limit will be zero (see Figure 2.4(b)):

G VAR

C:K1* K—1

Co (2.44)

Therefore, we have %,,(¢ > ¢*) = Xps(2|k|l. > ¢*) = 0. Consequently, for the low-pass
white-noise and triangular correlation models for which (. is respectively 3 /2 and 27 as in table
2.1, and for K = /3 (K, = \%), the values of ¥, and Xpg cancel at (* ~ 18.21 and (* ~ 24.28
respectively (see figure 2.4).

Using equation (A.18) in Appendix A.4, we can also show that in high frequencies, ips for a
random medium with an exponential correlation kernel tends to a constant (see the stabilization
of the blue curve at high frequencies in Figure 2.4(b)):

o 2
B (€2 1) = e [V () = Vi (K)] +0(¢7) (2.45)
in which the function VP(K) is defined in Appendix A. As a result, the only model among those
studied in this presentation for which even in high frequencies the exchange between body wave
energies takes place is the exponential correlation model. Contrary to the case of exponential
correlation, for Gaussian and power-law models in which the PSDFs are exponential functions,
the high-frequency values of 3, tend to zero exponentially so that a polynomial representation is
impossible.

Finally, for the regime ¢ ~ 1, Figure 2.4 shows that the influence of the correlation model seems
to be limited for all three total scattering coefficients P-P, S-S and P-S.

Figure 2.4: ipp, ips and X, in terms of ¢ for K = /3 and o) = o, = pap = 0.1: exponential (blue), power-law
(purple), Gaussian (red), triangular (green) and low-pass white noise (cyan).
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2.2.3 Influence on the forward scattering cross-sections

We remind from chapter 1 that forward scattering cross-sections characterize the degree of scat-
tering in forward direction. Assuming the same normalizations for the forward scattering cross
sections as for the total scattering cross-sections, that is to say:

2

T Up—=t
Shpll) = OS], (2] (2.46)
, , k
oK), = 72 (2\1{;5 VEK ) I, = 2K = (2.47)
, T2,
Yss(k) = gg—x s(2[k[€c)T, (2.48)

C

Hence, we get:

5,(0) = ¢’ { (1- ) A0+ 5z (1- 75 ) roumala(@) + ;4%15<<>} (2.49)

!/

ips (C) = C4

KK2 0, {5 (¢) = J5 (O)} (2.50)

Y4s(€) = (o {11(¢) — 313(¢) + 415(¢)} (2.51)

in which the functions I,, and J, are defined in equations (2.37) and (2.38). Function I for odd n
values cancels when the correlation model is low-pass white noise and ¢ < (., = 37/2. As a result,

for this particular correlation model, the values of i;p and i;s vanish for ¢ < 3m/2 >~ 4.7 which
implies that P-to-P and S-to-S scatterings occur non-preferentially in this case (see the first two
columns of figure 2.3). It can also be shown that for the correlation models whose PSDF have

bounded support and for the values of ( > ¥Y——— 2K +1 (c, ps Vanishes.

Since the randomness in density is neglected, all of differential scattering cross-section are func-
tions of pair powers of x = cosf. This implies that ¥}, > 0 (i,j € {P, S} is always true so that
the plots of these parameters can be done in a logarithmic scale. Polar plots in figure 2.3 also
showed that the scattering patterns in this case are always symmetrical (about the y axis) or have
a forward trend.

The limit behavior of the functions I,,(¢) and J,,(¢) for ¢ < 1 and ¢ > 1 implies that the limit
behavior of the forward scattering cross-sections in the low frequency range is:

— 9\ 2 4 5 A
Epp(C < 1) = {(1 — ﬁ) U§W11 + ﬁ (1 — ﬁ) OAOMp,\MW?)l K4 MWB } (I)/(O)C5
1 2\° , 1 9 1 6 7
— {ﬂ (1—ﬁ) 0_)\“_ 10K_2 (1—ﬁ> U)‘O—Mp)\u_‘_ 14K4 M}@l!( )C +O(C ) (252>

1 2/ 6 7
T 0K K 7, 27(0)C" + O(¢") (2.53)
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YL(C<1) = o (W) — 3Wy +4W;)@'(0)¢° — %agcp"(())gfi +0(¢h (2.54)

in which W? and V” are defined in Appendix A. Hence, the influence of the correlation kernel
in this limit can be described by the first and second derivatives of the PSDF in origin. Conse-
quently, in a low-frequency regime, forward scattering cross-sections are a priori proportional to
the fifth power of frequency. However, for correlation models whose first derivative in origin is
zero (®'(0) = 0) (for instance the exponential and Gaussian spatial correlation models) the low-
frequency limits of forward scattering cross-sections vary in sixth power of frequency. Nonetheless,
since for the case of the low-pass white noise correlation for all n > 1 we have ®™(0) = 0, the
low-frequency limit tends to zero. For instance, figure 2.5(b) shows that in low frequencies we can
distinguish three groups: The exponential and Gaussian models with a slope of 6, the triangular
and power-law models with a slope of 5. It should be pointed out that i;s for the low-pass white
noise model is defined within the interval [37/(2K5), 37/(2K1)] since the functions J3(¢) and J5(C)
are defined in this interval (see Appendix A.4).

The high-frequency behavior of the i;p and f;sz

- 1 2\? 4 2 4
o> D= g { (1-35) e (15 e F} Croe e

T3> 1) = 55502+ O(C) (2.56)

In high frequencies, similar to the case of total scattering cross-sections, i;)p and ilss are pro-
portional to the second power of frequency. It should be pointed out that high frequency limits
of 3, and i;p and likewise X, and f;s are equal. The influence of the correlation model can be
described by the second central moment of the ACF or the first central moment of the PSDF which
is a constant for different models based on the normalization condition defined in equation (1.36).
Figures 2.5(a) and 2.5(c) show the convergence of different correlation models together in this limit.

Contrary to the P-to-P and S-to-S forward scattering cross-sections which are increasing in
high frequencies, f;s decreases and tends to zero regardless of the medium’s correlation structure.
As it can be seen in figure 2.5(b) and similar to the case of %, the high-frequency behavior of f;s
is correlation-dependent. For bounded power spectra, the cut-off frequency follows the equation
(2.44) and we have E;S(g > (*) = 0. For an exponential correlation model, we can show that the
high-frequency behavior of E;S can be approximated by a constant (see Figure 2.5(b)):

TR (> 1) = oot V() = Vi ()] +0(C) (257)

For Gaussian and power-law models, the high-frequency values of i;s tends to zero exponen-
tially so that a polynomial approximation is impossible.
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Figure 2.5: i;p, f; and f;s in terms of ¢ for K = /3 and o) = o, = pap = 0.1: exponential (blue), power-law

S
(purple), Gaussian (red), triangular (green) and low-pass white noise (cyan).

2.3 Influence of the correlation function on the diffusion
regime

2.3.1 Normalized scattering mean free time (path), 7 (¥)

The scattering mean free time (path) is defined in Section 1.4.3 of chapter 1. Following equations
(1.98) and (1.99) we can define:

0 = 5 o - %ﬁ—;@,(mkwc) = (p(k) = ()0, (2.58)
and
ro(K) L = 8 L (o) = (k) = Ts()o, (2.59)

- Zgg(k) + Esp(k) T2 Vg

with the non-dimensional functions 7, and 7, including the influences of the correlation model:

Q) = 1
T S0 + 45, (VK EY)
— 674 (9 60)
(1 52)2 0§—’0(C) + % (1 - ﬁ) U/\O'up)\p]2<o + %Uﬁ (]4(0 + K5(J2(CV KK ) - J4(Cv Kji(;)))/
and

_ 02 1o(€) — 315(C) + 414(0) + oo (el CEVE ) — Ji(CKV/EE)) (2.61)

The_inﬂuenga of the correlation kernel on 7, and 7, can now be investigated using the asymptotics
for ¥,,(C), Xps(¢) and X4s(¢). The low-frequency limits of the scattering mean free time of P and
S waves read:

C74
{(1= 203+ 5t (1= ) onupa + e (14 282 02} 20

(<) = +0(¢7%) (262
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and
15¢*

2(3+ 2K%)02®(0)

Consequently, in low frequencies, the decay of the scattering mean free times occurs inversely
proportional to the fourth power of the frequency. In addition, the influence of the correlation
kernel appears in 1/®(0), i.e. in this asymptotic regime, models with lower values of ®(0) have
higher values of scattering mean free paths and vice versa.

T K1) = +0(¢™?) (2.63)

The high-frequency behavior of these quantities are independent form the correlation model
since the function ips becomes negligible compared to fpp and X, respectively in equations (2.60)
and (2.61) (see Figure 2.6). The corresponding high-frequency limits of the P and S scattering
mean free paths read:

I

1
> 1) =5 = L0 (2.64)
p pr(<>>1> #{(1_%)20—3\4‘%(1—%) O—)\O—upAy‘F%O_Q}

and -2
TW((>1) gm0

As a result, for instance the high-frequency limit of the scattering mean free time of shear waves
Ts propagating in random media with any type of correlation model, can be simplified as:

T((>1) = +0(¢™) (2.65)

4

kit >1)~ ————
Ts(|k[l. > 1) ’USU,%“{‘QEC

(2.66)

Figure 2.6 shows the variations of 7, and 7, in terms of ¢ in which the transition between the
slopes —4 to —2 from low to high frequencies can be observed.

-2

10

107" 10° 10’ 10°
¢
Figure 2.6: 7, (left plot) and 7, (right plot) in terms of ¢ for K = /3 and o = 0,, = py,, = 0.1: exponential (blue),

power-law (purple), Gaussian (red), triangular (green) and low-pass white noise (cyan).
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2.3.2 Normalized transport mean free path (time), ¢ (7*)

In chapter 1 we defined the transport mean free path/time as the distance/time beyond which
each wave mode reaches a diffusion regime. We define:

Up(Bss + Bsp — Ygg) + v Xpg 4 _,
75 (k) = p _ A P o
and
Us(EPP + Xps — Z/PP) + UpEng 8 _,
05(k) = _ 8,7, 0 68

in which the normalized functions Z; and 7., which include the influence of the correlation model
on the transport mean free paths, are defined as:

o Ss(0) + 72 Tps (K VERG) — T4,(6) + 8%, ((VE )

T (SO + 45 (VEED) = 5,,(0) (Besl€) + T (CKVEERD) — T,(0)) - 445, (VR KT, (CK VEE)
(2.69)

and

Z*(C) _ EPP(C)+4EP9(<\/ ) ( >+ Igzzps(cKV )

T (BelO) + 15 (VD) = 5,(0)) (Ses(Q) + 5 <<Kﬁ )= T0Q) = 455 (CVER)S,, ((KVERy)

(2.70)

A direct result of the equations 2.67 and 2.68 is that in the special case of non-preferential scat-

tering between all wave modes, i.e. ¥i; = 0 (i,j € {P,S}), the forward scattering cross-sections

cancel and the transport mean free paths will become equivalent to the corresponding scattering
mean free paths defined earlier in section 2.3.1.

The low-frequency limit of the normalized functions Z; and Z: are:

C74

<) = +0(¢7?) (271
¢ | {(1_%)2‘7?\""%(1_%) UAUM:OAu+15K4 <3+2K5>‘72}@ e )
and
A S ) 2.72)
¥ ~ 2(3+2K3)029(0) '

Therefore, the transport mean free paths of elastic waves in low frequencies is inversely propor-
tional to the fourth power of frequency and the influence of the correlation model appears in 1/®(0).

The high-frequency limits can be simplified as following equations (since ips and i;s are
negligible compared to other terms in equations (2.69) and (2.70)):

e 1

l 1) = — — 2.73

p(C>1) SGESNT (2.73)
and {

7 1) = — — 2.74

J(C>1) SSRGS (2.74)



which means that in this case, the transport mean free paths are a simple modification of the
corresponding scattering mean free paths. We can show that these limits are as follows:

1

Z;(C > 1) = 2\2 9 4 2 4 92 3 ¢
2 [(1 —w2) 05+ 5z (1= 52) 0a0upa + ﬂ%} [hmeoo Jo Pg‘I’(P)dp}

(2.75)
and

1
4o, [limcﬁoo foc p3<I>(p)dp}

Hence, the influence of the correlation kernel on the diffusion lengths in high frequencies can
be described by the third central moment of the PSDF, i.e.:

C(C>1)= (2.76)

¢
lim [ p*®(p)dp (2.77)
(—oo Jq

We can verify simply that this integral converges for all correlation models except the expo-
nential model. For the latter, the behavior of this integral cannot be described via polynomial
functions. In other words, a polynomial representation of the high-frequency limits of the trans-
port mean free paths of a random medium with exponential correlation is impossible. Figure (2.7)
shows the variations of the adimensional functions Z;(C ) and 7, (¢). In high frequencies, the latter
tend to constant values for all models except the exponential model according to equations (2.75)
and (2.76). This stabilization of the transport mean free paths in high frequencies can be observed
from this figure. The integral of the equation (2.77) converges to %, %, % and % respectively for
power-law, Gaussian, triangular and low-pass white noise correlations. For instance, the transport
mean free path of shear waves for a random medium with low-pass white noise correlation model

reads: 64 ¢
(ke > 1) = @g—; (2.78)

m

so that the ratio between the correlation length and the variance of the shear modulus of the
underlying random medium will determine the transport mean free path of shear waves.

10° ! ! 10° * *
107 10° 10' 10° 107" 10° 10’ 10°
B S ¢
Figure 2.7: £ (left plot) and £; (right plot) in terms of ¢ for K = V3 and oy = 0, = py, = 0.1: exponential (blue),

power-law (purple), Gaussian (red), triangular (green) and low-pass white noise (cyan).
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2.3.3 Normalized diffusion constant, D

We normalize the elastic diffusivity as:

1 1 vl (k) 3 0s0% (k) 4 L,

D(k)= ———(Dp(k)+2K>3Ds(k)) = 2K = D(2|k|¢.
(k) 1+2K3( p(k)+ s(k)) 1+ 2K3 5 " 3 321+ 2K3 (2fkefCe)
B (2.79)
in which the non-dimensional function D is defined as:
D(¢) = 0,(¢) +4K?1,(¢) (2.80)

introducing the equations 2.69 and 2.70 into 2.80 and then into the equation 2.79 gives:

4 Levp
D) =357 1 2K3

AK?S,(C) + 7 ps (CK VR Kp) + 16K 75,5 (CVEKy) + Ta(¢) — 4K25,,(C) +8 (E;S(CVKK(J) + i;s(CKx/KKo)) - ¥,(0)
(fpp(C) +4%,(CVKKo) - f;p(é“)) (fss(o + 7225 (CKVEKKq) — i’ss(c)) ~ 55 ((VEEK)T,, (CK VEEKy)

(2.81

Using the asymptotic functions describing the low-frequency limits of the non-dimensional
. —%* ok .
functions £, and £, gives:

2 —4
& + B S oY)

D((<1)= 2
{(1- )" 0% + ke (1= ) noupn + s (3 +2K7) o3} £5 (342K | 2(0)

(2.82)
which shows that the low-frequency limit of the diffusion constant is inversely proportional to the
fourth power of frequency and the influence of the correlation kernel is the term 1/®(0).

The high-frequency behavior is model-dependent. For all correlation models except the expo-
nential model, the elastic constant converges as follows:

1 K? 1
2 T ¢
2[(1- 2704+ (1= ) onoupns + iod] 0 | Do [ P21
(2.83)
Similar to the case of transport mean free paths, for a random medium with exponential
correlation model, the elastic constant cannot be represented polynomially. The left plot in Figure

2.8 depicts the variation of the normalized elastic constant for different models from which the
exponential correlation can be simply differentiated from other models.

D((>1)=

2.3.4 Normalized equipartitioning time

We define the global equipartitioning time as:

1 1
- Yps(k) + Ygp(k) B Yps(k) (1 + #)

1 1 7 v/
_ 1 S— teg(2k|lc/ KoK) (2.84)
P (14 k) S QIVRR) 72 (14 )

teq(K)
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in which 7.,(¢) = 1/3,4(¢) is the adimensional function including the effects of the correlation
model. Equation (2.84) shows the importance of the P-to-S total scattering cross-section on the
global equilibrium time. The low-frequency limit of ¢, is a decreasing function by the fourth power
of frequency. In this regime, 1/®(0) determines the effects of the correlation kernel:

+0(¢C™®) (2.85)

15K K2 (e (1 + W) ®(0)
The high-frequency limit of t., for correlations whose PSDF has a bounded support, will be
undefined since ¥,4(¢) for ¢ > ¢* vanishes. For Gaussian and power-law models a polynomial
representation of f., in high frequencies is impossible. However, following equation (2.45), the
high-frequency limit of the global equipartitioning time of a random medium with exponential
ACF converges to the following constant:
1 1

—exp . _ —1
fog (C>1) = TN kol Ve (B) — Vi ()] +0(¢c™h) (2.86)

ps

The right plot in Figure 2.8 shows the variation of #,(¢) in terms of adimensional parameter ¢ in
which three correlation groups can be distinguished: (1) low-pass white noise and triangular models
having PSDFs with bounded support for which the high frequency values of ¢, are undefined; (2)
power-law and Gaussian models for which a polynomial representation of ., in high frequencies is
impossible and (3) exponential model which converges at high frequencies.

10—1 100 101 2 -1 0 1 2

¢ ¢
Figure 2.8: D (left plot) and f., (right plot) in terms of ¢ for K = V3 and oy = o, = prp = 0.1: exponential
(thick solid line), power-law (thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and
low-pass white noise (thin dashed line).

2.4 Summary and Conclusion

Scattering parameters of the elastic waves propagating in weakly heterogeneous media depend
on four key parameters i.e. the medium fluctuation level 9, the ratio between the averages of
phase velocities K, the adimensional frequency ¢ = |k,|l/. and the correlation kernel of the random
medium R. The assessment of their influence on the values of scattering parameters is studied in
this chapter. We proved that the value of PSDF at origin (®(0)) appears in low frequencies for
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all different mode conversions. In high frequencies, for P-to-P and S-to-S mode conversions, no
influence of the correlation kernel is observed. On the contrary, in this limit, the P-to-S (or S-to-P)
scattering parameters are extremely dependent on the correlation kernel. The limits corresponding
to all models are zero except the exponential model which converges to a constant. As a result,
in low frequencies, the required time to reach a global equipartitioning regime is described by
1/®(0). Moreover, the high frequency limit of the equipartitioning time is model-dependent. For
models with bounded support of PSDF, the corresponding limit is undefined. For power-law and
Gaussian models, the limits tend to infinity and a polynomial representation is impossible. Finally,
for exponential model, the values of equipartitioning time in high frequencies tend to a constant.
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Chapter 3

Elastic wave propagation in an isotropic
randomly heterogeneous medium

3.1 The Spectral Element Code SPEC3D

3.1.1 Numerical methods in elastodynamics

Since the principal objective of this work is the analysis of elastic wave propagation through a
randomly heterogeneous medium subjected to a given source, several numerical approaches could
be employed such as: finite difference, finite elements, boundary elements, spectral elements, etc.
The dimension of the medium, the complexity of its boundaries, the fluctuation level of the het-
erogeneities, the Sommerfeld radiation condition at infinity (for unbounded media) and the linear
(small deformations) or nonlinear (large deformations) behavior of the underlying medium are
some of the influential factors on the efficiency and accuracy of these numerical methods. The
advantages and drawbacks of the specified numerical methods highly depend on these factors. For
a detailed review and comparison between these methods in elastodynamics see Semblat (2010).
In the next paragraphs, we will succinctly discuss the above-mentioned numerical methods.

The finite difference method (FDM) is based on the solution of the wave equation (equation
(1.1)) by replacing the spatial and temporal partial derivatives by their finite difference approxi-
mations (Frankel, 1989). This method has been widely used to model the wave propagation in 2D
and 3D media (Frankel and Clayton (1984), Virieux (1986) and Moczo et al. (2002)). It is mostly
adapted to simple geometries. In classical FDM, in order to reduce the numerical dispersion !
related to the finite difference grid, at least 15 grid points per shortest wavelength should be used.
This implies considerable numerical costs compared to other numerical methods (at typical prop-
agation lengths considered in this study). However, using the fourth-order finite difference scheme
proposed by Levander (1988), allows to use 5 grid points per shortest wavelength which decreases
significantly the calculation costs. Despite this improvement, there is still a fundamental incon-
venience in this type of methods which is the difficulty to implement the free surface boundary
condition with the same precision as the interior of the domain for complicated geometries (see for
instance Virieux (1986), Levander (1988) Moczo et al. (2002) and Bohlen and Saenger (2006)).

!The numerical dispersion means that the wave’s velocity depends on frequency which causes the distortion of
the waveforms.
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The boundary element method (BEM) is based on the solution of the partial differential equa-
tion (1.1) written in the form of a so-called boundary integral equation. The BEM is derived from
the Maxwell-Betti reciprocity work theorem which enables us to calculate the displacement field
within a domain €2 in terms of the displacement and stress fields calculated over its boundary
0€). This method has been used since long time in acoustics and seismology. For more details
about this group of methods the readers are invited to see Dangla (1989), Clouteau (1990) and
Sanchez-Sesma and Luzon (1995) for applications in elastodynamics and seismology. The main
drawback of this approach is its limitation to the problems for which the Green’s function is known
analytically as in linear homogeneous media. Therefore, the BEM is mostly adapted to weakly
heterogeneous media with linear material behavior (Semblat, 2010). The strong points of the BEM
are its natural capacity to model the unbounded media and the reduced dimension of the space
discretization (the search space has always one dimension less than the domain).

The finite element method (FEM) which is based on the weak form of wave equation, allows
for more natural consideration of the boundary conditions compared to the FDM (in particular
the free surface condition). Despite the fact that the FEM is well adapted to the complex geome-
tries as well as the heterogeneous materials, it is not frequently used in seismology because of the
numerical dispersion and damping along with high numerical costs in 3D problems (Toshinawa
and Ohmachi (1992), Semblat et al. (2008)). The lower-order FEM (p < 4, p being the order of
the shape function which will be discussed later in this chapter) is less accurate and have more
numerical dispersion in elastodynamics. Even the classical higher-order FEM will give rise to other
problems such as the occurrence of spurious waves which are nonphysical and make elements of
high order useless for accurate computation (Mulder, 1999). Different aspects of this method in
the context of wave propagation in elastic media are discussed in Andersen (2006).

The spectral element method (SEM) is a high-order variational discretization of the partial
differential equations based on the original ideas of Patera (1984) for the Chebyshev polynomi-
als. It is then developed by Maday and Patera (1988) for Legendre polynomial basis, in which
we are interested in this study. This method results in a diagonal representation of the mass
matrix which reduces significantly the computational costs. As in higher-order FEM, numerical
wave dispersion which depends highly on the order of the finite elements shape functions will be
reduced. Applications of the SEM in 2D and 3D elastodynamics have shown high accuracies and
weak numerical dispersions (see Faccioli et al. (1997), Komatitsch and Vilotte (1998) and Paolucci
et al. (1999) for instance). Hence, this method is increasingly used in multidimensional problems
in elastodynamics notably due to its exponential convergence rate (Chaljub et al. (2007)). The
SEM could be related to the hp-FEM (Hoérlin, 2005) in which the mesh is refined using a suitable
combination of h and p-refinements (subdivision of the elements into smaller ones and increasing
their polynomial degree) that will result in an exponentially convergent method. The numerical
code which will be used in this study is developed base on the SEM.

In the next section, we briefly introduce the SEM in elastodynamics.

3.1.2 An introduction to the spectral elements

In this section, a brief introduction to the mathematical formulation of the spectral elements
will be given (see Komatitsch (1997) and Festa and Vilotte (2005) for detailed discussion). An
inhomogeneous medium occupying an open region 2 € R? over a time domain 7" € (0,¢) is under
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study. The displacement and velocity vector fields are denoted respectively by u(x, ¢) and v(x, t).
The weak or variational form of the elastodynamic equilibrium equations can be written as the
following equation for any test function w (Komatitsch et al., 1999):

(W, pV)a = (W, f)o — Aa(w, 1)
{(W, u)g = (W,V)q (3:-1)
along with initial conditions:
(w,u(x,t=0))g = (w,u)a ; (W, v(x,t=0))q=(W,vo)a (3.2)

in which p and f are respectively the density and the external forces. The classical inner product
(+,")q and Aq(w,u) are defined as:

(w,u)g = /QW -udV (3.3)

Ag(w,u) = /QVXW: C: sym(Viu)dV (3.4)

Two types of discretizations should be done: discretization in space and time. They will be
separately discussed in the following sections.

Spatial discretization

Spatial discretization consists of partitioning the physical domain 2 into a finite ensemble of non-
overlapping elements Q. C Q such that [ J]<, 2. = Q with ng being the total number of elements.

In this study the hexahedral elements with 8 nodes are adopted. The integrals over the whole
domain will be subdivided in terms of smaller integrals over the elements {2.. For example:

MNel Mel

(w,u)g = Z(We, u)q, = Z/ﬂ w’ - u’dVe® (3.5)

e=1

in which w® and u® and dV¢ are the restrictions of the corresponding parameters to the element
number e, i.e. Wé(x,t) = wW(xX,t) |xeq, for instance. Let (g = [—1, +1]® be a hexahedral reference
element for the whole domain 2. As it can be observed in Figure 3.1, each element in physical
domain €2, is the image of the reference element by means of a geometrical transformation F,
corresponding to 2. defined as F.: g — €. such that x(&) = F.(§). & is the Cartesian coordinates
defined over the 8-node hexahedron reference element which is used in this study (see Figure 3.1).
A classical way to define the function F, is to interpolate x using n, control points a’ in each
element Q. (e = 1,2,...,nq). These geometrical interpolation functions which are also called the
shape functions are chosen as the product of the Lagrange polynomials following each of the three
axes. The point x in element 2. is uniquely related to the point £ in the reference element [, via
the invertible mapping:

x(€) = Fo(§) = D _a'Nu(§) = Y _a [[ (&) (3.6)
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1

Figure 3.1: 8-node hexahedron reference element and the mapping function

in which 17,(&;) (i € {1,2,...,n,} ,7 € {1,2,3},& € [-1,+1]) is the nth order Lagrange polynomial
associated to the ith control point following jth direction. The Jacobian of the mapping J = V¢x
will be therefore related to the derivatives of the shape functions:

np

J=Vex= Z aiaNg—é(E) (3.7)
i=1

The choice of the Lagrange polynomials guarantees that the Jacobian of the coordinate trans-
formation will not be singular which means that its determinant does not cancel over the entire
domain. It should be also pointed out that n is often considered to be 1 or 2 (linear and quadratic)
and that the shape functions N is defined as:

Na:(€(a7)) = 05 (3.8)

where ¢;; is the Kronecker’s delta function. In general, for n, control points, the Lagrange poly-
nomials of degree n, — 1 following each direction are defined as:

(€ —&)(€ = &)+ (€ = &am1)(§ = Ear1) - (£ — &ny)
(504 - 51)(504 - 62) T (501 - fa—l)(fa - £a+l) e (ga - 571;,)

in which « =1,2,...,n, and —1 < §, < 1.

Lo (&) = (3.9)

In isoparametric finite elements, the basis functions which are used to interpolate the wavefield
(the displacement u(x,t)) are the same as the shape functions N. In SEM, typically Lagrange
interpolation functions (defined in equation (3.9)) of degree 4-10 are used. The best trade-off
between accuracy and computation time (due to stability condition) could be obtained using Leg-
endre polynomials of order 4 or 5 (Seriani and Priolo (1994) and Tromp et al. (2008)). In numerical
simulations of wave propagation which will be carried out in this study, Lagrange polynomials are
of order 7. The control points on each direction &; where ¢ is the number of the control point
(i € {1,2,...,n}) are chosen to be the n Gauss-Lobatto-Legendre (GLL) points which are the
solutions of the following equation (Canuto et al., 1988):

(1- £Q)dp+§§) =0 (3.10)

63



in which #2& is the derivative of the Legendre polynomial of order n (Abramowitz and Stegun,

dg
2012): e
P.(§) = Jnl dén (> =1 (3.11)

Using n control points in each direction results in n® degrees of freedom over each element
which are not uniformly spaced. Figure 3.2a depicts the Lagrange polynomials of degree 4 all of
which passing through the GLL points which are the five roots of the equation (1 — £?)P;(¢) = 0,
i.e. Eorrn = {—1,-0.65,0,40.65,+1}. These points create the mesh which is shown in Figure
3.2b.

-1 o—0—o

04 I I |
-1 -0.5 0 0.5 1 -1 -0.65 0 +0.65 +1

(a) (b)

Figure 3.2: (a) Five Lagrange polynomials of order 4. (b) GLL points of degree 4

The displacement field u(x) or the response of the medium can now be expanded in terms of
Lagrange polynomials:

u(x(&1, 6, ) ZX}: (&0, €5, ENEDF () (&) (3.12)

a=0 =0 v=0

where (&1, &,&3) = F, '(x) is the coordinates in the reference element corresponding to the point
x, £ is the coordinates of a node in the reference element Oy, associated with the polynomial 7} (€),
n+ 1 is the number of GLL points used in each direction (hereafter we suppose that the number of
GLL points is the same in each direction) and u(x(&}, §5,£7)) is the value of the desired field u at
GLL points. The next step will be the evaluation of the integrals over the elements (the integral
in equation (3.5) for instance). For this purpose, in the framework of the SEM, a Gauss-Lobatto
integration rule (see for example Abramowitz and Stegun (2012)) is used which leads to a diagonal
mass matrix (this will be shown further down in this section). The integral of any function f(x)
over the element (), is related to that over the reference element which itself could be approximated
as:

1+l pl
f@W”/t/ F<(E1, €0, 60))| T (6, 0, &) dErdndes
Qe —1 —1 —1

2ZZZJC( X(&ns &5, NI (x(ER, €5, D)) |lwawpw?  (3.13)

a=0 =0 v=0
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in which for instance w! (o = 0,1,--- ,n) represent the quadrature weights associated with the
Gauss-Lobatto integration scheme (Tromp et al., 2008):

.2 1
o T A D) (P 31

The corresponding integral over the whole medium can therefore be written as:

Tel Nel  pgl  p41  ptl
/Q Foav =3 /Q =3 / 1 / [, 66 ) drdendss

Nel N n

=3NS TS A€ €5, €T (x(ER €5, € whwhet (3.15)

e=1 a=0 =0 v=0

Matrix form of the semi-discrete initial value problem

As in classical finite elements, the procedure of the spatial discretization mentioned in previous
section leads to a coupled system of first-order ordinary differential equations in time:

{MV(t) = FoU(t) — F™(u,t) (3.16)

u(t) = v(t)

where u is now the vector of nodal values resulting from the spatial discretization with polyno-
mials of order n. The mass matrix M along with the vectors corresponding to the external and
internal forces, 7 and F™™ in equation (3.16), are assembled from the corresponding elementary
parameters:

M — @ Me : fext _ @ fext,e : fint — @ Fint,e (317>
e=1 e=1 e=1

where [+ denotes the assembling operator. It can be shown that in a SEM framework, the ele-
mentary mass matrix M€ is the tensor product of the identity matrix Id; (in 3D problems) and
a matrix M¢ which is characteristic of the SEM, i.e. M® = Id; ® M® in which using n + 1
GLL points in each direction, M¢ becomes a (n + 1)? x (n 4 1)® matrix. Using a Gauss-Lobatto
integration rule we have (see Festa and Vilotte (2005) or Delavaud (2007) for instance):

M :/Q (&) Nai (€)Nas (§)d€ = p(&0, 5, E7)T(X(ER €5, €7)) |wawpw? b (3.18)

which is obviously a diagonal matrix. This diagonal representation of the mass matrix allows
a straightforward calculation of its inverse, an efficient parallel implementation and reduces the
computational costs drastically (Komatitsch et al. (1999) or Tromp et al. (2008)).

Time discretization

In order to solve the system of equations (3.16), one should discretize the time interval (0,¢) using
a time step At. For this purpose, a modified Newmark scheme with three control parameters
{a, 8,7} € [0,1] will be used. For a complete review about the family of Newmark numerical
schemes see Hughes (2012). Let u,,, v,, and a,, be respectively the time-discrete approximations
of the displacement, velocity and acceleration fields in mth time step, i.e. w,, = u(t,,), v, = v(t,)

65



and a,, = a(t,,) with ¢,, = mAt. The semi-discrete momentum equation at the time t,, (a time
which varies between t,, and ¢, depending on the value of «) reads (see Simo et al. (1992) or
Komatitsch (1997) for example):

( 1 eX in
EM (Vn+1 ) fnja F t(un—l-aa Vn—l-a)
1
U, 1 =u, + At Kl — é) v, + évnﬂ] + (At)? (— — é) a, (3.19)
g g 2 v
1 1
\an+1:m(vn+1—vn)+ 1_; an,
in which:
Wio = (1 — a)u, + au,qg
Vita = (1 —@)v, + avyy (3.20)
Fity = (1= a)F 4 aF

Finally a predictor-multicorrector scheme will be used in which the state of the system at each
time step will be completely determined by that of the previous time step. Following Komatitsch
and Vilotte (1998), different steps of this scheme can be summarized as follows:

1. Predictor phase: Between each two time steps n and n + 1, the iterations (denoted with
iteration counter i) will be done until the convergence occurs. At first, the iteration counter i
is set to zero. The field values at the time step n + 1 for the iteration number 7 are supposed
to be known. The schemes based on velocity and acceleration correspond respectively to the
cases in which the predictor of the corresponding parameters is set to zero. In this study
we adopt a velocity-based scheme which is the time integration scheme implemented in our
numerical code. The predictors are therefore:

ugll =Upq1 Vgﬂ =0 ; 37(1711 =a, (3.21)

in which u,,,, and a,,;, are defined as:

U, = u, + At (1 — é) v + (At)? (1 — é) a,
gl 2

~ 1 1 1
a=|1-——]a,— ——=Vn
+1 5 Y

2. Solution phase: At each iteration i, the state of the system in time ¢, is related to that
in time t,, via:

(3.22)

1 7 ex in % 1 i
SMAVY = F, — P (u O V) - M [vg)ﬂ — vn} (3.23)

3. Corrector phase: At the next iteration i 4+ 1, the corrections which should be applied to
the fields are:

V'Ellj-_ll) - Vn+1 + Av(l

(i+1) _ = PAL (1)
u, 1 Upt1 +— ~ Vot (324)
(+1) _ =~ L G+

a = a — —V
n+1 n+1 n+1
L vAt
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If the convergence does not occur yet, the iteration counter i is replaced by 7 + 1 and the
procedure will be repeated from the equation (3.23). In all numerical simulations performed in
this study, the values o = % (corresponding to a central differencing scheme), § = % and v =1
will be used which result in a conditionally stable scheme (Simo et al., 1992). The accuracy and
stability of the numerical method is ensured when both following conditions are satisfied (Cupillard

et al., 2012):

(1) In order to properly estimate the wavefields (u, v, a), based on experience, at least five
GLL points per wavelength are needed (see Faccioli et al. (1997) and Fichtner and Trampert
(2011) for instance). This means that the shortest wavelength \,,;, constrains both the size
of the elements d, and the polynomial order n. These parameters form the following heuristic
criteria: n

d < g/\mm (3.25)

(2) The stability of the solving method is ensured with Courant-Friedrichs-Lewy (CFL) condition
which depends on the minimum grid spacing between GLL points. The time integration
scheme is stable if the time step At, satisfies the following CFL condition:

A
At<C l—ﬂ (3.26)

Up

in which C' is the Courant number which takes empirically (depending on the geometry of

the problem and the frequencies involved) the values of 0.4 and 0.6 and 0.8 for 3D, 2D and

1D media. [&} is the minimum value of the ratio between the grid spacing and the
P Imin

P-wave speed.

In the simulations performed in this work, the size of each element is taken to be d = 50(m)
being compatible with the correlation length of the order ¢, = 100(m). Typical dominant wave-
length for the P and S waves lengths are respectively A\, = 173(m) and Ay = 100(m). For a Ricker
pulse with a central frequency of f; = 10Hz, the minimum wavelength of S waves can be calcu-
lated considering the maximum frequency of fu.x ~ 2.5fy = 25Hz which gives a minimum value
of 40(m). As a result, following equation (3.25), for d = 50(m) and Ay, = 40(m), the minimum
polynomial order should be n,,;, = 7 which is used in this study.

In the next section, we introduce the numerical tool that will be used further in this chapter
to carry out the simulations of elastic waves propagation in random heterogeneous media.

3.1.3 An introduction to the software SPEC3D

SPEC3D is a parallel computing code which is used in this presentation to simulate the propagation
of elastic waves in randomly heterogeneous media. This code is written in Fortran 90 and paral-
lelized using MPT and was initially developed at Institut de Physique du Globe de Paris (Cupillard
et al., 2012). It can be run on a single processor as well as multi-core machines or large clusters.
The software package SPEC3D performs the 3D numerical simulations of seismic wave propagation
at the scale of a few kilometers (in each direction). Most simulations were performed using 100 to
200 processors and the elapsed walltime was roughly half of a day (note that the dominant shear
wavelength is considered to be 100(m)). SPEC3D is developed with initial works of Festa and
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Vilotte (2005), Delavaud (2007), Cupillard (2008), Cottereau et al. (2007) and Ta et al. (2010)
(see also Cupillard et al. (2012)). It is based on the SEM that has been already elaborated in Sec-
tion 3.1.2. We also cite SPECFEMS3D ? (Komatitsch et al., 2010) and SPEED * (Stupazzini et al.,
2009) and (Mazzieri et al., 2013) as other examples of spectral element based computational codes.

The only discretization that is done by SPEC3D is that of the reference elements. The mesh-
ing process is done in two steps. At first, a mesh containing the 8-nodes hexahedral elements is
generated. Subsequently the mesh is partitioned into various subdomains via METIS which is a
software package based on multilevel graph partitioning (Karypis and Kumar, 1998). It should be
pointed out that this mesh partitioning is done via a non-parallelized Fortran code.

Roughly speaking, SPEC3D is a code with linear growth of resource requirements, that is to
say that the simulation time varies almost linearly in function of the number of degrees of freedom
per processor. The scalability of SPEC3D is studied and the main results are depicted in Figure
3.3. Figure 3.3a shows the variation of the ratio between the number of degrees of freedom in the
propagation medium and the number of processors in terms of the simulation time per each time
step which is almost a line passing through the origin. This implies that the code is highly scalable.
Figure 3.3b depicts, in a logarithmic scale, the variation of the simulation time per each time step
in terms of the number of processors for constant degrees of freedom (each color represents a cer-
tain number of degrees of freedom). Increasing the number of the degrees of freedom necessitates
using more processors. Because of too few degrees of freedom per processor, the simulations in
this thesis are typically performed using 96 processors. They are executed over the processors
in Mesocentre de calcul de Centrale Paris*. The ultimate simulation performed in this work is a
medium whose random elastic matrix has a flat PSDF and its dimensions are 3km x 3km x 3km
or in terms of shear wavelength 30\, x 30\, x 30\, and has about 7.5 x 107 degrees of freedom.
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Figure 3.3: (a) Variation of the number of degrees of freedom in the propagation medium over the number of
processors in terms of the simulation time per each time step. (b) The variation of the simulation time per each
time step in terms of the number of processors for constant degrees of freedom

’http://geodynamics.org/cig/software/specfem3d

Shttps://mox.polimi.it/it/progetti/speed/

4More relevant information about this center of parallel calculations can be found at http://www.mesocentre.
ecp.fr/.
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3.1.4 Adaptations of SPEC3D for different correlation models with
isotropic structure

The implementation of the elastic matrix random field modeled with the probabilistic law defined
in Soize (2000) (see Appendix C) in locally isotropic materials using the spectral representation
method (Shinozuka and Deodatis, 1988) was initially done in SPEC3D by Régis Cottereau. Then,
Ta (2011) decoupled the statistical fluctuation level of the elastic random field in Soize’s model
by introducing a new so-called anisotropy index which is defined as the random variable of the
distance between local elastic matrices and the isotropic matrix and is therefore restricted to the a
priori description of the isotropic elastic matrix (Ta et al., 2010). He then implemented the random
elastic matrix in the general case of anisotropic material behavior. In both of these developments,
the correlation kernel of the underlying random medium was considered to have an anisotropic
structure: ® was assumed to be spatially separable following 3 directions:

(I)(kxa ky’ kz) = (I)x(k:c) ’ q)y(ky) ’ cI)z(kz) (327>

By contrast, since the analytical formulas of elastic wave scattering are valid only for isotropic
correlation structures (chapter 2), the code SPEC3D was adapted in this work to the case of
random media whose PSDF depends solely on the radial wavenumber |k| = |/k2 + k2 + kZ:

O (ky, ky, k) = O(|K]|) (3.28)

Moreover, different correlation kernels were implemented in the code to observe numerically
the theoretical results obtained in chapter 2.

In this section, at first the numerical generation of the random elastic matrix field is discussed.
Subsequently, the structure of the underlying power spectrum/correlation of the random media
will be of our interest. The implementations in SPEC3D will be also expressed.

Generation of the elasticity random field: In this section, numerical simulation of the ran-
dom matrix C(6,x) which is defined in chapter 1 will be investigated. 6 characterizes the ran-
domness in C. Therefore, the main objective is to separate the spatial (x) and the random ()
dimensions of the random field C(#, x) and to approximate its random dimension, which is a priori
infinite, using a projection over a basis with finite dimension. For this purpose, several approaches
are proposed in the literature which are summarized in Puig (2003). In this dissertation, the
spectral representation method (Shinozuka and Deodatis (1988, 1991)) will be used to simulate the
Gaussian stochastic germs and then a so-called inverse transform sampling technique (Devroye,
1986) is employed to generate the stochastic germs following any prescribed first-order marginal
probability density function. One of the main reasons to use this method is based on the simplicity
of implementation. The main steps to follow in order to create a single realization of the random
elasticity matrix with local material isotropy are summarized below (see Arnst (2007) or Ta (2011)
for more details):

e Initialization:

(1) Choose the mean model which is described with the average values of the com-
pressibility and shear moduli (x,x). The mean value of the random matrix C will be
C = 3kS + 2uD in which S and D are the so-called spherical and deviatoric matrices
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(see Appendix C). In the framework of this study, the mean model is assumed to be space-
independent.

(2) Choose the correlation kernel ®(¢) of the random medium. The support of this
function is a key parameter to calculate the necessary wave number discretization steps.

(3) Choose the correlation distance of the medium /.. In this study, both of the random
fields (k, p) are assumed to have the same correlation lengths, i.e. (. = (.} = £."" = (..
Following Shinozuka and Deodatis (1988), the number of degrees of freedoms that should be
considered in wave number space in each direction will be n, = ¢, L, /¢, n, = ¢,L,/{. and
n, = c,L,/l. where L,, L, and L, are the medium’s lengths in corresponding directions.
cz/le, ¢y /L. and ¢, /(. are the cut-off frequencies following each direction which are related to
the support of the function ®. For instance, the value of ¢ for triangular and low-pass white
noise correlation models are respectively 37w /2 and 27 as indicated already in Table 2.1. For
correlation models with unbounded frequency content, ¢ is chosen such that in the interval
¢ € [0, ] at least 99% of the total area under the function ® is covered (see Shinozuka and
Deodatis (1991) for more details):

/O " B(C)d¢ = 0.99 /0 o) (3.29)

It should be noted that using values less than n,, n, and n, will result in the generation of
periodic realizations of the random field.

(4) Choose the dispersion parameter of the medium ¢ which is simultaneously the fluc-
tuation parameter of the underlying random matrix C and the coefficient of variation of the
random fields x and p, i.e. 6 = djc| = .. = 6, (see Appendix C).

Simulation of the samples of random amplitudes and phases:

The idea is inspired from the Boxz-Muller transform in which the cosine function with in-
dependent and uniformly distributed random phase and amplitude will be used to generate
two independent random variables with standard normal distributions (see Poirion and Soize
(1989) for example). The steps are summarized bellow:

(1) The random amplitudes: Generate a set of 2 X n, x n, x n, mutually independent
and identically distributed (iid) real random numbers X derived from a uniform random
variable Z ~ UJ[0, 1] as:

X = /—logZ (3.30)

(2) The random phases: Generate a set of 2 x n, X n, X n, iid real random numbers
following a uniform distribution Y ~ U[0, 1]. The random variables X and Y are independent.

Construction of the samples of the 2-subsets of Gaussian stochastic germs:

In each point of the finite element mesh, two stochastic germs for x and p is required.
Following a spectral representation scheme, a realization of the Gaussian stochastic germ in
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3D will be:

m
Gr(x, L., ®) = 2(170) ;;;\/QD(]klmnMc)Xkcos(kxlx+kymy+anz+27rYk) (3.31)

in which x = (z,y, 2), Kimn = (kay, ky,,, k2,) and k& € {1,2}. In general, the term kyz +
ky, y+k.,z should be replaced by the scalar product (k,x). Equation (3.31) can be rewritten
in an equivalent form using the Fast Fourier Transform (FFT) which results in a significant
decrease on the computational costs (Cottereau, 2007). For large number of terms in the
sum, thanks to the central limit theorem, the generated random field will follow a Gaussian
distribution. A discussion about the error occurring by using the approximation resulting

from the finite series in equation (3.31) to generate Gaussian random germs can be found in
Hu and Schiehlen (1997).

e Construction of the samples of the elasticity matrix:
(1) Generating Gamma stochastic germs:

We recall from chapter 1 that the stochastic fields x and p are independent Gamma random
fields. The following Gamma-distributed independent random germs g, could be generated
by using the inverse transform sampling method:

ge = Fi ' (Fg(Gw)) (3.32)

in which Fj and Fg are respectively the cumulative distribution functions of either x or pu
and G. It should be pointed out that using equation (3.32) will slightly change the target
spatial correlation function of the random field Gy (see Grigoriu (1998) or Puig (2003) for
instance).

(2) Generating the samples of random matrix C:

We have:
C(x,0.,P) = 3k(g1)S + 2u(g2) D (3.33)

Different correlation models with isotropic structure: Since the assessment of the influ-
ence of the correlation model on the scattering parameters of the medium is of our interest (chapter
2), different types of isotropic correlation models are implemented in the code SPEC3D. The ACF
and PSDF of the corresponding random media are therefore only functions of the lag distance
and the wave number respectively. These models are already introduced in Table 2.1 of chapter 2.
For each model, the maximum adimensional frequency ( or the cut-off frequency which is used in
SPEC3D are obtained from equation (3.29). As an example, for exponential correlation model:

C oo 2
/0 P (1) d = 0.99/0 O (2)dz = tan~" (g) + 5 j 1= 099 % g —c~37  (3.34)
Table 3.1 shows the values of the cut-off frequencies for different correlation types. It should
be noted that the computational cost of the spectral representation method is largely influenced
by the value of c.

In the following section, at first some theoretical aspects of the equipartitioning of elastic waves
will be introduced. Subsequently, we will observe this phenomenon via numerical simulations

performed using the code SPEC3D.
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Table 3.1: Cut-off frequencies used for different correlation models.

Correlation Normalized PSDF Cut-off Frequency
model d(Q) Conax = €/ Le
E tial I [
Xponentia 2 (H%)z 7.
. 2

Gaussian 871r3 exp <_C_7r> 6.;{135
Power-law - exp (_2%) 723
Triangu.lar | = ( - %2} H (27 — () jf_j
Low-pass white noise = H (& — () o

3.2 Numerical observation of equipartitioning regime in
random elastic media

As it has been discussed in chapter 1, at large lapse times the mode conversions between compres-
sional and shear waves during the scatterings result in a stable partition of the energy between
these body wave modes irrespective of the initial conditions (location and magnitude of the source)
and the details of the scatterings. For full elastic media, the equipartitioned energy ratio is shown
to be a function of the ratio between the average speed of P and S waves propagating through the
random medium. According to the equation (1.96), the stabilization ratio is also equal to the ratio
between P-to-S and S-to-P total scattering cross-sections:

M) Ses(k) o (w\' Lo
&) Tan(z k|>‘2(vs) -

A ratio of about 10.4 is expected for crustal materials (K = /3) when an equipartitioning
regime sets in. Moreover, the global equipartitioning time 7., which is the time necessary to reach
an equipartitioning regime was defined as (see chapters 1 and 2):
B 1 B 1

Yps+Ysp  Zps(1+ 54)

(3.35)

(3.36)

Teq

Shapiro et al. (2000) observed the stabilization of energies between P and S waves calculated in
coda parts of the seismograms recorded from local earthquakes in Mexico. The stabilization value
was about 7 which is different from the expected value of 10.4. This discrepancy can be explained
as:

(1) The effects of the anelastic dissipation is in favor of the mode P, meaning that the medium
dissipates the S waves more than P wave energy (Margerin et al., 2000).

(2) The free surface over which the energy calculations is done is dominated by the surface
Rayleigh waves so that the analytical value corresponding to the full elastic media is not
observed.

The second reason will be the subject of Section 3.2.2 where the energies will be calculated
using the recorded wavefields at the surface and subsequently the effect of the existence of surface
wave modes will be investigated.
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3.2.1 Equipartitioning without free surface

The calculation of the energy densities of wave modes requires the information about the local
values of the medium parameters. The objective of this section is therefore to express the equipar-
titioning law in terms of the recorded wavefield in the case of an open medium in which the surface
waves do not appear.

The total energy density of elastic waves £(x,t) is the sum of the kinetic and potential energies.
It can be written in terms of the wavefield and the medium parameters (Ryzhik et al., 1996):

£(x,1) = Mf

%p(x)’ By + %)\(x)(div u(x))? + l,u(X)Tr(Vu(x, t) + VTu(x,t))? (3.37)

2

in which the first term represents the kinetic energy and the sum of the last two terms corresponds
to the strain energy (%aklekl). The decomposition of the total energy into the P and S wave energies
can also be done (see Shapiro et al. (2000) or Hennino et al. (2001) for instance). The total energy
can be expressed as:

E(x,t) = &Eu(x,t) + Ep(x, 1) + Es(x, 1) + p(x) I(x, 1)

1 ou(x,t) 12 Ax)+ 2u(x)
=57 o | T2

where E(x,t) is the kinetic energy density. In this equation the cross term I reads:

(div u(x))? + @Hv x u(x)|]> + p(x) I(x,t) (3.38)

B Ouy, Ou,y, — Ougy Ou,  Ouy Ou, B Ouy, Ouyy, — Ouy Ou,  Ouy Ou,
I(X’t)_Q(ay Ox * 0z Ox i 0z 8y) 2<3x dy * Oxr 0z N Jy 0z (3:39)

Let us now consider the coda part of a wavefield u(x, t) which is assumed to be diffuse, meaning
that its energy is governed by a diffusion equation. This implies that the local energy fluxes are
isotropic and the total energy is equipartitioned. In this case, the wavefield can be assumed to

be a superposition of a priori uncorrelated plane P and S waves coming from different directions
(Shapiro et al., 2000):

u(x,t) = w1 + Y ug e (x, 1) (3.40)
i J

Therefore, the total energy densities of P and S waves could be written as the sum of their
individual components:

&0 0) = Y &y t) = 32 T2 i ) (3.41)

i

Ext) = D Eylxt) =D “(2") [Jeur] u,;(x)]|* (3.42)

At long lapse times, since the wavefield is diffuse, the displacement components will be uncor-
related. As a result, the space-average of the cross term I will cancel. The average of the total

73



energy density of the P waves will be:

(&) = <M@V u(x))*)

— Z< + A+ 2009 (414, > + zz < + A+ 2009 (454 () (div upm(x))>

- Z< AL 2O i w7 ) = Yot (83

i

and similarly

X
(&) = <#chrl u(x)|\2> = Z(Ssj> (3.44)
J
in which () denotes a spatial averaging (further in this chapter, we use (); to specify a time averag-
ing). Since the individual plane waves are uncorrelated, the averages of the terms (div u,,(x))(div u,, (x))
and ||curl ug,(x)|] - ||cur]l us,,(x)|| vanish so that the average of the total energy of the P and S
waves are respectively the sum of the average of their components as expressed in equations (3.43)
and (3.44). Since the average value of I is zero, the average of the total energy density will become
the sum of the averages of the P and S wave energy densities:

() = (&) + (€) = <w(div u(x))2> t <@||cm«1 u(x)||2> (3.45)

The assessment of the stabilization ratio R can now be done using a grid of closely spaced
sensors which enable us to calculate the derivatives of the displacement vector following all three
spatial coordinates (divergence and curl of u in equation (3.45)):

) (FllewluGl?) ewt a1 (Jeurl u@)lP)

=) (A2 Gy upo) A+ ([@vuGP) K {(dvu())

(3.46)

in which the first equation is based on the assumption that the pairs of the random variables
(u(x), |Jcurl u(x)[|?) and (A(x) + 2u(x), (div u(x))?) are independent so that the average of their
product is the product of the respective averages. This assumption will be verified via numerical
simulations performed in Section 3.2.3. In the last equation, we made use of the equation (2.1).
Since in an open medium at long lapse times we have R = 2K?3, the equipartitioning law in terms
of the spatial derivatives of the recorded wavefield reads:

([leurl u(x)[|*)
((div u(x))?)
At the end of this section and before starting to discuss the equipartitioning with the presence
of a free surface, we define the kinetic energy density K as:

K:/%p(x)‘au (. ) ‘ dx (3.48)

In an equipartitioning regime on an open Poissonian medium (full-space with K = /3), the
energies are equally distributed between K and &£, + &, so that the value of the ratio K/ (gp + ES)
tends to 1. The corresponding stabilization values for this ratio with different hypotheses for
Poissonian materials are summarized in Hennino et al. (2001). In sections 3.2.3 and 3.3 this
stabilization is investigated via numerical simulations.

=2K° (3.47)
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3.2.2 Equipartitioning with a free surface

In practice, the equipartitioning regime can be observed only using seismic sensors on the Earth’s
surface. Therefore, the calculation of the derivative of the wavefield in z direction is rather difficult
because it requires to install the seismic receivers in depth. Hence, the free surface boundary
condition (equation (1.17)) will be used as a tool to simplify the calculation of the stabilization
ratio R over the surface of the Earth. The components of the stress tensor in z direction should
vanish i.e. 0., = 0. = 0., = 0. These equations result in the following relations between vertical
derivatives of the wavefield and horizontal ones:

’% B _auz
dz Oy
ou, _8uz
q az - 61, (349)
ou, B 1 ou, n Ou,
0z 2_|_% or Oy
\ [nd

Substituting equation (3.49) into equation (3.46) gives the following relation for the stabilization
ratio R only in terms of horizontal derivatives of the wavefield.:

2 2 2
A ou, 44 ou, N ou, B %
&) 1 ox Jy oy ox
R = o8/ _ "2 5 (3.50)
(&) 4 Ou, n ou,
ox oy
This equation can be used to calculate the equipartitioning ratio over the free surface using

an array of seismic sensors installed only over the free surface of the Earth. We remind that the
wavefield on the surface is a Rayleigh plane wave as (see equation (1.22)):

u,(z=0)=0
u,(z =0) = —sin(wt — kx) (3.51)
u.(z =0) = pcos(wt — kx)

in which o is the vertical-to-horizontal axis ratio on the free surface which can be obtained by:

2 K2
Kl1- %

2 - K2—2\/1- K2\/1- %

Introducing equations (3.51) into the equipartitioning ratio (3.50) will result in the following
equipartitioning law on the surface:

2774 (1 _ K2
<€s>surface o 1K2 (’3;1: o K2 2 K KT <1 K2>

Rsurface = = 7
& surface 4 2 2
(Eplsu <4(3um) > (2—K3—2 1—K3\/1—§—§)
ox
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K 1? L 0 R Rsurface

v

K
VA~116]049 | 07 |106] 312 | 15
L5

. 0.80 | 0.89 | 1.34 | 6.75 4.02
V3~1.73 [ 0.85]0.92 | 1.47 | 10.4 6.44
2 0.87 1093 | 1.57| 16 9.80
2.5 0.89 | 0.94 | 1.67 | 31.25 | 17.37

Table 3.2: Analytical values of the equipartitioning ratio for unbounded media and over the medium’s traction-free
surface for different values of K

The equation (3.47) in this case becomes:
KR (15
)
(2—}(3—2«/1—}(3 1—§—§)

As an example, for Poissonian materials (K2 = 3), the characteristic Rayleigh equation (1.18)
has three roots for K?:

curl u(x)]|?
<|| ur ( )|| >surfaCe — KZRSurfaCe -

(@ 000)) s (3:54)

2 2
K:=4, 24—, 2— "= 3.55
V3 V3 (559)
in which the first two roots result in imaginary values for ¢/k and s/k following equations (1.21) and

hence they will be rejected. The value of K2 = 2 — % gives the propagation velocity of Rayleigh

V3
waves v, ~ 0.92v,. Inserting K? = 2— \% in equation (3.52) gives p ~ 1.47 and a stabilization ratio
of R ~ 6.5 that is consistent with 7 which is reported by Shapiro et al. (2000) from the studies of
the energy ratios in the Coda waves observed from local earthquakes in Mexico. Table 3.2 shows
the analytical values for the stabilization of the S to P energy ratio in an unbounded medium as

well as over the free surface for different values of K.

3.2.3 Numerical observation of equipartitioning regime

The objective of this section is to investigate the equipartitioning phenomenon via the numerical
simulations carried out using SPEC3D. For this purpose, three types of measurements are available:

(1) The values of the divergence free and curl free parts of the displacement field (||curl u(x)||, div u(x)).
Theoretically in an equipartitioning regime, the ratio between the space-averaged of the
squared of these fields converges to the values indicated in equations (3.47) and (3.54) re-
spectively for an open unbounded medium and over a free surface.

(2) The mean values of the P and S wave energy densities over the entire medium, (3;2, 3?):

) = /Q £,(x, {)dx = /Q w(dw u(x))? dx (3.56a)
&) = /Q &,(x,t)dx = /Q @Hcm u(x)||2dx (3.56b)
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in which €2 is the whole propagation medium including its boundaries. Since in a half-space
this value accounts simultaneously for the energies corresponding to the surface and body
waves, the stabilization value in this case should lie between Rgyface and R depending on the
depth of surface Rayleigh waves.

o . : . —0Q
The mean value of the kinetic energy density over the entire medium K  calculated us-
ing equation (3.48). As discussed in Section 3.2.1, in an equipartitioning regime, the ratio

K" / (E? +E?) converges.

Problem description: The numerical example in this section consists of a propagation medium
as a cube defined by Q = {x € R*|-1500 m < x,y < 1500 m; —3000 m < z < 0 m} with continuous
random heterogeneities in elastic moduli and a constant density of 2000 kg/m?. The average value
of p1 is assumed to be i = 2 x 10° Pa. Hence, for a given value of K = v, /v,, the average value of
k and the average phase velocities will be:

4

The components of the covariance matrix for different values of § and K used henceforth in
this work are summarized in Table 3.3 (see Appendix B for more discussion). Tables 3.4 and 3.5
also show the values of different scattering parameters for two different correlation kernels in terms
of different values of §, K and /. used in this study. These tables list the different configurations
that will be considered along the course of this chapter.

vs =/f/p=1000 m/s ; w,=1000K (3.57)

) K | o3 O'i cov(A, )
0.15 | 1.73 | 0.21 | 0.02 —0.02
0.4 | 1.16 | 0.27 | 0.24 0.25
04 | 1.73 | 20 | 0.24 —0.01
0.6 | 1.73 | 43.6 | 1.1 0.26

Table 3.3: Components of the covariance matrix in terms of the values of § and K

Conﬁg. gc [m] ) K Eps/ZSp EPP/ZPS ESS/ESP ﬁé, [m] 6}3 [m]
Reference 100 04 | 1.16 0.32 0.5 3.2 450 435
Localization 100 0.6 | 1.73 0.10 16 33 130 25
Inefficient mixture 100 04 | 1.73 0.10 32 33 580 60
Large E;‘) s 100 | 0.15 | 1.73 0.10 3.3 33 6500 4000

Table 3.4: Scattering parameters for a random medium with a low-pass white noise correlation kernel

Config. Lo [m]

)

K

Yps/Xsp

Ypp/Eps

Yss/Xsp

s [m]

p [m]

Reference-exp | 100

0.4

1.16

0.32

1.73

8

530

520

Table 3.5: Scattering parameters for a random medium with an exponential correlation kernel

7




Configuration: Reference and Reference-exp The half-space () with a dispersion level of
d = 0.40 is subjected to an explosion source at its central point (z,y, z) = (0,0, —1500)(m). The
source is characterized by a Ricker pulse time function. The delay time ¢y, and central frequency f
of the source are considered to be respectively 0.3 s and 10 Hz (see Figure 3.4). Figure 3.5 depicts
a typical half-space surrounded with PML layers except over the free surface.

1t
=X
[0
o
L 0.75¢
= ks
3 -
o = 05
e o
[0
N
©
E 0.5/
[S]
p4
—-0. L L L 0 I L
0 5O 0.15 0.3 0.45 0.6 0 10 20 30 40
Time [s] Frequency [Hz]
(a) (b)

Figure 3.4: Ricker pulse with tg = 0.3(s) and fo = 10(Hz) in time (a) and frequency (b) domains

Figure 3.5: A half-space with PML layers at boundaries

The spatial correlation function of the random elastic moduli is considered to be either low-
pass white noise or exponential. The value of K is 1.16 and the correlation length is ¢, = 100 m
which is equal to the shear wavelength. The simulation is performed over ¢ = 5 s. Figure 3.6
shows the temporal variation of the space-averaged body wave energies £ b and &, calculated V1a
the equations (3.56) along with their ratio. The individual variation of 5 (red curves) and 5
(blue curves) are depicted in the top plot. The solid and dashed curves in both plots 1ndlcate
the results corresponding respectively to the medium with low-pass white noise and exponential
correlation model. At the beginning, the source injects only the P wave energy into the medium
(explosion source). For the case of medium with low-pass white noise ACF, following Table 3.4,
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we have YXpg = 2 pp, which implies that the chance of the P-to-S mode conversion is twice the
chance of the P-to-P mode conversion. Therefore, the wave scattering results in the generation
of S waves. The contrast between the average phase velocities is not significant (for instance in
comparison with the case where K = \/§) We observe therefore that the space-averaged P and S
wave energies begin to decay more or less at the same time.

From now on, all figures depicting the temporal evolution of the whole space-averaged energles
m(:ludge2 a shaded window indicating the time interval during which the decay of the energies 8
and £, begins. The starting and end points of this window specify respectively the lapse tlmes
correspondmg to the first arrivals of the direct P and S waves (the waves traveling in the homo-
geneous background) to the boundaries of the medium. The lower plot of the Figure 3.6 shows
that the energy ratio E? /E: converges to 2.9 and 3.1 respectively for the low-pass white noise
and exponential models. These stabilization values lie between Rgurface = 1.5 (thin black line)
and R = 3.12 (thick black line) (see Table 3.2) and are closer to the analytical value for an open
unbounded medium.

-

P and S energy densities

S to P energy ratio [-]

L L | L L
0 05 1 15 2 25 3 35 4 45 5
Lapse Time [s]

Figure 3.6: Top: temporal variation of Eg (red curves) and ?? (blue curves). Bottom: temporal variation of E? /?p .
Solid and dashed curves correspond respectively to the low-pass white noise and exponential correlation models.
The starting and end points of the shaded window indicate respectively the lapse times in which the direct P and
S waves propagating in homogeneous background arrive to the boundaries.

The top plot in Figure 3.7 shows that the space-averaged kinetic energy densities K (blue
curves) reach their maximum value at the source’s delay time ¢t = ¢, = 0.3 s. From the bottom
plot, stabilization values of 0.8 and 1.1 are observed respectively for the low-pass white noise and
exponential correlation models. The corresponding stabilization times are observed to be highly
dependent on the correlation model. As a result, in this case, both of the ratios &, /Ep and
K%/ (8 + 5 ) are stabilized for both correlation types.

The equipartitioning regime can also be visualized more locally via the films showing the prop-
agation of the energies through the medium. For this purpose, the snapshots of the squared
curl-free and squared divergence-free parts of the displacement field will be plotted at two different
horizontal slices situated at the depths z = 0 m (surface) and z = —1000 m (at a distance of
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Figure 3.7: Top: temporal variation of K (blue curves) and g;l —l—g? (red curves). Bottom: temporal variation
of K/ (E;l +&.). Solid and dashed curves correspond respectively to the low-pass white noise and exponential
correlation models. The starting and end points of the shaded window indicate respectively the lapse times in which
the direct P and S waves propagating in homogeneous background arrive to the boundaries.

<

about a transport mean free path from the source), and at two different lapse times t = 2 s and
t = 4 s. Figure 3.8 shows the snapshots corresponding to (div u(x))? (normalized by its average
value calculated over the slice) (top row) along with [|curl u(x)||? (normalized by its average over
the slice) (bottom row), both represented in percent. The plots show the results of the random
medium with low-pass white noise correlation model. At t = 4 s, the P and S wave energies are
almost distributed uniformly within both of the slices (see the low ranges of the plot’s colorbars
at t =4 s compared to t = 2 s for both slices).

0

1000 1500 TS -1000 - 1000 1500 - N TS E 1000 1500

500 ' . . S 02
- loa ) | ¢ * & - 4015
500 E : “do
-1000 - . . 0.05

0 E -1500
155800 0

1000 -500 ) 500 1000 1500 1000 -500 o 500 1000 1500 1000 -500 ) 500 1000 1500 1500 -1000  -500 o 500 1000 1500

z=0m,t=2s z=0m,t=4s z=-1000m,t=2s 2z=-1000m,t=4s
Figure 3.8: Snapshots of the ratio (div u(x))?/((div u(x))?)sice (top row) and ||curl u(x)||?/{||curl u(x)||*)stice

(bottom row) in percent for two different lapse times (¢t = 2 s and ¢t = 4 s) and two different depths (z = 0 m and
z = —1000 m). The random heterogeneities have a low-pass white noise correlation kernel.

The objective of this paragraph is to investigate the equipartitioning regime more locally. For
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(ICurl u||*)/((Div u)?)
e

(||Curl ul[?)/{(Div u)?)
>

2 3 4 5 0 1 2 3 4 5

Lapse Time [s] Lapse Time [s]
Figure 3.9: Temporal variation of (||curl u(x)||?)/{(div u(x))?) calculated over the whole slices. Red, green, cyan
and purple colors correspond respectively to the slices at z = 0 m, z = —250 m, z = =500 m and z = —1000 m. The
thick and thin black lines correspond respectively to the analytical values on full space and over the free surface.
Left and right plots correspond respectively to the low-pass white noise and exponential correlation models.

this purpose, an energy analysis is done over some horizontal slices at five different depths of
z = 0,—250,—500, —1000 m. The results are depicted in Figure 3.9 for both low-pass white noise
(left plot) and exponential (right plot) correlations. This figure shows the temporal variation of
the space-averaged ratio (||curl u(x)||?)/{(div u(x))?) where () denotes a spatial averaging over
the slice only. It can be observed that for the slice in the free surface (red curve), the energy
ratio converges to the analytical value of K2Ruiface = 2 (thin black line). For the other slices, the
stabilization occurs at a value lying between K2Ry = 2 and 2K° = 4.2 (thick black line) but
closer to the full-space stabilization value.

10 10

2 2.5 3 3.5 4 4.5 5 8.5 1 15 2 2.5 3 3.5 4 4.5 5
Lapse Time [s] Lapse Time [s]

2O |eurl u(x)||? . curl u(x)||?
Agx)ijl‘(x) (div( u)(li()>)2> (SOlld curves) and AfQE . <L|(div u((x)))Hz>>
calculated over the whole slices. Red, green, cyan and purple colors correspond respectively to the slices at z = 0 m,
z = —250m, z = —500 m and z = —1000 m. The thick and thin black lines correspond respectively to the analytical
values on full space and over the free surface. Note that the dashed curves are almost hidden by the solid ones.
Left and right plots correspond respectively to the low-pass white noise and exponential correlation models.

(dashed curves)

Figure 3.10: Temporal variation of <
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At the end of this section, the hypothesis behind the equation (3.46) will be verified. In this
equation, we have made the following assumption:

) (et ueol?) b (Jewrd u(x)|?)

€) (et iy upo)  A+2 (@GP (3.58)

in which the pairs of random variables (u(x), ||curl u(x)|[?) and (A(x) + 2u(x), (div u(x))?) are
assumed to be independent. Knowing the local values of the Lamé parameters, we plot the varia-

(2 [curl u(x)||?) o (Jleurl u(x)|?)
7A<x>3-;u<x) (div u(x))2) and T @ w0y

these two quantities, respectively with solid and dashed curves, for low-pass white noise (left plot)
and exponential correlation model (right plot). We observe from this figure that there is no sig-
nificant discrepancy between the results. Hence, the mentioned hypothesis is numerically validated.

tions of < . Figure 3.10 depicts the temporal variation of

In conclusion, for low values of K an equipartitioning regime is established at global and local
scales for two different correlation models. We remind the ratio between P-to-S and S-to-P total
scattering cross-sections:

ZPS g3 (3.59)
Ysp
According to this equation, lower values of K lead to lower contrasts between Ypg and Xgp
which means that during the scattering process the normal modes exchanges occur with closer
probabilities compared to the case of higher values of K. Moreover, in this case, the values of the
ratios Xpp/Ypgs and Ygs/Xgp are not significantly different from unity contrary to the other case
studies (see Table 3.4). These two reasons favor the onset of an equipartitioning regime in this

case. We will study less favorable cases in Section 3.3.

3.3 Limitations to reaching numerically the equipartition-
ing regime

For the Reference case studied in Section 3.2.3, as indicated in Table 3.4, the values of the transport

mean free paths of P and S waves are respectively ¢} = 435(m) and £§ = 450(m) so that:

(1) The P and S waves reach a diffusion regime almost simultaneously since ¢}, ~ (%,

(2) They can reach an equipartitioning regime before leaving the medium (since £, €5 < 1500(m))
and at enough distances (at least a transport mean free path) from the boundaries which can
a priori pollute the wave energies by the unwanted reflections toward the physical medium.

In the simulations discussed in this section, either a transport regime is established but the
above-mentioned conditions are not satisfied or a localization regime is dominant both of which
imply the inability to observe an equipartitioning regime. Next section introduces a case in which
a strong localization regime is dominant.

3.3.1 Setting of a localization regime

In this section we increase the value of the mean phase velocity contrast to K = V3 (third row in
Table 3.4). The most favorable case to reach an equipartitioning regime is a priori the case with
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maximum value of § (0 = 0.6). The differences between the values of ¢} and ¢% in this case and
the corresponding values for the cases with the same K and lower ¢ (0.4 or 0.15) is remarkable.
In the following paragraph, the case of a propagation medium with X = /3 and 6 = 0.6 will be
treated.

Configuration: Localization The half-space (2 is excited during t = 5 s with two different
source types: an explosion and a unidirectional force both of which have the Ricker pulse time
function. A low-pass white noise model is used as the correlation kernel of the heterogeneities.

In Figure 3.11, the top left plot depicts the temporal variations of Efj and 2? respectively in
red and blue. For each of these cases, the solid and dashed curves correspond respectively to the
explosion and unidirectional sources. The unidirectional source which creates initially the S wave
energies more than the P waves, regults at first (before arriving to the gray shaded area) in higher
values of 5 and lower values of £, compared to the case of explosion source. However, at longer
lapse times, the body wave energy dens1t1es become source-independent. We observe from the top
plot of the Figure 3.11 that regardless of the source type, even before the complete evacuation
of the direct wave energies, both of the phase energies are almost stabilized at a lapse time of
t = 2 s and their decay rate tend to zero at longer lapse times. This is in contradiction with a
transport regime in which 8 and 5 decay in time because of the existence of PML layers around
the medium.

The lower plot of the Figure 3.11 shows the stabilization of the space-averaged energy ratio
for both source types. We guess that this stabilization is related to the fact that a major part of
the wave energy is trapped within the propagation medium so that it does not touch the bound-
aries. To verify this hypothesis, we do the same simulation (with an explosion source) but with
Neumann boundary conditions all around the medium and the corresponding results are shown
with dashed-dotted curves. From the top left plot, we observe a slight increase in 5 and 8
Neumann case, resulting in a small change in the stabilization value (dashed-dotted blue curve in
lower left plot). The latter is observed to be more than twice the analytical value in full-space. As
it has been already discussed, this ratio must be even less than the analytlcal value 2K? which is
not the case here. The right plots also show the evolution of K 8 + 8 and their ratio for all
above mentloned cases. The top right figure shows that after a certaln time, the values of K and
5 + 5 become time-independent for all three cases.

This regime is called the localization regime in which the random heterogeneities of the medium
are too strong (0 = 0.6) so that the wave energy is trapped before it reaches the boundaries. In this
regime, the transport equations introduced in chapter 2 are no more valid. There is no theoretical
formula which relates the stabilization value in a localization regime to the statistical parameters
of the medium.

The visualization of the energy snapshots will help to observe the localization phenomenon.
The snapshots of (||curl u(x)||?) and ((div u(x))?) normalized by their corresponding average val-
ues calculated over the corresponding slice at the given lapse times of t = 2 s and ¢t = 4 s are shown
in Figure 3.12. The pattern of these fields is similar to a collection of points distributed over the
slices containing the essential part of the slice’s average energy. According to the Table 3.4, the
transport mean free paths of the P and S waves are respectively ¢ = 25 m and 5 = 130 m. The
main point in these figures is that the body wave energies are localized within almost the same
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Figure 3911 Top left: temporal variation of S (red curves) and EQ blue %urves). Bottom left: temporal variation
of £, /€, . Top rlght ten&poral variation of K € (blue curves) and €, + &, (red curves). Bottom right: temporal
Varlatlon of K%/ (5 + &, ). Solid, dashed and dashed-dotted curves correspond respectively to half-space with
explosion source, half—space with unidirectional source and Neumann boundary conditions with explosion source.
The starting and end points of the shaded window indicate respectively the lapse times in which the direct P and
S waves propagating in homogeneous background arrive to the boundaries.

zone over each slice between the lapse times t = 2 s and ¢t = 4 s. The results of the slice-average
energy ratio calculated over the slices gives similar information as in the lower left plot of the
Figure 3.11.

The objective of the next section is to deal with a simulation in which we keep the value of
K = /3 but we decrease ¢ to 0.15 with the aim of getting rid of the localization regime which was
dominant in this section.

0 0

0 1000 o - 0 1000 2000 -1000 0 1000 2000 2000 -1000 0 1000 2000

z=0(m), t =2(s) z=0(m), t = 4(s) z = —1000(m), t = 2(s) z = —1000(m), t = 4(s)
Figure 3.12: Snapshots of the ratio (div u(x))?/{(div u(x))?)sice (top row) and [|curl u(x)||?/(||curl u(x)||?)slice

(bottom row) in percent for two different lapse times (¢t = 2(s) and ¢ = 4(s)) and two different depths (z = 0(m)
and z = —1000(m)).
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3.3.2 Influence of mean free path

Configuration: Large () /s The propagation medium () is again subjected to an explosion
source and the simulation time is considered to be ¢t = 5 s. The random propagation medium
has a low-pass white noise ACF, the values of K and ¢ are respectively /3 and 0.15, and the
medium is a half-space. Left plots in Figure 3.13 show the temporal variations of S and 5

and their ratio. From the lower left plot, it can be observed that until about ¢t = 2(s ) (the end

of the gray shaded area), the ratio E? /Efo2 tends to increase. At this time, both of the direct P
and S waves have already arrived to the boundaries and the role of the boundary conditions begins.

P and S energy densities
K and P+S energy densities

i
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Figure 3.13: Top left: temporal variation of 8 (red curves) and EQ blue curves). Bottom left: temporal variation
of £, /€ &,. Top rlght temporal variation of K € (blue curves) and 5 + &, (red curves). Bottom right: temporal
variation of K%/ (8 + 8 ). The starting and end points of the shaded window indicate respectively the lapse times
in which the direct P and S waves propagating in homogeneous background arrive to the boundaries.

The top right plot of Figure 3.13 shows the temporal variations of the klgetlc energy density
K*® and the sum of the averages of the P and S wave energy densities 5 + &, . From the bottom
right plot a stabilization is observed at ﬁrst around t =1s and then at the end of simulation
(t = 5 s). However, even if the ratio K¢/ (5 + & . ) is globally stabilized over the entire medium in
some time intervals, a global equipartitioning regime does not occur (as already seen in the lower
left plot of Figure 3.13).

The snapshots of (div u(x))? and ||curl u(x)||?> normalized by their corresponding average val-
ues are plotted in Figure 3.14. From these figures it can be observed that over the free surface
(2 =0m) at t = 2 s both P and S energies are more concentrated around the boundaries. However,
at longer lapse times (¢t = 4 s) and near the source (z = —1000 m), the pattern of both of the
energies does not look like a localization.

From Table 3.4, the values of the transport mean free paths of P and S waves are respectively

» = 4000 m and /% = 6500 m. These distances cannot be achieved by the waves before reaching

the boundaries in this simulation. A medium whose sides are at least 2¢% = 13000 m which is

more than 4 times bigger (in each side) than the propagation medium in this case, is required in
order to observe the equipartitioning of the energies.
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In conclusion, for Poissonian materials (K = v/3) with low degrees of fluctuation (6 = 0.15 in
this case), the equipartitioning regime was not observed because of the small propagation lengths
compared to the transport mean free paths. In the next section, we increase the value of § from
0.15 to 0.4 with the aim of decreasing the transport mean free paths and make them less than the
propagation length.

3.3.3 Influence of inefficient mixture of body waves

In this section, we will be concerned with the influence of inefficient mixture between the body
wave energies during the scattering events in the numerical observation of the equipartitioning
establishment. For this purpose, the dispersion level of the elasticity matrix is hold to be the same
as in the Reference case (§ = 0.4) and the same value of K = /3 will be used.

Configuration: Inefficient mixture The propagation medium {2 is subjected to three differ-
ent sources: explosion, unidirectional and their combination all of which having a Ricker pulse
time function. The medium is a half-space and has a low-pass white noise correlation kernel. The
simulation is performed over ¢ = 5 s. The top left plot in Figure 3.15 show the temporal variation
of 3;2 (red curved) and ?? (blue curves) where the solid, dashed and dashed-dotted curves repre-
sent, respectively the results relative to the explosion, unidirectional and combined sources. This
plot shows that the waves are not localized since both of the body wave energies are temporally
decaying. The lower left plot shows the corresponding S-to-P energy ratios which states no global
equipartitioning for all source types. From Table 3.4, the values of the transport mean free paths
of P and S waves are respectively ¢}, = 60 m and /% = 580 m. Hence, both wave modes can travel
at least a transport mean free path before the arrival of the direct waves to the boundaries.

Following Table 3.4 we have Ypp/Ypg = 32 and Ygg/Xgp = 33 from which it implies that the

P wave energies have much more tendency to scatter into P waves and likewise the initial S wave
energies are more likely to scatter into S waves. For the sake of comparison, we remind the values
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of the ratios X¥pp/Yps and Xgg/3sp being respectively 0.5 and 3.2 for the Reference case. These
values are closer to 1 and imply a faster apparition of an equipartitioning regime (Margerin et al.,
2000). Moreover, the ratio ¥pg/Xgp is farther from 1 compared to the Reference case where it is
0.32. As a consequence, the asymmetry between the P-to-S and S-to-P mode exchanges is higher.
The fact that the values of these three ratios are not as close to 1 as in the Reference case, can be
imagined as another reason of discrepancy between the observed and the analytical stabilization
values.

As a result, for K = /3 and § = 0.4 even if the transport mean free paths are small compared
to the propagation length, large values of the ratios Xpp/Ypg and Yg5/Xsp and the ratio Xpg/Xsp
being not enough close to 1 prevent the establishment of an equipartitioning regime.
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Figure _3{.215: Top left: temporal variation of gg (red curves) and E?_ blue_cdlrves). Bottom left: temporal variation
of £, /€, . Top right: temporal variation of K (blue curves) and £, + &, (red curves). Bottom right: temporal
variation of K%/ (?p +&,). Solid, dashed and dashed-dotted curves correspond respectively to explosion, unidi-
rectional and combined source. The starting and end points of the shaded window indicate respectively the lapse
times in which the direct P and S waves propagating in homogeneous background arrive to the boundaries.

In previous sections, no attention has been paid to the influence of the boundary conditions to
the stabilization values. In the following section, we discuss this influence via numerical simulations.

3.3.4 Influence of the PML layers

The propagation domain being subjected to an explosion has now three different boundary con-
ditions of types half-space (PML layers all around the medium except over the free surface),
full-space (PML layers surrounding the propagation medium) and Neumann (reflecting or stress-
free boundaries). Figure 3.16 summarizes all the results regarding E_‘ge spati_aély—averaged energy
densities. In the top left plot, the red and blue curves represent £, and £ respectively. The
results corresponding to the half-space, full-space and Neumann cases are also differentiated by
solid, dashed and dashed-doted curves. The lower left plot shows the corresponding stabilization
values. A direct result that can be drawn from this plot is that the existence of the PML layers
implies an increase in the stabilization values. This is assumed to be the effect of PML boundary
conditions which behave in favor of the S wave energy. The stabilization values are about 14.5,
14 and 12 respectively for half-space, full-space and Neumann boundary condition cases. These

87



values are not theoretically acceptable since they do not belong to the interval [6.44,10.4].
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Figure _3916: Top left: temporal variation of ?2 (red curves) and E?_blue_%lrves). Bottom left: temporal variation
of £, /€, . Top riggt: tieﬂmporal variation of K (blue curves) and &, + & (red curves). Bottom right: temporal
variation of K**/(€ » &5 ). Solid, dashed and dashed-dotted curves correspond respectively to half-space, full-space
and Neumann boundary conditions. The starting and end points of the shaded window indicate respectively the
lapse times in which the direct P and S waves propagating in homogeneous background arrive to the boundaries.

In this section, we have observed that the existence of the PML layers can slightly change the
stabilization value in numerical observations of equipartitioning. This observation also revealed
that this influence is in favor of the shear wave energy so that the stabilization ratio will be in-
creased in the presence of PML layers.

In Sections 3.2.3 and 3.3 we investigated the numerical observation of an equipartitioning
regime and also discussed the influence of some key factors in the onset of this regime at long lapse
times. Thus, so far no particular attention has been paid to the statistical identification problem.
In the following section we propose a preliminary identification process of the spatial correlation
of a random medium. This identification is based on measures of the curl and divergence of the
displacement field of a random medium.

3.4 Ildentification of the correlation structure of the medium
properties

The objective of this section is to use the curl-free and divergence-free parts of the seismograms at
long lapse times in order to invert for the some statistical information of the propagation medium.
In the following section, the theory which will be used in our inversion problem is introduced.

3.4.1 Theory

In previous sections we investigated the convergence of the spatially-averaged ratio (||curl u(x)||?)/{(div u(x))?
at long lapse times to the analytical values of 2K° and K? Ryyface Tespectively in an open medium
and over the free surface. Now, we will discuss about the local information that can be extracted
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from solely time-averaged (and not spatially-averaged) ratio {||curl u(x)||*);/((div u(x))?);. The
basic equation is:

&) opx) (lewlu)[*)e 1 ([leurl u(x)[[*)

E))e A+ 2p(x) ((divux))?):  (Ks5(x))? ((div u(x))?);

in which Kj(x) is the ratio between local phase velocities in the case of a random medium with
a given fluctuation level d,¢) = 0, = 6, = d. Since in an equipartitioning regime, the local time-
averaged ratio (£s(x)):/(E,(x)): will tend to a global average value 2K* for an open medium, we
will have:

(3.60)

([[curl u(x)[[*):

((div u(x))?);
As a result, the correlation structure of the time-averaged field (||curl u(x)||?):/{(div u(x))?);
(which is calculable in our numerical simulations and also over the free surface in real situations)
tends to be the same as the correlation structure of the adimensional local value (Ks(x))? which
has itself a structure similar to that of the local value of the P to S wave speed ratio Kjs(x) =
vy(x)/vs(x). We will discuss about these relations in the next paragraphs. The basic hypotheses of
the calculations are: 1) k(x) and p(x) are two independent random fields with the same coefficient
of variation . Note that the independence implies that their correlation coefficient vanishes or:
(kp) — (k) () = 0. 2) The mean values of all random fields are space-independent. In other words,
the average background medium is deterministic. and 3) The correlation kernels of the random
fields k(x) and p(x) are assumed to be the same:

= 2K3(Ks(x))? (3.61)

N A

R.(T) = Ryu(7) (3.62)

it should be noted that if this relation is not valid, the final result will be a function of different
correlation distances.

We start by calculating the cross-correlation function of the random fields A(x) and p(x). The
correlation coefficient between the random variables A and p is:

(w?) —(w? =20, (3.63)

2 4 4,52
oy 3\/0s + 505

The normalized cross-correlation kernel of A(x) and p(x) reads:

R (r) = A+ 7)) = N () _ B+ T)px) = (8) (1) — 5 (u(x+ 7)px)) — (1))

3P (A 1) Vo2 + 2o\, )
(3.64)

Given that (u(x + 7)u(x)) — (u)? = 02R,,,(7) and inserting the equation 3.63 into the equation
3.64 results in:

_cov(A ) (Rp) = (&) (p) —

P(A, 1)

I [ leoro

Ox\O, 2
K

)

+
9
=N

Ryu(7) = Ry (7) (3.65)
Using also the equation 3.62 gives:

R/\u(7'> = Rue(7) = Ruu<7) (3.66)
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Now we derive the ACF of the random field A in terms of the ACF of x and u:

() = DT AN = O _ 2ufted 7]+ 59,0 7) (3.67)
) Ok T 9%

Consequently we have:

é)\ﬂ(’r) = R/\/\(T) = émﬁ(’r) = EMM(T) (368)

Let A(x) = (Ks5(x))? = 3 + %, a second-order approximation for its mean and variance will be:
4 () 2 2 2 (K)°

Ay~ -+ —(1+4+9 D0y =200 3.69

A 3 <,u>< ) A (1)2 (3.69)

The ACF of A will be therefore:

Raa(r) = (Ax + 1)A(x)) — (4)°
2
OA
2
Rl T)n(x) SN 4 [l (a6 (4 g 52
. <p,(x+7')p,(x)> + <H(x)> + 3 <#(X+T)> T 9 (3 + M>(1 " ° )> (3 70)
= 2 {K)? '
204

ol

—

. ) . . K(x+T7)K(x) K(x) K(x+T) \
Inserting second-order approximations for the terms <—u(x +T)u(x)> and <u(x)> <u(x +T)> into 3.71

and simplifying the terms results in:

~ 1+R(r) 1+’
Raa(r) = (15 02R(7)) 952 (3.71)

Assuming that §2 is small compared to 1, we can use the following approximation:

1

R S 0’R(7) + 6*R*(1) + O(°) (3.72)

replacing this equation into the equation (3.71) gives:

Raa(r) ~ (1 — 202)R(r) + 62(36° — 2 R(r) — & —

5~ 55 (3.73)

Integrating both sides of this equation in terms of 7 will result in:

/ Raa(T)dr ~ (1 —26%) / R(7)d7 + §*(36% — 2) / R*(t)dr (3.74)

R

Knowing that the correlation length of the Lamé parameters are defined as:

2/ R(T)dr = 02 = (* = (M = {, (3.75)
R
As a result:
A onbe | ainco 2
5 = (1—-20 )5 +0%(30° = 2) | R*(7)dr (3.76)
R
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Let /. denote the correlation length of (Kj5(x))? or %. Since for the correlation models

used in this work we have [, R*(7)dr < (., we approximately have:

l, ~ (1 —26%)¢, (3.77)
Therefore, the correlation length of the time-averaged ratio W is directly proportional
to the correlation length of the medium via a factor which depends on its dispersion level. In
the following paragraphs the numerical simulations to verify the convergence of the correlation
structure of (||curl u(x)||*):/((div u(x))?); to that of (Kj(x))? are presented.

3.4.2 Identification of the correlation structure

Two of the numerical case studies introduced in Table 3.4 will be discussed in this section with
the aim of inversion for the statistical parameters of the medium.

Configuration: Influence of inefficient mixture of body waves In this simulation ¢, =
100(m), K = /3, § = 0.40 and the heterogeneities are considered to have either the low-pass white
noise or the exponential correlation model. The correlation length of the local parameter (K;(x))?
can be estimated using equation (3.77):

0, ~ (1 —2(0.4)?)(100) = 68(mn) (3.78)

A first-order approximation for the variance of the random field (K3(x))? in the right hand side
of the equation (3.61) is:

Var ((Ks(x))?) ~ 26° (K2 - %) =0.88 (3.79)

As a result, its standard deviation 0.94 is not negligible compared to its mean value 3.26. The
results of the simulations are summarized in Figures 3.17 and 3.18 respectively for random medium
with low-pass white noise and exponential correlation model. The calculations are done at the lapse
time ¢ = 4(s). These figures show the convergence of the estimated correlation function of the
time-averaged ratio (||curl u(x)||?):/((div u(x))?); (blue curve) toward the correlation function of
the corresponding slice (R44 in equation (3.73)) (black curve). It should be pointed out that the
time-averagings are done over the windows of 1s. Subsequently, the correlation length defined as
twice the area under the correlation function is converged toward the value 68(m) (see the value
of /. indicated over the plots in third columns).

Tables 3.6 summarizes the correlation coefficients between the fields W and (K3(x))?
at different depths and lapse times for the random medium with low-pass white noise correlation
model. Significant correlations are therefore observed between the random fields. We also empha-
size on the fact that the correlation over the slice in the free surface at all lapse times is higher

than in the other slices.

We discussed in this section the identification of the correlation structure of a random medium
by calculating the time-averaged ratio between the square curl and divergence of the displacement
wavefield. In the next section we introduce a limit in which our method does not give a proper
identification of the correlation function.
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t=2(s) | t =4(s)
z=0(m) 0.73 0.84

Z= 250(m)| 068 | 0.74

2= 5000m) | 070 | 0.5

Table 3.6: Correlation coefficients of the fields %&‘;ngt and (K;(x))? at different depths and lapse times.
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values of the field (Ks(x))?; Right column: the correlation functions corresponding to the left and the middle
columns.
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3.4.3 Limitation to the identification of the correlation structure

Configuration: Reference and Reference-exp A random medium characterized with K =
1.16, 6 = 0.40 with either low-pass white noise or exponential correlation model is considered. The
correlation length of the random elastic moduli is set to be ¢, = 100(m). Contrary to the previous
case study, the variance of the random field (K5(x))? will be:

Var ((K5(x))?) = 0.00005 (3.80)

The corresponding standard deviation will be thus 0.007 which is negligible compared to its aver-
age value being 1.35. This means that the random field (K3(x))? is almost deterministic despite
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the fact that the elastic moduli (k, ) have a coefficient of variation of 40%. This implies in
particular that the ratio in the left hand side of the equation (3.61) is almost deterministic. It
also means that the information about the correlation structure of the medium cannot be ex-
tracted from the ratio W. Figures 3.19 and 3.20 show the plots of the random fields
{||curl u(x)||*)¢/{(div u(x))?); and (Ks(x))* along with their respective spatial correlation func-
tions in 3 different slices at the depths z = 0(m), —250(m), —500(m), respectively for low-pass
white noise and exponential correlation models. The considered lapse time is ¢ = 4(s). The ran-
dom field (||curl u(x)||*):/{(div u(x))?); at longer lapse times (see Figures 3.19 and 3.20) is similar
to a white noise random process with no spatial correlation. The reason is the fact that (Kjs(x))?
is almost not spatially varying.

Table 3.7 summarizes the correlation coefficients between the fields W and (Ks(x))?
at different depths and lapse times for the random medium with low-pass white noise correlation
model. This table confirms the decorrelation between the random fields independent of the lapse

time and the depth of the slice.

t=2(s) | t =4(s)
Z2=0(m) | —0.002 | 0.004

Z= —250(m) | 0.056 | 0.102

2= —500(m) | 0072 | 0.107

Table 3.7: Correlation coefficients of the fields %mﬁ and (Ks(x))? at different depths and lapse times.

In this section we proposed a method for identification of the spatial correlation of a random
medium. This method was based on the local version of the equipartitioning law written in terms of
the curl and divergence of the displacement wavefield. The numerical simulations for two different
correlation models revealed appropriate estimations of the analytical correlation functions. Other
complementary researches should be done in order to verify this identification technique.

3.5 Summary and Conclusion

In this chapter, the numerical simulations of elastic wave propagation in random media are per-
formed using the computational code SPEC3D. The numerical observation of the equipartitioning
regime at long lapse times is investigated as a tool to identify the ratio between the space-averaged
elastic moduli. We observed that for lower values of K in which the body waves are not highly
differentiated, the energy is equipartitioned between the body waves. Using typical values of K
and large values of ¢ results in a strong localization regime being dominant and thus the equipar-
titioning regime is not observed. For typical values of K and lower variances, the localization does
not appear. However, an equipartitioning regime is not observed because:

(i) for average §, the mixture between the body wave energies is inefficient,

(ii) for low ¢, the transport mean free paths of the body waves become too large compared to
the size of the domain, so that the waves go into the PML before an equipartitioning regime
sets in.

The latter is related to limitations in modeling sufficiently big propagation domains. At the
end of this chapter, using the time-averaged ratio between the squared curl and divergence of the
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displacement wavefield, a relation is developed between the spatial correlation function of this
medium and the correlation and dispersion level of the random medium under study.
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Conclusions and Perspectives

The general focus of this work was the analysis of the coda waves and their relation with the
statistical parameters of the heterogeneous propagation medium. These incoherent waves are orig-
inated from the multiple scattering of elastic waves (Aki and Chouet, 1975). Hence, a profound
understanding of the scattering of elastic waves and its effects on the wave propagation regime is
a fundamental step in the statistical identification of the medium properties. For this purpose, a
particular attention has been paid to the kinetic approaches describing the elastic waves propa-
gating through heterogeneous media based on the works of Ryzhik et al. (1996). The particular
aspect of this study is taking into account the full elastic nature of elastic waves rather than the
acoustic approximation which is typically used in the literature. The parameters describing the
scattering of elastic waves (such as differential, total and forward scattering cross-sections) are
functions of the first and second order statistics of the medium parameters. They were normalized
and expressed in terms of the following four key parameters being influential in the determination
of the scattering mechanism:

(i) The ratio ¢ between the correlation length and the wavelength,
(ii) The ratio K between the mean values of P and S wave velocities,
(iii) The fluctuation levels ¢ of elastic moduli (the covariance matrix),
(iv) The spatial correlation model R.

A special focus has been given to the evaluation of the influence of spatial correlation model
of the random medium on the scattering parameters. In low (, the influence of the correlation
model can be described via the value of the PSDF at origin. In medium ¢ (¢ ~ 1), the influence
of the correlation model is limited. However, for large values of (, there is no influence on the
P-P and S-S total scattering cross-sections. On the contrary, a drastic influence is observed in P-S
scattering coefficient. The latter along with K are the crucial parameters in the establishment of
an equipartitioning regime. In high ¢, the correlation kernel has a noticeable influence on the onset
of an equipartitioning regime. As a consequence, among the classical correlation models used in
Geophysics, in low and high (, the exponential model results in quicker global apparition of a dif-
fusion regime. However, in medium ¢, a low-pass white noise model minimizes the equipartitioning
time.

The influence of the above-mentioned parameters in setting up an equipartitioning regime were
also studied via numerical simulations. Analytical formulas of the stabilization ratio between the
P and S wave energies were derived for both cases of propagation media with and without a free
surface. The former were formulated in terms of the curl and divergence of the displacement
wavefield rather than the energies. For low values of K, a global equipartitioning regime was
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observed. Several less favorable situations were also studied, where we could not observe the onset
of equipartition between the energies. This was either due to localization, inefficient exchange of
energy between P and S waves or the fact that the propagation length was too small compared to
the mean free paths.

As far as the statistical identification problem is concerned, we used a local version of the
equipartitioning law in which the ratio between the time-averaged squared curl and divergence
of the displacement wavefields at each point is related to the local values of the P to S wave
speed ratio. We showed that the spatial correlation of the mentioned time-averaged ratio tends to
(1—20)¢. at long lapse times and illustrated on a first example the effectiveness of the identification.
This can be a first step towards the statistical identification problem especially over the free surface.

With regard to the future works, the following aspects could be treated in order to improve
the results provided in this work:

(i) Consideration of the spatial variability of the density since it has been shown that it can
significantly increase the wave attenuation and therefore facilitate the apparition of a diffusion
regime (Turner and Anugonda, 2001).

(ii) The generation of the random medium properties notably in large-scales is one of the main
limitations in numerical simulations of the wave propagation. This implies the necessity
of optimization of the random field generation procedure. This work is recently carried out
theoretically and is also implemented by Victor Bouvier and Luciano de Carvalho in MSSMat.

(iii) Recently the radiative transfer equations of elastic waves were rigorously developed for the
case of a random medium with locally anisotropic behavior (Baydoun et al., 2014). Since Ta
(2011) observed that the anisotropy favors significantly quicker onset of the diffusion regime,
it would be interesting to validate the results of the simulations performed over anisotropic
media via the corresponding analytical formulas.

(iv) In order to be capable of observing a diffusion regime in low-variance random media with
Poissonian materials, one should use a more efficient computational code which allows to use
a few thousand processors and thus enables us to model sufficiently large media. Lately, a
couple of students and researchers started to develop another calculation code called SEM3D
in the framework of the SINAPS@ project. Luciano de Carvalho is adding random field
capabilities in SEM3D. Filippo Gatti is treating the case of nonlinear constitutive law with
the aim of evaluating the influence of the non-linearities in the wave propagation regime.
Angkeara Svay uses SEM3D to analyze different influencing parameters on the spatial vari-
ation of seismic ground motions. The purpose of his work is to distinguish the deterministic
effects (site geometries,...) as well as the effects of the spatial variabilities in the medium
parameters on the formulation of the coherency model.
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Appendix A

Behavior of functions /,, and J,

A.1 Integral W”

We introduce, because it will be useful in understanding the behavior of the function I,,, the

integral
1
WP = / (1 — 2X2)nxp+1dx, (A1)
0

for n > 0 and p > —1. It can be shown that W = (1 + (—1)")/4(n + 1). Also, for p > 1, the
following recurrence relation holds (2n + p + 2)WP = 2nW?_, 4+ (—1)". Using the initial value
WP =1/(p+2), this means that the values W? can be computed for any pair (n,p). In particular,
we have W2 = (1+ (=1)"(2n+3))/8(n + 1)(n + 2).

Table A.1: Values of WP for the first values of n and p.

W0 Wl W2 W3 Wi
wrl1/2 1/3 1/4 1/5 1/6
WP 0 1/15 | -1/12 -3/35 1/12

WP 1/6 | 11/105 | 1/12 | 23/315 | 1/15
WP 0 | -13/315 |-1/20| -59/1155 | -1,/20
WP [1/10 | 211/3465 | 1/20 | 683/15015 | 3/70
WP 0 |-271/9009 | -1/28 | -1637/45045 | -1/28

A.2 Integral V?

Similarly, we introduce for the understanding of J,
K>
VP(K) = Kg“/ (1—2x%)" x"dy, (A.2)
Ky
for n > 0 and p > —1. We remind that Ky = (K +1/K)/2, K; = (K —1)//2(K?+ 1) and
Ky = (K +1)/4/2(K?+1). Note that V?(1) = WP. The values of VP could be calculated via:
L (=2()

VTIZ(K) — K6L+1 Z (Kp+2j+2 i K{H—Qj-‘r?) (A?))
j:

2



In particular, we have V0 = (14+(—1)")/4(n+1) and V¥ = Ko(K?™—K?™)/(p+2). Also, for p > 1,
the following recurrence relation holds (2n+p+2)V? /Ky = 2nV? | — (K27 4+ (—=1)"K"*?). We also
have V! | = Ko(VP — 2VP*?). These two relations can be used to compute the values V? for any
pair (n,p). They yield in particular V2 = (14 (=1)")/(4(n+1)) and V2, = (1+(-1)")/(8(n+1)).
Observe that for these two examples, VP is independent of /K. This is however not true in general.
Note also that, although it depends on the value of K, this family of parameters VP does not
depend on the correlation kernel.

A.3 Behavior of function I,

We consider the following integral function (see Figure A.1 for its behavior for different correlation
functions and values of n):

1.(0) = / (1—2:2)" x®(Cx)dx (A4)

Figure A.1: Functions I,,(¢) for different correlation kernels and different values of n (K = v/3): exponential
(thick solid line), power-law (thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and
low-pass white noise (thin dashed line).

Using a Taylor expansion of the function ®({x) for low frequencies, we get:

L,(¢) = PO (A.5)

p=0 P

so that the limit behavior of 1,,(() is:

o(0)

m + 0O(¢) for even n, (A.6)

]n<<) =
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and
I,(¢) = W' (0)¢ — L(O)CQ +0(¢?)  for odd n (A7)
" " 8(n +2) ' '
Depending on the correlation model (see Table 2.1), ®'(0) sometimes cancels, so the expansion has
to be continued up to second order. For the low-pass white noise model, for which the spectrum
is flat and all its derivatives cancel, the expansion is not correct. However, in that case, we can

compute explicitly 72°%¢(():

1

INO%e(¢ < 31/2) = B2t 1)

(1+(—=1)"), (A.8)

and

IM%e(¢ > 31/2) = S (1 — 9—”2)”“ (A.9)
" - - 1872(n+ 1) 2(2 ' ‘

The high-frequency behavior of the function I,,(¢) can be investigated through the change of
variable (y = p:

-2 ¢ P’ R -3
B¢ 1) = [ (1= 2B by = 5¢ 7+ 0 (A.10)

This limit is hence independent from the correlation kernel. The results obtained from the asymp-
totic analysis are summarized in Table A.2.

Table A.2: Asymptotic values of I,,(¢) and J,(¢; K) for different correlation kernels

Integral Low frequency ( < 1 High frequency ¢ > 1
I,,(¢), even n 2?;(2)1) ﬁ(*
L(¢), odd n | W}d'(0)¢ — ¢
Jn(C; K), even n 251(2)1) 0 for white noise and triangular
(G K), odd n | VI®(0)¢ — grrsiie=C? 2V~ for exponential
faster than polynomial for power-law and Gaussian

A.4 Behavior of function J,

We finally consider the following integral function (see Figure A.2 for its behavior for different
correlation functions and values of n):

Ky

Jo(GK) = KZ}“/ (1 —2x*)" x®(Cx)dx (A.11)

Ki

Note that this function is related to the previous one through J,,(¢;1) = I,,(¢).
As before we use the Taylor expansion:

= (0)Vy

Jn((K) = p

(A.12)

p=0
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@ <H <H
Figure A.2: Functions J,,(¢) for different correlation kernels and different values of n (K = +/3). : exponential
(thick solid line), power-law (thin dashed-dotted line), Gaussian (thick dashed line), triangular (thin solid line) and
low-pass white noise (thin dashed line).

and hence derive the low-frequency behavior:

d
I (G K) = % + O(¢) for even n, (A.13)
and
Jo(¢ K) = VIo'(0)¢ — Lm)c? +O(¢*)  for odd n (A.14)
These expansions do not apply to the white noise case, but this case can be computed explicitly:
) 37 1

Jnoise < — 1 —1)" A.15

and 11

: 3T 37 1 Ir2\"
noise [ Y7 - < — 1 — Kn—i—l 1— 2 Al

and Jo¢(¢ > 37 /2K;) = 0 which also provides the high-frequency behavior of J for a low-pass
white noise correlation model. Note that, for odd n, J"*¢ vanishes both in the low and high
frequency ranges (outside the interval [37/2K5, 37 /2K,]).

Likewise, for the case of a random medium with triangular correlation, one can compute ex-
plicitly the values of the integral for the low and high frequency ranges:

. 2T 3 ¢
tri < 20 _ = 0_ 5> y/1
p(e=2) = 2 (- ) a1

and JU(¢ > 27 /K;) = 0. Note that V? = 0 for odd n so that the asymptotic is then given by the
linear term. The slope is positive because V! > 0 for odd n.
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For the exponential model, we have in the high frequency range ®(Cx) = 2¢~"*x /7% + o(¢™%)
so that

J(C> 1) = SV 0(E) (A1)

Finally, for both the power-law and Gaussian models, the J,((; K) goes to zero exponentially
fast.
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Appendix B

Derivation of the correlation matrix

B.1 Weakly varying random media

In order to reduce the number of parameters, one assumption that we will make is that the
coefficient of variation of the shear and bulk moduli are both equal, i.e. §,, = d,. As a result, the
global fluctuation level of the medium (the coefficient of variation of the random elastic tensor)
will be 0 = 9, = .. The objective of this part is to derive the correlation matrix of the variables
5% and 5% in terms of the medium dispersion level ¢ and the ratio K. We can simply obtain the

following formulas relating the variances of (& %, ) l%) to the coefficients of variation of the variables
(5 3):
”w

03 =01; 031 =20 (B.1)

>l=
>N
& [=
T =N

in which dx is the coefficients of variation of the random variable X.

If we consider the random variable X as a sum of a weak zero-mean perturbation Z and its
mean X = X + Z when |Z| < |X| (remember that in this study, we are supposed to consider
media with weak fluctuations in order to avoid the localization regime), we get:

1 1 1 1 1 z Z?
o _ —— (124 .. B.2
X X+7Z X1+% X< * ) (B:2)

Taking the average and variance from both sides of equation (B.2) results in:

1 1 Var(X) 1 Var(X)
EFl—=)~=|1 — ; — | ~ = B.
()= (0 757) v (i) =T ®
As a result, the following approximation is adopted relating the coefficient of variation of a variable
to that of its inverse:

Ox

01~ —— B.4
X 146% (B.4)
The coefficient of variation of A, d), can be calculated using:
2 4 . o 4 (R)? + 5(R)?
A=K — Flaing oy =02+ 503 = (V)% = ((li)2 + 5(#)2> 62 = 0\ = W(S (B.5)
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Now we can simplify the previous equation knowing that kK = A+
the P to S wave speed ratio is K2 = 2 + 3:

4
‘5“\/1*3(}(2—2)*9(1(2_2)25 (B.6)

Another important assumption is that in our software, SPEC, we have supposed that two random
fields k and p are independent, i.e. cov(k,u) = 0. As mentioned throughout the paper, the
covariance which should be calculated is the covariance of 5% and (5}%. Using approximations
introduced in equations (B.2):

cov (i, 1
cov (05,62) = B (o152 —M (B.7)
Al Al 11
Ap

CAJI[\D

it and considering the fact that

oo

Now, using equations (B.2), we can calculate cov

11 11 1 1

o (53) = 2,_):];(_2 )£ () 2 ()

A p K—5p p Kt — 5/t — Sp 7
i 2

(Ri—2(02+02)) 1 ‘72—2/3# 1 o’
e e el el B e vl I
Rii—5(op+ %) K— 3/ (k=30 ) Q i
O LRy,
o K—g W K—al
_ (RA—2(0%+02) : B 1+ ﬂ_g T (Rf%f; 2 T ﬂ2.(k—§?)2
Rl — 3(02 + 2) fi(k — 3p)
4-4
R X St R
_Grgeare)y” O )+ O (B.8)
Rt — 3% (1 +62) fi(F — 37)
combining equations (B.7) and (B.8), the covariance between 6 and & i can be calculated in terms

of first and second moments of xk and p:

cov ((5— (5—) = !
NS (= 21+ 00) (14 02) (14 B )

7
The covariance matrix of two random fields (6%, & i) can be constructed as follows:

A?

U?; cov(d%,él%)
A
R51 51 cov((%, 5/%) ggl
- m -
4 -4
a(R—30) | 1+ Ll 5
(k—27)2 (k242 7%)6? 2 3“)( (Eﬁ—§ﬁ2(1+52)>2 ) B
= (0@ gio—gr] (n-320+8) 1480 (14 2 (B.10)
B 4 -4 '
a(r—2p) | 1 9K 54
N( 3“)( +<Rﬁ7%ﬁ2(1+52)>2 ) - 1 )
(R %ﬁ2(1+52))(1+52)(1+ ('2724'2%;)22 52) (1+02)2
| 73 |
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it seems that the covariance matrix depends on the mean values of the elastic isotropic parameters,
(R, r) and the degree of fluctuations, §. However, we can rewrite this matrix only in terms of o
and the mean value of P-to-S wave speed ratio K, defined earlier:

454
K2-9)|[14+———9°
(K2-2)?((K?—§)*+5)0? ( )[ +(K2—§—§<1+52>)2} .
Rsrony = | [avon (et d) -t 5] (K2§3(1+62))(1+62)(21+K4(K%K§;;290 ) (B.11)
Sym (1_552)2

B.2 Highly varying random media

When § does not necessarily tend to zero (which is often the case in simulations done in this
study), the correlation matrix will be extracted using the joint probability density function of the
random variables % and 1. The variables x and p are assumed to be Gamma-distributed random
fields with an equal coefficient of variation & and mean values of & and p respectively:

1 4 1
k ~ Gamma (§;5(5 = <K2 — §) H‘S) ;. ~ Gamma (ﬁ;ﬁ5> (B.12)
The change of variables u = % = 1@712,1 and v = l% gives | = % and kK = % + 3% which leads to the
3

following Jacobian transformation matrix:

u? 3v2

Since the variables x and u are independent, the joint probability density function of the random
variables U = { and V = i will then be given by:

Jov(u,v) = |det(I)] fic(r) fu(pr) (B.14)

in which f,(x) and f,(u) are respectively the probability density function of the corresponding
random variables. Then:

Jov(u,v) = (

1
_ 1 oL (LJF%) w7 e ) (B.15)
T2 (&) ((K? = 4) y262) 7 (uwv)? \uwv  3v

It should be noted that in this equation, for a fixed value of v, u varies in | — 0o, —3v /2] [0, oo|.

The variance of the random variables X 1 and X: in terms of the statistics of the random
I
1

variables 3

and % are:

= 52% . var (Xi> _ " <%> = 52% (B.16)



Similarly, the covariance of the random variables X 1 and X1 reads:
"

cov <X%,Xi> ) (X% -Xi> —E (XQ E (X%> _E <X§ -X%>
L) ()] R e
_E <ﬁ_1>. @_1 - ]E(%)]E(%) _E(i)EGL) (B.17)

The desired covariance matrix in terms of the statistics of the variables + and i will therefore be:

py
wr(l)  cov(L,1)
B var(X§) cov(X%,Xl%) B EEQ)
Rogxp = [covoc;,m var(X1) ] T el w() (B.18)
“ “ e ()
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Appendix C

Probabilistic modeling of random
heterogeneities

In this section, the so-called maximum entropy principle will be discussed. This method allows us
to construct a probability distribution model for a random variable only based on the use of the
available information about it.

C.1 Maximum Entropy Principle

The Shannon measure of entropy for a real random variable X characterized with a probability
density function (PDF) fx(x) is defined as:

S(fx)=— - fx(x)In fx(x)dx (C.1)

For instance, let X follows a Gamma distribution with o and 6 as parameters, 7.e.:

1 o s
:HQF(a)x e *H(x) (C.2)

X ~ Gamma(a, 8) = fx(z)

in which H and I" are respectively the Heaviside and Gamma functions. Using equation (C.1) one
can show that the entropy of a Gamma random variable is o + In6 + In[I'(«)] + (1 — a)¢(a) in
which 1 is the digamma function which is defined as the derivative of the natural logarithm of
the Gamma function. This entropy can be rewritten in terms of the mean y = af and standard
deviation o = y/a# of the random variable X as:

2

SX)=" 1 2motmp+n [r <5—2)]+(1—Z—z>¢<g—z) (C.3)

o2

Table C.1 summarizes the entropy measures corresponding to some random variables in terms of
their standard deviation o. Dirac distribution which is a completely deterministic law has a zero
entropy measure which means that there is no uncertainty. For other distributions, like the Gamma
random variable, it can be observed that S(X) is an increasing function of ¢ which itself is an
indicator of the uncertainties in random variable X. As a consequence, the Shannon measure of
entropy can also be considered as a measure of uncertainty. The maximum entropy principle which
is defined by Jaynes for the first time in the context of statistical physics and quantum mechanics
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Random variable’s type

Probability density function, fx(z)

Entropy measure, S(X)

Dirac delta d(z — z0)1r(2) 0
Uniform ﬁ]l(a,b) (x) In(v/120)
Exponential Aexp(—Az)1g+(z) In(e/o)
7—o)2
Gaussian = 127T exp (—( 2:2) ) 1g(z) In(v2meo)

(z—0)?

127r5 exp <—W> Ig+(z)

Log-normal % +a+ %ln (271'111 (@))

2 I
2 exp(— ) L (1) 1+ % +In (=)

Table C.1: Entropy measure of some random variables in terms of their standard deviation o

xT

Rayleigh

for discrete probability distributions, states that among all probability distributions which satisfy
a given set of constraints, one that maximizes the entropy measure, is the best choice. As a simple
example, using the maximum entropy principle, we try to derive the PDF of a random variable
given these available information:

(i) X € R almost surly.
(ii) The mean value of X is known: E(X) = ux.
(iii) The mean value of the natural logarithm of X is also given: E(In X) = c.

The desired PDF fx is the solution of the following functional maximization problem:

fx = arg max S(fx) (C.4)

in which the function fx which is defined from R to R* should fulfill the following constraints:

/fo(x)dx =1 (C.5a)
/R:)sfx(x)dx =E(X) (C.5b)
/R(lnx) fx(x)dr = E(ln X) (C.5¢)

Using the Lagrange multipliers method to solve this maximization problem, one can obtain a
Gamma probability density function for the PDF of the random variable X (see equation (C.2)).

C.2 Probabilistic modeling of matrix-valued random fields

A natural approach to make a matrix as random is to randomize its individual elements and to use
the methods to model scalar random fieldes. However, the physical as well as the mathematical
properties of the corresponding matrix, for example its invertibility, shall not be necessarily satisfied
using this type of approach, specially in the case of random elastic matrix which consists of a priori
21 mutually independent components. In general, the random elastic matrix should satisfy these
conditions: symmetricity, positive definiteness and invertibility (the system response should be of

lthe Euler - Mascheroni constant
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the second-order). It should also satisfy all of the a priori information that might be available,
for instance its mean value, its variance, its correlation structure etc. Soize (2000, 2001) derived
a stochastic model for the random elastic matrix using the maximum entropy principle from the
essential physical and mathematical properties that the probabilistic model should possess. This
probabilistic model consists of the minimal set of essential parameters needed to describe a random
matrix which satisfies some a priori given conditions. The main steps to construct a random matrix
using a non-parametric probabilistic approach with minimal parameterization which fulfills all the
mentioned conditions are:

1. Application of the maximum entropy principle to construct a class of normalized symmetric

positive-definite real random matrices of which mean value is an identity matrix and which
are invertible:
Let G be the ensemble of homogeneous normalized non Gaussian positive-definite matrix-
valued random fields, characterized by a mean value E(G) = I (identity matrix of order 6)
and a parameter describing the dispersion level §, which is a generalization of the coefficient
of variation in the case of scalar random fields:

_ JE{IGO) — Tsl[F}
5_\/ - (C.6)

where the subscript F' denotes the Frobenius or Hilbert—Schmidt norm. Let fg(G) be the
PDF of the random matrix G. Apart from the positivity condition fg(G) > 0 and the
normalization condition (as in equation (C.5a)), two other constraints should be imposed
before starting to solve the maximization problem of equation (C.4). These constraints take
into consideration from one hand the a priori knowledge about the mean matrix and from
the other hand ensure its invertibility so that the random response of equation (1.1) u(x) will
be of second order. The solution of the constrained optimization problem using the Lagrange
multipliers results in the following PDF (see Soize (2000, 2001) for details):

_ 52
fe(G) = ]lMér(R)(G) X va X detG X 7(12—(525) exp <—2i52tr(G)) (C.7)

in which ]IMJ(R)(G) is the characteristic function which is equal to 1 if G € M (R) and

is zero when G ¢ M{ (R). detG is the determinant of the matrix G and the dispersion
parameters of the matrices G and C are related as:

, 07 (tr(C))?
5 = = (1+—tr 3 ) (C.8)

2. The random matrix is then constructed as the product of the normalized random matrix pre-
and post-multiplied by the Cholesky factors of the mean value of the corresponding random
matrix which should be known in this type of modeling:

Since the mean value of the random elastic matrix C belongs to the ensemble M{ (R), there
is an upper triangular matrix L € Mg(R) corresponding to the Cholesky factorization of the
matrix C such that:

C-L'L (C.9)
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The random elastic matrix C which belongs to the set of non normalized, non homoge-
neous and non Gaussian positive-definite matrix-valued random fields, parametrized with a
fluctuation level ¢ will then be constructed as:

C(0) =L"G(5)L (C.10)

provided that the random matrix G has a unit mean, i.e. E(G) = Is. As it can be observed
from equation (C.10), only the normalized random matrix G includes the existing randomness
in the random elastic tensor C. As a result, the probabilistic model of C is completely
obtained knowing the PDF of the random kernel G.

C.2.1 Modifications of Soize’s probabilistic model for the random elas-
tic matrix

The given probabilistic model for C in section C.2 has no assumption about its degree of symmetric-
ity. Guilleminot and Soize (2010) developed the Soize model for the case in which the material
symmetries are uncertain. For this purpose, the variances of some selected random eigenvalues
of the random matrix C should be prescribed. Adding this constraint to the Soize’s optimiza-
tion problem allows us to partially control the mean distance of the random matrix C to a given
class of material symmetry. Their model has clearly a larger number of parameters and is shown
to be suitable when it comes to the experimental identification under material symmetry uncer-
tainties. Guilleminot and Soize (2011) also presented a method based on the sequential solving
of least-square optimization problems for the inverse identification problem. Guilleminot et al.
(2011) proposed a probabilistic model for the random elasticity matrix when it is deterministically
bounded, i.e. C;, < C < C, in which C, and C, are respectively deterministic lower and upper
bounds for the random matrix C (see Huet (1990) for more discussion). Taking into consideration
simultaneously the material symmetry uncertainties and the boundedness of the random elasticity
matrix is discussed in Guilleminot and Soize (2012) and a proper probabilistic model is proposed.
Independent from the works of Guilleminot and Soize (2010), Ta et al. (2010) developed the Soize’s
model (equation (C.7)) by adding a new parameter which controls the mean distance and projec-
tion of the matrix C onto the space of isotropic materials. This parameter is also called the degree
of anisotropy of the underlying random medium. Since in chapter 3 of this presentation we will
make use of the probabilistic model of random elasticity matrix proposed in Ta et al. (2010) for
the numerical simulations of elastic wave propagation, this model will be elaborated in the next
paragraphs.

Several measures can be defined as anisotropy level (see Arts (1993) and Carcione (2007) for
instance) among which the usual definition which utilizes the normalized distance in the Frobenius
norm between the elastic matrix C and the closest isotropic one denoted by C:Z is used in Ta
et al. (2010). The latter is defined as:

Cll 012 Clg 014 015 016 Y + 2Iueqv A€V AV 0 0 0
: CQQ 023 C24 025 C26 AEV A€V + 2/Leqv AV 0 0 0
: . 033 034 035 036 ~ AETY AEY A6y + 2,u€q” 0 0 0
S . . 044 045 046 ~ 0 0 0 ueqv 0 0
. Y . - O Csg 0 0 0 0 wp 0
- M - - Cegs 0 0 0 0 0 pe
(C.11)
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in which the equivalent Lamé parameters A" and p®" are given by:

Ci1 + Co + Cy3 + 4(Cha + Coz + C3) — 2(Cyy + Cs5 + Ce)

equ __
AT = 05 (C.12)
e — 2(C11 + Cog + Cs3) — (Cra + Coz + C13) + 3(Cay + Css + Ce) (C.13)
15 '

The anisotropy index of a matrix C is then defined as:

Ic—co|e
1,(C) = | ———¥>~ .14
©=\ "o (C14)

in which the anisotropy index I, varies in [0, 1]. For isotropic materials I, = 0 and for a completely
anisotropic elastic matrix with 21 mutually independent parameter I, = 1. The extension of the
Soize’s problem to the case in which the mean anisotropy index is known is done and a new
PDF for the random elasticity matrix is proposed (see Ta (2011) for a complete discussion). The
random elastic matrix C will therefore be characterized by a mean value C, a dispersion level d,.
and an anisotropy index [I,. It can be shown that the eigenvalues of the isotropic elastic matrix,
equation (1.3), are 3\ + 2y = 3k and 2u being respectively proportional to the bulk and shear
moduli. Guilleminot and Soize (2013) investigated the statistical dependence of the elastic matrix
components based on a maximum entropy principle and found that the pair of elastic coefficients
(K, ) can be considered as statically independent. As a result, the isotropic elastic matrix is chosen
to be expressed in terms of these coefficients rather than the classical Lamé parameters:

C™° =3xS + 2uD (C.15)
where S and D are respectively the so-called spherical and deviatoric matrices which are the
orthogonal eigenvectors of the isotropic elastic tensor defined as:

1
S=-(LeL); L=[111000" (C.16a)

3
D=1I-S (C.16b)

Due to the special properties of the matrices S and D, i.e. S* =S, D? = D and SD = 0, equation
(C.15) can be rewritten as:

Ciso = (x/ﬂs + \/ﬂD>2 (C.17)

Consequently, the following model is proposed for the anisotropic random elastic matrix parametrized
with C (the mean model which is assumed to be spatially homogeneous for the sake of simplicity),
d (the degree of statistical fluctuations) and §, (the degree of anisotropy) (Ta et al., 2010):

C(5,4,) = (\/zm(a)s + \/2/1(6)D> G(d,) (¢3,{<5)S + \/2u(5)D) (C.18)

in which G(d,) is the anisotropy kernel with a PDF as in equation (C.7) and (x(d), u(d)) are
assumed to be independent strictly positive scalar random variables with equal coefficients of
variation o for the sake of simplicity of the final model:

5= = (C.19)




Applying the maximum entropy principle for s and p with given mean values k£ and p and given
mean logarithms, results in Gamma distributions with following parameters:

1 e B 1 k2! K
KR ~ Gamma(a,{ = ﬁ’eﬂ = ﬁé ) = pﬁ(li) = m (%) exXp ( 62ﬁ> H(Ii) (CZO&)
Gammaa, = 2.0, = 1% = po() = — (N ep (— L Y r(e) (C.200)
o Gommaley =t =) =00 = gy ) o ) 100 ©

We emphasize that the numerical simulations done in chapter 3 use a probabilistic model as
in equation (C.15) which is completely characterized knowing the mean values (&, ) and the
coefficient of variations which is supposed to be the same for the sake of having a model with
minimal parametrization:

C*(8) = 3K(0)S + 2u(6)D (C.21)

The elastic matrix introduced in (C.18) along with its inverse are both second-order that is to
say that E{||C(8,d,)]|3-} < 400 and E{||C~1(d,0,)||%} < +oo if the dispersion parameters of the
model satisfy (see Arnst (2007) and Soize (2006) for a detailed discussion):

1 7
— — .22
O<<5<\/§ ;o 0< 9, < T (C.22)

114



Appendix D

Toward the analytical solution to the
RTE of elastic waves propagating in
discrete isotropic scattering random
media

D.1 Introduction

Using the hypothesis of isotropic scattering and assuming that o and ¥ are x-independent which
is true in the case of the uniformly distributed discrete scattereres, one can solve analytically the
equation (1.59) for the total energy density E(t,r) at each point:

E(t,r) = /R3 a(t,r, k)dk (D.1)

Shang and Gao (1988) and Zeng et al. (1991) studied the scattering process in a random
isotropic scattering medium with discrete heterogeneities for scalar waves. They derived the equa-
tion describing the energy density propagation which is the analytical solution of the equation
(1.59) integrated over the wave vector k in this simple case. If we denote the total wave energy
density in a receiver at position r and time ¢ with E(r,t), the energy equation can be written as:

E(I‘,t) = EWL (r()’r?t - |r — ro‘) + Z ESC <I'1,I',t - |r1 — r|) (D2>

v v
ri#r

in which F;, indicates the incident wave energy directly propagated from the source at ry to the
receiver point r and F. is the sum of scattered wave energies from all possible scatterers ry (the
last scattering point) to the receiver r. If the the point-like isotropic scatterers are uniformly
distributed with density ny in a 3-D medium, E;, and E,. can be written as follows (Zeng et al.,
1991):

S|r—rg|
Ir — ro| r —ro|\ e~ =@
By (v, vt — 2720 — g (¢ - D.3
(ro ' v v 47t|r — ro|? (D-3)
S|r—rg|
— by — T
ESC ry, I',t — |I'1 I'| = FE I‘ht — ’rl r| € (D4>
v nov v 47t|ry — r|?
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where v is the constant propagation velocity and ¥ = Y. is the space-independent total cross-
section which could also include the absorption effects (i.e. 3 = 3.+ ¥,;). The exponential decay
is introduced to account for energy loss due to the scattering as well as the geometrical spreading
factor (# in 3-D media). Substituting equations (D.3) and (D.4) in (D.2) and rewriting it in a
continuous form, the following so-called scattered wave energy equation will be obtained:

Slr—rg| S[r—rg|

r —ro|\ e =@ / z vy —r|\ e "=
Ert)=FEy,|t— —F = d D.5
(x,1) ( v 47|r — 1|2 N RS U . v 47|ry — ]2 1 (D-5)

x|
Ein = 3 ﬁgpd <t L |) Zeng et al. (1991) have separated different scattering orders and derived a

complete solution for the equation (D.5) as (henceforth the source is at origin ro = 0 and at t = 0):

In the case of an impulsive incident wave energy described by a delta function in time at t =

E(r,t) = Eo(r,t) + Ey(r,t) + Ex(r,t) + > By,

m>2

Co(t-)e = (t—'vi'>eztl L
B 4rv|r|? 4r|r|v2t e @

+

167 vt |r| 1—a

S2H (t—E)e 1 o b 2 (D.6)
< v ) [ﬂ' 3 (ln 1+ a) da]
0

4
/+oo i dQ/+oo E tan 1<n+k;g>} Sln<k|r|)dk
+ v
22|

r\ 1 — = tan~! <n+kig)]

in which E,, denotes the nth order scattered energy density, i.e. the incident wave energy which has
been scattered n— 1 times before arriving to the last scattering point at r; and then directly travels
to the receiver at r. Obviously, the zeroth-order term corresponds to the incident wave energy.
The method of discrete wave number sum can be used to solve the integral in equation (D.6). Zeng
et al. (1991) have also shown that the energy corresponding to the nth order scattered wave can
be calculated using:

&)"

n!

E,(t) = / E,(r,t)dr = Ege ™" (D.7)
R3

Equation (D.7) expresses the nth order scattered wave energy as the multiplication of the
probability that the incident wave energy undergoes n scattering events before arriving at station
r, that is to say & ) (this corresponds to a Poisson random process with the rate ), and in this
interval the 1n01dent energy Ejy will be reduced by a factor e=**.

A general form of equation (D.5) for an impulsive point source at the origin can be written as
follows (Sato et al., 1997):

E(r,t) = We(b, / dr / SG(r -1t — ) E(r, )¢’ (D.8)
R3 R+
in which the Green’s function G (corresponding to incident waves) is defined as:
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Figure D.1: Configuration of a source, a receiver and last scattering points for multiple isotropic scattering including
different mode conversions (Sato et al., 2012)

Gr,t) = Gt t) = —H(1)5 (t _ ﬂ) et (D.9)

 Admolr|? v

where H(t) is the Heaviside step function and (6, ¢) corresponds to the source radiation pattern
which is normalized as:

006,002 = 4 (D.10)

Therefore, for the case of a spherically symmetric radiation (6, ¢) = 1, we will have exactly the
same equation as (D.5). The equations (D.8), (D.9) and (D.10) describe completely the isotropic
scattering process in a 3-D elastic medium with discrete random heterogeneities. The objective
of the following two sections is to extend the scalar wave transport equation to the case of elastic
waves and to derive an analytical formula for the global diffusion time of a random isotropic
scattering medium. Two different point source types will be considered in the next two sections.

D.2 Isotropic (spherical) source

In this section we suppose the isotropic scattering and therefore the spherical radiation pattern
¥(6,¢) = 1. Equation (D.8) simplifies as:

E(r,t):WG(|r|,t)—|—/ dr// SG(r—r'|,t —tE(r , t)dt (D.11)
R3 R+

The objective is to extend this scalar wave energy transport equation to the case of the elastic
waves, considering the P-to-S and S-to-P mode conversions during scattering events. We emphasis
again that in this section the polarization effect of S waves is neglected, so that the term a° N — Na®
in equation (1.68) is neglected. Furthermore, in this case the coherence matrix becomes a scalar
because of the fact that in this case Q = U =V = 0. We assume that the P and S wave energies
WP and W# are impulsively radiated from an isotropic source (for instance an explosion) located
at the origin in a 3-D isotropic scattering medium (see Figure D.1).

The scalar energy densities of P and S waves at a given point x and time ¢, which are respectively
denoted by ET(x,t) and E*(x,t), will satisfy the following integral equations which accounts for
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the possible mode conversions (Sato, 1994).

EP(x,t) = WPGF (x,t) + / dx’' / dt' [EF(x/,t)S,, + E°(x,t)2,,) G (x —x/,t —¢') (D.12)
R3 R+

E3(x,t) = WG (x,t) +/ dx'/ dt' [E° (X', t)Sss + BV (X, 1)5,] G(x —x/,t —t') (D.13)
R3 R+

where ¥, ¥,5, X5, and X, are the total scattering cross-sections for P-to-P, P-to-S, S-to-P and
S-to-S mode conversions due to the scattering events. G and G° are P and S wave energy
propagators which are characterized by the geometrical spreading factor (reciprocal of |x| and |x|?
respectively for 2-D and 3-D media) and the propagation velocities as (Nakahara and Yoshimoto,
2011):

GPlxt)= ——H#t) |t — H —(Zpp+Eps)t D.14

R L (S (D.14)
1 X[\ -

Go(x,t) = ———H(t)6 [t — — (Bas+2ap)t D.15

1) = gt (- 22 (D.15)

Taking the Fourier-Laplace transform of the both sides of these equations respectively with respect
to space and time (which are respectively denoted by tilde and hat) gives:

2 » B 1 B |k|
GPk,s)= [ d lk-X/ dte*tGF (x,t) = tan™! | ————— D.16
ooy = [ e [ a6 = ! (g (D10)

2 » B 1 B vs| K|
Go(k,s) = d ’k'x/ dte™'G(x,t) = tan ' | o D.17
e é R S T R S (D47

The Fourier-Laplace transform of equations (D.12) and (D.13) also leads to the following equa-
tions:

. PAP(1 _ s S SASY AP
(s — WO = 2uGS) £ WSGR,G D

(1-%,,GP)(1 - £,,GS) — %,,5,,GPGS

. SAS(1 v AP PAPY A8
B s) = WEGS0 =000 £ WPGTS,G D19)

(1-3,,GP)(1 - %,,G5) - %,,8,GPGS

Considering the case that the wave number |k| tends to zero, using equations (D.18) and (D.19),
we will have:

IS P S by P

EP(|k| = 0,5) :/ dx/dte‘“EP(x,t) _ W+ WOR, + W s (D.20)
R3 R s(s + Zps + Lsp)

~ P Sy, S

BS(1K| = 0, 5) :/ dx/dte—stES(x,t) _ W+ W)Ey, + Ws (D.21)
R3 R s(s + Xps + Zsp)

The inverse Laplace transforms of the equations (D.20) and (D.21), results in following relations
for the energy densities of P and S waves, integrated in the whole domain:

~ WP WS Zs WPE . — WSES
EP (k| — 0,1) :/ EP(x,t)dx = ( + )Esp i P P ,—(Zps+Tep)t

D.22
R3 Zps + ESP Zps + Esz) ( )
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_ P S 3 S’ES o PZ <
ES(kao,t):/ Es(x,t)dx:(W WO B | Wiy = W s (et (D.23)

R3 Yps + 2sp Yps + Xsp

The following important results are of special interest:

(i) Equations (D.22) and (D.23) satisfy the energy conservation, that is to say that the total
energy in the medium is conserved due to wave scattering:

EP(K| = 0,5) + ES(k| — 0,5) = / (EP(x,t) + E%(x,t))dx = WP + W* (D.24)

R3

As a result, the sum of the P and S wave energies is conserved, meaning that the formulation
is self-consistent.

(ii) The equipartition relation which expresses the stabilization of S to P wave energy ratio

I(t) = Es(t), when mathematically the propagation time tends to infinity:

EP (1)
_ . Jes ES(x,t)dx % v \°
lim I'(t) = 1 R ’ =92 D.25

o *) thoe Jos EF(x,t)dx X, Vs ( )

in which v, and v, are the constant velocities of P and S wave in unperturbed background.
In equation (D.25) we made use of the equation (1.96), i.e.:

Spe = 2 (—)3 Sep (D.26)

(iii) The global diffusion time of the elastic waves propagating in a 3-D random isotropic scattering
medium with a spherical point source could be defined as the inverse of the coefficient in front
of ¢ in the exponential terms of the equations (D.22) and (D.23):

= o (e )] = [ (02 (2))] )

This time is also called the stabilization time or the isotropization time, meaning that at this
time the P to S wave energy ratio I'(¢) is stabilized.

D.3 Non-isotropic (non-spherical) source

In this section the same problem as in previous section is considered, but in the case of an impul-
sive radiation of energy W + W?° from a non-spherical point source located at the origin. The
receiver position in spherical coordinates is x = (r, 6, ¢). The matrix form of the equations (D.18)
and (D.19) reads:

(D.28)

EP(k, s)] 1 1 - 2,65 9,05
(1= %,,GP)(1 = £,,G5) — £, 8,GPGS | TG0 1-%,,G"
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where éi and éi are defined as:

Gh = /R e (0, 0) /R eGP (1) (D.29)

Gs = /R dxe (6, ) /R e G (x., 1 (D.30)

Using the spherical harmonics, the radiation pattern ¢ can be decomposed as:

0,8)=> > CimYim(0,9) (D.31)

=0 m=—1

where 1o = V4m from the normalization condition (equation (D.10) ). Following Sato et al.
(1997), by substituting equation (D.31) in equation (D.28), and using j;(—z) = (=1)%(2) (j; is
the [-th spherical Bessel function (Sato et al., 2012)) and the following expansion:

0o l
it teaondssintom e ) — 4 3 i (kr) 3 Vin(O, 60V (0,0) (D32
=0

m=—1

We will have:

S l —(S'f‘zp)‘ x|

: —ik|x € up
Gl s) =D D v / dx f dge 'm(e,@m
=0 m=-1
- U—Z Z wzm/ dxe—(5+5p) Z Z i g (—k|x]) Y (04, ¢k>7{dQY27 (6, )Y (6, 0)
P 1=0 m=—1 0 =0 m=—1'
= LS [ e e, )
L e —
= Z Z W) GT (K, 8)imYim Ok, dr)
=0 m=-1

(D.33)

in which k = (k, 0, ¢1) is the wave vector in spherical coordinates, ¥, = %, + 3, and GF (k, s)
can be explicitly expressed using the Gauss’s hypergeometric function:

_ 1 [
Gl (k,s) = —/ Ji(k|x])e” (s+20) g%
Up Jo

D.34
1 kv, \'7' VAl +1) I+1 142 3 kv, \? (D-34)
= 2( 2Fl ) 7l+§7_

vk \2(s +3,) I(l+32) 2 2 s+,

where k = |k| is the wavenumber and »F] is the incomplete beta function (a generalization of the
beta function B, (p,q) = [y t*~1(1 — ¢)7"'dt) defined as:

JFilp,l—q,p+1z) = %Bx(p, q) (D.35)
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Taking the limit of the equation (D.28) when k£ — 0, and using the equations (D.33) and (D.34),
knowing that G¥(k,s) = vﬁtan*1 <%) and similarly G5 (k,s) = 7J%ktam*1 <%>, and that
YooYoo = 1, we will have exactly the same formulation as in the case of the spherical radiation
pattern and the diffusion time, which is shown to be independent from the source type, can be

calculated in an isotropic scattering random medium, using the equation (D.27):

tog = {zps (1 + 2”—;)} o lzsp (1 +2 (?)3)] ) (D.36)
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